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Preface

Mechatronics systems are, inherently, multidisciplinary. These systems are com-
posed of interacting subsystems or parts from different engineering disciplines
requiring an integration of mechanical engineering, electrical engineering, elec-
tronics engineering, and control engineering. The interactions between different
subsystems of a process are often very complex. Therefore, a concurrent design
approach is needed for analysis of such systems. Moreover, design of proper
control laws almost always requires a well-developed system model.

Various books have been written so far to address the above-mentioned issues
in mechatronic system design. Most of these books use abstract mathematical
models instead of a structured representation suitable for multidisciplinary sys-
tems. However, in our opinion, the choice of a proper modeling method, which is
suitable for the analysis of the multidisciplinary system’s behavior, control syn-
thesis and at the same time, clearly exposes the interplay between various sub-
systems, is very important because it can greatly reduce the mechatronic system
development time. This is the reason for using bond graph models in this book.

Bond graphs were introduced as early as 1959 by Professor Henry Paynter of
the Massachusetts Institute of Technology, Cambridge, USA. Since then, appli-
cation of bond graphs to various domains has seen rapid growth. Bond graph (BG)
modeling has also been successfully applied to model various engineering systems.
Furthermore, BG-based techniques have been developed for the analysis of
structural control properties, sensor placements, fault diagnosis, system inversion,
input–output decoupling, system identification, parameter estimation, model order
reduction, robustness studies, and actuator sizing; to name a few. These recent
developments in the field of systems and control engineering have been integrated
in this book to embed machine intelligence into mechatronic systems.

One aim of this book is to present the in-depth state of the art of applications of
bond graph modeling to mechatronics systems. This book arose from our indi-
vidual experiences in research and in teaching spanning more than two decades.
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During our professional lives we have had the opportunities to interact personally
with many leading personalities who have made significant contributions to the
fields covered in this book. Consequently, those interactions have shaped our
research directions and motivated us to write this book.

From our teaching experiences as well as those of our colleagues, we
understand that bond graph-based teachings of physical system modeling and
model-based control are well appreciated by student communities because the
methodologies are graphical, follow step-by-step approach to model building and
more importantly, retain close relationship to the physical system so that mathe-
matical complexities do not obscure the ability to analyze and reason intuitively.
This book is written for the student and research communities who are concerned
with the mechatronic systems and control field.

This book is a result of collaboration between a few Indian and French
researchers. Individual chapters are either written by single researcher or two
researchers. The first eight chapters of this book deal with general topics whereas
the last six chapters deal with specialized applications. Chapter 1 written by
Pathak introduces general concepts in mechatronics. Chapter 2 written by Ould
Bouamama and Samantaray builds the foundation of this book. It introduces bond
graph modeling tool for multi-energy domain system modeling. Chapter 3 written
by Pathak and Samantaray, deals with modeling of sensors, actuators, and elec-
tronic circuits. Chapter 4 written by Samantaray discusses physical model-based
control. Chapter 5 authored by Samantaray deals with modeling of various
mechanical (rigid and flexible body) systems and micro-electro-mechanical sys-
tems (MEMS). Chapter 6, again written by Samantaray, exclusively discusses
modeling of vehicle mechatronic systems. Ould Bouamama and Samantaray
introduce model-based fault diagnosis approach in the Chap. 7. Chapter 8, written
by Pathak, gives introduction to robotic manipulators. Pathak then discusses robust
overwhelming control and impedance control in Chap. 9 and applies those to
space robots in Chap. 10. Merzouki introduces the concept of intelligent trans-
portation systems in Chap. 11 where model-based control and diagnosis has been
integrated in real-life applications. In Chap. 12, Merzouki discusses telediagnosis
applications. Finally, in Chap. 13, Samantaray discusses a vehicle simulator
system as a virtual reality application.

Compilation of this book has been coordinated by Samantaray. He thanks his
coauthors and research students for extending all the support he needed. Samantaray
especially thanks his ex-students Dr. Tarun Kumar Bera and Dr. P. Vijay for helping
with the content and figures. Pathak thanks his masters students Balkrishna
V. Jagdale, Pushpendra Kumar, Jatin Mania, Rishikesh Rathee, Ganesh Kumar K.,
Rohit Khandekar, Sonam and Ph.D. students Amit Kumar, V. L. Krishnan,
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Part I
Theory

‘‘The important thing in science is not so much to obtain new facts as to discover
new ways of thinking about them.’’

–William Lawrence Bragg

This part gives an introduction to mechatronic systems and their modeling through
bond graph tool. The first chapter introduces general concepts related to
mechatronic systems. In the second chapter, we introduce bond graph modeling
method as the multi-energy domain modeling tool. Bond graph modeling is used
throughout this book as a common tool for system modeling, simulation, and
control system design. Several examples of modeling mechanical, electrical, and
electromechanical systems are considered and their behavioral equations are
derived from causalled bond graph models for formal model simulation.

Various types of actuators, sensors, electronic devices and analog electronic
circuits are modeled in the third chapter. The fourth chapter discusses conversion
of bond graph models into other forms of modeling like signal flow graph, transfer
function, block diagram and state space equation models. Furthermore, the graph
theoretic properties from causalled bond graph models are exploited to derive
structural control properties like controllability, observability, zero dynamics, etc.

The fifth chapter deals with modeling and design of complex mechatronics
system components. Basic concepts in rigid body and flexible body mechanics,
thermodynamics, hydraulics, metallurgy, and electromagnetism are recalled to lay
the foundations of this chapter. This chapter considers modeling of several micro
electro-mechanical systems (MEMS) like micro motors, micro pumps, wet shape
memory alloy (SMA) actuator, and piezoelectric sensors and actuators.



Chapter 1
Elements of Mechatronic Systems

1.1 Introduction

The word mechatronics is composed of “mecha” from mechanism and the “tron-
ics” from electronics. It is the synergistic integration of mechanical engineering,
with electronics and intelligent computer control in the design and manufacturing of
industrial products and processes. Mechatronics involves:

• Implementing electronics control in a mechanical system.
• Enhancing existing mechanical design with intelligent control.
• Replacing mechanical component with an electronic solution.

The growth of mechatronic systems has been fuelled by the growth in the con-
stituent areas. Advancements in traditional disciplines has also fuelled the growth
of mechatronics systems by providing technologies. For example, the invention of
the microprocessor had effected a lot on the redesign of mechanical systems and
design of new mechatronics systems. We can recall the spring-driven table clocks.
These have been replaced by microprocessor-based table clocks. There are many
examples of intelligent systems in all walks of life, including smart home appliances
such as dishwashers, vacuum cleaners, microwaves, and wireless network-enabled
devices. However it is the automobile market which has been the motivation for
the development of mechatronic systems. Before we move further let us see the
principal mechatronic components. The mechatronic components essentially consist
of actuators, sensors, input signal conditioning and interfacing unit, digital control
architecture, output signal conditioning and interfacing, and displays. The signal
flows among these elements is shown in Fig. 1.1. In the following sections, we
discuss about some of these mechatronic components and the issues involved in
mechatronic system design and implementation.

R. Merzouki et al., Intelligent Mechatronic Systems, 3
DOI: 10.1007/978-1-4471-4628-5_1, © Springer-Verlag London 2013
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Fig. 1.1 Various elements of
a mechatronic system Actuators Sensors

Input signal
conditioning and
interfacing

Output signal
conditioning and
interfacing

Displays

Digital control
architecture

1.2 Actuators

Actuators are mechanical devices for moving or controlling something. These are
responsible for transformation of output of a microprocessor into a controlling action
on machine or device. For example electrical outputs of controller transforms into
linear motion of a load or say electrical output of controller transforms into an action
which controls the amount of liquid passing along a pipe. The actuators can be
classified as

• Electric Motors and Drives: These actuators transform electrical energy into
mechanical energy. There are various types of electric actuators, such as

– DC Motors
– AC Motors
– Linear Motors
– Stepper Motors

• Hydraulic Drives
• Pneumatic Drives
• Internal Combustion hybrids
• Actuators of the future.

1.3 Sensors

Sensors are elements of a mechatronic system which produce signals relating to the
quantities being measured. Let us take an example of electrical resistance thermome-
ter. The quantity being measured here is temperature. The sensor transforms it into
change of resistance of the sensor material. Examples of sensors include switches,
potentiometers, thermocouples, strain gauges, digital encoders, and accelerometers
and micro-electromechanical systems.

A transducer is an element that when subjected to some physical change experi-
ences a related change. Thus we can say that sensors are transducers.
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1.4 Input Signal Conditioning and Interfacing

An important question is why do we require signal conditioning? The simple answer
is because we want to feed the sensor data to a microprocessor. The signal condi-
tioning process provides protection; it ensures that we get the signal to be of right
type and of right level. The signal conditioning process also eliminates or reduces
the noise. Sometimes we require signal manipulation for making it linear function
of some variable.

Interfacing is needed because we want to connect peripheral devices such as
sensors, keyboards, actuators, etc., to microprocessor. Due to different signal forms
and levels they cannot be directly connected.

We can list some basic interface requirements as

1. Electrical buffering/isolation—when peripherals operate at a different current or
voltage than the microprocessor bus system or ground references are different.

2. Timing control—when the data transfer rates of the peripheral and the micro-
processor are different, i.e., interfacing a microprocessor to a slower peripheral.
This can be achieved by using special lines between the microprocessor and the
peripheral to control the transfer of data. Such lines are called handshake lines
and the process is called handshaking.

3. Code conversion—when codes used by peripherals are different to that used by
microprocessor.

4. Changing the number of lines—when microprocessor uses different bits such as
4, 8, or 16 bits. This determines the number of lines in microprocessor data bus.
Note that peripherals may have different number of lines.

5. Serial to parallel and vice versa data transfer—a 8 bit microprocessor manipulates
8 bits of data at same time. This can be done by parallel data transfer where all
data are send simultaneously whereas in serial data transfer signals are sent one
by one.

6. Conversion from analog to digital and vice versa—when both are used together.

The examples of input signal conditioning and interfacing are discrete circuits,
analog to digital converters, digital to analog converters, filters, and amplifiers.

1.5 Digital Control Architecture

Microprocessor system has three parts (i) Central Processing Unit (CPU), (ii) Input
and Output interfaces, and (iii) Memory.

Microprocessor having memory, input and output arrangements all on same chip
are microcontrollers. Digital control architecture may include components such as
different logic circuits, microcontrollers, control algorithms, program logic con-
trollers, etc.
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1.6 Output Signal Conditioning and Interfacing

The components of this system may include digital to analog, analog to digital con-
verter, amplifiers, power transistors, power op amps, pulse width modulation, etc.

1.7 Displays

A display provides visual feedbacks to user based on which he/she can take some
decisions. The examples of displays include LED’s, digital display, cathode ray tubes,
liquid crystal displays, etc.

1.8 Intelligent System

We can define an intelligent system as a system that learns during its existence. Or
we can say that the system senses its environment with the help of sensors; it learns,
what action for each situation it should take so that it achieves its objectives. Thus,
an intelligent system can be defined only if the system exists along with surrounding,
with which it interacts. The system must be able to receive communications from
the surrounding. This communication is for transmitting information. An intelligent
system must have an objective and should have ability to check whether the last
action which it performed has been able to move it closer to its objective or not.

1.9 Reconfigurable Systems

A process may continue to operate as long as all of its critical faults can be detected
and it remains observable and controllable. A reconfigurable system is one which can
accommodate the faults using the redundancies present in the system. The redundan-
cies are usually in the form of additional actuators and sensors present in the system
than the minimum required.

The fault indicators, fault signature analysis and the fault isolation (root cause
analysis) schemes must be modified every time a system is reconfigured. The func-
tional services offered by the components are organized into coherent subsets called
Operating Modes (OM), where each OM is associated to a functional model. Automa-
tion specifies the conditions to change from one OM to another. Theoretically, a
process can operate normally, as long as at least one device is available for each
basic function. When a device fails, the branch associated with it is removed and the
system is reconfigured using the next device, according to a defined hierarchy.
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Fig. 1.2 Schematic representation of supervisory control
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Fig. 1.3 Schematic representation of autonomous supervisory control

1.10 Autonomous Supervisory Control

The supervisory control is derived from the supervisor’s control of the subordinate
staff in a manufacturing plant. The supervisory control in mechatronic system means
that provision for human operator intervention in a control process exists. The inter-
vention may be in the form of person programming intermittently and receiving data
from a computer which is connected through various sensors in a controlled process.

The controlled process can be the trajectory following action to be carried by tip
of a manipulator. In case of autonomous supervisory control, human intervention is
not present. The schematic representation of supervisory control and autonomous
supervisory control are shown in Figs. 1.2 and 1.3, respectively.

1.11 Artificial Intelligence

Humans demonstrate intelligence by communicating effectively and by learning.
Artificial intelligence (AI) is the field of study for simulation of human behavior and
cognitive process on a computer. It is the study of the nature of the whole space of
intelligent minds. AI takes help of computational techniques for performing job that
requires intelligence when performed by humans. The issue of AI involves knowl-
edge representation, search, perception, and inference. An intelligent machine has
built-in capability to reason. They perform functions that require intelligence when
performed by people. Intelligent system can be constructed from explicit, declarative
knowledgebases, operated by general, formal reasoning mechanism. They have the
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ability to synthesize discrete pieces of information in creating a new understanding
of any problem and its possible solution. Some important AI terminologies are

• Perception: It is the collection of information using sensors by the intelligent
system and organization of gathered information so that decisions can be taken.

• Reasoning: It is the process of going from what is known to what is unknown. The
reasoning can be either deterministic or nondeterministic. Deterministic reasoning
uses if-then rules whereas nondeterministic reasoning makes predictions based on
probability.

• Learning: It is the adoption of the environment based on experience by the intel-
ligent system.

Important AI systems are

(i) Expert system
(ii) Fuzzy system

(iii) Artificial neural network
(iv) Genetic algorithm
(v) Evolutionary programming

(vi) Ant colony intelligent system
(vii) Particle swam intelligent system.

1.12 Knowledgebase

A knowledgebase is a special kind of database for knowledge management [1],
providing the means for the computerized collection, organization, and retrieval of
knowledge. It aims to provide right information at right moment. Knowledgebases
are categorized into two major types:

Machine-readable knowledgebases store knowledge in a computer-readable form,
usually for the purpose of having automated deductive reasoning applied to them.
They contain a set of data, often in the form of rules that describe the knowledge in
a logically consistent manner. An ontology can define the structure of stored data—
what types of entities are recorded and what their relationships are. Logical operators,
such as And (conjunction), Or (disjunction), material implication, and negation may
be used to build it up from simpler pieces of information. Consequently, classical
deduction can be used to reason about the knowledge in the knowledgebase. Some
machine-readable knowledgebases are used with artificial intelligence, for example
as part of an expert system that focuses on a domain-like prescription drugs or
customs law.

Human-readable knowledgebases are designed to allow people to retrieve and use
the knowledge they contain. They are commonly used to complement a help desk
or for sharing information among employees within an organization. They might
store troubleshooting information, articles, white papers, user manuals, or answers
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to frequently asked questions. Typically, a search engine is used to locate information
in the system, or users may browse through a classification scheme.

Any smart control system includes a knowledgebase [3]. Information on the
mechatronic systems that include the equipment being controlled, as well as the
controllable process, may contain errors and inconsistencies and may be incom-
plete. In other words, knowledge regarding mechatronic systems is characterized
by indeterminacy. In constructing a knowledgebase, the main criterion is minimiza-
tion of the following components of the indeterminacy: incompleteness, inadequacy
(errors), and inconsistency. Another goal is to minimize the redundancy of the data in
the knowledgebase. Accordingly, a method of formalized representation of knowl-
edge regarding the mechatronic system must not only include representation of the
relevant knowledge but also determination and modeling of the indeterminacies in
the knowledge. Thus, mechatronic system modeling may help in enriching the exist-
ing knowledgebase of the mechatronic system. Information from the knowledgebase
may be used in the synthesis, control, prediction, and diagnostic systems for mecha-
tronic systems. It also helps in creating systems to support design and technological
decision making, and in the operation of mechatronic systems.

The integration of mechatronic systems can be performed by the components [2]
(hardware-integration) and by information processing (software-integration). The
information processing consists of low-level and high-level feedback control, super-
vision and diagnosis, and general process management. Special signal processing,
model-based, and adaptive methods are applied. With the aid of a knowledgebase
and inference mechanisms mechatronic systems with increasing intelligence will be
developed.

The integration by information processing (software integration) is mostly based
on advanced control functions. Besides a basic feedforward and feedback control
an additional influence may take place through the process knowledge and corre-
sponding online information processing. This means a processing of available sig-
nals in higher levels. This includes the solution of tasks such as supervision with
fault diagnosis, optimization and general process management. The respective prob-
lem solutions result in real-time algorithms which must be adapted to the mechani-
cal process properties, for example expressed by mathematical models in the form
of static characteristics, differential equations, etc. Therefore, a knowledgebase is
required for organizing the methods for design and information gaining, process
models, and performance criteria. By this way the mechanical parts are governed in
various ways through higher level information processing with intelligent properties,
possibly including learning, thus forming an integration by process adapted software.

The knowledgebase contains quantitative and qualitative knowledge. The quan-
titative part operates with analytic (mathematical) process models, parameter and
state estimation methods, analytic design methods (e.g., for control and fault detec-
tion), and quantitative optimization methods. Similar modules hold for the qualitative
knowledge, e.g., in form of rules (fuzzy and soft computing). Further knowledge is
the past history in the memory and the possibility to predict the behavior. Finally,
tasks or schedules may be included.
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The knowledgebase consists of mathematical process models, parameter estima-
tion, and controller design methods and control performance criteria. The feedback
control is organized in lower level and higher level controllers, a reference value
generation module and controller parameter adaptation. With this structure the main
control functions of mechatronic systems can be organized.

1.13 Decision Support System

A decision support system (DSS) for a mechatronic system is a computer-based
information system that supports organizational decision-making activities. DSSs
may serve the operations, and planning levels of a microprocessor and help to make
decisions, which may be rapidly changing and not easily specified in advance. DSSs
include knowledgebased systems. A properly designed DSS for a mechatronic system
may be software-based system intended to help compile useful information from a
combination of raw data, or system models to identify and solve problems and make
decisions. Let us take an example. Say a walking robot is moving in a straight line
but if some obstruction comes in path of the walking robot then decision support
system must be able to gather the data from sensor such as infrared and accordingly
actuate the motors so that the path of the robot is changed and obstruction is not
encountered.

1.14 Diagnosis

Diagnosis in a mechatronic system refers to identification of nature and cause for
failures of mechatronic components, say actuators, sensors, and microcontrollers.

1.15 Fault, Failure, and Safety

Modern technological systems rely on sophisticated control systems to meet increased
performance and safety requirements. Over the last three decades, the growing
demand for identification of fault, resulting failure and safety concerns from such
failure has attracted lot of research in the area. Apart from safety, reliability, maintain-
ability, and survivability in technical systems has drawn significant research in Fault
Detection and Diagnosis (FDD). Such efforts have led to the development of many
FDD techniques. On the other hand, research on reconfigurable fault-tolerant con-
trol systems has increased progressively since the initial research on restructurable
control and self-repairing flight control systems began in the early 1980s.
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1.16 Fault Tolerance

Fault-tolerant control has proved to be a powerful tool for improving the safety in
mechatronic system. Modern technological systems rely on sophisticated control
systems to meet increased performance and safety requirements. A conventional
feedback control design for a complex system may result in an unsatisfactory per-
formance, or even instability, in the event of malfunctions in actuators, sensors or
other system components. To overcome such weaknesses, new approaches to con-
trol system design have been developed in order to tolerate component malfunctions
while maintaining desirable stability and performance properties. This is particu-
larly important for safety-critical systems, such as aircraft, spacecraft, nuclear power
plants, and specially automobile and mechatronics systems. In such systems, the con-
sequences of a minor fault in a system component can be catastrophic. Therefore,
the demand on reliability, safety and fault tolerance is generally high. It is necessary
to design control systems which are capable of tolerating potential faults in these
systems in order to improve the reliability and availability while providing a desir-
able performance. These types of control systems are often known as fault-tolerant
control systems (FTCS). More precisely, FTCS are control systems which possess
the ability to accommodate component failures automatically. They are capable of
maintaining overall system stability and acceptable performance in the event of such
failures.

Fault-Tolerant Control (FTC) relates to recovery from fault such that the system
is controlled under actual constraints without replacing part(s) of the faulty system.
FTC approaches can be classified into two categories: passive approach (e.g., robust
control) and active approach (e.g., adaptive control). In active FTC, plant faults
are diagnosed and estimated and subsequently the controller is redesigned for fault
accommodation. Historically, from the point of view of practical application, a signif-
icant amount of research on fault-tolerant control systems was motivated by aircraft
flight control system designs. The goal was to provide “self-repairing” capability in
order to ensure a safe landing in the event of severe faults in the aircraft. Increased
air traffic has necessitated the need for fault-tolerant flight control systems. Fault
tolerance is no longer limited to high-end systems, and consumer products, such as
automobiles. It is increasingly dependent on microelectronic/mechatronic systems,
on-board communication networks, and software, thus requiring new techniques for
achieving fault tolerance.

1.17 Examples of Mechatronic Systems

1.17.1 A Copy Machine

It is an excellent example of mechatronic system. It has analog and digital circuits,
sensors, actuators, and microprocessors. The working of copy machine can be stated
as follows:
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1. User places an original in a loading bin and pushes a button to start the process.
2. The original is transported to the platen glass.
3. A high-intensity light source scans the original and transfers the corresponding

image as a charge distribution to a drum.
4. Blank piece of paper is retrieved from loading cartridge, and image is transferred

onto the paper with an electrostatic deposition of ink toner powder that is heated
to bond to the paper.

5. A sorting mechanism then delivers the copy to an appropriate bin.

Now, let us see the mechatronic components in copy machine.

1. Actuators: In a copy machine servomotor or stepper motor is used as actuator.
The principal job of actuator here is to load and transport the paper, turn the drum,
and index the drum.

2. Sensors: Optical sensors and microswitches detect the presence or absence of
paper, its proper positioning, and check whether or not door and latches are in
proper position. Encoders are used to track motor rotation.

3. Control: Analog circuits control the lamp, heater, and other power circuit. Digital
circuit controls digital display, indicator lights, buttons, and switches, forming the
user interface. Other digital circuits used include logic circuit and microprocessor
that coordinates all the functions of the machine.

1.17.2 Walking Robot

A walking robot is another good example of mechatronic system. It has following
mechatronic components:

1. Actuators: Servo motors or direct current (DC) motor or stepper motor can be
used as an actuator to propel the legs and body.

2. Sensors: A walking robot may have many sensors depending upon the level of
intelligence required in it. Some of the sensors can be

• Infrared (IR) sensor for obstruction detection.
• Bumper sensor for obstruction detection.
• Compass for orientation detection.
• Accelerometer for tilt detection.
• Ultrasonic sensor for range detection.

3. Micro Controller: One can use any microcontroller such as PIC, ATMega for
coordinating the activity of actuators and sensors.
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1.18 Why Mechatronics System Simulation?

Mechatronic system designs are complex by nature, and are becoming more complex
day by day. As the number of system’s peripheral components grow to accommodate
ever increasing demands for functionality and performance from consumers, the
system design must integrate analog and digital hardware, as well as the software that
controls them. As mechatronic system integrates different components its behavior
is determined by interdependencies between different components. Therefore, an
integrated and interdisciplinary engineering approach is necessary. So, engineers
must be assisted by tools which allow a systems analysis with respect to capabilities,
capacities, and behavior without really constructing the system. This necessitates an
appropriate modeling and simulation tool for mechatronic systems.

A mechatronic system design requires an integrated modeling and simulation
approach where the whole system needs to be designed together to meet the desired
performance specifications. The first level of modeling is called a conceptual model.
The concept of a new product needs to be validated before additional resources are
allocated to design and fabricate that product. Simulation is great tool for concept
validation. Once the conceptual model has been validated, the system level design
goes a step further where one determines the constraints on integration of components
of the system. These constraints relate to the specifications for various components
such as the power requirements in the actuators (called actuator sizing) and sensor
limits.

The next step in the design of an autonomous mechatronic system involves inte-
gration of the control system model with the system model. Besides the selection
of control laws, the control system parameters have to be tuned in this stage so that
the performance specifications are met with desired accuracy. The controller design
also involves selection and placement of sensors and actuators in the system. Note
that the actuator specifications cannot be determined if the system is not modelled
with its control laws; the actuator must be able to deliver the desired output dictated
by the controller. Moreover, if the sensor response time and feedback delay etc. are
not accounted for in the model then one might get a wrong design. Thus, the system
model needs integration of all components of the mechatronic system so that the
actuator, sensor and system dynamics are all accounted for during the design stage.

The detailed design of components is done after the system-level design and con-
trol integration has been validated through simulation. Note that initial system level
design uses gross or approximate parameter values. The detailed design accounts
for further constraints such as the mechanical strength of components (load limit,
fatigue life, etc.), geometric or assembly compatibilities, logistical issues (electrical
or hydraulic power delivery lines) and packaging of electronic components (cool-
ing system, heat exchangers, etc.). The detailed design gives more accurate estima-
tion of system parameter values which have to be again used in the system level
model. An iterative process then converges to the final system design which will be
used to fabricate the mechatronic system. The computerized modeling and simula-
tion to evolve a product design called virtual prototyping. Like manufacturing of a
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physical product can be optimized through rapid prototyping tools, the virtual pro-
totyping through modeling and simulation offers a solution to quick, maintainable,
optimized, and evolving product design. With availability of a virtual prototype of a
product, it becomes easier to perform product redesign or enhancement.

1.19 Future of Mechatronics

We can expect continued advancements in cost-effective actuators, sensors, micro-
processors and microcontrollers development enabled by advancements in
applications of microelectromechanical systems (MEMS), adaptive control method-
ologies, real-time programming methods, networking and wireless technologies, and
software tools for advanced system modeling, virtual prototyping, and testing. The
Internet when utilized in combination with wireless technology, may also lead to new
mechatronic products. While developments in automobile technology provide vivid
examples of mechatronics development, there are numerous examples of intelligent
systems in all walks of life. In area of medical science we can expect advances in
robot-assisted surgery, in vivo robots and implantable sensors and actuators. Other
areas that will benefit from mechatronic advances may include robotics, manufac-
turing, space technology, underwater exploration, and transportation.
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Chapter 2
Bond Graph Modeling of Mechatronic Systems

2.1 Why Bond Graph for Mechatronics?

One of the main and most challenging steps in the design and analysis of a mechatron-
ics system is to generate a computer model for control analysis, diagnosis design, sen-
sor selection/positioning, and actuator sizing. Modeling is a difficult task especially
for mechatronic systems. Indeed, mechatronic systems are governed by many effects
of different engineering disciplines (mechanical, electrical, pneumatic, thermal, etc.)
and various technological components (sensors, controllers, actuators, transducers,
etc.). This is why the bond graph modeling as a unified approach is well suited for
modeling them. For modeling task, this methodology allows, (independent of the
physical nature of the studied system), precisely by its graphical nature, to display
the exchange of power in a system, including storage, dissipation, and transforma-
tion. The bond graph model can be refined by adding graphically more elements
like friction, stiffness effects, without having to start all over again. Because of their
complexity, mechatronics systems need a structured approach to represent the step-
by-step modeling process in a hierarchical way by using one unified language. In
this way, four levels of modeling can be represented by a bond graph model.

1. The technological level. This level represents the architecture of the system by
assembling the different subsystem models in iconic form, which correspond to
different plant items (heat exchanger, boiler, pipe, etc.). The technological level
can be represented by the so-called word bond graph. This means that the system
is represented as interconnected subsystems. Unlike block diagrams (where the
inputs and outputs are information variables), the interconnection in word bond
graph is realized by the power variables (pair of efforts and flows).

2. The physical level. At this level, the modeling uses an energetic description of
the physical phenomena. One uses the basic concepts of physics such as dissi-
pation of energy, transformation, accumulation, sources, and so on by consid-
ering the relevant physical phenomena (inertia, friction, and compressibility),
in a discretized form, to introduce the system dynamics through a graphical

R. Merzouki et al., Intelligent Mechatronic Systems, 15
DOI: 10.1007/978-1-4471-4628-5_2, © Springer-Verlag London 2013
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description. Here, the bond graph is used as a universal language for lumped
parameter modeling of all the domains of physics.

3. Mathematical level. The mathematical model is represented by the mathemat-
ical equations (algebraic and differential equations) which describe the system
behavior. The mathematical level is obtained from a bond graph by writing the
constitutive equations of the components and constraints.

4. Algorithmic level. The algorithmic level is connected directly to information
processing. This level indicates how the mathematical models are calculated.
The algorithmic problem is solved in the bond graph methodology by systematic
assignment of causalities, which are shown by the perpendicular lines at the ends
of the bonds.

The advantages offered by bond graph modeling are as follows:

• it is a unique language for all physical domains,
• it clearly shows the cause and effect relations in the model,
• it allows further possible development and evolution of the model,
• and it is also a tool for analyzing the system’s structural properties.

2.2 Bond Graph for Modeling, Control, and Diagnosis

The bond graph approach for modeling mechatronic systems is well developed in
the literature. The first book was presented in 1959 by Paynter, the inventor of bond
graphs [41]. The approach was later extended by Karnopp et al. in [24], where the
presentation starts with the basic elements and leads to sophisticated mathemat-
ical models suitable for automated computer simulation. The reader can consult
more such applications in [33, 56, 57]. One commonly used software for automatic
generation of dynamic models is Symbols [35, 40]. In [6], simulation results for
several engineering examples are given using another software named 20sim [58].
Another software CAMP-G uses bond graphs in order to generate computer models
(integrated with MATLAB–SIMULINK) automatically [17]. This ability to generate
formal dynamic models is due to the graphical aspect of bond graphs.

The bond graph is not only a powerful modeling and simulation tool of mecha-
tronics systems as developed in the cited references, but also allows control and
diagnosis analysis. This is why the bond graph is used in this book as an integrated
and computer-aided design (CAD) tool for mechatronics system design and synthe-
sis. As shown in Fig. 2.1, the dynamic bond graph model deduced directly from the
physical mechatronic system is used not only for simulation (using any number of
software tools) but also for diagnosability [38, 39, 45, 48, 54, 55], controllability
and observability analysis [42, 51–53] and sensor placement [25, 47].
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Fig. 2.1 Bond graph modeling for control and diagnosis design

2.3 Bond Graph Modeling Theory

2.3.1 Concepts and Definitions

Consider two systems S1 and S2, respectively, represented by a DC motor and a load,
which exchange power as shown in Fig. 2.2a. This exchanged power is represented
by a bond labeled by two variables named effort (e) and flow ( f ), which are called
power variables. Effort is the intensive variable (e.g. pressure, electrical potential,
temperature, chemical potential, force, torque, etc.) and flow is the derivative of
extensive variable (e.g. volume flow, current, entropy flow, velocity, molar flow,
etc.). For representation purposes, the effort variable may be placed on one side of
the bond and the flow variable on the other side, although such placements are not
necessary in many cases except for the purpose of explanation. The assumed direction
of the power exchange (flow) is represented by the half arrow on the bond as shown
in Fig. 2.2b and it is formally called power direction. It may be noted here that the
power direction is only a reference (like a coordinate system) and it does not mean
that the power will actually flow in the assumed direction. In the bond graph theory,
bonds (named power bonds) represent power exchange conduit between connected
multiports. This power is the product of the two power variables. In the considered
mechanical example the effort is the torque τ and the flow is the angular velocity ω
(Fig. 2.2c). The exchanged power is P = τω because e = τ and f = ω.
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Fig. 2.2 Energetic connec-
tion represented by bonds and
ports in bond graph represen-
tation
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Definition 2.1 A bond graph is a collection of multiport elements connected together.
In the general sense, it is a linear graph whose nodes are multiport elements and whose
branches are bonds. The key feature of bond graph modeling is the representation
(by a bond) of exchanged power as the product of generalized efforts (e) and general-
ized flows ( f ) with elements acting between these variables and junction structures
(algebraic constraints) to reproduce the global model as interconnected subsystems.
The power variables are the generalized flow and the generalized effort variables as
developed below.

Bond graphs are labeled as directed graphs, in which the vertices represent sub-
models (or elements) and the edges represent an ideal energy connection between
power ports as illustrated by the electrical circuit example shown in Fig. 2.3a, b. The
vertices are idealized descriptions of physical phenomena: they are concepts, denot-
ing the relevant aspects of the dynamic behavior of the system. The edges are called
bonds. They denote point-to-point connections between submodel ports. The bond
transfers power as product of two generic power variables.

2.3.2 Power as a Unified Coordinate System

In bond graph theory, bonds (or power bonds) represent power (consequently energy)
exchange between connected multiports. This power is the product of two power
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variables: a potential variable (e.g. pressure, electrical potential, temperature, chem-
ical potential, force, etc.) called generalized effort (e) and a current variable (e.g.
volume flow, current, entropy flow, velocity, molar flow, etc.) referred to as general-
ized flow ( f ). The positive sense of power flow is represented by the half arrow on
the bond. The energy is exchanged according to the sense represented by a power
direction (half arrow head) only when the two power variables have the same sign,
i.e., either both are positive or both are negative; otherwise, the energy transfer is in
the opposite direction to the assigned power direction. The choice of the coordinate
system is usually decided by the concerned engineering domain (e.g. Cartesian, cylin-
drical, or spherical coordinate systems in mechanics, assumed direction of current
flow in electrical networks, etc.). In some engineering domains, it is very difficult
to choose the appropriate coordinate system (e.g. chemical engineering, thermo-
dynamics). Further difficulty arises when subsystems belonging to different energy
domains are to be coupled together. This is why, for multi-disciplinary model synthe-
sis, power direction is a generalized approach of the coordinate system assignment
in bond graph theory.

The invention of bond graphs is attached to the need for a common language
to model systems involving different energetic domains. Bond graph is a topolog-
ical modeling language, where the energy exchange between the components of a
dynamic system are captured in a graphical form. The methodology was invented by
Paynter in 1959 [41] and was developed later for different modeling applications:
electromechanical [59], thermofluidic and thermal [57], chemical and thermochem-
ical [21]. This analogy approach has been even extended to non-energetic systems
such as economic and sociological systems [4, 5, 13]. The model can be introduced
in a graphical form and simulated using specialized software [35, 58]. This tool is
widely used in the industry for mechatronics and integrated system designs.

2.3.3 Power Variables

Power interactions are always present when two multiports are passively connected.
In bond graph language, the various power variables are classified into a universal
scheme so as to describe all types of multiports in a common language. Power vari-
ables are generally referred to as effort and flow; additional qualifications pertaining
to the domain under consideration may also be included in the model. Table 2.1 gives
effort and flow variables for some of the physical domains. The power Pu exchanged
at the port is the product effort and flow:

Pu(t) = e(t) f (t) (2.1)

This type of a bond graph is then called a true bond graph.
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Table 2.1 Power variables in a true bond graph

Domain Effort e(t) Flow f (t)

Electrical Voltage u (V) Current i (A)
Mechanical rotation Torque Γ (N m) Angular velocity ω (Rad/s)
Mechanical translation Force F (N) Velocity v (m/s)
Hydraulics Pressure (Pa) Volume flow rate V̇ (m3/s)
Thermodynamics Temperature (K) Entropy flow (J/(K s))
Chemical transformation Chemical potential μ (J/mole) Molar flow rate ṅ (mole/s)
Chemical kinetics Chemical affinity A (J/mole) Rate of reaction ξ̇ (mole/s)
Economics Unit price Pu ($/unit) Order flow rate fc (units/period)

Table 2.2 Power and energy variables in a true bond graph

Domain Impulse p(t) Displacement q(t)

Electrical Flux linkage λ (Vs) Charge q (C) or (As)
Mechanical rotation Angular momentum pω (N m s) Angle ω (Rad)
Mechanical translation Momentum p (N s) Displacement x (m)
Hydraulics Pressure momentum pp (Pa s) Volume V (m3)
Thermodynamics – Entropy S (J/K)
Chemistry – Molar mass N (mole)
Economics Economic momentum pe Accumulation of orders qe

2.3.4 Energy Variables

Two additional physical quantities are used in bond graph modeling. They are
called energy variables and are important for dynamic system representation and are
associated with state variables. Two kinds of energy variables are used: generalized
momentum, p(t), and generalized displacement, q(t). They are obtained by integra-
tion of the power variables with respect to time.

p(t) ≡
∫ t

−∞
e(τ )dτ = p0 +

∫ t

t0
e(τ )dτ,

q(t) ≡
∫ t

−∞
f (τ )dτ = q0 +

∫ t

t0
f (τ )dτ.

(2.2)

Energy variables for some modeling domains are given in Table 2.2.
In chemical and thermal domains, the time integral of efforts (temperature or

chemical potential) do not have any direct physical meaning. This is why, the gen-
eralized momentum p(t) is not defined in Table 2.2 for these domains.

Let us explain why those variables are termed “energy variables”. Equation 2.2
can be rewritten in differential form as follows:

dp(t)

dt
= e(t) ⇒ e(t)dt = dp(t),

dq(t)

dt
= f (t) ⇒ f (t)dt = dq(t).

(2.3)
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Energy E(t) is computed by integration of the power:

E(t) =
∫ t

−∞
Pu(τ )dτ =

∫ t

0
e(τ ) f (τ )dτ + E0. (2.4)

Based on Eq. 2.3 (e(t)dt = dp(t) and f (t)dt = dq(t)), it is easy to express E as
a function of energy variables q or p:

E(t) =
∫ t

0
e(τ )

dq(τ )

dτ
dτ + E0 or E(t) =

∫ t

0
f (τ )

dp(τ )

dτ
dτ + E0. (2.5)

As will be shown later, the variables e(t) and f (t) can be expressed as functions of
q and p: e(t) = e(q) and f (t) = f (p). Finally, energy E (Eq. 2.5) can be rewritten
as function of energy variables q or p:

E(q) =
∫ q

q0

e(q)dt + E(q=q0). (2.6)

E(p) =
∫ p

p0

f (p)dt + E(p=p0). (2.7)

For example, let us consider potential energy E p stored by a spring. The power
flow into the spring (port) leads to storage of energy E . If during the process, no
energy is lost, then energy E is

E p(t) =
∫ t0

0
e(τ ) f (τ )dτ + E(t=0) (2.8)

where, effort e and flow f are, respectively, the force and the velocity. If the force
is proportional to the displacement x (F = kx), where x = q = ∫

f (τ )dτ is the
energy variable, then the stored energy is

E p(t) =
∫ q1

q0

e(q)dq =
∫ x1

x0

kxdx = 1

2
k

(
x2

1 − x2
0

)
. (2.9)

2.3.5 Pseudo Bond Graph

2.3.5.1 Why Pseudo Bond Graph?

In complex processes, several phenomena (chemical, thermal, hydraulic) are coupled
[15, 18, 20–22]. For example, thermofluid systems involve additional complexity in
the modeling task, since the mass that flows through the process transports the internal
energy which is stored in it from one location to another. If one has to include chemical
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Table 2.3 Power variables in process engineering

Domain Pseudo bond graph power variables

Effort (e) Flow ( f )

Chemical
Transformation C (mole/m3) ṅ (mole/s)
Kinetics C (mole/m3) ṅ (mole/s)

Hydraulics P (Pa) ṁ (kg/s)
Thermal

Conduction T (K) Q̇ (J/s)
Convection T or h (J/kg) Ḣ (J/s)

reactions in addition to thermal phenomena, then three energy domains are involved
in a general process engineering system. Power variables of process engineering
models are thus presented in vectorial form as

e = [
eh et ec

]T
, and f = [

fh ft fc
]T
, (2.10)

where et , eh and ec represent, respectively, the thermal effort (the specific enthalpy
or the temperature), the hydraulic effort (the pressure), and the chemical effort (the
chemical potential, chemical affinity, or the concentration); and ft , fh and fc repre-
sent, respectively, the thermal (or entropy) flow (by conduction Q̇ or by convection
Ḣ , i.e. enthalpy flow), hydraulic flow (mass flow ṁ or volume flow V̇ ) and chemical
flow (mole flow ṅ).

Table 2.3 shows the pseudo power variables used in modeling of process engi-
neering systems. More details and motivations for the specific selection of power
variables is given in [57].

In the hydraulic domain, the pair (ṁ, P) is preferred because ṁ acts as a com-
mon variable for both incompressible and compressible fluid flow modeling and if
thermofluidics is considered, then the energies being coupled, the enthalpy flow Ḣ is
calculated from mass flow ṁ. In the convection of thermal energy (from a Lagrangian
point of view), the pair enthalpy flow-temperature (or specific enthalpy) (Ḣ , h
(or T )) is used as power variables. In the case of thermal conduction (from Eulerian
point of view [1]), the pair (T, Q̇) is used.

In chemical systems, the concentration C is used as the effort variable instead
of the chemical potential and the molar flow ṅ is used as the flow variable. Other
research works use the concentration of the substance as effort variable instead of the
chemical potential and the derivative of the concentration as the flow variable. This
approach is extensively used in [27] because it allows to manipulate variables more
intuitively (therefore easy to simulate) and the power variables (e.g. concentration)
are measurable quantities.
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Table 2.4 Energy variables in process engineering

Domain Pseudo bond graph energy variables

Impulse (p) Displacement (q)

Chemical – Number of moles N (mole)
Hydraulic Pressure momentum pp Mass m (kg)
Thermal –

Conduction – Thermal energy Q (J)
Convection – Internal energy U (J)

2.3.5.2 Pseudo Energy Variable

The energy variables (or state variables) in pseudo bond graph of process engineering
systems are time integral of mass flow (m = ∫

ṁdt), time integral of enthalpy flow
(H = ∫

Ḣdt), time integral of mole flow (N = ∫
ṅdt) and time integral of thermal

flow (Q = ∫
Q̇dt).Consequently, the energy variables (as summarized in Table 2.4)

are:

• mass m stored by any accumulator,
• total enthalpy H (or internal energy) stored in any heated accumulator,
• number of moles N accumulated in a reactor,
• and thermal energy Q stored by any metallic body.

The time integral of temperature or chemical potential have no physical meaning.
This is why, impulse variables do not exist for thermal or chemical processes. To
be more precise, impulse variables are associated with inertial motion. However,
thermal processes are irreversible and the kind of chemical kinetics considered in
this book is also irreversible, i.e., in such processes, there will be no inertial effects.
Note that thermal equivalent of inertia is undefined, as it would violate the laws of
thermodynamics.

2.3.6 Analogy of Energy Variables

The analogy of displacement and impulse variables for different systems are given
in Figs. 2.4 and 2.5.

2.4 Bond Graph Elements

In bond graph language, two active elements (namely sources) (Se and Sf), three
generalized passive elements (I, C , and R), two junctions (0 and 1) and two trans-
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ducers (TF and GY) are used to model any energetic process. When the exchanged
power is negligible, or power is drawn from some unmodeled external source (e.g.
the tank circuit in an amplifier), then it is represented by an information bond having
full arrows to show the direction of information imposition. The full arrow in the
information bond (also called activated bond) can represent the signal transmitted
by a sensor, integrator, sum member, etc.

There are nine basic multiport elements, grouped into four categories according
to their energy characteristics. These elements and their definitions are summarized
in Table 2.5. The junctions and two-port (1, 0, TF, and GY) elements define the con-
straints in the model. These constraints are usually conservation relations such as
force and moment balance equations, kinematic constraints, Kirchoff’s voltage and
current laws, etc. The constraint relations depend upon the domain being modeled.
The sources excite the system. The passive elements (I, C, and R) model the kinetic
and potential energy storage and dissipation. The energy is exchanged between var-
ious segments of the system through the junctions.
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Table 2.5 Definitions of the basic bond graph elements

2.4.1 One-Port Passive Elements

The bond graph elements are called passive because they transform received power
into dissipated power (R-element), store power in the form of potential energy
(C-element) or kinetic energy (I-element). These elements are called one-port ele-
ments because they are connected to another system by one port. By convention,
the half arrow is oriented towards the port as shown in Fig. 2.6 where J indicates a
junction (1 or 0).
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Fig. 2.7 R-element: a bond graph, b electrical resistance, c mechanical damper, d hydraulic resistor,
and e chemical membrane

Depending on how the power is transformed by the port, the passive elements are
classified into resistive (R), storage (C) and inertial (I) elements.

2.4.1.1 Resistive R-Element

Definition 2.2 A bond graph element is of type R-element (resistor or dissipater) if
it defines an algebraic constitutive equation between effort and flow. This element
models all energy dissipation-type phenomena.

Figure 2.7 shows the bond graph model and sketches of resistors in several energy
domains. As technological systems representing R-element, one can cite electrical
resistors, mechanical frictions, hydraulic resistors, and chemical resistances (mem-
brane in a fuel cell, for example). The type of the phenomenon, represented by an
R-element, is usually identified by the associated power variables or subscripts (some
nomenclature) given to the associated parameter used in the element’s constitutive
equation: Re, Rm , Rh or Rc.

The constitutive equation of R-element is a static function:

ΦR(e, f ) = 0. (2.11)
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This relation can be linear or nonlinear. Examples are:

• Ohm’s law in the electrical domain: u − Rei = 0,
• mechanical friction: F − Rm ẋ = 0,
• Bernoulli’s law in hydraulics: ΔP − Rh V̇ 2 = 0,
• or chemical diffusion law between two substances of different potential through a

membrane: Δμ− RC ṅ = 0.

It should be noted that the R-element usually withdraws power from the system
and transforms it mostly into useless heat, illustrating the fact that the dissipation
phenomenon is irreversible. In certain cases, the resistance can be negative if it
supplies power. For example, the dry friction phenomena, flow-induced excitation
phenomena, torque-speed characteristic of motors or pressure difference-volume
flow characteristic for pump can be modeled as R-elements [37] with negative values
for parameter R so that energy is imported into the system.

2.4.1.2 Storage C-Element

Definition 2.3 A bond graph element is called C-element (storage) if it is defined
by a dynamic constitutive equation relating displacement (time integral of flow) and
effort. This element represents any system that transforms the received power into
potential energy without loss.

In Fig. 2.8, the bond graph symbol and some physical examples of related storage
phenomena are given. Typical examples are electrical capacitor, mechanical spring,
storage reservoir and torsion bars, etc. The constitutive law for C-element always
relates the effort e to the time integral of flow (displacement q):

ΦC (e, q) = 0, or ΦC

(
e,

∫
f (τ )dτ

)
= 0. (2.12)

Remark 2.1 The constitutive equation associated with bond graph elements are
called behavioral equations. The physical laws expressing how the energy is trans-
formed are mathematically described by the behavior model. In a bond graph model,
they describe the physical phenomena which are represented by lumped-parameter
bond graph elements (R, C, and I). These equations are called “constitutive laws”.

FB = {FC } ∪ {FI } ∪ {FR} . (2.13)

From a functional point of view (see [40]), C-element is a processor which receives
power as input and produces potential energy as output by storage. From the plant
item point of view, those processes are receivers, boilers, tanks, condensers, etc.,
which are classified as storage processes.
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Fig. 2.8 Storage C-element:
a bond graph model, b elec-
trical capacitor, c spring, and
d storage tank
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Thus, if the flow f is the input to a C-element, it is first integrated to find q and
then e is an output computed from q. The linear form of such constitutive law is:

e = 1

C

∫
f dt = q

C
. (2.14)

In the linear case, the constitutive law is u = 1

C

∫
idt = q

C
in electrical systems,

F = 1

C

∫
ẋdt = K x in mechanical systems, and P = 1

C

∫
V̇ dt = V

C
= ρg

A
V in

hydraulic storage tanks having uniform cross-section.
For mechanical systems, it is common to use the spring constant K , rather the

compliance C ≡ 1/K ,which is analogous to the electrical capacitance. For a spring,
the potential energy of a linear compliant element (Eq. 2.9) is given by

ΔE =
x1∫

x0

K x · dx = K

2

(
x2

1 − x2
0

)
, (2.15)

or

ΔE =
t1∫

t0

e · f ·dt =
t1∫

t0

e · 1

K

de

dt
·dt =

e(t1)∫

e(t0)

e

K
de = 1

2K

(
e2(t1)− e2(t0)

)
. (2.16)

In a hydraulic system (gravity tank), the capacitance C is equal to A/(ρg). Indeed
the pressure of the fluid of the densityρ (kg/m3) at the bottom of the cylindrical tank of
cross-section A can be expressed as a function of the volume V, as P(V )= ρg

A V .
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Fig. 2.9 Energy storage in a
C-element: a linear case and
b nonlinear case
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Based on Eq. 2.6, the potential energy stored by a hydraulic capacitor (tank or accu-
mulator) can be evaluated as follows:

E p =
V1∫

V0

P(V )dV = ρg

2A

(
V 2

1 − V 2
0

)
. (2.17)

C-element does not dissipate energy but stores it and discharges it on demand by
the rest of the system.

The stored energy E(q) may be interpreted graphically as shown in Fig. 2.9. The
area under the curve represents the energy E . If q (volume, entropy, charge) goes
from 0 to q0 then energy is being stored, if q starts returning to 0, stored energy is
being released (e.g. discharge of a capacitor). During this process, no energy is lost.

2.4.1.3 Inertia I-Element

Definition 2.4 A bond graph element is called I-element (storage) if it is defined
by a dynamic constitutive equation relating momentum (time integral of effort) and
flow. This element models any system that transforms the received power into kinetic
energy without loss.

I -element (Inertia) transforms the received power into kinetic energy for mechan-
ical systems and magnetic field energy for electrical systems. The bond graph symbol
and some physical examples are shown in Fig. 2.10. The I-element is used to model
inductance phenomenon in electrical systems, mass or inertia effects in mechanical
or hydraulic processes. The constitutive law is a dynamic relation relating integral of
effort (momentum) and flow. An inertia element does not dissipate energy but stores
it. A well-known example from mechanics is the flywheel with its large moment
of inertia. When it is brought back to its original state, e.g., when the flywheel is
slowed down, it returns the entire energy to the system. The usual relation given for
I-element is between the time derivative of the flow and the effort, or in other words,
between flow and the integral of effort.

ΦI ( f, p) = 0 or ΦI

(
f,

∫
e(τ )dτ

)
= 0. (2.18)
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Examples:
∫

udt = Li or Φ = Li in electricity,
∫
Γ dt = Jω or pω = Jω in

mechanical rotation and
∫

Fdt = m dx
dt or p = m dx

dt in linear motion. The inductance,
mass, or moment of inertia is the inertia parameter.

In hydraulics, the inertia due to the mass of the fluid of density ρ flowing in a
pipe of length l and cross-sectional area A can be derived (Fig. 2.10d) by assuming
that the driving force is due to the difference of pressure ΔP. Newton’s law for the
mass of the fluid (m = ρA
) circulating in the pipe yields

ρA

d(V̇ /A)

dt
= A(P1 − P2) ⇒ V̇ = A

ρ


∫
ΔPdt = 1

I
ph, (2.19)

where ph is the pressure momentum.
The parameter of inertia of the fluid is then I = ρ


A for a volume of constant area

A. If A is not constant, I = ρ
∫ l

0
d


A(
) .
If we consider ẋ as the linear velocity of a fluid control volume of mass m then

Eq. 2.21 can be written as:

ph = ρ


A
V̇ = m

A2 V̇ = m

A2 Aẋ = 1

A
mẋ . (2.20)

From Eq. 2.20, the pressure momentum can be considered as momentum per unit
surface area:

ph = p

A
. (2.21)

Based on the equation (p = mẋ), the kinetic energy stored in a mechanical inertial
element of mass m can be obtained
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Fig. 2.11 Active elements:
a flow and effort sources and
b modulated flow and effort
sources
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. (2.22)

Note that both C and I elements are associated with energy storage.

2.4.2 Active Elements

Definition 2.5 Sources are called active elements in bond graph notation. They
supply power to the process. Their type is indicated either by a subscript “e” or “f”
depending on whether source imposes an effort or a flow on the system.

Depending on the type of power variable the source provides, bond graph modeling
has two source elements: effort source (Se) and flow source (S f ). Figure 2.11a shows
the bond graph representation of such elements. Since sources provide power, the
bond is conventionally oriented towards the system to which the power is imposed.

2.4.2.1 Effort Source

It imposes an effort, which can be a function of time, but independent of the required
flow. Examples are the electric voltage generator, pressure pump, temperature source,
gravity, etc.

2.4.2.2 Flow Source

It provides a flow independent of the required effort. Examples are electric current
generator, imposed velocity in mechanics, and hydrostatic pump driven with constant
rotation frequency, where the volume flow is practically independent of the opposed
pressure. If such a pump is equipped with an ideal pressure regulator then it becomes
an effort source with the effort (pressure) independent of the flow.
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Fig. 2.12 “1” and “0” junc-
tions in bond graphs
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2.4.2.3 Modulated Sources

Many effort and flow sources are controlled (by a signal). They are named modulated
sources (M Se or M S f ) and are highlighted by a letter M “modulated” preceding the
source symbols as given in Fig. 2.15b. For example, a pump can be controlled by an
external control signal to regulate its speed.

2.4.3 Junctions

To express other constraints of the global system being modeled, bond graph ele-
ments (R,C,I) are interconnected by “0” junctions when interconnected ports have a
common effort and by “1” junction if their flow is the same. Formerly, these junc-
tions have been called P (parallel)- and S (series)-junctions by author Jean Thoma.
This is better for generating computer code but has been abandoned for international
standardization because in fact, the series and parallel aspects of the junctions are
more obvious in the electrical than in the mechanical systems. Sometimes called three
ports, the junctions allow to connect the elements (in parallel and series connections).
Bond graph representation of “0” and “1” junctions are shown in Fig. 2.12.

Remark 2.2 The equation deduced from junction are called structural equations:
they represent a set of conservation laws (of mass, energy, etc.) and/or equilibrium
equations.

In all junctions we have power conservation, which can be expressed as:

∑n

i=1
ei fi = 0, (2.23)

where n is the number of ports and
∑

is the algebraic sum. The sign is taken (+)
when the power direction is towards the junction and (−) when it is outwards from
the junction. For the bond graph model of Fig. 2.12, two power directions are into
the junction (the bonds 1 and 4) and two power direction are out of the junction (the
bonds 2 and 3); thereby giving the conservation law:

e1 f1 + e4 f4 − e2 f2 − e3 f3 = 0. (2.24)
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Fig. 2.13 0 junction in a Mechanical, b electrical, and c hydraulic systems

• 0-junction (common effort junction): It associates elements with the same effort,
which means parallel circuit in electricity and oil hydraulics, and series circuit in
mechanics. This corresponds to the Kirchoff’s current law in electricity. The con-
stitutive equation and representation of such junction are described by Fig. 2.12a.
The efforts on all bonds are identical, and algebraic sum of flows is equal to zero.
The constitutive equations (from Fig. 2.12) may be written as{

f1 + f4 − f2 − f3 = 0,
e1 = e2 = e3 = e4 = 0.

(2.25)

In mechanical engineering, “0” junction represents a geometric compatibility for
a situation involving a single force and many velocities which algebraically sums to
zero. It represents for electrical system a Kirchoff’s law for a node where conductors
join. In hydraulic systems, it represents a conservation of volume/mass flow rate
at a point where several pipes join. Those physical interpretations are illustrated in
Fig. 2.13.

• 1-junction (common flow junction): It associates elements with the same flow,
which means series circuit in electricity and oil hydraulics but parallel circuit in
mechanics. The flows in all bonds are identical, and algebraic sum of efforts is
equal to zero. The constitutive equations (from Fig. 2.12) are written as

{
e1 + e4 − e2 − e3 = 0,
f1 = f2 = f3 = f4 = 0.

(2.26)

Examples of 1-junctions are given in Fig. 2.14. “1” junction represents in mechan-
ical engineering a dynamic equilibrium of forces associated with a common velocity
(Fig. 2.14a). If an inertia is involved, Newton’s law for the mass element can be
deduced. In electrical circuit (Fig. 2.14b), 1-junction represents circuits in series
connection: Kirchoff’s law for voltage can be written. When hydraulic components
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Fig. 2.14 1 junction in a Mechanical, b electrical, and c hydraulic systems

are in serial connection, the flow is the same and the pressure drops around the circuit
are summed up. Corresponding to Fig. 2.14c, the constitutive equation is:

Pe −ΔP1 −ΔP2 − Patm = 0, (2.27)

where ΔP1 = Pe − P1, ΔP2 = P1 − Patm and atmospheric pressure Patm = 0.

2.4.4 Two-Port Elements: Transformer and Gyrator

• Transformer element—TF

Definition 2.6 A transformer element, denoted by TF, is a conservative two-port
bond graph element which scales like power variables, sometimes transforming
energy from one domain into another. It’s constitutive relations (Eq. (2.28)) alge-
braically link inlet and outlet efforts and inlet and outlet flows. The effort in the first
port is proportional to the effort in the second port and the flow in the second port is
proportional to the flow in the first port with the same proportionality constant.

This energy conservative element models electric transformers, gear reducers in
rotary mechanics, or simply levers in rectilinear mechanics. Since T F element does
not store energy, we have power direction of one bond pointing towards the element
and the other is oriented away from the element.

The constitutive relations of a transformer element are between input and output
efforts, and between input and output flows:
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Fig. 2.15 Examples of TF-element: a Electrical transformer, b hydraulic piston, and c mechanical
lever

{
e1 = me2,

f2 = m f1,
(2.28)

where m is called the modulus of the transformer or transformer modulus and sub-
scripts 1 and 2, respectively, represent the sides with power direction into the TF-
element and out of the TF-element. Obviously, e1 f1 = me2 × f2/m = e2 f2. If the
modulus m of the transformer is not constant, but depends on time or any other para-
meter, then it is called an MTF (modulated transformer) element. The MTF element
still models a power conserving transformation.

Examples for transformers are pumps and cylinders in fluid power engineering,
and levers and gear boxes in mechanical engineering (Fig. 2.15). The constitutive
equations for the piston-cylinder (Fig. 2.15b) mechanism of cross-section A is:

⎧⎨
⎩

P = F/A,

ẋ = V̇

A
.

(2.29)

Transformers are of two different kinds:

1. Impedance transformers, where the input and output variables are of the same
energy domain or class.

2. Class transformers, where the input and output variables belong to different energy
domains or classes, e.g., hydraulic cylinders and pumps connecting hydraulic vari-
ables with mechanical variables. Hydraulic power is transduced into mechanical
power in the piston.

Depending upon the physical system being modeled, the transformer modulus is
defined by taking the power direction into consideration. For example, if the power
directions are reversed in Fig. 2.15c then the transformer modulus becomes a/b.

Remark 2.3 The transformer modulus is defined in such a way that the flows in the
bonds are scaled according to the power direction. The effort variables are scaled
in the reverse direction. To decouple the dependence of transformer modulus from
the power direction, another convention is sometimes used. In this convention, a
directed arc called transformer orientation is placed near the transformer modulus
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Fig. 2.16 Various ways of defining transformer modulus: a a simple lever with assumed positive
coordinates, b and c model without transformer orientation arrow, and d–g model with transformer
orientation arrow

to indicate the direction of flow scaling. The efforts are scaled in the opposite way.
This convention allows independent assignment of power and scaling directions. In
this book, the transformer orientation convention is used in some of the chapters.

Figure 2.16a shows a mechanical lever with the positive sense of velocities and
forces indicated at its two ends. Respecting this coordinate system, we can see that
ẋ2 = (−b/a) ẋ1 and F1 = (−b/a) F2 so that the power conservation relation F1 ẋ1 =
F2 ẋ2 is satisfied. The lever can be modeled as a TF-element as shown in Fig. 2.16b, c
with the scaling factor decided by the power direction. If the scaling factor is decided
separately by transformer orientation then it becomes independent of power direction
as shown in Fig. 2.16d–g. The constitutive relation is the same in all these models.
Note that if the transformer orientation is the same way as the power direction
as in Fig. 2.16d, g then the transformer modulus matches with that for the normal
convention, i.e., as given in Fig. 2.16b, c, respectively.

• Gyrator GY

Definition 2.7 A Gyrator element, denoted by GY, is a conservative two-port bond
graph element which scales dissimilar power variables, generally transforming
energy from one domain into another. The effort in any side of the GY two-port
is proportional to the flow on the opposite side of that two-port (Eq. 2.30).

Gyrators are also called transducers, and they allow to transform energy from
one domain into another (gyroscope, electric motor). An example is the electric
motor, that transforms electric power into mechanical rotary power (Fig. 2.17a). The
constant of proportionality r is called gyrator ratio or modulus. Unlike TF-element,
the constitutive equation for GY is “crossed”, i.e., between dissimilar power variables:

{
e1 = r f2,

e2 = r f1.
(2.30)
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Fig. 2.17 a Gyrator element and b modulated Gyrator element

The gyrator may be adjustable, and its conversion ratio can be modulated by a
signal applied through an activated bond. This is represented by the symbol MGY
(modulated gyrator). An example is the electric motor with variable field strength
(Fig. 2.17b). Note that the modulated signal (activated bond) means that no power
is associated with the change in m and r (in both TF- and GY-elements), thus
the power e1 f1 is equal to e2 f2. This is contrary to other passive elements, e.g.,
C-element where the stored energy changes when the information signal changes.
One example of the later case is a capacitor with movable plates.

2.4.5 Information Bond

In measurement, instrumentation, and control system, the energy transferred by the
signal is negligible when compared to that exchanged between the physical com-
ponents. Such control system components are said to be active components. Most
often, external power is supplied to the active components in the instrumentation cir-
cuit, e.g., power amplifier, capacitive sensor, etc. This external power supplied to the
active components does not interfere with the passive parts of the system. Thus, for
modeling purposes, we need to distinguish between passive and active components
and their connections.

The signal is represented by an information or signal bond, which corresponds
to block diagram’s arrows. It is shown as a full arrow on the bond and can repre-
sent the signal transmitted by a sensor, integrator, sum member, controller, etc. The
information bond does not need a power direction because no power is transmitted
from the physical system. Out of the two factors of power, only one is present in an
information bond. The other power variable is assumed to be zero from the physi-
cal system’s perspective. Note that the complementary power variable may not be
actually zero, but no power or negligible power is drawn from the passive parts of
the system. For example, the voltage drop across a moving coil galvanometer used
to measure current is never zero, but negligible. A laser-based speed sensor does
not apply any force on the object whose speed is measured, but the sensor requires
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Fig. 2.18 Conceptual representation of displacement and flow sensors

power from an external supply to operate the laser. Thus, modeling of sensors and
information flow considers the power to be zero in information bonds from the point
of view of the considered physical system only; the external power supply to the
active components are exogenous to the physical system and the power transfer in
those parts are not modeled.

Let us now have a look at the concept of a sensor from a bond graph perspective.
There are two power variables: flow and effort, and there are two kinds of sensors to
measure them. They are called detector of flow (flow sensor) and detector of effort
(effort sensor). Figure 2.18a shows a two-degrees-of-freedom system and its bond
graph model is shown in Fig. 2.18b. In Fig. 2.18b, the lower 1-junction for common
flow indicates that the velocity of mass m1 and the rate of deformation of the spring
k1 are the same. The upper 1-junction indicates that the point of application of force
F(t) moves at the same velocity as that of mass m2. The 0-junction in between the
two 1-junctions represents the fact that the force generated in the spring k2 is the same
as that applied on the upper mass and the lower mass; the direction of applied force
is adjusted by the power directions. An alternative explanation is that the 0-junction
is a common effort and flow sum junction and the latter property establishes that the
flow or rate of deformation of spring k2 is the difference between velocities of mass
m1 and mass m2.

Note that a simulation performed on a bond graph model gives the values of state
variables and rate of change of state variables with respect to time as its outputs. The
bond graph model in Fig. 2.18b has four state variables which are the momenta of
the two masses and the deformations of the two springs. In addition to those state
or energy variables, their time derivatives, i.e., the resultant forces acting on those
masses and the rate of deformation of the springs are also the outputs. However, if
one needs to measure the position of mass m2, there is no directly available output
for it. It can be obtained as the sum of the deformations of the two springs or as
integration of the momentum of mass m2 divided by the value of the mass m2. In
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order to directly generate a pseudo-state for the displacement of mass m2, one can
think of a spring attached to mass m2 at one end and fixed to the ground in its other
end as shown in Fig. 2.18c. Let the stiffness of the new spring k3 be zero. The bond
graph model of the new system is shown in Fig. 2.18d where the model for spring
k3 = 0 is attached to the upper 1-junction. This new spring does not generate any
force on the mass point because its stiffness is zero. However, it introduces a new
state variable which gives the position and its time derivative gives velocity of mass
point m2 as outputs. Indeed, the new spring acts as a flow sensor (position sensor on
integration).

Instead of using a passive spring element and setting its stiffness to zero, we
can represent the same in a concise manner by using a detector of flow element
(Df element) or a flow activated C-element as shown in Fig. 2.19a. A bond is called
activated, if one of its power conjugated variable is set to zero. The Df element or
flow activation (indicated by symbol f placed near the full arrow) means that only
flow information is transmitted and the effort variable is zero. Thus, there is no need
to define the value of the C-element (shown or hidden) to be zero.

The effort detector can be defined likewise. If we apply a force on an infinitely
heavy mass then the mass will have negligible motion. However, because it has
infinite mass, it will have a finite momentum whose time derivative would give us
the value of the applied force. Thus, addition of a fictitious infinite mass generates
a new state and its time derivative as outputs. This fictitious infinite mass can be
simplistically modeled as a detector of effort element (De element) or effort activated
(symbol e placed near the full arrow) I-element as shown in Fig. 2.19b where the
information or activated bond carries only effort information and the flow in the
bond is zero. By definition, a sensor carries information of one signal (as defined by
activation type) and there is no reaction from the sensor to the system (Fig. 2.20).

One obvious observation can be made from the above discussions: a flow sensor is
usually attached to a 1-junction and an effort sensor is usually attached to a 0-junction.
However, exceptions are possible. The type of sensor is actually determined by the
causality at the port. The concept of causality is discussed in the next section.
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Let us now demonstrate how an instrumented system can be modeled in bond
graph form. Figure 2.21a shows a series RC electrical circuit with a variable resistor
and a modulated voltage source. The circuit is instrumented to measure the current
through the wire (im) and the potential across the capacitor (Um). The control objec-
tive is to maintain a constant current through the circuit even when the resistance is
changed by an external signal uc2. For that, a proportional control scheme is adopted
where the measured current (im) is compared to a reference current (ire f ) and the
error is amplified through a power amplifier to modulate the voltage source. The
details of voltage source modulation device (e.g., a variable transformer) are not
shown here and we will not model it.

The bond graph model of the core system (series RC circuit with the voltage
source) is shown in Fig. 2.21b. If we include the modulations of the source and the
resistor and also model the sensors, then the bond graph model assumes the form
shown in Fig. 2.21c. Note that the current in the circuit is measured by the Df element
at the 1-junction through which MSe and MR elements are connected. If voltage
across the capacitor is not measured then the C-element should also be directly
connected to that 1-junction. However, to measure potential across the capacitor, we
need to add a detector of effort. As has been discussed earlier, the effort information
can be tapped from a common effort junction. Therefore, a 0-junction is introduced
in Fig. 2.21c to which the C and De elements are connected. Note that the current
(flow) in the De element is zero. Thus, the flow through the C-element is still equal
to the flow at the 1-junction.

The control circuit model may now be introduced in block diagram form as shown
in Fig. 2.22a where a comparator block is introduced to compute the error between
the reference command and the measured current and an amplifier or gain block is
introduced to proportionally scale the error for input voltage regulation. The type of
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the signal (effort or flow) is not distinguished in this model. In this type of model with
all active connections represented through signal or information bonds, the control
signal is tapped from a sensor and the output from controller is applied to a modulated
source.

The bond graph model of the control system can be developed in another form by
using activated bonds. In this form, the type of the signals (effort or flow) has to be
distinguished. Because the measured current (im) and the reference command (ire f )
are flow variables, the comparison of both requires a flow algebra node. Therefore,
in the bond graph model shown in Fig. 2.22b, the reference command is modeled
as a flow source and the flow comparison is done at a 0-junction. If efforts have to
be compared then a 1-junction should be used. Three bonds are connected to this
0-junction: the flow source giving reference command (ire f ), a bond connected to
1-junction giving measured current (im), and a bond which outputs the error ire f −im .
Note that the measurements in this model are done through flow activated C-element
and effort activated I-element. The signal tapped from the circuit for comparison is
not taken from the sensor, but from the junction itself. The effort variables in all
the bonds connected to the 0-junction modeling the comparator are zero, thus all
those bonds are flow activated. The power directions of the bonds at the 0-junction
establish the negative sign in the flow sum to determine error as ire f − im . In this
form of modeling through activated bonds, we identify that the error signal is a
flow variable. This flow variable needs to be scaled by an amplifier and the result is
an effort variable (the source voltage). Thus, the transformation between flow and
effort is represented by a GY element whose modulus is equal to the amplification
or proportional gain. If like variables have to be scaled (flow to flow or effort to
effort) then one should use a TF-element to represent the gain. Here, the output
of the amplifier is a voltage which is directly applied at the 1-junction without the
need for a modulated source. One port of the GY element is flow activated (zero
effort), whereas the other port is effort activated (zero flow). Note that in this type
of modeling with activated bonds, the inputs to the active circuit model are taken
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from junctions (not from sensors) and the outputs are connected to junctions (not to
modulated sources).

Some advantages and disadvantages exist for both the approaches. The signal or
information bond-based approach explicitly shows the sensors and actuators in the
model. It can be used to model complex control laws in which the control law can
be represented as a block. It is possible to apply structural analysis methods and
fault diagnosis filter design methods, which are discussed in Chap. 4, on such a bond
graph. This simpler form is also easier to understand. On the other hand, the activated
bond-based approach does not show the sensors and actuators. However, it shows
the quality of the signal and does not require additional bond graph elements (De,
Df, MSe, MSf, etc.). It is not possible to model implementation of complex control
laws in activated bond graph form and one has to use block diagrams. Note that
most bond graph modeling software accept one of the presented forms and thus the
model should be built keeping in the view the software to be used for simulation.
In international communications, the information or signal bond representation is
usually adopted.

2.5 Causality

If we need to efficiently simulate the physical behavior described by the model, we
have to decide the order in which the variables (effort and flow) are to be computed.
Consequently, we need to make a series of cause and effect decisions, which is
described by the notion of causality. When two physical components are intercon-
nected, they exchange a power. This exchanged power is represented by a bond as
developed before. Each component is described by its behavior (called a constitutive
equation) and constraints (junctions and two-ports) link the components. If we need
to simulate the physical phenomena (the model), we have to decide in which order
the variables (effort and flow) will be computed. Thus, we will introduce the block
diagram simulation which is causal. Consequently, we need to make a series of cause
and effect decisions: this is the concept of causality. To make the bond graph model
causal, the founders of this theory introduced a perpendicular stroke. This single
mark or stroke on a bond, called “causal stroke” indicates how the information flow
path for variables e and f are simultaneously determined on a causalled bond. The
stroked end receives effort information and the unstroked end receives flow informa-
tion. It is never the case that one end receives both the effort and flow informations.
Thus the information flow paths for effort and flow are always counter-orientated.
This form of causality is also called unicausality.

For example, ax +by = 0 with a and b being two constants and x and y being two
variables is an acausal equation or model which appears as constitutive relation for
two-ports and R-elements. Causality orders these equations. The causal relation can
be written in such a way that only one variable is the output, e.g., x = −(b/a)y is a
causal relation in which y is the cause (antecedent) and x is the effect (consequence)
or, y = −(a/b)x is another causal relation in which x is the cause (antecedent) and

http://dx.doi.org/10.1007/978-1-4471-4628-5_4
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y is the effect (consequence). Note that more than one variable can appear on the
RHS of the equation, but only one variable should appear on the LHS. For example,
if the relation f1 + f2 − f3 = 0 holds good at a 0-junction (flow sum junction) with
three bonds, then the possible causal relations are f1 = − f2 + f3, f2 = − f1 + f3,
and f3 = f1 + f2. However, a relation like f1 + f2 = f3 is not causal because
from known value of f3 only, we cannot compute two unknown variables. As a
consequence, flow in only one bond (called a strong bond) can be determined at a
0-junction when flows in other bonds are known. Likewise, the effort in only one
bond can be determined at a 1-junction. More details on these rules are discussed
below.

Causal analysis determines the direction of the effort and flow information
exchange in a bond graph model. This information exchange is a mathematical
or computational aspect of the problem and it is not related to the physics of the
problem. The result is a causal bond graph which can be considered as a compact
block diagram. From causal bond graph we can directly derive an equivalent block
diagram. It is the algorithmic level of modeling.

Causal propagation is useful to analyze bond graph model. Indeed the causal
strokes give information about causal conflict (incompatibility of equations), deriv-
ative causalities (loss of states), algebraic and causal loops (solvability and compli-
cation level of the numerical model), and control and monitoring properties.

Let us consider an electrical system which consists of a source of voltage E
connected with a resistance R (Fig. 2.23a). The voltage E and the current i are
complementary power variables. For the voltage source E is an output variable and
i is an input variable. Thus, we have a fixed causality at the source. Consequently, for
the resistance, E given by the source is an input variable and i = E/R is an output
variable. This computation form of the model is represented by the causal bond graph
(Fig. 2.23 (a1)). Its corresponding block diagram is given in Fig. 2.23 (a2): e is known
for R. In Fig. 2.23b we have a source of current. The provided current I (representing
the flow variable f ) is an input for R and the voltage eR = Ri (as effort variable)
is an output from R. The causal bond graph and the associated block diagrams are
given in Fig. 2.23 (b1) and (b2), respectively.

Based on the causality concept, the determination of causes and effects in the
system is directly deduced from the graphical representation and shows at the same
time the transition to the block diagram. The simulation algorithm is then indicated
by the position of the causal stroke in the bond graph which becomes causal bond
graph. Causality is a symmetric relationship. When one side “causes” effort, the
other side “causes” flow. The rule is as follows:

Remark 2.4 The causal stroke is placed near (respectively, far from) the bond graph
element for which the effort (respectively, flow) is known.

For remembering this convention or rule, a graphical representation is shown in
Fig. 2.24: effort pushes and the response is a flow. The stroked end receives effort
information and the unstroked end receives flow information.
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Fig. 2.23 Causalities in bond
graphs. a Effort is known for
R. b Flow is known for R
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Fig. 2.24 Implication of the
causal stroke

2.5.1 Sequential Causality Assignment Procedure (SCAP)

Causality results in compatibility constraints. Clearly, only one end of a power bond
can define the effort and so only one end of a bond can have a causal stroke. Based
on this, the causality propagation or extension rules can be derived as given below:

1. Note that efforts are equal in a 0-junction and flows are equal in a 1-junction.
Thus, only one bond can cause the effort in a 0-junction and only one bond can
cause the flow in a 1-junction. Thus, if the causality of one bond of a junction
is known, the causality of the others is also known. That one bond is called the
strong bond.

2. Likewise, if the causality in one port of a two-port element is known, the causality
of the other port is automatically established. For a TF element, if flow (or effort)
on one side is known then the flow (or effort) of the other side is computed from
it.

3. Likewise, in a gyrator, if the flow is known in one bond then the effort of the other
bond is computed from it and if the effort is known in one bond then the flow of
the other bond is computed from it.

The causal forms of different bond graph elements, their corresponding causal
equations and block diagrams, and the causality assignment rules are given in
Table 2.6.

When causalling a complete bond graph model, in order to predict how the final
equations will turn out and to avoid inconsistency, the procedure given below (called
sequential causality assignment) must be followed in strict order.
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Table 2.6 Causality assignment for bond graph elements
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1. The sources always impose one causality: effort is imposed by effort sources and
flow is imposed by flow sources. Then choose any Se or S f and assign its required
causality. Immediately extend the causal implications, using all 0, 1, T F , and GY
restrictions that apply, as shown in Table 2.6.

2. Choose any C or I and assign integral causality (well adapted to numerical calcu-
lations) as shown in Table 2.6. Again extend the causal implications of this action,
using 0, 1, T F , and GY restrictions.

3. Choose any R that for which causality is yet unassigned and give it an arbi-
trary causality. In linear R-elements, the causality is in principle indifferent, but
indicates whether resistance or conductance need to be entered as parameter. In
nonlinear R-elements, equations are more comfortable in one direction according
to the equation form. After arbitrary causality assignment to R-element, extend
the causal implications, using 0, 1, T F and GY restrictions.

The causality is an important aspect of bond graph. By propagating the causality
graphically throughout the model, analysis of large-scale models becomes easier.
Causality assignment shows the information coupling between various elements in
the system. It also allows the detection of a modeling situation where a causal loop
exists; that is the situation when a variable is defined recursively as a function of
itself or a derivative causality. The causal property of bond graph is used not only
for simulation purpose but also for control analysis (controllability and observability
analysis) [8, 51–53] and diagnosability (ability to detect an isolate faults) [26, 29,
31, 32, 44, 46, 54].

2.5.2 Derivative Causality and Its Implications

Let us recall the concept of energy or state variables (See Sect. 2.3.4). The deformation
of a spring defines its state, i.e., the potential energy. Likewise, the impulse of a mass
is its state which defines the kinetic energy. These states admit initial conditions. For
example, the coupled first order differential equations for a certain single degree-
of-freedom mechanical system (mass m, stiffness k, damping r and a forcing F(t))
given as

ṗ = −kx − r

m
p + F(t)

ẋ = p/m with p = mẋ and ṗ = mẍ

can be solved for state variables x(t) and p(t) (consequently, ẋ(t) = p(t)/m) and
their time derivatives if parameter values (value of mass m, stiffness k, and damp-
ing r ), excitation F(t) and initial values at a certain time, say t = 0 (i.e., x(0)
and p(0)) are known. Note that in a bond graph model, the boundary conditions
are already implemented in the model structure (e.g., one end of the spring fixed
to ground). The initial values are used during integration of the differential equa-
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Fig. 2.25 Example of differ-
ential causality
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tions. Thus, if the constitutive relation for the storage element (I- or C-element) is in
non-integral form then it does not lead to a state variable and one cannot assign an
initial condition to it. The state variables are results of integration. For deterministic
systems, a fundamental concept is that the present (initial value) decides what will
happen next and once that value in the next step is known, it and the excitation at
that time together decide what will happen further next. Sometimes, the past history
may be useful. However, the future cannot decide the past. Thus, the response of
a deterministic dynamic system is always given by a history function, integration
being the tool to model this time history. If the energy, including the initial energy,
in a storage element has to be considered in the model then the storage element must
be integrally causalled (See Table 2.6), i.e., the causal stroke must be placed near the
I-element and away from the C-element.

The ability to automatically identify impossible configurations or modeling errors,
such as differential causality or causal loops, is a major advantage of bond graphs. For
example, let us connect a capacitor directly to a battery. The bond graph model is then
a source of effort connected to a C-element through a 1- or 0-junction (any one is fine).
When we assign causality, we see that the C-element receives derivative or differential
causality as shown in Fig. 2.25a. Let us see what the problem is with this model. If Q
is the final charge stored in the capacitor at steady-state then V = Q/C or Q = V C .
The energy stored in the capacitor is then EC = 1

2 Q2/C . However, the energy drawn

from the voltage source is ES = ∫ ∞
0 V idt = ∫ Q

0 V dq = V Q = Q2/C . Thus, the
energy stored in the capacitor is not the same as the energy drawn from the source;
half of the energy from the source is missing somewhere. In fact, this energy should be
dissipated by some resistance. We do not have a charging time constant in our model
because if we connect the voltage source to the capacitor then the capacitor would
be instantly charged. Thus, differential causality almost always indicates the loss of
a time constant or a state. To remedy this problem, let us introduce the series circuit
resistance (or charging resistance) to the circuit. The bond graph model then assumes
the form given in Fig. 2.25a which can be causalled without derivative causality. Note
that introduction of a parallel circuit resistance does not solve the problem but a series
resistance does. Here, the bond graph had indicated that a resistor needs to be put in
series with the capacitor to develop the correct energetically consistent model.
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Fig. 2.26 a A mechanical system, b its bond graph model in derivative causality, c bond graph
model in integral causality by adding a coupling capacitor, and d pad structure

As another example, a mechanical body submitted to an external force F(t) through
a leverage system is shown in Fig. 2.26a. The bond graph model as given in Fig. 2.26b
shows a derivative causality. We can easily identify that a time constant is missing
between the velocities of two masses; these velocities are algebraically coupled.
Thus, while we have introduced two I-elements in our model, they are actually
not leading to additional degrees-of-freedom. In order to present the global system
in integral causality, an equivalent elasticity of the lever can be introduced and it
can be assumed that the stiffness of the lever is very large (this has to be ensured
during numerical simulation by properly giving the parameter values). The resulting
model shown in Fig. 2.26c is completely in integral causality. The new C-element
has introduced a time constant into the system. While the rigid lever system had one
degree-of-freedom, the revised system has two-degrees-of-freedom but approaches
the single-degree-of-freedom system as parameter C1 → 0 or stiffness k1 → ∞.
Another approach is to refer the mass on one side of the lever to the other side
and then model the single-degree-of-freedom system with only one I-element. For
example, we can model this whole system with a single mass of m1 + (b/a)2 m2,
force F(t) and stiffness (b/a)2 k. This approach requires knowledge of transformer
and gyrator equivalence which will be discussed in the subsequent chapters.

The approach of introducing a C-element in a mechanical system model to remove
differential causality is also followed in hydraulic and thermo-fluid systems. Such a
C-element is called a coupling capacitor. However, introducing a very stiff spring
or coupling capacitor increases the numerical solution stiffness, i.e., it introduces a
new time constant which is vastly different from time constants in the other parts
of the system. This spread of time constants leads to slower simulation because the
high frequency components introduced by the stiff spring requires smaller solution
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time steps. Therefore, a resistance is often included with the stiff spring as shown
in Fig. 2.26d. The combination of a stiff spring and damper, called a pad structure,
is very useful in modeling of various mechanical systems such as mechanisms and
robots.

Note that we are using integration as a history function to build our model for
simulation. Such a simulation is often referred to as forward or behavioral simulation
and it gives us predictions about the behavior or time evolution of the states of the
system. Forward simulation is a design tool. On the other hand, sometimes one
needs backward simulation. An example of backward simulation is to reconstruct
the sequence of events that has led to some catastrophic road accident. Likewise,
we often diagnose faults in a system from the recorded data of the system’s past
behavior. In all such situations, we are not interested in a history function, rather
we would prefer to determine the cause from the effects (this is contrary to the
philosophy of forward modeling where we try to derive the effect from the cause).
Thus, for diagnosis and backward simulation, one usually uses derivative causality in
the model. Such applications of derivative causality will be shown in the subsequent
chapters. A bond graph model can be thus causalled depending upon the user’s
preference, i.e., what is the objective of the user. Thus, the preferred causality in
the model can be either preferred integral causality (for simulation, design, etc.) or
preferred derivative/differential causality (for diagnosis, system inversion, etc.). In
preferred integral causality, one tries to maximize the number of integral causalities
and minimize the number of differential causalities (ideally, we should have no
differential causalities) in storage elements. The converse is required in preferred
derivative causality assignment. While pads and coupling capacitors are useful to
assign preferred integral causality, removal of some large stiffnesses can be useful
to assign preferred derivative causality.

2.5.3 Bicausal Bond Graphs

As we have seen, causality imposes a certain propagation throughout the bond graph.
It implies that if effort acts in one sense, flow acts in the reverse sense, which is true
for all physical systems. For some special applications like system inversion, actuator
sizing, fault diagnosis, etc., we will need the effort and flow informations to travel in
the same way. Thus, in system inversion and fault diagnosis, other causality rules are
necessary [19]. This special need can be explained for a very simple case of parameter
estimation. Real parameter estimation process is a recursive optimization to match the
actual response of a dynamic system to the response of a simulated model. However,
we will consider a simple case involving no optimization and would thus term it as
a parameter measurement process. Let us consider how we measure resistance of a
resistor in a multimeter. The multimeter has a battery for voltage source and when
its two terminals are connected to two sides of a resistor, a current flows which is
measured by the multimeter. The ratio of the supplied voltage to current gives the
value of the resistance. If we model this as a block diagram then we have a block to
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Fig. 2.27 Bicausal bond
graph
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which both effort (voltage) and current are inputs and the value of the resistance is
the output from the block. We cannot represent this scenario in a bond graph model
where the two conjugate power variable information are imposed on an R-element
whose parameter value becomes a signal output (contrary to simulation models where
parameter values are known).

One generalization of the causality selection proposed in [14, 16, 36] is the
bicausal bond graph. There, one divides the causality stroke into two. One half,
on the same side as the half arrow indicating power direction, indicates the direction
of flow information imposition, and the other half indicates the direction of effort
information imposition. If flow and effort information are co-oriented then the causal
forms appear as shown in Fig. 2.27.

In the second case shown in Fig. 2.27, the causality of R indicates that both
effort and flow are available to a block representing the constitutive relation of the
R-element. This allows to calculate the resistance R, i.e., it helps in parameter esti-
mation.

When the flow and effort information are counter-oriented then the half-causal
strokes on both sides of the bond merge to create a full causal stroke. This situation is
the normal causality (or unicausality) which we have discussed earlier. More details
on bicausality notation and its use are given in Chap. 4.

2.6 Causal Path

Definition 2.8 (causal path) A causal path between two ports is an alternation of
bonds and basic bond graph elements (named nodes) such that (i) all nodes have a
correct and complete causality, and (ii) two bonds of the path have opposite causal
stroke direction in the same node as seen from the node.

A causal path is equivalent to a signal loop in a block diagram or signal flow graph.
In Fig. 2.28a, an RLC circuit is shown where the current is measured by the effort
detector D f : i . From its bond graph model, different causal paths are deduced. The
causal paths from the bond graph effort source (Se:E) to the C-element (represented
by dashed line) and effort detector are given, respectively, in Fig. 2.28c, d.

2.6.1 Different Types of Causal Paths

Different types of causal paths are represented in Fig. 2.29. The simple direct causal
path is covered following only one variable (effort or flow). However, there are two

http://dx.doi.org/10.1007/978-1-4471-4628-5_4


2.6 Causal Path 51

Fig. 2.28 a RLC circuit, b its
bond graph model, and c, d
two causal paths
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sequences of bonds and nodes following effort or flow (see Fig. 2.29a). The causal
path is said to be indirect if one passive element (R, C, I) should be crossed along
the path Fig. 2.29b. Finally, the causal path is mixed if it comprises a gyrator (GY)
imposing the change of followed variable (Fig. 2.29c).

A causal path does not return through a source or a sensor. The followed variable
changes (e to f , or vice versa) when the path passes through a passive element (I, C,
or R) or a gyrator (GY).

Definition 2.9 The length or order of a causal path is the difference between the
number of integrally causalled and differentially causalled storage elements encoun-
tered in the path. The count is incremented by 1 for each integrally causalled I-
and C-element while it is decremented by 1 for each differentially causalled storage
element.

Definition 2.10 When they contain at least one dynamical element, two causal paths
are said to be different if they do not have any common dynamical element.

Definition 2.11 A forward path is a causal path between a source (actuator) and an
output (represented by a detector). This path is used to determine forward path gain
during transfer function evaluation.
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Fig. 2.30 Closed causal
paths while following “effort”
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2.6.2 Closed Causal Paths

Definition 2.12 A closed causal path starts and ends at the same node. It can exist
between two elements of R, C, or I type (Fig. 2.30). It can also start and end at the
same junction. A causal loop cannot involve a source or a sensor.

Definition 2.13 Two closed causal paths are disjoint if they have neither junctions
nor bonds in common while following the same type of variable.

• A closed-causal loop with its length or order equaling zero is called a zero-order
causal path (ZCP).

• A ZCP involving only junction structure elements (1, 0, TF, GY) and R-elements
is an algebraic loop.

• A ZCP involving only junction structure elements (1, 0, TF, GY) is a causal loop
which leads to the failure in the equation derivation process. Usually, a causal loop
can expose some identities and hidden differential causalities in the model.

2.6.3 Causal Path Gain

Definition 2.14 The causal path gain is determined by the product of the gains of
all the elements contained in the path.

The causal path gains (in a linear case) are calculated as follows:

• Directed causal path gain

K = (−1)n0+n1Π
i
(mi )

kiΠ
j
(ri )

l j (2.31)

• Indirect causal path gain

K = (−1)n0+n1Π
i
(mi )

kiΠ
j
(ri )

l jΠ
e

ge (2.32)

• Closed causal path gain or loop gain

K = (−1)n0+n1Π
i
(m2

i )
kiΠ

j
(r2

i )
l jΠ

e
ge (2.33)

where



2.6 Causal Path 53

Table 2.7 Passive element
gains

Element Causality Gain

R Resistance causality R
Conductance causality 1/R

C Integral causality 1/(Cs) or k/s
Derivative causality Cs or s/k

I Integral causality 1/(I s)
Derivative causality I s

Fig. 2.31 Indirect causal path
between two elements
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n0 : Number of inversions in the direction of the half arrows at the 0-junctions when
following the flow variable along the path
n1 : Number of inversions in the direction of the half arrows at the 1-junctions when
following the effort variable along the path
mi : modulus of T Fi , ki = +1 or −1 depending on T Fi causality
r j : modulus of GY j , k j = +1 or −1 depending on GY j causality
ge : gain of the eth passive element (impedance or admittance).

These gains are given in Table 2.7 where s is the Laplace variable. The gains are
essentially elementary transfer functions when a signal enters and returns from a
linear passive element.

Example 2.1 Consider the bond graph shown in Fig. 2.31 where elements Elt1 and
Elt2 are linked by an indirect causal path.

• The causal path gain Elt1 → Elt2 represented in dashed line is:

KElt1→Elt2 = (−1)n0+n1
1

m

1

Ls
= − 1

m

1

Ls
with n0 = 0 and n1 = 1 (2.34)

There is only one inversion in the direction of the half arrow while crossing 1-
junction following effort (from bond 3 to bond 4), thus n1 = 1. But there is no
inversion while crossing 0-junction following flow (n0 = 0): from bond 5 to bond 6.
The power direction inversion at 0-junction between bonds 2 and 3 is not considered
because effort is being followed in that part and effort does not change at a 0-junction.

• The causal path gain Elt2 → Elt1 shown in continuous line is:

KElt2→Elt1 = (−1)n0+n1
1

m

1

Ls
= 1

m

1

Ls
with n0 = 1 and n1 = 1 (2.35)
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Fig. 2.32 Examples of causal
loops
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Along the path (Elt2 → Elt1), there is one inversion in the direction of the half
arrow while crossing 1-junction following effort from bond 5 to bond 4 (n1 = 1), and
one more inversion while crossing 0-junction following flow from bond 3 to bond 2
(n0 = 1). Note that while crossing 0-junction from bond 5 to bond 6 following flow,
there is no inversion in the direction of the half arrow.

We can likewise determine causal path gains from Elt1 → Elt1 and Elt2 →
Elt2.

Example 2.2 Consider the causal loop gains of bond graph models in Fig. 2.32.

• According to the formula 2.33, the loop gain C : C1 → R : R1 of the bond graph
model given in Fig. 2.32a is:

KC→R = (−1)n0+n1
1

R1

1

C1s
, with n0 = 0 and n1 = 1 (2.36)

There is only one inversion in the direction of the half arrow while crossing 1-
junction following effort (from bond 1 to bond 2, n1 = 1), and no inversion in the
direction of the half arrow while crossing 0-junction following flow, (n0 = 0).

The causal loop gain C : C1 → I : L1 for the bond graph model in Fig. 2.32b is

KC→I = (−1)n0+n1
1

m2

1

C1s

1

Ls
, with n0 = 1 and n1 = 0 (2.37)

There is no inversion in the direction of the half arrow while crossing 1-junction
following effort (n1 = 0), and one inversion in the direction of the half arrow while
crossing 0-junction following flow (from bond 2 to bond 1, n0 = 1).

The causal path gains and loop gains are used to compute the transfer function
or transfer function matrix between the inputs and outputs of a bond graph model
by using Mason’s gain rule. For one specific pair of input and output variables, it is
given as follows:

G(s) = Σi PiΔi/Δ, (2.38)

where Pi = gain of the i-th forward path from the input (controlled source) to the
output (sensor), the graph determinant
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Δ = 1 −Σall individual loop gains

+Σall possible gain products of two non-touching loops

−Σall possible gain products of three non-touching loops

+ · · ·

and Δi = theΔ for the part of the model which does not touch the i th forward path.
The non-touching loops are disjoint closed causal paths.

Thus, a bond graph model allows direct derivation of transfer functions in symbolic
form which can be converted into numeric form by putting in the parameter values.
The symbolic transfer function is useful for many control theoretic analyses. Note that
the bond graph model of a linear system can be converted into a signal flow graph
(SFG) in frequency domain by applying the same rules that are used to construct
time-domain block diagram models and by replacing the integrations by 1/s and
differentiations by s (Laplace operator for frequency domain analysis). The rules for
conversion of bond graph models to block diagram models are discussed in the next
section. The transfer function can then be derived by applying Mason’s gain rule on
the SFG. However, direct application of loop rules on the bond graph model avoids
the intermediate steps involved in the model conversion.

For example, consider the bond graph model of the system shown in Fig. 2.28b.
The transfer function between the voltage input (Se:E) to the flow sensor (Df) can
be obtained as follows: There is only one forward causal path from the source to the
sensor as shown in Fig. 2.28d and its forward path gain is P1 = 1/(Ls). If we remove
all junctions along with bonds connected to them then there is no remaining part in
the model. Thus, Δ1 = 1. There are two loops in the model. They are between C-
and I-elements through the 1-junction, and R- and I-elements through the 1-junction.
The associated loop gains are L1 = − ( 1

Cs

) ( 1
Ls

)
and L2 = −R

( 1
Ls

)
. These two

loops touch each other (i.e., are not disjoint) because they pass through a common
junction (here, 1-junction). Then the input to output transfer function is given as

G(s) = i(s)

E(s)
= P1Δ1

1 − (L1 + L2)
= 1/(Ls)

1 + 1/(LCs2)+ R/(Ls)

= Cs

LCs2 + RCs + 1
. (2.39)

2.7 State-Space Equations

To simulate a model, we have to find the differential equations of the system under
consideration. The differential equations for a system can be derived in a variety of
ways: Newtonian approach, Lagrange’s equations, Hamilton’s principle, principle of
virtual work, etc. Generally, depending upon the domain of the problem, a specific
approach is chosen. Bond graph models yield state-space equations as a general form
for all problem domains.
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2.7.1 State Equations

In system theory, the state equation form is well suited for simulation, and control
analysis and synthesis. State equations can be systematically deduced from a bond
graph in a linear or nonlinear form:

Linear form:

{
ẋ = Ax + Bu
y = Cx + Du

Non linear form:

{
ẋ = F(x, u)
y = G(x, u)

(2.40)

where x is called the state vector, u is the input vector, y is the output (measurement)
vector, and A, B, C , and D are matrices with appropriate dimensions. This modeling
procedure can be automated as it will be shown below. Note that the input vector u
represents the sources in the bond graph (Se and Sf ), and y represents the effort and
flow variables measured by the detectors (De and Df ). In the nonlinear form of the
model, F and G are two functions. Note that derivatives of inputs can appear on the
RHS if there are derivative causalities in the model. The more general form of the
nonlinear model in presence of derivative causalities in the model is given as

Non linear form:

{
F(x, ẋ, u, u̇) = 0
G(y, x, u, u̇) = 0

(2.41)

which is solved using special numerical techniques like backward difference method.
The state vector, denoted by x , is composed of variables p and q, which are the

energy variables of I - and C-elements, respectively.

x =
[

pI

qC

]
(2.42)

2.7.2 Properties of State Variables

• The state vector does not appear on the bond graph, but its derivative or power
variables appear:

ẋ =
[

eI

fC

]
=

[
ṗI

q̇C

]
(2.43)

• The dimension of the state vector is equal to the number of C- and I -elements in
integral causality.

• If among the n C and I -elements, nl are in derivative causality, then the order of
the model is no = n − nl .



2.7 State-Space Equations 57

2.7.3 Steps for Equation Derivation

In general, for a bond graph model with no derivative causalities, the state-space
equations can be deduced through the following steps:

1. Write structural or constraint laws associated with junction structure (0,1, TF,
GY),

2. write constitutive equations of each element (R, C, I),
3. and finally combine these different laws to obtain state equation through sequen-

tial ordering and substitutions.

Some bond graph models have typical causal structures called zero-order-causal-
paths (ZCPs) which are discussed later in this chapter. The ZCPs appear due to
algebraic or differential algebraic loops, causal loops, etc. The above discussed pro-
cedure will not work for such models and additional steps that has been discussed in
[33] would be required.

2.7.4 Example: State-Space Equation of an Electrical System

Consider a simple electrical system example given by its schema and causal bond
graph model in Fig. 2.33a, b, respectively. The same current flows through the voltage
source E(t), inductor L, resistance R1, and a combined impedance X (where X is the
parallel connection between the voltage sensor V, resistance R2, and capacitor C).
Thus, to develop the bond graph model, SE:E(t), I:L , R:R1, and X can be attached
to a 1-junction or same flow junction. The combined impedance X can now be
explored further. In this impedance, the potential difference across the terminals of
all the elements is the same. Thus, the impedance X can be replaced by a 0-junction
(common effort junction) connected to De (effort sensor), R:R2, and C-elements. This
approach of modeling an electrical circuit in a step-by-step manner where complex
impedances are initially denoted by some representative symbol and then their models
are gradually expanded further is called the method of gradual uncover. This method
can be used for simple electrical circuits. For complex circuits, we need to use the
point potential method which will be discussed later.

The state-space equation from the bond graph model given in Fig. 2.33b will be
derived in the form: ẋ(t) = Ax(t)+ Bu and y = Cx + Du, where the state variable
x , the control input u, and the measurement y are, respectively, the energy variables
in dynamic bond graph element (C and I ), the source (Se), and the effort detector
(De):

x =
[

p2
q6

]
=

[ ∫
e2dt∫
f6dt

]
,

u = Se = E(t),
y = De = e6.

(2.44)



58 2 Bond Graph Modeling of Mechatronic Systems

Fig. 2.33 a An example
electrical system and b its
bond graph model
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The structural equations are the constitutive equations of “0” and “1” junction
(energy or power balance equation):

1 junction:

{
f1 = f2, f3 = f2, f4 = f2,

e2 = e1 − e3 − e4.

0 junction:

{
e4 = e6, e5 = e6,

f6 = f4 − f5.

(2.45)

The following equations are the constitutive behavioral equations of bond graph
R, C and I elements: ⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

f2 = 1

L

∫
e2dt = p2

L
,

e6 = 1

C

∫
f6dt = q6

C
,

e3 = R1 f3,

f5 = 1

R2
e5.

(2.46)

Combining Eqs. 2.45 and 2.46 , and noting that ṗ2 = e2 and q̇6 = f6, we obtain
the state-space equations:

[
ṗ2
q̇6

]
=

⎡
⎢⎢⎣

− R1

L
− 1

C
1

L
− 1

R2C

⎤
⎥⎥⎦

[
p2
q6

]
+

[
1
0

]
E(t), (2.47)

y = e6 =
[

0
1

C

] [
p2
q6

]
. (2.48)

More details of sequential ordering to obtain state equations are given in [33]. Note
that for some specific forms, state equations cannot be obtained as simply through
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Fig. 2.34 Conversion of causalled bond graph element constitutive relations into block diagram
form

sequential ordering and substitutions. These situations arise due to algebraic loops
and differential causality. A causal loop [33] is another situation, where it becomes
impossible to eliminate unknown variables.

2.7.5 Deriving Block Diagram Model from Bond Graph Model

Block diagram models can be easily constructed from a causal bond graph model.
For this task, each power bond has to be replaced by two equivalent bilateral signals.
As an example consider the bond graph model given in Fig. 2.33. To create a block
diagram, the following steps have to be performed.

• Replace elements by corresponding block diagram symbols. Use the correct effort
and flow description given in Table 2.6. For example, block diagram descriptions
for Se, I, R, and C-elements are given in Fig. 2.34.

• Each junction has a strong and a weak law. The strong law pertains to equality
of variables, i.e., flows at 1-junction and efforts at 0-junctions. The weak law is
derived from power conservation and the strong law and it leads to a signed sum
relation. Replace the junctions by signal summation (algebraic sum of efforts (for
1-junction) and flows (for 0-junction)) to represent the weak law. Also, use signal
splitters (efforts or flow equality) to represent the strong law. Such conversions for
a 1-junction and a 0-junction are shown in Fig. 2.35a, b, respectively.

• Finally, connect the constraints (junction models) to element constitutive relations
to obtain the global block diagram model as shown in Fig. 2.36. Note that two-port
elements have two constitutive relations. A further methodical approach to obtain
block diagrams of linear as well as nonlinear systems is detailed in Chap. 4.

http://dx.doi.org/10.1007/978-1-4471-4628-5_4
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Fig. 2.35 Conversion of causalled bond graph junction structures into block diagram form
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Fig. 2.36 Block diagram model of the system shown in Fig. 2.33a

2.7.6 Model Structure

The bond graph is an advantageous modeling tool because it exposes both the struc-
ture and the behavior of the studied system. In order to illustrate this property let us
consider a simple electrical example given by its schema and causal bond graph mod-
els (Fig. 2.37). The integral causality (Fig. 2.37b) is recommended for engineering
simulation. Here, the dynamics evolves from given initial conditions. The derivative
causality (Fig. 2.37c) is used more in diagnosis because the initial conditions are
unknown, rather we have the final values. In both the models shown in Fig. 2.37b, c,
the current and the voltage are measured, respectively, by the flow sensor (Df ) and
effort sensor (De). The sensors, assumed to be ideal, are connected to the junction
structure by means of signal bonds indicating that there is no power transfer between
the system and sensors.
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Fig. 2.37 a An electrical
system and its bond graph
model in b preferred integral
and c preferred derivative
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Fig. 2.38 Partitioned repre-
sentation of model structure
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The bond graph model can be represented in a vectorial way (Fig. 2.38) showing
the junction structure and the different fields it is composed of.

The key vectors associated with the representation are: X : the state vector (gen-
eralized momentum “p” on “I -element” and generalized displacement “q” on
“C-element”) divided into xi and xd ; the subvectors, respectively, associated with
the components in integral and derivative causality, Ẋ : the time derivative of the
state vector divided into ẋi and ẋd , Z : The complementary state vector (“ f ” on “I ”
and “e” on “C”) divided into Zi and Zd ,U : Source input vector, Y : Sensor output
vector, Din : input vector to R elements, and Dout : output vector from R-elements.
This representation leads to the junction structure matrix S such that:
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⎡
⎢⎢⎣

ẋi

Zd

Din

Y

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

S11 S12 S13 S14
S21 S22 S23 S24
S31 S32 S33 S34
S41 S42 S43 S44

⎤
⎥⎥⎦

⎡
⎢⎢⎣

Zi

ẋd

Dout

U

⎤
⎥⎥⎦ (2.49)

The matrix S has (nC + nS) rows, where nC and nS are, respectively, the number
of components (I, R, or C) and sensors in the systems (De and D f ). This matrix
is composed of 0,−1,+1,m, r or 1/m, and 1/r , where m and r are the moduli
of different transformer TF and gyrator GY elements. More details on the model
structure and its implications can be found in [23].

2.8 The Art of Constructing Bond Graph Models

There are some well-established and methodical approaches to build bond graph
models of complex systems. These methods can be used together and model making
becomes easier by following these guidelines. Before proceeding further, let us first
clarify the concept of power directions and also demonstrate certain bond graph
simplification rules.

2.8.1 A Note on Power Directions

Assigning power directions to bonds serves as a unified approach for coordinate
system selection during bond graph modeling. Power direction shows the assumed
direction of power flow on a bond when the effort and flow variables in that bond have
the same sign, i.e., both are positive or both are negative. This does not mean that the
power cannot be exchanged in the opposite direction to the indicated power direction,
in fact power flows in the opposite direction when the effort and flow variables have
opposite signs, i.e., one is positive and the other is negative. For example, a source
is usually assigned a power direction that indicates that it supplies power. If positive
current is drawn from a battery with constant positive potential difference across its
terminals then it supplies power. However, if the current is reversed while the battery
maintains the same potential difference across its terminals then the battery is getting
charged, i.e., it is drawing power instead of supplying power. Thus, the power can
flow into a source under certain situations.

To further explain this concept, let us consider a spring-mass system shown in
Fig. 2.39a and its bond graph model given in Fig. 2.39b. It seems that power flows
to both I- and C-elements at the same time. This is not true. Let us give an initial
condition to the system so that it starts free vibration. Let the mass be initially
displaced by x0 in positive direction (upward force and displacement are positive)
and released from there. Then the mass will move down because the spring will try
to pull it down. At this condition, the force on the mass is negative (em < 0) and its
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Fig. 2.39 Explanation of power direction

velocity is negative ( fm < 0). At the same time, the spring is in an extended state,
so the force in the spring is positive (ek > 0), and its length is decreasing or its rate
of deformation is negative ( fk < 0). In any case, fm = fk and they should have
the same sign. So, we see that em fm > 0 and ek fk < 0, i.e., the mass is gaining
kinetic energy and the spring is losing potential energy or the power flows into the
I- element and flows out of the C-element. In fact, em fm +ek fk = 0 at the 1-junction
indicates that em = −ek . Thus, whatever may be the motion, this relation has to be
satisfied (See Fig. 2.39c). After releasing the mass from x = x0 with ẋ = 0, the
displacement-velocity relation is described by the fourth quadrant in Fig. 2.39c and
as the displacement becomes zero, it enters into the third quadrant and so on. In
all quadrants, we find that power is flowing into one element and out of the other
element, thus, conserving the power in this non-dissipative system.

2.8.2 Simplification Rules

When one constructs the bond graph models for electrical, mechanical, or any other
system for the first time, one often lands up with a large model with many spurious
junction structure elements which can be simplified to obtain a compact final model.
Note that the bond graph model of the same system can be drawn in different ways
and shapes by different people. Thus, understanding of the equivalence of junction
structures and reduction rules is necessary. Some of these simplification rules are
shown in Fig. 2.40 where J1, J2 etc., indicate junctions structure elements (1, 0, TF,
and GY) or other elements (Se, Sf, I, C, R).

Figure 2.40a shows that any 1-junction with only two bonds which are power
directed in such a way that one bond is power directed towards the junction and the
other away from the junction is redundant and it can be removed from the model. This
is fairly easy to prove: the flows in two bonds are the same ( f1 = f2) and application
of the weak junction law shows (e1 − e2 = 0). Thus, e1 = e2 and f1 = f2 which
means the 1-junction is useless. Similarly, a 0-junction with only two bonds can be
simplified as shown in Fig. 2.40b.
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Fig. 2.40 Bond graph reduction steps

Two adjacent connected 1-junctions can be merged to a single 1-junction because
the flows in bonds connected to the first 1-junction are also the same as those con-
nected to the second 1-junction. The power direction between the two 1-junctions
is irrelevant in this reduction. Likewise, two adjacent connected 0-junctifr. These
reductions are shown in Fig. 2.40c, d.

If a zero flow source is connected to a 1-junction then the flows in all bonds
connected to that 1-junction become zero. Thus, the power in all bonds of that
1-junction are zero and the 1-junction with all connected bonds can be removed.
This reduction is shown in Fig. 2.40d. Likewise, Fig. 2.40e shows that a 0-junction
with all its connected bonds can be removed if it is connected to a zero source of
effort. It can also be shown that any zero source of effort connected to a 1-junction
and any zero source of flow connected to a 0-junction can be removed while retaining
the junction and all its other bonds.

Two further typical reductions are shown in Fig. 2.41. In the bond graph substruc-
ture shown in Fig. 2.41a, X and Y are some junctions or elements. It can be seen from
the strong laws of the two 1-junctions in the bond graph that f1 = f4 and f2 = f3.
From the weak laws of two 0-junctions, we get f5 = f2 − f1 and f6 = f3 − f4
which establishes f5 = f6. Thus, the items X and Y can be modeled at a 1-junction in
which the flow in all bonds is f2 − f1 as shown in the equivalent structure. The effort
between the 0-junction and the new 1-junction is e5 + e6. Similarly, the equivalence
shown in Fig. 2.41b can be proved.
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There are many more advanced reduction and equivalent forms for various bond
graph structures. The most important among them are the transformer and gyrator
equivalences. These equivalences allow us to construct the so-called dual bond graphs
and thus obtain equivalent systems for a given system. An example is finding the
different electrical or electronic equivalent circuits for a given mechanical system for
analog simulation. It can be shown that with dual formulation, a bond graph of any
system can be constructed with only one storage element (I or C), resistance (R), one
junction (0 or 1), one two-port gyrator (GY), one source (Se or Sf), and one sensor
(De or Df). These important equivalences will be discussed in Chap. 4.

2.8.3 Bond Graphs for Electrical Systems

We have earlier discussed how the method of gradual uncover can be used to construct
bond graph models of simple electrical circuits. However, this approach fails in cases
where it becomes difficult to identify the same flow and the same potential difference
conditions, i.e., the series and parallel nature of the connections between circuit
elements in an electrical circuit. One example of such a configuration is shown in
Fig. 2.42 where it is not possible to decide on the series or parallel nature of the
connection for the cross impedance in the bridge circuit. Therefore, we will use the
point potential method to model this circuit. Point potential method is a general
approach to model all kinds of electrical circuits. We will later show that mechanical
systems too can be modeled through an equivalent method.

http://dx.doi.org/10.1007/978-1-4471-4628-5_4
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Fig. 2.42 An example elec-
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At this stage, we will assume that the electrical transformer in the circuit is ideal.
The real electrical transformer with its magnetic circuit, losses, etc., will be modeled
in the subsequent chapters. For applying the point potential method, we have to first
enumerate all the distinct potential points in the circuit. To avoid too many differ-
ent potential points, we can initially encapsulate some complex impedances. For
example, the block containing the inductance L1 and capacitor C1 can be together
represented by an impedance X1. Similarly, other complex blocks can be encapsu-
lated. The new intermediate circuit with different potential points marked as A, B,
C, and so on is shown in Fig. 2.43.

Now, for each distinct potential point, we will introduce a 0-junction so that bonds
attached to it will have the same effort or voltage. These 0-junctions for tag point
voltages are shown in Fig. 2.44. Then we will insert a 1-junction with three bonds
between two 0-junctions and connect this 1-junction to the two 0-junctions with
opposite power directions, i.e., power in one bond is directed into the 1-junction
and the other is directed away. From the weak junction law at 1-junction, the effort
in the unconnected bond of the 1-junction is then the difference of the potentials
in the connected 0-junctions. This is the potential difference across the impedance
appearing between the tag points or earlier marked common potential points. Thus,
the model of the impedance can be attached to the remaining bond of the 1-junction
appearing between the two 0-junctions.

So, we introduce a 1-junction between 0A and 0G and then connect the source
of effort (Se:V) to the 1-junction. Likewise, the resistance R1 is connected to the
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Fig. 2.45 Representation of potential differences across impedances by 1-junctions between two
0-junctions in the bond graph model

1-junction between 0A and 0B. The completed model then appears as shown in
Fig. 2.45.

The bond graph model given in Fig. 2.45 is that of a floating circuit in which there
is no reference potential. It is like the model of a free-floating body without an inertial
reference frame. To complete the model, we have to specify the reference potential.
Usually, the reference potential is zero, i.e., the ground potential. Note that for this
circuit, the two sides of the electrical transformer have to be separately grounded.
Thus, depending upon the situation, we will select the ground nodes. Usually, the
negative end of the voltage source is assumed to be the ground node. Here, we will
assume that the nodes G and F are grounded, i.e., the potential at these nodes is zero.
This will be imposed on the model by adding two zero effort sources (Se:0 elements)
to the model as shown in Fig. 2.46.

After implementing the ground nodes, we can substitute models for all encapsu-
lated items like X1, X2, etc. Then we can perform the model simplifications. We can
remove those 0-junctions connected to Se:0 along with the bonds connected to those
0-junctions. Moreover, we can remove all junctions with only two bonds (e.g., 0A
junction) and also merge adjacent junctions of equal type. The model of the electrical
circuit after these simplifications is shown in Fig. 2.47. Note that a benzene-ring-like
structure results for almost all bridge circuits.
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Fig. 2.47 Final reduced bond
graph model of the example
electrical circuit
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Note that the part of the bond graph model to the right of the TF element could have
been directly drawn by using method of gradual uncover but the part of the model to
the left of TF element has to be developed from the method of point potential.

2.8.4 Bond Graphs for Equivalent Networks

Analogous approaches to the point potential method can be used to model hydraulic
and heat transfer problems. Hydraulic and heat transfer problems can be represented
in equivalent electrical circuit form and thus the same approach is justified.
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In hydraulic systems, we can introduce 0-junctions for each distinct pressure point
and take the pressure difference at 1-junctions placed between those 0-junctions. The
hydraulic inertia, resistance etc. can be modeled at the 1-junctions. The hydraulic
capacities are modeled at the 0-junctions. The sump or plenum pressure is the ground
node in hydraulic circuits.

For heat transfer problems, the distinct common temperature nodes can be rep-
resented by 0-junctions and the heat transfer resistances (conduction, convection,
radiation, etc.) can be modeled at a 1-junction between two 0-junctions. In this way,
a pseudo-bond graph model for any heat transfer problem can be easily constructed.
The heat capacities of different bodies are modeled at 0-junctions. The ground node in
heat transfer problems is usually the environment/ambient temperature and because
it is nonzero, models cannot be usually reduced to very simple forms.

2.8.5 Bond Graphs for Mechanical Systems

It is easy to construct bond graph models for electrical and hydraulic systems. Elec-
trical and hydraulic systems can be represented as networks and then it becomes
possible to apply the method of gradual uncover, method of point potential, or a mix
of the two methods (see [33]) to arrive at compact bond graph representations. For
mechanical systems, method of flow map and method of effort map are developed in
[33]. The method of flow map is generally used because kinematic relations can be
used to construct the bond graph model. You will see that with practice, it becomes
possible to produce the bond graph model directly by looking at the system mor-
phology, skipping all intermediate steps. The method of flow map is equivalent to
the point potential method. It is in fact the dual formulation: electrical series is a
1-junction, whereas mechanical parallel is a 1-junction. Thus, bond graph modeling
of mechanical systems is the dual formulation of bond graph modeling of electrical
systems.

In the method of flow map for mechanical systems, we introduce 1-junctions
for each distinct velocity points (this is dual to introduction of 0-junctions for each
distinct potential points in electrical circuit models). Then we introduce a 0-junction
between two 1-junctions so that we can compute relative velocities (this is dual to
introduction of 1-junctions between two 0-junctions in electrical system modeling).
The impedance is then connected to the 0-junction representing the relative velocity.
Finally, ground, if present, is specified by a zero flow source (Sf:0) and the model is
reduced to a compact form. These steps shown in Fig. 2.48 are as follows:

1. Fix reference axes for velocities as shown in step 1 of Fig. 2.48a. Mask compli-
cated impedances under encapsulated items (e.g., Y in Fig. 2.48).

2. Consider all different velocities (absolute velocities for mass and inertia) and
relative velocities for others as shown in step 2 of Fig. 2.48.

3. For each distinct velocity, establish a 1-junction. Express the relationships
between velocities. Add 0-junction (used to represent those relationships) for
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Fig. 2.48 Steps for construction of bond graph models of mechanical translation

each relationship between 1-junctions and attach impedances to them such as Y
as shown in step 3 of Fig. 2.48.

4. Attach to the 1-junction corresponding bond graph elements such as I elements
for mass. Place effort sources such as gravity and force excitations, and flow
sources such as ground.

5. Expand the encapsulated item models.
6. Simplify the bond graph structure by taking into account the power directions.

Eliminate any zero velocity 1-junctions and their bonds. Remove junctions with
only two bonds.

7. Further simplify the bond graph model by merging adjacent junctions of the same
type.

The final bond graph obtained in the last step (ẋref has been assumed to be zero in
step 6) could as well be derived in a much simplified manner. If we assume ẋref = 0
from the very beginning then we may note that the velocity of the mass point and the
applied load must be the same; moreover, the velocity of the mass point is equal to
the rate of extension of the spring and the damper. Although these rates (velocities or
deformation rates) are qualitatively different, they have equal magnitude and hence
they should be connected to the same 1-junction.
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Fig. 2.49 Alternative steps for construction of bond graph models of mechanical translation

If complex impedances are not simplified then the same system can be modeled
as shown in Fig. 2.49. The same steps as detailed above would be followed and the
same final bond graph is obtained.

A simple mechanical double oscillator system and its corresponding bond graph
models are given in Fig. 2.50. The bond graph model can be simplified while the
reference velocity Sf:ẋre f is considered null ( ẋre f = 0).

The equation from Newton’s law can be easily deduced for mass m1 from bond
graph model given in Fig. 2.50c.

From I:m1 element and 1-junction:

ẋ1 = 1

m1

∫
Fm1 dt = 1

m1

∫
(m1g − FK 1 − FK 2)dt (2.50)

From C:K1, C:K2 elements and 0-Junction:

FK 2 = K2

∫
ẋK 2dt = K2

∫
(ẋ1 − ẋ2)dt, FK 1 = K1

∫
ẋK 1dt = K1

∫
ẋ1dt

(2.51)
Finally, we obtain from Eq. 2.50:

m1 ẍ1 = m1g − K2 (x1 − x2)− K1x1 (2.52)



72 2 Bond Graph Modeling of Mechatronic Systems

xk1

xk2

k1

k2

m1

: refSf x

xm2g

C:k1

1kxFk1

I:m2

1 I:m1

0

C:k2

C:k1

Se:m2g

1mx

2mx

Fm1

1mx

refx

: 0refSf x =

2mx

Se:m1g

m1g

(a) (b) (c)

2kx

1kx

Fk2

Fk1

Fm2m2

0

1mx

1 I:m2

1 I:m1

C:k2

Se:m2g

1mx

2mx

Fm1

2mx

Se:m1g

2kx

Fk2

Fm2

0

1mx

1

Fig. 2.50 A mechanical double oscillator (a) and its corresponding detailed (b) and simplified (c)
bond graph models

Likewise, the equation for mass m2 can be obtained:

m2 ẍ2 = m2g + K2 (x1 − x2) (2.53)

There are four state variables: two of them are associated with momentums of
inertias (pm1 and pm2) and two are displacements representing the spring deforma-
tions (xk1 and xk2). Weight of the two mass represented by sources of effort can be
considered as inputs.

x = [
pm1 pm2 xk1 xk2

]
and u = [

m1g m2g
]

(2.54)

The state equations may be developed from the constitutive equations of dynamic
bond graph elements and constraint (0, 1, TF, and GY) relations:

ẋm2 = 1
m2

∫
Fm2 dt = pm2

m2
= 1

m2

∫
(m2g + K2xK 2) dt

ẋm1 = 1
m1

∫
Fm1 dt = pm1

m1
= 1

m1

∫
(m1g − K1xK 1 − K2xK 2) dt

FK 1 = K1
∫

ẋK 1dt = K1xk1 = K1
∫

ẋm1dt
FK 2 = K2

∫
ẋK 2dt = K2xk2 = K2

∫
(ẋm1 − ẋm2) dt

(2.55)

From Eq. 2.55, state equations are given:

ṗm2 = m2g + K2xK 2
ṗm1 = m1g − K2xK 2 − K1xK 1

ẋk2 = pm1

m1
− pm2

m2

ẋk1 = pm1

m1

(2.56)
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Equation 2.56 is more suited for automatic control analysis. If a Lagrangian
approach is used, with (xK 1, xK 2), as generalized coordinates, the following sec-
ond order differential equations can be obtained from Eq. 2.56:

..
xk1 = g − K2xK 2 + K1xK 1

m1
..
xk2 = −K2xK 2

(
1

m1
+ 1

m2

)
− K1xK 1

m1

(2.57)

Let us explore how the simulation results will be interpreted. The positive momen-
tum of masses mean downward velocities (as shown in Fig. 2.50a) and this is in
agreement with the positive value of sources modeling the self-weight. Let us now
have a look at the states associated with deformation of springs. Positive value of

xk1 means tension in spring K1 because ẋk1 = pm1

m1
= ẋm1. Likewise, positive value

of xk2 means
∫ (

pm1

m1
− pm2

m2

)
dt > 0 or

∫ pm1

m1
dt − ∫ pm2

m2
dt > 0 or xm1 > xm2.

Thus, positive xk2 corresponds to compression of spring K2.
Let us now consider a typical system shown in Fig. 2.51a which includes a so-

called half-a-degree of freedom. If the resistance r2 is removed from this system
then one obtains a fourth order equations of motion for the system. However, when
resistance r2 is present, one obtains a fifth order equations of motion. However, in
state-space form, both configurations have four states. The half-degree of freedom is
associated with the resistance r2 whose one end is connected to a mass point but the
other end is not connected to a mass point. Thus, to derive the equations of motion
for this system using any classical approach such as Newton’s equations, one needs
to introduce a temporary variable (ẋ2 shown in Fig. 2.51b) which is to be finally
eliminated from the equations through algebraic manipulations.

To construct bond graph model of this system, the base junction structure is first
constructed by including the temporary nodal velocity ẋ2. Subsequent simplifications
yield the final model shown in Fig. 2.51d. The half-degree of freedom introduces a
so-called algebraic loop in the model and needs special techniques to derive the
equations of motion of this system. The same variable may appear both on the LHS
and RHS of the equation and it has to be algebraically solved.

Elementary mechanical rotations can be modeled in a similar manner to mechani-
cal translation. Complex rotations about three axes will be discussed in Chap. 4. Here,
we will consider a special system where both mechanical translation and rotation are
present.

The schematic diagram of a vehicle traveling over a rough or undulating road
is shown in Fig. 2.52 where a and b are, respectively, the distances of the rear and
the front axles from the vehicle’s center of mass. The vertical position of the center
of mass is not important in this model. We will develop a pitch plane model of the
vehicle where horizontal displacements, tyre deformations, steering etc., will not be
considered. Only vertical heave and pitch motions will be modeled. Such a pitch-
plane model of a vehicle is often used to design and optimize vehicle suspension

http://dx.doi.org/10.1007/978-1-4471-4628-5_4
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Fig. 2.51 a A typical mechanical system, b its base junction structure, c initial bond graph, and d
final reduced bond graph

Fig. 2.52 Schematic of a vehicle moving on an undulating surface

systems for ride comfort. However, this model is not useful for other studies like
vehicle handling behavior and stability evaluation. The full vehicle model is devel-
oped in Chap. 6 by taking into account all of its dynamics like tyre properties and
auxiliary systems (suspensions, brakes, steering, engine, etc.).

The pitch-plane behavior of the vehicle can be modeled using an equivalent
mechanical system shown in Fig. 2.53. In the equivalent system, the vehicle body
mass is M , the rotary inertia of the vehicle body about z-axis at the center of mass
is J , and the axle mass including the tyre mass is ma . The stiffness and damping
of the rear suspension are kr and rr , respectively, and those for the front suspension
are k f and r f , respectively. The damping in the inflated tyres is usually neglected.
Depending upon the tyre pressure and construction, the tyre stiffness in the front and

http://dx.doi.org/10.1007/978-1-4471-4628-5_6
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Fig. 2.54 Basic kinematic junction structure of the pitch-plane model of a vehicle

rear wheels are kt f and ktr , respectively. We will assume that the tyres are always in
contact with the ground. As the vehicle moves forward, the vertical excitation from
the ground is given as

dy

dt
= dy

dx

dx

dt
. (2.58)

If the vehicle speed is assumed to be constant and a road profile y = φ(x) is
provided then one can always write y = ψ(t), where φ and ψ are given functions.

To model this vehicle with method of flow map, we first recognize the various
flow points in the model. The vehicles vertical velocity of the vehicle center of mass
is denoted as ẏv and the angular velocity about z-axis (pitch velocity) is θ̇v . The
linear velocities of suspension fixation points on the carbody at points A and B are,
respectively, found from kinematic relations as

ẏA = ẏv − aθ̇v (2.59)

ẏB = ẏv + bθ̇v (2.60)

By taking these kinematic relations as the starting point, we can use TF ele-
ments with appropriate moduli to construct a bond graph junction structure shown
in Fig. 2.54.

Now, one can incorporate the inertias (linear inertia or mass I:M is connected to
1-junction for ẏv and rotary inertia I:J to 1-junction for θ̇v), self-weights, suspension
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Fig. 2.55 Bond graph model of the pitch-plane dynamics of a vehicle

and tyre models, and ground excitations into the model by using the usual method
of flow map. The resulting model is shown in Fig. 2.55. Let us now have a look at
this model and understand how to interpret the states of this system. The momenta
associated with model are positive for upward motions and anticlockwise rotation.
The difficulty arises in interpreting the deformation states (q’s). From the power
directions at rear suspension C-element C:kr connected to 0-junction, we find that
the flow to it is positive if ẏA > ẏC . Thus, positive deformation of the rear suspen-
sion (qr > 0) implies that the suspension is in tension and negative deformation
implies it is in compression. Similar arguments can be used to determine the nature
of states associated with the other C-elements. These interpretations are necessary
to understand the simulation results.

The model shown in Fig. 2.55 can then be simplified to a form shown in Fig. 2.56.
We have assigned causality to the final reduced model. Such a power directed and
causalled model is often called an augmented model. Note that the two 0-junctions
labeled as 0FR and 0FF indicate the rear and front suspension forces. The same
suspension force acts on the vehicle body at the suspension fixation point and also
on the axle with opposite directions.

We can easily see from this model that the net force acting on the linear inertia
(I:M) is as evaluated from weak law at 1-junction for ẏv is

ev = mÿv = −Fr − F f − Mg (2.61)

and the net moment acting on the rotary inertia (I:J ) as evaluated from 1-junction
for θ̇v is

eθ = J θ̈v = aF f − bF f . (2.62)
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The above two equations are indeed the force and moment balance equations for
the car body. Although we have developed our model from kinematic analysis or
method of flow map, it turns out that the efforts are automatically balanced. This is
because of the power conserving property of the junction structure. Thus, one can
model a mechanical system on the basis of flow balance or force balance or a mixture
of the two.

2.8.6 Bond Graphs for Multi-Energy Domain Systems

Most mechatronic systems involve multiple energy domains. A vehicle is an excellent
example of a multi-energy domain system. Let us consider the pitch plane dynamics
of a vehicle shown in Fig. 2.57a. The rear wheels of the vehicle are driven by geared
DC motors (Fig. 2.57b) and the front wheels roll freely. The suspensions are oleo-
pneumatic (Fig. 2.57c) where the stiffness of the suspension is due to the entrapped
gas, whereas the damping comes from the incompressible fluid or oil flowing through
the orifices.

The vehicle system integrates electrical domain (geared DC motors), mechani-
cal domain (vehicle dynamics), pneumatic domain (compressed gas in suspension
struts), and hydraulic domain (hydraulic damping in orifices). For pitch-plane dynam-
ics, we will model only half of the vehicle with one rear and one front wheel.

The bond graph model of the vehicle system is shown in Fig. 2.58. The vehicle
body dynamics model is straightforward (similar to the one developed before in
Fig. 2.56) and it includes the tire stiffness, axle load, suspension, and body inertias.
The suspension model uses a transformer (TF) with modulus Ap which is the area
of the piston rod. Note that the net change in volume of fluid and gas inside the
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Fig. 2.57 A vehicle as a multi-energy domain system with electric motors and hydro-pneumatic
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suspension strut is due to the different amounts of intrusion of the piston rod into
the fluid chamber. Furthermore, the fluid is incompressible and the volume change is
actually that of the gas. The TF element converts the suspension deformation rate into
the rate of volume change. The C-element modeling the tire stiffness thus models
the gas compressibility. If one assumes adiabatic conditions because the thermal
dynamics is much slower then the gas pressure can be given by the nonlinear relation

P = P0 (V0/V )γ

or e = P0

(
V0/

∫
f dt

)γ
(2.63)

where P0 is the initial gas pressure (depends on vehicle weight), V0 is the initial
volume, and γ is a gas constant given by the ratio of specific heats. The gas pressure
generates the suspension force through the transformer. The rate of incompressible
oil flow through the orifice is the same as the rate of volume change. Thus, the
additional pressure generated by the damper is given as a nonlinear relation

e = Cd V̇ 2 = Cd f 2

where Cd is the effective orifice discharge coefficient. Note that Cd depends on
various factors like orifice area, length, fluid viscosity, etc., and it is generally obtained
through experiments.

The electrical part comprising the DC motor is modeled through a gyrator. Note
that the rotation of the wheel in the inertial frame is the sum of the rotation of the
vehicle and the rotation of the motor. This is modeled at a 0-junction (0T junction
in Fig. 2.58). This 0-junction performs an important function. It also models the
opposite reaction moment acting on the vehicle body (through the bond between 0T

and 1θ̇ junctions) due to the motor trying to rotate the wheel. This is how a bond
graph model ensures proper physics in the system model.

The linear motion of the vehicle is modeled at 1ẋ junction. The tire driving forces
are generated due to friction at the wheel–ground contact. The positive tire slip for
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Fig. 2.58 Bond graph model of multi-energy domain vehicle system

the driven wheel is ωr r − ẋ and it generates the traction force. The small negative
slip (ω f r − ẋ ) at the front wheel is negative and it generates a small retarding force
(rolling resistance). These slips are modeled at 0S junctions. The tire–road friction
is a complicated phenomena and it is usually described by some empirical relations.
Here, a modulated R-element (MR:R f ) models this force. Note that the friction force
needs the information of normal force which is supplied through effort signal bonds
from the respective junctions modeling tire stiffness in vehicle’s vertical motion
model.

2.8.7 Nonlinear Models

The systems modeled so far are mostly linear systems whose equation models can
be written in state-space matrix form. Let us consider a nonlinear system shown in
Fig. 2.59 where the lever is assumed to be massless and there is no friction anywhere.
The lever ratio is controlled based upon the position of mass M . Moreover, it is
assumed that mass m is connected to a hardening spring which generates a force
F = k1 y2 where k1 is the hardening coefficient and y is the spring deformation.

To develop the bond graph model of this system, we need to introduce a modulated
transformer element (MTF). The modulus of this MTF element can be described as a
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function of the position yM of mass M . If a(yM ) is the position of the lever measured
from mass m then the lever ratio turns out to be−(L−a(yM ))/a(yM ) = 1−L/a(yM ).
The augmented (numbered, power directed, and causalled) bond graph model of the
system is then developed as shown in Fig. 2.60. Note that while the C-element for
the linear spring is shown as C:k2, that for the nonlinear spring is simply denoted as
Cs. Note that the integrator block in the model introduces an additional state yM into
the model. This is equivalent to use of a flow activated C-element in place of the Df
element.

The states of this system (i.e., energy variables in integrally causalled storage
elements I and C), the inputs and the outputs, respectively, are

x = [
p2 p8 q3 q6 yM

]T
, u = [

Se1 Se9
]
, and y = [ f8]

where superscript T indicates matrix transpose.
We can write the state equations as follows:
The junction equations for 1 junction for ẏm are

f1 = f3 = f4 = f2, (2.64)

e2 = e1 − e3 − e4. (2.65)

The junction equations for 1 junction for ẏM are

f7 = f9 = f8, (2.66)

e8 = e7 + e9. (2.67)
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The equations for the 0 junction are

e5 = e7 = e6, (2.68)

f6 = f5 − f7. (2.69)

The transformer equations are

f5 = (1 − L/a(yM )) f4, (2.70)

e4 = (1 − L/a(yM ))e5. (2.71)

The element constitutive relations are written as follows:

e1 = −mg, (2.72)

f2 = p2/m, (2.73)

e3 = k1q3 |q3| , (2.74)

e6 = k2q6, (2.75)

f8 = p8/M, (2.76)

e9 = −Mg. (2.77)

In addition, the output equation is written as

ẏM = f8 = p8/M. (2.78)

Note that Eq. 2.74 is written as e3 = k1q3 |q3| in place of e3 = k1q2
3 so that

both positive and negative forces are generated for positive and negative values of
deformation.

The state-space equations will be given in nonlinear form as

ẋ = F(x, u)

y = G(x, u) (2.79)

Let us derive the state equation for ṗ2 by using the above-mentioned constraint
equations and element constitutive relations. It can be derived as follows:

ṗ2 = e2 = e1 − e3 − e4 (2.80)

= −mg − k1q3 |q3| − (1 − L/a(yM ))e5

= −mg − k1q3 |q3| − (1 − L/a(yM ))k2q6.

Likewise, we can derive other state equations which are finally written as

ṗ2 = −mg − k1q3 |q3| − (1 − L/a(yM ))k2q6

ṗ8 = −Mg + k2q6
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q̇3 = p2/m

q̇6 = (1 − L/a(yM )) (p2/m)− p8/M

ẏM = p8/M (2.81)

2.9 Multiport Field Elements

Although I, C, and R elements have been termed one-port elements, they can actually
be connected to more than one bonds. Then they are called I, C, and R field elements.
A field element has at least two bonds connected to it. Field elements are very useful
when more than one energy domains are coupled. For example, in a piezoelectric
material, mechanical and electrical domains are coupled.

2.9.1 RS Element

In mechatronic system modeling, we will often be dealing with resistances which
act like a source. For example, a diode is a resistance and if we have a light emitting
diode (LED) then it is also a source of light. Likewise, a heating coil is an electrical
resistance, but also acts as a thermal source. Such resistances couple one energy
domain to another. The source and resistance properties are modeled together by
the RS element. The RS element, in its simplest form is a two-port resistance. Two
bond are attached to the RS element. One of the bonds belongs to the domain from
where energy is dissipated (e.g., mechanical domain for power loss due to friction,
electrical domain for power loss due to resistance, etc.). The other bond belongs to
the domain which receives full or part of the power dissipated by the other domain,
e.g., heat, light, sound, etc.

The RS element for modeling an electrical resistance is shown in Fig. 2.61a. Here,
the power variables in the electrical port are voltage (V ) and current (i). The power
variables in the thermal port are temperature (T ) and entropy flow or generation rate
(Ṡ). The entropy generated is given as

Ṡ = Q̇

T
= V i

T
(2.82)

= i2 R

T
= V 2

RT

Sometimes, pseudo-bond graphs are used to model thermal systems. In that case,
the heat flow is the output variable of RS element. Because heat flow calculation
(Q̇ = V i) does not require the temperature information, the thermal port of the RS
element can be modeled as a signal bond as shown in Fig. 2.61b.



2.9 Multiport Field Elements 83
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Most often, the electrical resistance would be a function of the operating temper-

ature. Thus, one would require the temperature information. The resulting expansion
of the RS element can then be given as shown in Fig. 2.61c where the R-element is
internally modulated by the temperature signal. The RS element is called a defined
element. A defined element is a simplified abstraction of a specific part of the model
and it is possible to replace that defined element by an expanded bond graph struc-
ture. As we proceed further, we will see another important defined element called
EJS (Euler junction structure) which is used in multibody system modeling.

2.9.2 Multiport Elements in Process Engineering

In complex process engineering systems, several phenomena (chemical, thermal,
hydraulic) are coupled. For such systems, power variables are in defined in a vectorial
form:

E = [
eh et ec

]t
, F = [

fh ft fc
]t (2.83)

where the effort variables et , eh and ec, respectively, represent the thermal effort
(the specific enthalpy or the temperature), the hydraulic effort (the pressure), and the
chemical effort (the chemical potential, chemical affinity, or the concentration). The
flow variables ft , fh and fC represent, respectively, the thermal (or entropy) flow
(heat conduction, Q̇, or enthalpy flow by convection, Ḣ ), hydraulic flow (mass flow
ṁ or volume flow V̇ ) and chemical flow (molar flow ṅ).

Their coupling can be represented by a small ring around the bond (Fig. 2.62a) as
proposed by Thoma in [57] or by multibonds (Fig. 2.62c) as proposed by Breedveld
in [3]. Multiple bonds connect the nodes of a bond graph. The dimension of a multi-
bond represents the number of elements in the effort or flow vector. This number
can be optionally written between two lines. Some authors [23] distinguish the type
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Fig. 2.62 Representation of multibond graph

of energy using full lines for hydraulic bonds and dotted lines for thermal bonds
(Fig. 2.62b). Multibonds are also called vector bonds. A bond graph that uses vector
bonds is called a vector bond graph.

2.9.2.1 Pipe with Restriction as a Multiport R

In thermodynamic processes, the dissipation phenomenon is modeled by a two-port
R field element. The main phenomena modeled by the multiport R are evaporation,
vapor condensation [30], convection [39] through a pipe (as given in Fig. 2.63a).
The R-field can be represented by a ring around the bond (Fig. 2.63b) or R:Rc
field (Fig. 2.63d). According to affected causality, outputs of the two-port R-field in
Fig. 2.63 are the thermal flow Ḣ and the hydraulic flow ṁ. The suffixes in and out
identify the physical input and output sides of the pipe, respectively.

For an incompressible fluid, respecting the continuity equation (Fin = Fout ) and
assuming no thermal loss in the pipe, the flows leaving the R-field are calculated as
follows:

F =
[

ṁ
Ḣ

]
=

[
ΦR H (Tin, Tout , Pin, Pout )

ΦRT (Tin, Tout , Pin, Pout )

]
(2.84)

The constitutive functions ΦR H and ΦRT are nonlinear and depend mainly on
the thermodynamic state of the fluid and on the modeling hypothesis. The constitu-
tive relation here involves effort variables and flow variables only; the integrals or
derivatives of power variables are not required in the constitutive relation. Thus, the
constitutive relation indicates a dissipation phenomena (R-element). Because more
than one effort and one flow variables are used in the constitutive relation, we have
an R-field.

Consider that the flow through a pipe under isothermal conditions is given as
ṁ = ΦR H (Pin − Pout ). Then we can simply use a 1-junction to compute the effort
difference Pin − Pout and connect it to a one-port R. However, suppose that the mass
flow relation is given as ṁ = ΦR H (Pin/Pout ). This relation cannot be modeled by
a one-port R, we need both Pin and Pout signals to be input to the R-element as
opposed to one signal Pin − Pout in the earlier case.

In the following, we consider two types of technological components modeled by
R-multiport: a nozzle and a pipe with a restriction.
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bond graph model

2.9.2.2 Nozzle

The general form of constitutive relation given in Eq. 2.84 is useful when a restrictor
can choke due to supersonic flow at its throat. Then the mass flow rate depends not
only on the pressure difference, but also on the pressure ratio Pr :

Pr = Pout

Pin
. (2.85)

It is then possible to predict, with acceptable accuracy, the mass flow rate by using
the upstream and downstream pressures [23]:

ṁ = A
Pin√
Tin

(Pr )
1
γ

√
2γ

RG (γ − 1)

[
1 − (Pr )

γ−1
γ

]
, if Pr ≥ b;

ṁ = A
Pin√
Tin

√
γ

RG

(
2

γ + 1

) γ−1
γ−1

, if Pr ≤ b;

(2.86)

where

b =
(

2

γ + 1

) γ−1
γ−1

, (2.87)
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RG is the gas constant, A is the exit area, γ = cp/cv , cp is the specific heat at
constant pressure and cv is the specific heat at constant volume. The enthalpy flow
rate is given as

Ḣ = ṁcvTin (2.88)

2.9.2.3 Thermofluid Transport Phenomena in a Pipe

The drawback of the aforementioned modeling approach is that in the opposite causal-
ity, the effort cannot be calculated from such a nonlinear equation (Eq. 2.86). In
industrial process engineering, we generally assume low velocity or subsonic flow.
Thus, it is sufficient to assume that the mass flow rate ṁ is a function of the pressure
difference. We assume first that the flow-field properties are constant in the pipe and
the accumulation of mass, momentum, and energy in such component are of negligi-
ble order. The flow is regular and the fluid is Newtonian. The bond graph model, with
these simplifying assumptions, is given in Fig. 2.63c, where the I-element for fluid
inertia (developed earlier) may be included to take fluid momentum into account.
Readers may look into [34] for detailed models of hydraulic transport phenomena
with flow saturation characteristics, which are derived from the first principles.

The energy coupling is modeled by the fictive thermal resistor RT modulated
(using information bond) by the hydraulic flow variable ṁ. According to the con-
ductive causality assigned to R-element, the commonly used form of the constitutive
relation is given by Bernoulli’s law, i.e.,

[
ṁ
Ḣ

]
=

⎡
⎣ Cd · sign (Pin − Pout )

√|Pin − Pout |

Cd · sign(Pin − Pout )cv
√|Pin − Pout | · Tin

⎤
⎦ , (2.89)

where Cd is the valve discharge coefficient which can be determined for turbulent
and laminar flow conditions. If the fluid state is saturated, the temperature Tin is
calculated as a function of the pressure Pin by using thermodynamic tables.

2.9.3 C-Field

A C-field shown in Fig. 2.64 stores potential energy. Its constitutive relation associates
a set of displacements to a set of efforts. In the figure, there are n-ports in the C-field
and the flow at the i th port has been labeled q̇i = fi (derivative of displacement
qi = ∫

fi dt). If all ports of the C-field are integrally causalled then the C-field leads
to n state variables.

The constitutive relation for the C-field is given as

ΦC (E, Q) = ΦC

(
E,

∫
Fdt

)
= 0 (2.90)
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Fig. 2.64 n-port C-field and
its bond graph representation
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where

Q = [
q1 . . . qn

]T

E = [
e1 . . . en

]T

Note that the efforts ei depend on all displacements qi = ∫
fi dt . The relation can

be linear, given by a matrix, or nonlinear, given by a set of functions. For a linear
C-field with all its bonds integrally causalled, the constitutive relation is given as

⎡
⎢⎢⎢⎣

e1
e2
...

en

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

k11 k12 . . . k1n

k21 k22 . . . k2n
...

...
...

...

kn1 kn2 . . . knn

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

q1
q2
...

qn

⎤
⎥⎥⎥⎦ (2.91)

If all off-diagonal terms of the above stiffness matrix are zero then the C-field
degenerates to n number of one-port C-elements. The compliance matrix is the
inverse of the stiffness matrix. For a conservative system, the stiffness matrix is
always symmetric.

The energy stored in the C-field is

E =
∫ t

t0

∑n

i=1
(ei fi ) dt =

∫ t

t0

∑n

i=1
(ei q̇i ) dt

=
∫ q

q0

∑n

i=1
ei (q)dqi =

∫ q

q0

∑n

i=1
e(q)dq = E(q) (2.92)

Example 2.3 Consider the example given in [24] which consists of a thin beam
(assumed to be mass-less) with masses attached at two locations indicated by the
pair of power variables (F1, ẋ1) and (F2, ẋ2) as shown in Fig. 2.65a. If the beam can
be considered as a pure elastic structure then its corresponding bond graph model
can be given as shown in Fig. 2.65b.

One can use the influence coefficients (deflections caused at a certain location due
to unit force applied at a specified location) and method of superposition to determine
the compliance matrix of the elastic structure. For the given loading configuration,
the displacements can be expressed as a function of forces in compliance form as
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Fig. 2.65 Example of uniform beam deformed by action of two forces represented by two-port
C-field

follows: [
x1
x2

]
= L3

243E I

[
4 7

2
7
2 4

] [
F1
F2

]
(2.93)

where E is the modulus of elasticity, and I is the second moment of area of the beam
cross-section about the neutral axis. One can then write

[
F1
F2

]
= 243E I

L3

[
4 7

2
7
2 4

]−1 [∫
ẋ1dt∫
ẋ2dt

]
(2.94)

The bond graph model of the system is then given by connecting the C-field
to two 1-junctions at its two ends to which the inertia elements can be connected.
In addition, the structural (material) and external damping can be included in the
model. The structural damping is modeled as a two-port R-field between the two
1-junctions (exactly like the two-port C-field) and the damping matrix is assumed to
be proportional to the stiffness matrix. The coefficient of proportionality is a material
parameter. For more details on modeling of static or spinning beams, see [50].

As in the case of 1-port C-elements, a C-field can have derivative or integral causal-
ity in all its ports. But, a multiport C-field also admits mixed integral-derivative
causalities. In mechanical systems (using force F and linear velocity ẋ) the com-
pliance form corresponds to derivative causality and the stiffness form to integral
causality.

2.9.4 I-Field

An inertia field (called I-multiport or I-field) is analogous to the C-field. Its consti-
tutive relation is expressed between flow f and momenta p. The generic form of
I-field is shown in Fig. 2.66.

The constitutive relation of a I-field with all its bonds in integral causality is
given as
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Fig. 2.66 I-field representa-
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f1
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fn

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

m11 m12 . . . m1n

m21 m22 . . . m2n
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...

mn1 mn2 . . . mnn

⎤
⎥⎥⎥⎦

−1 ⎡
⎢⎢⎢⎣

p1
p2
...

pn

⎤
⎥⎥⎥⎦ (2.95)

Note that the multiport I is analogous to the multiport C , only the effort and dis-
placement are turned into flow fi and momentum pi . The mass matrix is symmetric
and positive definite. The energy stored in the I-field is given as

E =
∫ t

t0

∑n

i=1
(ei fi ) dt =

∫ t

t0

∑n

i=1
( fi ṗi ) dt =

∫ p

p0

∑n

i=1
fi (p)dpi

=
∫ p

p0

∑n

i=1
f (p)dp = E(p) (2.96)

where

p = [
p1 . . . pn

]T

f = [
f1 . . . fn

]T

Example 2.4 Any rigid body motion can be modeled as an I-field. Consider a simple
example of a long thin rigid bar as shown in Fig. 2.67a.

Consider only vertical motion of the center of mass G and small angular rotation θ
relative to a horizontal axis. Such approximations are made in pitch-plane model of a
vehicle going over a rough surface. The mechanical system is described by two pairs
of power variables: (F, ẋ .) for linear translation and (T, ω) for angular translation.
In Figure F , ẋ , θ , ω, pc, pθ represent force, linear velocity, angular displacement,
angular velocity, linear momentum, and angular momentum, respectively.

Recall that the momentum (used as state variable) is related to the flow variable:

ẋ = pG

m
, ω = pθ

J
(2.97)
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where the mass m and rotary inertia J are:

m = ρAL , J = mL2

12
. (2.98)

where A, ρ and L are cross-section area, mass density, and length of the bar, respec-
tively. The rate of linear and angular momentum variables are

ṗG = F1 + F2, ṗθ = − L

2
F1 + L

2
F2 (2.99)

Then the bond graph model of the system can be constructed as shown in
Fig. 2.67b. It can also be constructed from the following kinematic relations:

ẋ2 = ẋ + L θ̇/2 (2.100)

ẋ1 = ẋ − L θ̇/2

If we consider only vertical displacements and small rotations around G, the rigid
body can be described by a linear two-port I -field as shown in Fig. 2.67c. Under these
assumptions, the explicit I-field constitutive equation (linking flow and momentum,
i.e., integral of effort) can be easily deduced:

[
ẋ1
ẋ2

]
= M−1

[
p1
p2

]
(2.101)
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where the inverse of the mass matrix (M) is given as

M−1 =
[
(1/m)+ (L2/4J ) (1/m)− (L2/4J )
(1/m)− (L2/4J ) (1/m)+ (L2/4J )

]
(2.102)

A direct method to derive the mass matrix or consistent mass matrix is to write
the kinetic energy as

Ek = 1

2
mẋ2 + 1

2
J θ̇2

= 1

2
m

(
ẋ1 + ẋ2

2

)2

+ 1

2

(
mL2

12

) (
ẋ2 − ẋ1

L

)2

(2.103)

The mass matrix is given as

M =

⎡
⎢⎢⎢⎣
∂2 Ek

∂ ẋ2
1

∂2 Ek

∂ ẋ1∂ ẋ2

∂2 Ek

∂ ẋ1∂ ẋ2

∂2 Ek

∂ ẋ2
2

⎤
⎥⎥⎥⎦ (2.104)

If large motions are considered in planar motion for an arbitrary shaped body, then
the y velocities of end points have to be included in the model. It can be represented
by a four-port I field as developed in [2].

2.9.5 IC-Field

We have also a combination between I and C multiport, having j ports as multiport
I and (n − j) ports as multiport C , as shown in Fig. 2.68.

The stored energy is:

E =
∫ t

t0

∑n

i=1
ei fi dt =

∫ p

p0

∑ j

i=1
fi dpi +

∫ q

q0

∑n

k= j+1
ekdqk (2.105)
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Fig. 2.69 R-field in con-
ductance (a) and resistance
causality (b)
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Here, p is the momentum vector and q the displacement vector. The first j ports
represent a multiport I and ports from j + 1 to n represent the multiport C . The
multiport I C is used mostly for electromagnetic effects with mechanical parts where
the electric part is modeled as a multiport I and the mechanical part as a multiport
C . A typical example of an I C-field is an electrical solenoid transducer.

2.9.6 R-Field

An R-field with n-ports essentially represents a coupled resistor network, the con-
stitutive laws of which is an algebraic relation between n flows and n efforts without
energy storage. The constitutive law can be linear, like Ohm’s law or nonlinear,
like the hydraulic resistors. The constitutive laws for the resistance and conductance
causality shown in Fig. 2.69 may be written as follows:

ei = ΦRi ( f1, f2, . . . , fn), i = 1, . . . n
fi = Φ−1

Ri (e1, e2, . . . , en), i = 1, . . . n
(2.106)

One example of a multiport R-element is the true bond graph for heat transfer
across a metallic plate. If the two surfaces of the plate are at temperatures T1 and T2
with T1 > T2 then we can write

Q̇1 = Q̇2 = λ (T1 − T2) (2.107)

and this can be modeled as a simple resistance at a 1-junction with the pair (T , Q) as
the pseudo-bond graph power variables. However, if we have to model a true bond
graph then the flow variable should be entropy flow, and the power variables is the
pair (T , Ṡ). The entropy flows are

Ṡ1 = Q̇1

T1
= λ

(T1 − T2)

T1
(2.108)

Ṡ2 = − Q̇2

T2
= −λ(T1 − T2)

T2
(2.109)

where Ṡ1 and Ṡ2 are, respectively, the entropy flow rates into and out of the thermal
interface.
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Fig. 2.70 a Vector junction representation, b dissociation to scalar bonds, and c and d vector and
scalar bond graph equivalence of a three-dimension vector 1-junction

Obviously, the entropy flow rates have a nonlinear relation with the interface
temperatures and it cannot be modeled as a 1-port R-element. The constitutive rela-
tion not only requires the relative temperatures but also absolute values. Thus, we
represent this coupling by a two-port R-field.

2.9.7 Vector Junction

Vector junctions are used for compact representation of a set of similar junction
structures. The n dimensional junction is represented in Fig. 2.70 where J indicates
either 0 or 1.

The constitutive equations for a vector 1-junction, where n is the bond dimension
and m is the number of bonds, are

i = 1, . . . n∑
j ei

j = 0, j = 1, . . . ,m
f i

j = f i
1 , j = 2, . . . ,m

(2.110)

and those for vector 0-junction, where n is the bond dimension and m is the number
of bonds, are

i = 1, . . . n∑
j f i

j = 0, j = 1, . . . ,m
ei

j = ei
1, j = 2, . . . ,m

(2.111)

A bond graph represented using vector bonds and junctions is called a vector bond
graph. A vector bond graph can be expanded to a normal bond graph (called a scalar
bond graph) form.

2.9.8 Multiport Transformers and Gyrators

If TF and GY elements as (described before) are extended to the multibond graph,
they become multiport elements and can be represented as shown in Fig. 2.71. The
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Fig. 2.72 Example of two-port modulated transformer

modulus of such a two-port vector element is a matrix which relates the input variables
to the output variables.

Note that the dimension of bonds in the two ports of a vector two-port element
can be different. The scalar equivalent structure of a vector two-port depends on the
causality. Figure 2.71b, c show dissociation of a vector TF to scalar equivalent form.
If the same TF element in Fig. 2.71b is causalled differently then 0-junctions will
appear on LHS and 1-junctions will appear on the RHS side of the scalar equivalent
bond graph given in Fig. 2.71c. Likewise, the dissociation of the vector GY element
in Fig. 2.71e to the scalar form in Fig. 2.71f is appropriate if the causal strokes are
away from the GY element. If the causal strokes are placed near the GY element
then the 1-junctions in Fig. 2.71f should be replaced by 0-junctions.

Signal or activated bonds are used to modulate other passive bond graph elements
(MI, MC, and MR), two-ports (MTF and MGY) and sources (MSe and MSf). As
example of a modulated transformer, consider a rigid pivoted bar shown in Fig. 2.72a.

The constitutive equation for the MTF element in bond graph model shown in
Fig. 2.72b can be written as
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Fig. 2.73 a Body-fixed frame and velocities in a rigid body in general motion, b bond graph model
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(2.112)

Multiport transformers and gyrators can be similarly modulated by vector signals.

2.9.9 Vector Bond Graph for Rigid-Body Dynamics

Multibonds are frequently used to model rigid body mechanics. Typical examples
are vehicle dynamic, mechanisms, and robotic systems.

A general rigid body translating and rotating in space is shown in Fig. 2.73a. The
rigid body has absolute linear velocities vx , vy, vz and angular velocities ωx , ωy , ωz

taken along a body-fixed frame which is momentarily aligned with the principal axes
of the body. The mass of the body is m and the principal moments of inertia are Jx ,
Jy and Jz , respectively, about the body-fixed x , y, and z axes. This is the standard
form for modeling the motion of an arbitrary rigid body in a non-inertial reference
frame.

The bond graph model for translation motion is derived from the Newton’s equa-
tions written in the body-aligned moving frame and it is shown in Fig. 2.73b. The
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Fig. 2.74 a Multibond graph
representation of Newton’s
equations for a rigid body
motion, b multibond graph
of Euler’s equations, and c
compact representation of
Euler’s equations
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pseudo-forces appear because of the transformation of accelerations in non-inertial
frame to the inertial frame. These pseudo-forces are modeled by a set of modulated
gyrators called a gyrator ring. The rotary motions are described by Euler’s equations
and they are represented in bond graph form as shown in Fig. 2.73c. Fx , Fy and Fz

are the external force components taken along body-fixed axes and they are modeled
by effort sources. Likewise, external torque components ( τx , τy and τz) are modeled.
The state variables are angular momenta pJ x , pJ y and pJ z and linear momenta px ,
py and pz .

From bond graph models, the state equations are:

⎡
⎢⎢⎢⎢⎢⎢⎣

ṗx

ṗy

ṗz

ṗJ x

ṗ j y

ṗJ z

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 mωz
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m 0 0 0
−mωz

m 0 mωx
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0 0 0 0 − Jzωz
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Jyωy
Jz

0 0 0 Jzωz
Jx
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Jxωx
Jy

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
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pJx

p jy
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⎤
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⎡
⎢⎢⎢⎢⎢⎢⎣
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Fy
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⎤
⎥⎥⎥⎥⎥⎥⎦

(2.113)
where

ωx = pJx

Jx

, ωy = pJy

Jy

, ωz = pJz

Jz

(2.114)

The above equations can be represented in a compact form as a multi- bond graph
shown in Fig. 2.74 where M is a 6 × 6 diagonal matrix with its diagonals being
the linear and rotary inertias and the modulus of MGY element is a 6 × 6 matrix
whose diagonal elements are zero. Note that the modulating signal connected to
MGY element is a vector of dimension 3 containing the angular velocities.

The above model can be broken into two parts: linear motion model and rotational
motion model. These two models are identical to the model shown in Fig. 2.74a, b, but
the dimension of each vector bond is three and each mass matrix is 3 × 3 diagonal
matrix. These two models are in fact compact representations of the part models
given in Fig. 2.73b, c, separately. The part model Fig. 2.73c is often simply shown by
a symbol EJS (Euler junction structure) or a triangle (
) which is a three-port element
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allowing connections to external moments. Note that the model in Fig. 2.74a requires
angular velocities as modulation inputs, whereas the model in Fig. 2.74b does not
need external modulation. When both linear and rotational models are put together, it
is symbolized by a star (�) which is a 6-port element allowing connection to external
forces and moments. A further compact representation of the EJS can be given as
shown in Fig. 2.74c where the 1-port multibond GY means the bonds start and end
at the same junction structure. The dimension of a bond in one-port GY is twice that
of the corresponding two-port GY.

2.10 Bond Graph Modeling of Uncertain Systems

During control and diagnosis of uncertain systems, it is necessary to account for the
uncertainty in the modeling stage. This improves the robustness of the control or
diagnostic system. The main advantage of using bond graph modeling for uncertain
systems is that parametric uncertainties can be directly associated with bond graph
elements [9–11] while disturbances can be modeled as random input sources and
measurement uncertainties (sensor noise, bias, etc.) can be modeled in block dia-
gram form in the active part of the system. Thus, the uncertainties can be introduced
graphically in the bond graph model rather than waiting for equation derivation and
later introduction of uncertainties in equation form as followed in other modeling
approaches. The final objective is to use the uncertain model to improve the robust-
ness of the controller or decision procedure in Fault Detection and Isolation (FDI)
algorithms [9]. The methodology for diagnosis of uncertain systems by using the
Bond Graph (BG) tool is developed in a later chapter of this book. The bond graph
modeling of uncertain systems, as developed here, is based on Linear Fractional
Transformation (LFT) theory.

2.10.1 Linear Fractional Transformation (LFT)

Linear Fractional Transformation was introduced by Redheffer in 1960 [43] and it
was adapted to bond graph models by Dauphin-Tanguy in 1999 [7].

Linear fractional transformation (LFT) form represented in Fig. 2.75, is widely
used for uncertain system modeling. The nominal values are grouped in an augmented
matrix denoted M , supposed to be proper, and all the uncertainties (structured and
unstructured uncertainties, measurement noise, etc.) are gathered together in a matrix
Δ with a diagonal structure. It is used for stability analysis and for control law
synthesis using μ-analysis and synthesis principles, by separating the nominal part
of the model from its uncertain part as shown in Fig. 2.75. Generality of the LFT
representation is due to the fact that any rational expression can be written under this
form.
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Fig. 2.75 LFT representation y
M

Δ

u

w z

In the linear case, this standard form leads to a state-space representation of the
form ⎧⎨

⎩
ẋ = Ax + B1w + B2u
z = C1x + D11w + D12u
y = C2x + D21w + D22u

(2.115)

where x ∈ Rn is the state vector of the system, u ∈ Rm and y ∈ R p are the vectors
gathering, respectively, the control inputs and the measured outputs of the system,
w ∈ Rl and z ∈ Rl include, respectively, the auxiliary inputs and outputs, and n,
m, l, and p are positive integers. A, B1, B2, C1, C2, D11, D12, D21, and D22 are
matrices of appropriate dimensions. Equation (2.115) are not easy to obtain in case
of complex systems, particularly because of the requirement that the matrix Δ has
to be diagonal.

2.10.2 LFT Modeling of Bond Graph Elements

An uncertainty on a parameter value θ can be introduced under either an additive
form or a multiplicative form:

θ = θn +Δθ (2.116)

θ = θn · (1 + δθ ) (2.117)

whereΔθ and δθ = Δθ
θn

are, respectively, the absolute and relative deviations around

the nominal value θn . When the element characteristic law is written in terms of 1
θ
,

Eq. (2.117) appears as
1

θ
= 1

θn
·
(

1 + δ 1
θ

)
(2.118)

with δ 1
θ

= − Δθ
θn+Δθ .

Modeling of bond graph elements (R, I, C, TF, GY) in the LFT form consists of
decoupling the nominal element (Rn , In , Cn , TFn , GYn) part from its uncertain part
δ (δR · Rn , δI · In , δC · Cn , δT F · T Fn , δGY · GYn) with δ being a multiplicative
uncertainty on the associated parameter.

Consider a linear R-element in resistance (imposed flow) causality. The charac-
teristic law corresponding to R-element in the linear case (Fig. 2.76a) is given as
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Fig. 2.76 Deterministic (a)
and uncertain or LFT form
(b) bond graph R-element in
resistance causality
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follows:
eR = R · fR (2.119)

In case of uncertainty on the parameter R, Eq. (2.119) is written as

eR = Rn (1 + δR) fR = Rn · fR + δR Rn fR = eRn + eRunc = eRn + wR (2.120)

Constitutive Eq. (2.120) can be represented as LFT BG of an uncertain R-element
shown in Fig. 2.76b by introducing a modulated source M Se associated with auxil-
iary input wR and a virtual effort sensor associated with the auxiliary output zR . In
Fig. 2.76b, zR = Rn fR , Rn , δR = ΔR

Rn
, ΔR, eR and fR represent, respectively, the

nominal effort value, the nominal parameter value, the multiplicative uncertainty, the
additive uncertainty, the effort, and the flow variables of the uncertain R element.
Note that wR is a fictitious input that represents the effort added by the parameter
uncertainty. Fictive inputs are represented as MSe* and MSf* in uncertain BG. In
The symbols De* and Df* correspond to virtual sensors in uncertain BG. The suffix
or superscript * is used to distinguish the real sources and measurements from the
fictitious ones.

For an R-element in conductance (imposed effort) causality, the procedure is the
same:

fR = 1

R
· eR (2.121)

fR = 1

Rn
·
(

1 + δ 1
R

)
· eR = 1

Rn
· eR +

δ 1
R

Rn
· eR = fRn + fRunc (2.122)

which can be written as Eq. (2.122) and leads to LFT BG shown in Fig. 2.77b.
In [9–11], the LFT Bond graph models of passive and junction elements are

described in detail. The sources are supposed to be known without uncertainty, except
in the case of closed-loop models. The uncertain bond graph models of storage
(C and I) and two-port (GY and TF) elements are given in Figs. 2.78 and 2.79,
respectively.
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Fig. 2.77 Deterministic (a) and uncertain or LFT form (b) bond graph R-element in conductance
causality
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Fig. 2.78 Uncertain LFT bond graph of C-element in a integral and b derivative causality, and
uncertain LFT bond graph of I element in c integral, and d derivative causality

2.11 Automated Modeling: An Application Example

2.11.1 Bond Graph Software

Bond graph modeling is supported by many dedicated software. The model can be
graphically introduced in these software and the dynamic model can be automati-
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Fig. 2.79 Uncertain LFT bond graph of a GY and b TF elements

cally generated. It can be completely and automatically transformed into a simulation
program for the problem to be analyzed. Most of these software also support control
theoretic analysis. One of the first software using bond graph was Camp-G [17] which
has capabilities to graphically enter the model and interface outputs with Matlab-
Simulink [28] (well-known software for automatic control community). Bond graph
models can be described in Modelica language as connection of submodels [12]
for which the constitutive equations are introduced by the user. The 20-sim software
[58] developed at the University of Twente (Netherlands) is based on the well-known
block-oriented TUTSIM simulation program. The model can be entered in graph-
ical or textual format. Symbols (SYstem Modeling by Bondgraph Language and
Simulation) is another software developed at the Indian Institute of Technology in
Kharagpur (India), which allows use of the full potential of bond graph modeling as
an integrated computer-aided tool [35]. Symbols is an object-oriented hierarchical
hybrid modeling, simulation, and control analysis software. It allows users to create
models using bond graph, block-diagram, and equation models. Authors Ould Boua-
mama and Samantaray have created a new module in order to use this software not
only for modeling but for diagnosis and monitoring of process engineering systems
as well [40, 49]. A generic plant item database, which consists of a set of predefined
process components, controllers, actuators, and sensor classes, has been incorporated
as a set of submodels (called capsules in the software Symbols). The designer can
easily build the dynamic and functional models of most thermofluid processes from
the Process and Instrumentation Diagram (P&I D) of the plant, and automatically
generate dynamic models under state equations or nonlinear form. The model can
be used for fault diagnosis and process supervision system design.
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Fig. 2.80 Schematic (a) and word bond graph (b) of a separately excited DC motor

Table 2.8 Variables of the simplified DC motor system

Symbol Designation Symbol Designation

τe Electromagnetic torque i A Stator current
τL Mechanical torque (Load) iR, iL Current in the resistance and coil
τR Friction torque UA Input voltage
τI Inertial torque UL Induced voltage
ω Angular velocity UR Resistive voltage
ωm Measured angular velocity RA Resistance of the stator
JM Inertia of rotor and load L A Inductance of the stator
RM Viscous friction δx Uncertainty in parameter x

2.11.2 Description of the System

In order to illustrate the bond graph modeling methodology we use a simple exam-
ple of a separately excited DC motor described by an equivalent circuit shown in
Fig. 2.80a.

The notation presented in Table 2.8 will be used to describe the DC motor
dynamics.

2.11.3 Word Bond Graph

Any mechatronic system can be seen as a set of interconnected subsystems. Engineers
are more familiar with block diagram representation, where the input and output
of each subsystem is a signal. The block is represented by a functional relation
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Fig. 2.81 Bond graph model of separately excited DC motor

(linear, nonlinear) between the input and output signal(s). Block diagram is then a
computational structure and it does not reflect the physical structure of a system.
The number of subsystems to be considered in a block diagram model depends on
the complexity of the global system. Concerning our example, four parts can be
considered as shown in Fig. 2.80b: input voltage source, electrical part, mechanical
part, and the load. While the modeled system is electromechanical, two pairs of
power variables are used: voltage-current (U, i) and torque-angular velocity (τ, ω).

Contrary to the block diagram, the word bond graph represents the physical struc-
ture of the system. Inputs and outputs are the power variables. There is no need to
decide whether an interface power variable is an input or output signal in the real
system. The direction of half arrow indicates the orientation of the power. How-
ever, the computational structure can be superimposed on a bond graph by adding a
perpendicular stroke (causal stroke) to each bond. Then the calculation (simulation)
structure can be deduced. This modular representation is important for understanding
complex systems for their diagnosis and control.

Definition 2.15 A word bond graph is an initial or a template bond graph where the
vertices represent subsystems or technological components denoted in words and the
connections are through bonds.

2.11.4 Bond Graph Model

The Bond graph model of the presented DC motor (Fig. 2.80) is shown in Fig. 2.81
with preferred integral causality assigned to storage elements (two I-elements).

The input variables are represented by energy sources: source of voltage Se:UA,
and mechanical load torque Se:τL . The input power is transformed into dissi-
pated power by the R-elements (R:RA in the electrical domain, and R:RM in the
mechanical domain). Energy storage occurs in the two I-elements (electrical induc-
tance I :L A and mechanical inertia I :JM ). The transformation of power from the
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electrical domain to the mechanical rotation domain is modeled by a modulated (by
a current value of the inductor current i f ) gyrator (MGY). Finally, to reproduce the
global architecture of the system to be modeled, bond graph elements are intercon-
nected by common flow junctions (1-junctions). When one includes the measurement
and control processes in the model, the energy transferred by the measurement and
control signals is negligible compared to the energy exchanged between physical
components. Therefore, signals are represented by information bonds, which cor-
respond to block diagram arrows. They are shown as full arrows in the model and
represent the signal transmitted by sensors, integrators, and other members. The
instrumentation architecture is represented by a detector of effort, De, and a detector
of flow, Df. In the given example, the two sensors are the current sensor, Df :im , and
angular velocity sensor, Df :ωm .

2.11.5 Simulation Block Diagram

Two kind of equations can be deduced from the bond graph model: structural and
behavioral. The set of equations are given in Eq. 2.123. Structural equations represent
a set of conservation laws: they are deduced from the junctions (CJ1A and CJ1M in
Eq. 2.123) and two-ports (CGY in Eq. 2.123). The physical laws, i.e., the constitutive
laws of the components (bond graph elements), are described by the behavior model.
They are given as CR A, CL A, CRM and CJ M in Eq. 2.123. The measurement model
expresses the way in which the sensors transform some state variables into output
signals. They are given as Cm1 and Cm2 in Eq. 2.123.

CJ1A : UI = UA − UR − Ue, i A = iR = il
CJ1M : τI = τe − τL − τR, ω = ωR = ωI

CGY :
{

Ue = K (i f )ω

τe = K (i f )i A

CR A : UR = RAi A, CL A : i A = 1

L A

∫
UI dt + i A0

CRM : τR = RMω, CJ M : τI = 1

JM

∫
ωdt + ω0

Cm1 : im = i A, Cm2 : ωm = ω (2.123)

The simulation block diagram obtained from the bond graph model of the DC
motor is given in Fig. 2.82.
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Fig. 2.82 Block diagram of the DC motor

2.11.6 State Equations and Simulation

In more detail, linear and nonlinear forms of state equations, i.e., ẋ = f (x, u), y =
C(x), can be systematically derived from a bond graph model. As developed before,
the state variables, input variables, and measurements are deduced from the bond
graph model. For the DC motor, the input variables are

u = [
UA −τL

]
.

State variables are energy variables, i.e., the linkage flux in the electrical part and
angular momentum in mechanical part:

x = [
PA PM

] = [ ∫
UI dt

∫
τI dt

]

The state equations for the DC motor system can be derived as

[
ṗA

ṗM

]
=

[
− RA

L A
− K (i f )

JM
K (i f )

L A
− RM

JM

] [
pA

pM

]
+

[
1 0
0 1

] [
SeA

SeM

]

y = Cx ⇒
[

im

ωm

]
=

[
1

L A
0

0 1
JM

] [
pA

pM

]
(2.124)

The conversion of the graphical bond graph model into state-space equations has
been automated in software such as Symbols [35], Twentesim (20-sim) [58], and
CAMP-G [17]. For instance, using Symbols software, the bond graph model can be
graphically drawn as shown in Fig. 2.83.

After checking the causality, the state equations are automatically generated. Ded-
icated sensor elements (De and Df) can also be used. The generated behavioral
equations are given with bond numbers subscripts and they can be compared with
Eq. 2.124 with the following mapping: pA = P4, pM = P8, SeA = SE1, SeM = SE9,
L A = M4, JM = M8, RA = R3, Rm = R7, and K (i f )= mu. One can define nonlinear
constitutive relations. Symbols can then simulate these equations by receiving input
data for parameter values, initial conditions, and simulation settings. The model can
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Fig. 2.83 Automatic generation of the dynamic model under state equations format by Symbols
software

Fig. 2.84 Generation of a Simulink block diagram from bond graph model using Symbols software

be transformed into transfer function or numerical state-space matrix form for control
theoretical analysis.

Furthermore, an S-function block diagram for Matlab-Simulink can be automat-
ically generated. The block diagram of the DC motor generated from a bond graph
model by using Symbols software is shown in Fig. 2.84. The numerical values for
parameters and initial conditions can be introduced for simulation.
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Bond graph software can also be used to model uncertain bond graphs. The soft-
ware can then generate the dynamic model (equations) of the uncertain model. This
uncertain bond graph model is well suited for robust diagnosis in order to improve
decision procedures in fault detection and isolation systems [9].
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Chapter 3
Modeling of Actuators, Sensors,
and Electronic Circuits

Actuation system is an element of control system responsible for transformation of
output of a microprocessor into a controlling action on a machine or device. Various
types of actuation systems are

• Mechanical actuation system
• Electrical actuation system
• Hydraulic actuation system
• Pneumatic actuation system

Mechanical actuation system may consist of linkages, gears, cams, chains, or belts.
Input power is supplied at one element of these systems and output power is received
at the other element of the system. Essentially these are elements which convert
motion from one form to other. Electrical actuation system consists of devices such
as solenoids, DC motors, AC motors, brushless DC motors, stepper motors. The input
to these devices is electrical energy and the output is mechanical energy. Hydraulic
and pneumatic actuation system uses fluid power to drive linear or rotary actuators.
In the first, the working fluid is usually oil (sometimes water–oil emulsions), and in
the second, it is compressed air. The hydraulic system is preferred where one requires
high power but leakage of liquid is often a problem with these systems. On the other
hand, leakage problem is not there with pneumatic system but compressibility of air
affects the control action.

3.1 Models of Actuators

Modeling of actuators is helpful in knowing the behavior of the actuators. With the
help of actuator model in the integrated mechatronic system we can size the actuator
and determine its various parameters such as torque/force requirement or voltage
and current requirement. First of all we will take up the mechanical actuators and
we will try to understand how can we draw the bond graph models of mechanical
actuators. In this chapter, we develop models of simple actuators.

R. Merzouki et al., Intelligent Mechatronic Systems, 111
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3.1.1 Models of Mechanical Actuators

Mechanical actuators consists of mechanisms. Mechanisms are devices to convert
one form of motion to another, say linear to rotary. They use linkages, cams, gears,
rack and pinion, chain, and belt drives. Cams and linkages are used to get a particular
form of motion. The motors used in mechatronic systems have very high speed
and low torque, whereas our usual requirement is low speed and high torque. This
requirement is achieved by the use of gears. Parallel shaft gears are used to reduce
shaft speed. Bevel gears are used to transmit rotary motion through 90◦. Rack and
pinion arrangement is used to convert rotational motion to linear motion. Toothed
belts and chains are used to transmit positive rotary motion.

Many jobs previously done by mechanisms are now replaced by microprocessors.
However, we need mechanical actuators for tasks, such as force/torque amplification,
change of speed by gears, transfer of motion from one axis to other by timing belt.
We may also require a particular type of motion such as quick return motion where
we may require mechanical actuation.

3.1.1.1 Mechanisms and Linkages

Design of many mechanisms is based on two basic forms of kinematic chains (i)
Slider crank mechanism (ii) Four bar mechanism. Let us begin our study with slider
crank mechanism.

Slider Crank Mechanism

The schematic diagram of the typical slider crank mechanism is shown in Fig. 3.1.
Note that this system has a single degree of freedom. Thus, all velocities are related
to the crank rotation.

The bond graph of the system is shown in Fig. 3.2. The input crank is driven by
an effort source τ . The slider is moving against a spring of stiffness K and frictional
damper Rs . The angular motion of the crank is represented by the 1θ̇ junction with
the I element attached to junction. This I element represents the rotary inertia (J1)
of crank about its axis. The I element here models the complete dynamics of the
crank. R j represents the joint resistance. The connecting rod motion is resolved into
motion of its center of mass in two principal directions x and y and its rotation about
the center of mass. The linear velocities in x and y directions are represented by
the junctions 1ẋ2 and 1ẏ2 with I elements for the mass (m2) of connecting rod. The
rotational motion is modeled by 1α̇2 junction with rotary inertia of connecting rod
(J2) about its axis. The 1ṡ junction represents the slider motion. To this junction a
I element is attached which represents the slider mass (m3). The C element represents
the spring. The motion of the connecting rod and slider are found by the modulated
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Fig. 3.1 Schematic diagram
of slider crank mechanism

A

B

C

4

3

21
y

x

α
τ θ

Fig. 3.2 Bond graph model
of slider crank mechanism

transformers from the crank rotation. The moduli of transformers may be obtained
from the kinematic analysis of the mechanism as follows:

Let the length of the crank be L1 and that of the connecting rod (link 2 between
points B and C) be L2. Then we can write

L1 sin θ = L2 sin α (3.1)

where α is the angular position of link 2. Thus, we obtain

α = sin−1
(

L1

L2
sin θ

)
(3.2)

The above is a fundamental relation which indicates that the crank cannot rotate
fully if L1 > L2, α is a function of θ and π/2 < α < 3π/2. Taking time derivatives
of both sides of Eq. 3.1, we obtain

L1θ̇ cos θ = L2α̇ cosα (3.3)

α̇ = L1 cos θ

L2 cosα
θ̇ = r3 (θ) θ̇ (3.4)
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Fig. 3.3 Modified bond
graph model of slider crank
mechanism

If ṡ is the x-velocity of the slider then the x-components of velocities of point B
on link 1 and link 2 can be equated as follows:

ẋB = L1θ̇ sin θ = ṡ + L2α̇ sin α = ṡ + L1α̇ sin θ

⇒ ṡ = L1
(
θ̇ − α̇

)
sin θ = L1 (1 − r3 (θ)) sin θ θ̇ = r4 (θ) θ̇ (3.5)

Other transformer moduli (r1 (θ) and r2 (θ)) can be determined in similar fashion.
These kinematic relations may be taken from the well-known LINKPAC library given
in [29]. An integrator in the crank rotation junction records the crank rotation. This
crank position is required for specifying the transformer moduli.

We can see from Fig. 3.2 that four I elements in the bond graph have differential
causalities. This is natural because except one inertia (rotational degree of freedom),
other inertias follow dependent or constrained motion and do not have separate
degrees of freedom. These differential causalities can be removed by introducing
pads [16] which are the lumped flexibility at appropriate points in the graph. The pads
decouple the kinematic constraints and introduce independent degrees of freedom.
These pads can be thought of as implicit representation of link and joint flexibility
referred to relevant locations. The resulting bond graph model is shown in Fig. 3.3.

Note that a detailed model of the system can be developed from multibody
approach with the model of the revolute joints as given in [2] (see the Rapson
slide and Andrew’s or seven-body mechanism models given therein) and then the
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Fig. 3.4 Schematic diagram
of four-bar mechanism
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differential causality problem can be avoided. However, such a model turns out to
be very complex and the number of states in the model increase. On the other hand,
one need not perform complex kinematic analysis to create those models.

Four-Bar Mechanism

Figure 3.4 represents a typical four-bar mechanism driven by a flexible shaft at con-
stant speed. It consists of four links, the first link (ground link) being fixed. An elastic
load is attached to output link 4.

Figure 3.5 represents the bond graph model of four-bar mechanism. This can be
drawn similar to slider crank mechanism. In the bond graph input crank rotation is
represented by 1θ̇2

junction and output link rotation is represented by 1θ̇4
junction.

The velocity source SF drives the elastic crank or link 2. The links 3 and 4 form a
dyad. Crank elasticity is represented by 1-C-R structure. In the bond graph of Fig. 3.5
various joint resistances are modeled by the R elements with coefficients b21, b32,
b43, b41 for joint between second and first link, third and second link, fourth and
third link, and fourth and first link, respectively. The linear motion of the coupler
(link 3) center of mass is resolved into principal directions x3 and y3. These motions
can be determined from the crank rotation using transformers. Junction 1θ̇3

with
the I element models the rotational motion of the coupler. Output link 4, receives
rotational motion from crank rotation through coupler link 3. This is represented by
modulated transformer connecting 1θ̇2

junction with 1θ̇3
junction. The masses and

rotary inertias of links are denoted as mi and Ji , where subscript i enumerates the
links. The moduli of all modulated transformers can be obtained from kinematic
analysis.

Let us assume that the connection point between link 2 and link 1 (ground link)
is A, between links 2 and 3 is B, between links 3 and 4 is C, and between links 4 and
1 is D. Here, A and D are fixed points. The link lengths may be denoted as L1, L2,
L3, and L4 where subscripts refer to the link number. Let distance between points B
and D be L5 which is not a constant. If line BD makes angle α with the ground link
then from geometry, we can write
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Fig. 3.5 Bond graph model
of four-bar mechanism

L2 sin θ2 = L5 sin α (3.6)

L2 cos θ2 − L5 cosα = L1 (3.7)

The above two equations can be used to solve for L5 and α as purely functions
of θ2. If we know L5 then lengths of all sides of triangle BDC is known. The angle
∠BDC = φ can be determined and then θ4 = α− φ is a function of θ2. Taking time
derivatives of both sides, we obtain the transformer modulus r4(θ2). Other moduli
can be similarly obtained.

From Fig. 3.5 it is seen that except for the I element connected at 1θ̇2
junction all

the I elements are differentially causalled, which indicates that they have dependent
motions. These differential causalities can be removed with the help of pads [21] as
shown in Fig. 3.6.

Note that the four-bar mechanism can be modeled differently using multibody
dynamics approach given in [2, 3]. A much complex seven-bar mechanism’s bond
graph model is detailed in [2].

3.1.1.2 Cam Drive

A cam is a reciprocating, oscillating, or a rotating body which is in contact with
another body and imparts reciprocating or oscillating motion to it. As the cam rotates,
the follower is made to rise, dwell, and fall. The length of time spent at each of these
positions depends on the shape of the cam. The rise section drives the follower
upwards, the fall section lowers the follower, whereas the dwell section keeps the
follower at same level.
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Fig. 3.6 Modified bond graph model of four-bar mechanism

Fig. 3.7 Schematic diagram
of cam drive
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• Model with flow input:

Let us consider a general cam and follower arrangement shown in Fig. 3.7. This
cam follower arrangement is used to operate a valve. Let the cam is driven by a
velocity V . Let at a position θ cam radius be r(θ).

The contact between cam and follower has contact stiffness Kc and damping Rc.
Let the follower has mass m. A spring of stiffness Ks is attached to a follower as
shown in figure. Let the force acting at the other end of the follower be represented
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Fig. 3.8 Cam with knife-edge
follower
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by Fext which in this case will be P2 A2 − P1 A1 where P1, P2, A1, and A2 are the
pressures and areas on valve faces.

The follower shown in the figure is flat faced. In other follower designs, one can
have a rotating (roller) follower or knife-edge followers. Moreover, the follower axis
can be offset from the cam center of rotation. Usually, the cam designer represents
the follower motion or travel in terms of the angle of rotation of the cam. This is
achieved through the inversion method which generates the different cam profile
curves such as the pitch and working curves and the pressure angles.

The flat-faced follower arrangement is slightly complicated because the contact
with the follower does not take place at a fixed offset. We will rather consider a simple
knife-edge follower as shown in Fig. 3.8. The velocity of the cam at contact point in
the vertical direction will be given by y(θ) which is assumed to be known function
determined from cam profile. For example, in a cam giving simple harmonic motion,

y(θ) =
⎧⎨
⎩

h

2

(
1 − cos

πθ

β

)
for 0 ≤ θ ≤ β

0, otherwise
(3.8)

where h is the maximum follower travel, β is the angle associated with motion event,
0 < θ < β/2 is the rise duration, β/2 < θ < β is the fall duration, and the rest is
the dwell duration.

The velocity and acceleration profiles are derived from the displacement profile
through successive derivatives and by assuming unit angular speed. If the follower is
constrained to move vertically and the follower offset is zero as shown in the figure,
then the follower velocity is given by

dy

dt
= dy

dθ
.
dθ

dt
= Ψ (θ) θ̇ (3.9)

where Ψ (θ) is purely a function of the cam’s angular rotation from a reference
position.

Figure 3.9 shows the bond graph model of the cam follower (knife-edge follower)
system. Here the valve jump is modeled by contact stiffness Kc and contact damping
Rc. If there is no contact then the stiffness and damping forces are made zero.

• Model with effort input:

Figure 3.10 shows the general schematic diagram of a cam follower system with
a flat-faced follower. Here, the cam is driven through a torque input and its angular
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Fig. 3.9 Bond graph model
of cam drive with flow input
and no follower offset
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Fig. 3.10 Schematic diagram
of cam drive with torque input
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speed is variable. In this case, the cam rotation speed depends on the load dynamics.
The normal and friction forces from the follower oppose the cam rotation. Moreover,
the self weight of the cam and its rotary inertia are also significant factors that decide
cam speed.

For knife-edge follower, we can refer to Fig. 3.8 where the normal and frictional
forces are shown as FN and μFN with μ as the coefficient of kinematic friction. The
direction of the surface normal at contact point is defined by an angle φ which is
related to the pressure angle and can be written in terms of the cam angular position.
Thus, φ is a dependent variable. We can use other kinds of friction forces. The
component of the forces along the follower motion direction is

Fy = FN sin φ + μFN cosφ (3.10)

If the follower reaction force is known, then FN = Fy/ (sin φ + μ cosφ).
Thus, the force component along the perpendicular direction to the follower motion
is given as
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Fig. 3.11 Bond graph model of cam drive with torque input and no follower offset

Fx = μFN sin φ − FN cosφ = μ sin φ − cosφ

sin φ + μ cosφ
Fy (3.11)

= Φ (θ) Fy (3.12)

where Φ (θ) (because φ can be represented in terms of θ ) is purely a function of the
cam angular position. The reaction torque applied on the cam is thus Fx y (θ). Note
that even without friction, there is a horizontal force component Fx = −Fy/ tan φ.

The corresponding bond graph is shown in Fig. 3.11. The rotary inertia of the cam
about the axis of revolution is calculated from parallel axis theorem with I0 as the
rotary inertia about the center of gravity and R′ as the distance of center of gravity
from cam axis.

The Se element at the 1-junction modeling rotation is the moment of the cam
self-weight about the cam axis. The friction and normal force components creating
reactive moment on the cam are modeled by MR f element which is modulated by
the follower force (Fy). It is to be noted that friction force Fx acts only when there
is contact, i.e., Fy > 0. Various friction formulations can be used as constitutive
relation for MR f element. Those will be discussed later in this chapter. Note that if
there is a follower offset e then an additional reactive moment Fye will act on the
cam rotational motion.

3.1.1.3 Gear Drive

Gears are used for transmission of motion or power. Ideally gears are positive drive.
There are different types of gears, depending on the way we are interested in trans-
mitting motion. Spur gearing is used when shafts connected by gears are parallel. In
bevel gearing the axes of shafts intersect. Other forms are skew or spiral gearings.
Another popular form of gearing is helical gearing, in which the connecting shafts
are parallel, the teeth are cut on helices rather than straight across the wheels parallel
to the axes. Helical gears have the advantage that engagement of tooth is gradual
which results in smooth drive and prolonged life of gears. However, the inclined
teeth results in an axial force component on the shaft bearing. This can be overcome
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Fig. 3.12 Schematic diagram
of gear drive with resistive
load
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Fig. 3.14 Reduced bond
graph of gear drive
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by using double helical teeth. Another form of popular gearing used in mechatronic
system is rack and pinion. This arrangement is basically two inter-meshed gears with
one having a base circle of infinite radius. This type of gearing is used to transform
either linear motion to rotary motion or rotary motion to linear motion. When two
gears are in mesh, the larger wheel is called gear, while smaller wheel is called pin-
ion. Any combination of gear wheels by means of which motion is transmitted from
one shaft to another shaft is called gear train. A single gear train may include any or
all forms of gear wheels, such as spur, bevel, helical, spiral, etc. Let us consider a
gear drive driving a resistive load as shown in Fig. 3.12.

Figure 3.13 shows the bond graph of the system where Ip, Ig , and RL represent the
pinion rotary inertia, gear rotary inertia, and load resistance, respectively. Here it is to
be noted that backlash and teeth flexibility has been modeled by C f and R f elements.
If meshing stiffness, friction, and backlash are neglected then the bond graph can
be reduced as shown in Fig. 3.14. In this Fig. 3.14 we observe that the I element
corresponding to pinion is differentially causalled, showing its speed dependence
on gear speed. This differential causality can be avoided by combing the pinion and
gear inertia. To do this let us do some simple mathematical manipulation. From bond
graph of Fig. 3.14 we see that
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Fig. 3.15 Reduced bond
graph of gear drive
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Thus reduced bond graph can be shown in Fig. 3.15. Here combined gear and
pinion inertia is represented by

(
Ig + Ip R2/r2

)
. From Eq. 3.13 we can derive the

expression for acceleration of combined inertia as

d θ̇2

dt
= Tin .

R
r − RL θ̇2(

Ig + Ip.
R2

r2

) (3.14)

If we consider that the input shaft is flexible, then bond graph shown in Fig. 3.13
can be modified to incorporate the shaft flexibility. The modified bond graph is shown
in Fig. 3.16. In this figure, J is polar moment of inertia of shaft and Rs is the damping
present in the shaft. Shaft flexibility is represented by C-1-R element with stiffness
of shaft given by Kθ = G J/L , where G is modulus of rigidity of shaft and L is
shaft length. The shaft damping is proportional to stiffness with the proportionality
factor λ being a material property. Note that half of the shaft rotary inertia (ρ J L/2)
has been lumped here at the two ends of the flexible shaft.

Rack and Pinion

Rack and pinion are used to transform linear motion to rotational motion or vice
versa. Let us consider a rack and pinion arrangement as shown in Fig. 3.17. The
pinion is supplied with input torque Tin and it rotates at a velocity θ̇ . Let the pinion
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Fig. 3.16 Bond graph model of gear drive with flexible input shaft
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polar moment of inertia be Ip and its radius be r . The rack has mass m and it translates
with velocity v. Let R be the frictional resistance between the rack and the guideways.
Then the bond graph model for the system can be drawn as shown in Fig. 3.18.

From the bond graph model, we see that
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Fig. 3.19 Reduced bond
graph model of rack and
pinion power transmission
system 1x
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The reduced bond graph can be drawn as shown in Fig. 3.19.
The expression for acceleration of rack can be given as

dv

dt
=

(
r

Ip + mr2

)
(Tin − Rrv) (3.16)

3.1.1.4 Modeling Backlash

In general backlash refers to free-play between adjacent moveable components within
a mechanical system. To explain it in simple form let us consider two gears in mesh as
shown in Fig. 3.20. The bond graph for the system is shown in Fig. 3.21. The contact
between the teeth is modeled by a contact stiffness (CC ) and damping (RC ) which
are switched on when there is contact and switched off when there is no contact. The
constitutive relation for CC is given as [23]

e =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

KC

(∫
fC dt − b

)
for

∫
fC dt > b

KC

(∫
fC dt + a

)
for

∫
fC dt < −a

0, otherwise

(3.17)

Similarly constitutive relation for RC is given as

e =
⎧⎨
⎩

RC fC for
∫

fC dt > b or
∫

fC dt < −a

0, otherwise
(3.18)

Further discussion on modeling of backlash will be presented in subsequent
chapters.
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Fig. 3.20 Schematic repre-
sentation of backlash
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3.1.1.5 Modeling Friction

Friction is almost always present in actuators and mechanisms used in mechatronic
systems. It is often responsible for the poor performance of mechatronic components.
In general, friction term refers to a resistive force that appears when a relative motion
exists between two bodies in contact. The term dry friction refers to friction between
solid to solid contact.

Coulomb’s law states that the friction force is given by the product of normal
component of the contact force and coefficient of friction. This coefficient of friction
depends on materials. Friction models can be divided into static and dynamic models.
The static model assumes a static relationship between friction force and relative
velocity whereas dynamic model takes care of various phenomenon, such as pre-
sliding displacement, frictional lag, varying breakaway force, and stick-slip motion.

In the simplest form friction force is always represented by a linear relationship
with velocity. However, this is not the accurate representation of mechanical friction.
Figure 3.22 shows the various mechanical friction force laws. They are (i) Linear law,
(ii) Real friction law, and (iii) General law.

(i) Linear law: This law is used to study simple systems such as damper, where
friction force is given by

F f = cV (3.19)

where V is the relative velocity between contact surface and c is the damping
coefficient.

(ii) Real friction law: This law is used to study simple systems such as damper
where friction force is given by [23]
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Fig. 3.22 Several mechanical
friction laws
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F f = F0 sgn (V ) (3.20)

where the signum function sgn(V ) is defined as

sgn (V ) =
⎧⎨
⎩

1, if V > 0
0, if V = 0
−1, if V < 0

If F0 = μk N where μk is the coefficient of kinematic friction and N is the
normal reaction then we get the Coulomb friction law. This law does not work
well near region V = 0 because the transition from kinematic to static friction
coefficient is not modeled.

(iii) General law: The general law is more realistic in the sense that it models the
system behavior that if a block is placed on a table then usually it requires more
force to start the block than force required to keep the block moving at slow
speed.

Stick-slip Friction

The simulation of Stick-slip friction is difficult because of strong nonlinear behavior
in the vicinity of zero velocity [14]. Stick-Slip friction can be represented by the gen-
eral behavior of the system represented in Fig. 3.22. The Stick-Slip friction implies
a dry friction law as shown in Fig. 3.23.

Here friction force value at V = 0 is more than the friction force value at moderate
value of V . The representation of friction law for Fig. 3.23 is difficult because F is
not a unique function of V . Karnopp [14] modeled the Stick-slip behavior with fixed
causality and hence with a single set of state equations.
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Fig. 3.24 Sketch of friction
law
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The Basic Model of Stick-slip Friction

The friction law is shown in Fig. 3.24. From this figure it is seen that friction force
F is always a function of V. A small region in the vicinity of V = 0 is defined. This
region ranges for velocity say −DV < V < DV . Inside this region we approximate
V = 0 and F is determined by other forces in the system such that V remains in
the region until the breakaway value of force is reached. Outside the region F is an
arbitrary function of V .

To explain the concept further, let us consider a mass m placed on the surface as
shown in Fig. 3.25a. A force F is applied on the mass so that it gains a velocity V ,
and thus momentum P . A friction force F f acts on the mass at the contact surface.
Figure 3.25b shows the bond graph of the system. Although the constant causality
F f = F f (V ) is assumed, the signal bond shows that the force F affects the evaluation
of F f .

The friction force given by the MRf element is defined through the following
constitutive relation

F f =
⎧⎨
⎩

−F if |ẋ | ≤ DV and |F | ≤ FH

−FH sgn (F) if |ẋ | ≤ DV and |F | > FH

−Fslip (e.g., μk Nsgn (ẋ) ) if |ẋ | > DV
(3.21)

Note that the slip force Fslip can be defined in various ways. The above model has
discontinuities at ẋ = ±DV . Therefore, some models use tanh() function to define
the sticking force. Another model called honey-drop model uses a heavy relaxation
resistance (leakage resistance) that allows slow build-up of velocity even when a
force less than the limiting force is applied and as the velocity exceeds the threshold
critical value ±DV , the heavy resistance is turned off and a normal resistance is
applied. The leakage resistance is modeled at a 0-junction which is connected to the
1ẋ junction, MRf element, and the leakage resistance RL.
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Fig. 3.26 Schematic diagram
of a belt drive
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3.1.1.6 Belt Drive

When power is to be transmitted between two shafts which are at considerable dis-
tance apart, a belt drive is used. In belt drive the power transmitted depends upon
the friction between the belt and pulley rim. If the pulley is mounted on a shaft and
the shaft is supported in bearings, then effective tangential force exerted by the belt
on the pulley may be used to transmit power from belt to pulley and finally to shaft.
Figure 3.26 shows a belt drive. In Fig. 3.26 let r and R be the radii of driver and
driven pulleys, respectively, and θ̇1 and θ̇2 be angular velocities of driver and driven
pulleys, respectively. Also let Jdr and Jdn represent the polar moments of inertia of
driver and driven pulleys, respectively.

If the tension at one end of the belt is T2 and tension T1 at other end is gradually
increased, the belt will finally begin to slip bodily round the pulley rim. The value of
T1 at which belt slips will depend upon the values of T2, β (angle of lap or wrap), and
coefficient of friction μ between the belt and the rim. From mechanics, assuming
centrifugal force on the belt is negligible, we know that the limiting ratio of tension
T1 and T2 for a flat belt is given by

T1

T2
= eμβ (3.22)

The above relation can be modified for other belt types such as V-belts. At this
limiting ratio belt is just about to slip bodily round the pulley rim. The actual ratio
of the tensions is usually a much lower value. The bond graph model as shown in
Fig. 3.27 can be drawn by neglecting centrifugal and inertial forces on the belt, the
gravity effects, transverse and lateral belt vibrations, wave propagation, etc. In this
figure, slip between driver pulley and belt is modeled by Rs1 element while between
belt and driven pulley is modeled by Rs2 element. The angle of wrap for each pulley
and the ratio T1/T2 governs the values of the slip resistances Rs1 and Rs2. Under no
slip operation, the resistances are large and when slip starts, the resistances are made
low. The constitutive law for slip resistance is given as

Rs =
{

Rhigh, if T1
T2
< eμβ

Rlow, if otherwise

One may also include a stick-slip formulation here. Once slip has started,
the limiting ratio is changed to T1/T2 = eμkβ where μk is the coefficient of
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Fig. 3.28 Reduced bond
graph model of belt drive
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kinematic friction. In Fig. 3.27, Kb, and Rb are the stiffness and damping present
in belt.

The state variables associated with C:Kb elements in Fig. 3.27 are to be initialized
for initial belt tensions T1 and T2. Initially T1 = T2 = F/2 where F is the tightening
force. The state variables associated with C-elements are used to modulate the slip
resistances. Simulation studies show that the belts start slipping initially (because
T1/T2 = 1 < eμβ ) and as the pulleys start rotating, the taut side tension grows
and the slack side tension falls while the sum of the two tensions remains constant.
After reaching the critical tension value (no-slip condition), steady belt tensions are
obtained.

If it is known a-priori that there will be no belt slip then the bond graph model
of the belt drive can be reduced to the form shown in Fig. 3.28. This model does not
show the build up of belt tensions, but gives the approximate behavior in steady-state
operation.

In Fig. 3.28, the state variable associated with C:Kb element is initialized to zero
because it generates the difference between the tensions (T1−T2) in the taut and slack
sides and initially, this difference is zero. Although this model does not directly output
the values of individual tensions, knowing the difference between the tensions and
noting that the sum of the tensions is always constant, one can solve for the individual
tensions. It is also possible to include the slip resistances in the reduced model by
inserting the necessary 0-junctions and R-elements for slip resistances. In this model,
F = T1 + T2 becomes an input parameter. However, this reduced model of belt drive
represents the system like a pair of gears and does not account for the true physics
of the system.
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Fig. 3.29 Force on a current
carrying conductor
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3.1.2 Models of Electrical Actuators

In mechatronic systems electric motors are often used as actuators. They are mostly
used in position and/or speed control systems. Electric motors are of two types:

• DC Motors (mostly used in modern control systems)
• AC Motors

3.1.2.1 DC Motors

Basic Principle

The basic principle of operation of a motor can be explained with the help of Fig. 3.29.

1. A force is exerted on a current carrying conductor placed in a magnetic field
(Lorentz’s law). This force, called Lorentz force is given as

F = B I L (3.23)

where B is the magnetic field strength, I is current through conductor, and L is
length of conductor.

2. When a conductor moves in a magnetic field then an electromotive force (e.m.f.)
is induced across it. The induced emf is equal to the rate at which the magnetic
flux φ swept through by the conductor changes (Faraday’s law)

e = −dφ

dt
(3.24)

The negative sign is because the emf is in such a direction as to oppose the change
producing it (Lenz’s Law), i.e. direction of induced emf is such that it produces the
current. The current sets up magnetic fields which tend to neutralize the change in
magnetic flux linked by the coil and which was responsible for the emf. That is
why, the induced potential is called as back emf. Figure 3.30 shows the schematic
arrangement of permanent magnet and one loop of rotor coil. Here for rotation to
continue, when the coil passes through the vertical position, the current direction
through the coil has to be reversed. If the current direction is not reversed then the
moment generated by the Lorentz forces after passing the vertical position would
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Fig. 3.30 Basics of DC motor
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oppose the motion and the rotor will stall. For changing the current direction, the
ends of each armature coil are connected to adjacent segments of a segmental ring
called the commutator with electrical contacts made to the segments through carbon
contacts called bushes. The direction of rotation can be reversed either by reversing
the armature current or the field current (in case of field magnet, Fig. 3.31).

3.1.2.2 Permanent Magnet DC Motor

The torque generated by a DC motor can be explained with help of Fig. 3.30. Force
at right angle to conductor is given as F = B I L . With N such conductors, the net
force becomes F = N B I L . Because the conductor bars are arranged in such a way
that counter current flows at the exact opposite side, these forces result in a torque T
about the coil axis given by T = Fb where b is the width or mean diameter of the
coil. The torque generated can be written as

T = N B I Lb (3.25)

If we take Kt = N BLb, then
T = Kt I (3.26)

Here Kt is the torque constant. Since armature is rotating in a magnetic field,
electromagnetic induction occurs and back emf is induced. The back emf Vb is
directly proportional to the rate in which flux linked by the coil changes. For a
constant magnetic field (say, due to a permanent magnet), the back emf is directly
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Fig. 3.32 Equivalent circuit
of DC motor
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proportional to angular velocity (ω) of rotation. Thus back emf is given as

Vb = Kvω (3.27)

where Kv is back emf constant. Figure 3.32 shows the equivalent circuit of motor in
which armature coil is represented by resistor R and inductor L in series.

If we assume no losses in the magnetic field then for conservative transformation
Kt = Kv which satisfies Tω = Vb I . Therefore, we can draw the bond graph model
of the DC motor as shown in Fig. 3.33 where Ir and Rb, respectively represent the
rotor polar moment of inertia and bearing damping.

If inductance is neglected or the steady-state operation is considered then

I = (V − Vb)

R
(3.28)

I = (V − Ktω)

R
(3.29)

Since Torque T = Kt I , the expression for steady-state torque can be given as

T = Kt
(V − Ktω)

R
(3.30)

With the help of Eq. 3.30, we can draw the torque speed characteristic of DC
motor as shown in Fig. 3.34.
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Fig. 3.35 Series wound DC
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During starting, ω = 0, thus T = Kt V/R is the stall or brake torque; while when
there is no load, i.e., T = 0, ω = V/Kt which is the no load speed.

3.1.2.3 DC Motor with Field Coils

Series Wound

If field coil is in series with armature coil, it is called a series wound DC motor.
Figure 3.35 shows the series wound DC motor. Following are the characteristics of
series wound DC motor.

1. Motor has higher starting torque and higher no load speed.
2. Reversing the polarity of supply has no effect on the direction of rotation of

motor. It will rotate in the same direction since both field and armature currents
are reversed.

Figure 3.36 shows the bond graph model of series wound DC motor. The arma-
ture inductance is L A and the effective field inductance is L F = Lm + L S , where
Lm and L S are the mutual and stator inductances, respectively. The electromechan-
ical transformation is modeled as a modulated gyrator (MGY) with its modulus
defined as

Kt (iF ) = LmiF NA/NS (3.31)

where iF is the field current (here, iF = i A), and NA and NS are the number of
turns in the armature and the stator, respectively. If the field is externally energized
or constant (as in permanent magnet motor) then Kt becomes a constant.
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Fig. 3.37 Shunt wound DC
motor
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Shunt Wound

If field coil is parallel with armature coil then it is called a shunt wound DC motor.
Figure 3.37 shows schematic representation of the shunt wound DC motor. Following
are the characteristics of shunt wound DC motor.

1. It provides lowest starting torque, lower no load speed, and good speed regulation.
2. Constant speed regulation of load is possible around near no load speed.
3. To reverse the direction of rotation either the armature or field supply is to be

reversed.

Figure 3.38 shows the bond graph model of shunt wound DC motor. The electro-
mechanical transformation is modeled as a modulated gyrator (MGY) whose mod-
ulus is a function of the field current which has been discussed before.

Compound Wound

Compound wound DC motor is a combination of series and shunt wound. Schematic
representation of compound wound DC motor is shown in Fig. 3.39. Figure 3.40
shows the torque speed characteristic of series, shunt, and compound wound DC
motors.

3.1.2.4 Permanent Magnet DC Motor Characteristic

Figure 3.41 shows the torque speed characteristic of a permanent magnet DC motor.
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If the starting torque is Ts (i.e., ω = 0 at T (ω) = Ts) and no load speed of
motor is ωmax (i.e., T (ω) = 0 at ω = ωmax) then torque speed relationship can be
expressed as

T (ω) = Ts

(
1 − ω

ωmax

)
(3.32)

Also we know that

T = Kt (V − Kvω)

R

T = Kt V

R
− Kv Ktω

R
(3.33)

i.e., at ω = 0, Ts = Kt V
R . Also, the maximum speed of motor can be obtained as (by

substituting T = 0 in Eq. 3.33) ωmax = Ts R
Kv Kt

Thus, the power delivered by the motor will be

P(ω) = Tω
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(3.34)

The variation of power with speed can be explained with the help of Fig. 3.41. For
maximum power

d P

dω
= Ts

(
1 − 2ω

ωmax

)
= 0

i.e.,
ω = ωmax

2

Control of DC Motors

In a DC motor, speed is controlled by varying the voltage applied to the armature.
Since fixed voltage supplies are often used, a variable voltage is obtained by an elec-
tronic application. Generally DC motors are controlled by control signals emerging
from a microprocessor. In such cases, pulse width modulation (PWM) is generally
used. The scheme of PWM is shown in Figs. 3.42 and 3.43. The pulse width is mod-
ulated through a transistor which is switched on and off by means of signal applied
to its base. In Fig. 3.42, the diode provides a path for current when the transistor is
off and the motor is acting as a generator. This circuit can be used to drive the motor
in one direction only.

For driving the motor in both directions, an arrangement shown in Fig. 3.44 is used.
This arrangement is called H-bridge circuit. This allows current to flow through the
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Fig. 3.44 Schematic repre-
sentation of H bridge

Constant
voltage
supply

M

1S

3S

2S

4S

T

T T

T

Fig. 3.45 H bridge circuit

M

1S

3S

2S

4S

V

A

B

G

Fig. 3.46 Bond graph model
of H bridge circuit

GY
..

1θ

rI: I

bR: R

tK
1

I:L

i
bV

i
T
ω

R:R

Se: V 0

1

1

0

0

2MR:R 3MR:R

1MR:R 4MR:R

electrical motor in two directions. The motor rotates in one direction when switches
S 1 and S4 are closed and rotates in opposite direction when switches S2 and S3 are
closed. In practice, these switches are realized by transistors and diodes as shown
in Fig. 3.45. For forward direction rotation, potential A will be high and potential B
will be low and for reverse direction rotation, potential A will be low and potential
B will be high. Here PWM signal applied to transistor base controls the switching.

The detailed model of transistor operation as a switch will be discussed later in
this chapter. At present, we will model the transistor as a switch and represent it as a
modulated resistance (MR) element. Figure 3.46 shows the bond graph model of H
bridge controlled DC motor. The right side of the bond graph models the DC motor
and the mechanical load, and the left side models the PWM. Here switching action
has been achieved by modulation of switched resistances. For forward direction
rotation R1 and R4 values are low while R2 and R3 values are high. For reverse
direction rotation, R2 and R3 values are low while R1 and R4 values are high. Note
that switching through resistances introduces losses. If ideal switching has to be
modeled then the junction structure connected to R1 and R4 can be replaced by a
modulated transformer and that connected to R2 and R3 can be replaced by another
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Fig. 3.47 Brushless perma-
nent magnet DC motor
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modulated transformer. The moduli of these MTF elements are toggled between
0 and 1 by the PWM signal which decides the duration for which a switch is on or off.

3.1.2.5 Brushless Permanent Magnet DC Motors

A simple DC motor uses a commutator to change the direction of current through the
armature. However, the commutator wears out over a period of time due to continuous
sparks. Therefore, the motor needs regular maintenance in which the brush has to
be periodically changed. The brushless DC motor design removes this problem. A
brushless DC motor has a sequence of stator coils and permanent magnet rotor. We
already know that a current carrying conductor in a magnetic field experiences a
force. Then, according to Newton’s law, the magnet will also experience an equal
and opposite force. Therefore, we can put the current carrying conductors (coils) in
the stator and the permanent magnet in the rotor. The brushless permanent magnet
DC motor works on this simple principle. It is schematically shown in Fig. 3.47.

As the permanent magnet rotor rotates, Hall sensors are generally used to sense
the position of the rotor and depending upon the rotor position, the current through
the stator coil is switched by transistors. The Hall sensors are positioned around the
stator.

3.1.2.6 AC Motors

AC motors can be broadly classified into two categories as single phase motors and
polyphase motors. Single phase motors are used for low power applications while
polyphase motors are used for high power applications. Each of these motors can
be further subclassified into induction motors and synchronous motors. AC motors
are cheaper compared to DC motors, but it is difficult to control their speed. Speed
control of AC motor is based on the provision of variable frequency supply, since
the motor speed is determined by the frequency of the supply voltage. Before we
discuss AC motors, let us discuss the modeling of electromagnetic induction which
is the basic principle on which the AC motor operates. We will take the help of an
example (an electrical transformer) to explain it.
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Fig. 3.48 Magnetic core with
coil
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3.1.2.7 Model of Magnetic Circuit

In an electrical transformer, two domains of energy interact. These are electrical and
magnetic domains. Let us consider a magnetic core with a coil wound around one of
the limbs as shown in Fig. 3.48. In this figure, the core can be discretized into many
finite sections with length Li , cross-sectional area ai , and magnetic permeability μi .

Let an air gap be present whose length is given by La , cross-sectional area aa , and
magnetic permeabilityμa .We assume that flux is continuous across the cross sections
and losses, such as fringe flux, leakage flux, and core loss, etc. can be approximated
by a single resistance.

The governing relations required to model magnetic induction are

Magnetic flux, φ = Ba (3.35)

Flux Density, B = μ(M M F)

L
(3.36)

Induced Voltage, V = −nφ̇ (3.37)

Magneto Motive Force,M M F = nI (3.38)

From Eqs. 3.35 and 3.36, magneto motive force (MMF) is given as

M M F = BL

μ
= φL

aμ
= L

aμ
φ (3.39)

Equation 3.39 is constitutive equation for a storage element (C element). M M F
corresponds to generalized effort, flux rate φ̇ corresponds to generalized flow, φ cor-
responds to generalized displacement, and L/aμ corresponds to equivalent stiffness
or reluctance. Thus Eq. 3.39 can be written as,
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Fig. 3.49 Bond graph repre-
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of electromagnetic induction
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Equations 3.38 and 3.40 can be expressed in bond graph form as shown in Fig. 3.49.
Since same flux (φ) is going through each element, stiffness (reluctance) of all

elements in the magnetic circuit is given by
n∑

i=1

Li
μi ai

. Furthermore, from Eq. 3.38, we

know that the total M M F is nI . Thus,

nI =
n∑

i=1

Li

μi ai
φ (3.41)

Equation 3.41 can be expressed in the form of bond graph as shown in Fig. 3.50. In
this figure, reluctance of air gap is also included. However, if one wishes to represent
the reluctance of air gap separately, it can be shown by one more C element as shown
in Fig. 3.51.

To complete the picture, let us consider the modeling of electrical domain also.
We can see from Eq. 3.37 that effort (V , voltage) in the electrical domain is equal to
product of a constant (n, number of turns) and flow (φ̇) in magnetic domain. This
can be modeled by a gyrator element. Thus the complete picture can be shown by
the model given in Fig. 3.52 where Rcore models all the core losses.
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Fig. 3.53 Schematic repre-
sentation of an ideal trans-
former
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of an ideal transformer
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For an ideal transformer shown in Fig. 3.53 with a uniform core cross-section,
mean core length L , and external load RL , the bond graph can be represented by
Fig. 3.54.

3.1.2.8 Bond Graph Model of a Basic Induction Motor

In a brushed DC motor electric power is conducted to the armature (rotor) through
bushes and commutators. Hence DC motors are also known as conduction motors.
In AC motors, rotor receives power by induction in contrast to DC motors which
receives power by conduction. The induction in AC motor is similar to the secondary
side of a two winding transformer which receives its power from primary. In fact an
induction motor can be treated as a transformer whose primary winding is stationary
but the secondary is free to rotate. The major difference is the air gap between the
rotor and the stator through which the flux passes. We will discuss the model of
basic induction motor as given in [20]. It is a two-phase four-pole motor as shown
in Fig. 3.55.

First of all, let us consider the bond graph model of the magnetic circuit comprising
the stator, rotor, and air gap as shown in Fig. 3.56. The suffixes of various 0-junctions
indicate the potentials at various points in the magnetic circuit. One of the 0-junction
can be taken as ground (connected to a zero source of effort, Se:0). The C-elements
in Fig. 3.56 model various reluctances: Kag models the air gap reluctance, and Kcx

and Kcy model the reluctances in x and y poles, respectively.
The reluctance of metallic portions are much smaller than the air gaps. So, those

reluctances can be removed from the model. The reduced bond graph model after
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Fig. 3.55 Schematic rep-
resentation of a two-phase
four-pole induction motor
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removal of ground, neglected reluctances, and bonds with zero power (due to zero
effort) is shown in Fig. 3.57.

Now let us analyze the generation of electric field and potential differences as
viewed from the stator and the rotor. Figure 3.58 shows the poles, rotor, and frame
of a two-phase four-pole induction motor description.
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Fig. 3.58 Poles, rotor, and
frame description of a two-
phase four-pole induction
motor
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For the stator we can write,

∇ × Ēs = −
(
∂ B̄

∂t

)
as seen from stator

(3.42)

Taking area integral of Eq. 3.42 over one X and one Y coil of the stator, and
multiplying it with total number of coils one can get the potential difference applied
to the coils of these poles. We obtain

Vxs = −ns
∂φxs

∂t
= −ns φ̇xs (3.43)

and

Vys = −ns
∂φys

∂t
= −ns φ̇ys (3.44)

The above two relations are constitutive relations for two gyrator (GY) elements.
For the rotor we can write

∇ × Ēr = −
(
∂ B̄

∂t

)
as seen from rotor

(3.45)

or

∇ × Ēr = −
(
∂ B̄

∂t

)
as seen from stator

− ωk̂ × (B̄) as seen from stator (3.46)

Taking area integral of Eq. 3.46 over one X and one Y coil of the rotor and then
multiplying it by equivalent number of rotor coils per stator pole pair (i.e., total
number of rotor coils divided by number of stator pole pairs) one gets

Vxr = −nr
{
φ̇xs + ωφys

}
(3.47)

and
Vyr = −nr

{
φ̇ys − ωφxs

}
(3.48)
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Fig. 3.59 Bond graph model of a two-phase four-pole induction motor

We recognize that each of the above two equations relates flows (φ̇xs and ω,
and φ̇ys and ω) to efforts (Vxr and Vyr ). Thus, these relations can be expressed as
conservative transformations through gyrator (GY) and modulated gyrator (MGY)
elements. Now the bond graph model of the two-phase four-pole induction motor
can be created as shown in Fig. 3.59. This model can be extended for more stator
poles.

Note that the supply voltages should be expressed with proper phase for the motor
to start functioning. If Vxr = Vyr then φxs = φys and the net motor torque applied
on the rotor at 1ω junction through the two MGY elements becomes zero resulting
in no rotation of the rotor. The three-phase induction motor model can be likewise
developed and it can be reduced to an equivalent two-phase model (see [20] for
details).

Single Phase Squirrel-Cage Induction Motor

In common forms of AC induction motors, the rotor resembles a squirrel cage.
A squirrel cage, which is an exercise tool for pet or captive hamsters and squirrels
allowing them to run fast in a limited space, is made of free to rotate drum fixed on an
axle with two end plates and short bars connecting the two drums. An electric motor
with a rotor resembling a squirrel cage (squirrel-cage rotor) is termed a squirrel-
cage motor. The actual rotor is a cylinder mounted on a shaft where longitudinal
conductive bars (usually, copper or aluminium bars) are set into grooves inside the
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Fig. 3.60 End view of single
phase squirrel-cage induction
motor
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rotor drum and these bars are connected at both ends by shorting rings. Figure 3.60
shows the end view of the single phase squirrel-cage induction motor.

These conductor bars fit into slots in end rings and form the circuit in which
current is induced. There is no external connection to the rotor. The stator consists
of set of windings. When an alternating current passes through the stator windings
an alternating magnetic field is produced. Because of the alternating magnetic field,
electromagnetic induction takes place in rotor and emf are induced. Thus, current
flows through the rotor conductor bars. This condition is similar to that of a current
carrying conductor placed in the magnetic field and as a result, Lorentz force (and
torque because of opposite force at the exact opposite side rotor bar) is produced.
Here the rotor rotates at the speed determined by the frequency of the alternating
current applied to the stator. The bond graph model for this motor has been described
in detail in [9, 13].

3.1.2.9 Stepper Motors

Stepper motors are special type of DC motors. They are classified as permanent
magnet or variable reluctance stepper motors. In the case of a permanent magnet
stepper motor, the stator consists of wound poles, and the rotor poles are permanent
magnets. When we excite different stator winding combinations, the rotor moves and
holds in different positions. The variable reluctance stepper motor has ferromagnetic
rotor rather than the permanent magnet rotor. Motion and holding results from the
attraction of stator and rotor poles to position with minimum magnetic reluctance
that allow for maximum magnetic flux.

The following terminologies are associated with stepper motors:

• Phase—It is defined as number of independent windings in the stator.
• Step angle—It is defined as rotor rotation for one switching change for stator coils.
• Holding torque—It is defined as maximum torque that can be applied to a powered

motor without moving it from its rest position and reversing spindle rotation.
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Fig. 3.61 Schematic representation of two coil claw pole stepper motor with permanent magnet
rotor

Two Coil Claw Pole Stepper Motor with Permanent Magnet Rotor

Figure 3.61 shows the claw pole stepper motor with permanent magnet. In Fig. 3.61
there are two stators. Each stator has a north and a south lamination, with a coil
enclosed between the laminations. There is one permanent magnet rotor which has
p poles along its periphery. Each lamination has p/2 teeth which when assembled,
mesh with each other as shown in Fig. 3.61. When the coil is energized with a current
as shown in Fig. 3.61, all the teeth of the top(north) lamination will become north
poles while all the teeth of bottom(south) lamination will become the south poles.
Thus, in this condition, a torque will be exerted on the permanent magnet rotor to
align its north poles with the teeth of south lamination and south poles with the teeth
of north lamination. Now reversing the direction of current in stator coils reverses
the polarity of the stator teeth and the resultant torque moves the rotor one step. With
only one stator, however, the rotor is likely to turn in either forward or backward
direction. To avoid this and turn the rotor in a definite direction, the second stator
which is physically displaced by 90 electrical degrees (one fourth of the pole pitch)
is introduced. The number of teeth on the rotor and stator determine the step angle
that will occur each time the step pulse is applied and the polarity of the winding is
reversed. The more the number of teeth, the smaller is the step angle.

The working of the motor can be explained with the help of sectional view of
permanent magnet stepper motor as shown in Fig. 3.62. A permanent magnet stepper
motor consists of a stator with individually controllable windings (W1 and W2) and
a rotor with a permanent magnet. The rotor may be configured as a cylindrical ferrite
rod with multipole magnetization along its circumference. The permanent-magnetic
rotor aligns itself with the right polarity relative to the stator winding.

The electromagnetic torque developed in the two coil claw pole stepper motor
with a permanent magnet can be given as [22]

T (θ) = I s1 N1 p2φ1 sin(pθ)+ I s2 N2 p2φ2 cos(pθ) (3.49)

where I s1 and I s2 are the currents in the stator 1 and 2, respectively; N1 and N2
are the number of turns in coil 1 and 2 of stator, respectively; p is the number of
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Fig. 3.62 Principle of work-
ing of permanent magnet
stepper motor
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pair of poles; φ1 and φ2 are maximum values of magnetic flux in air gaps 1 and 2,
respectively; and θ is the rotor position. Here the mechanical angle between the two
stator is 90◦. For two poles, p = 2. Generally N1 = N2 and φ1 = φ2. Figure 3.63
shows the bond graph model of stepper motor. In this figure, transformer moduli α1
and α2 model the switches which can be made on or off at fixed time intervals to
simulate the energization pulses. If the motor has to be position or speed controlled
(i.e., a servo motor) then the transformer moduli α1 and α2 are switched according
to the angular position or velocity feedback taken from the rotor.

3.1.2.10 Magnetic Actuators

Solenoids

A solenoid transforms an electrical signal into mechanical movement. A typical
solenoid consists of a coil of wire wrapped around a fixed iron core. There is a
movable iron core named as armature and a spring and damper as shown in Fig. 3.64.
An increase in voltage (Vin), causes the current to rise in the coil, thus increasing the
core flux (φ). The increasing flux generates a magnetic force in the air gap which
pulls the armature closer to the static housing core.
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Fig. 3.64 Schematic diagram
of solenoid
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The bond graph model of solenoid is shown in Fig. 3.65. The bond graph model
can be divided into electrical, electromagnetic, and magneto-mechanical parts.

The electrical model accounts for the change of current in the coil. The effective
voltage across the coil (effort in bond 3 in bond graph shown in Fig. 3.65) is given by

e = Vin − R1i (3.50)

Here, Vin is the voltage input from the driver, R1 is the resistance in the coil, and
i is the current. The electromagnetic model describes the change of magnetic flux in
the moving and stationary iron core, and air gaps. We can apply Faraday’s law to the
coil, in order to model this part. We know from Faraday’s law that

e = λ̇ = N φ̇ (3.51)

M = Ni (3.52)

where λ is the flux linkage, N is the number of turns in coil, φ is the flux, and M is
magnetomotive force. Equations 3.51 and 3.52 are modeled using a gyrator element
with gyrator modulus N as shown in Fig. 3.65. The effort which establishes the flux
in the core is the magnetomotive force which can be further written as

M = Mg + Mc (3.53)

where Mg and Mc are the magnetomotive forces in the gap and core, respectively.
The 1 junction in the model indicates that the flow (flux) in gap and core are same.
In the iron core the magnetomotive force (Mc) and flux are related by a nonlinear
relation which is a function of material properties and geometry. To characterize a
core material, usually the B-H curve is used where B is the magnetic flux density
(weber/m2), H is the field strength (Ampere-Turn/m), and

Mc = f (φ) (3.54)

In the gap, the relation between the magnetomotive force and flux is defined by
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Fig. 3.65 Bond graph model of solenoid

Fig. 3.66 Schematic diagram
of clapper solenoid
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where xg is the instantaneous gap length, μ0 is the permeability of free space
(4π×10−7Tm/A) assuming that the free space is filled with air, and Ag is the gap
area. The mechanical force due to the magnetic flux is given by

Fg = φ2

2μ0 Ag
(3.56)

Equations 3.55 and 3.56 show that a C field can be used to model magneto-
mechanical portion in the bond graph model. The magnetomotive force causes motion
of the armature, described by 1ẋ junction in bond graph model. The flow in this
junction is determined by mass (m) of armature. Two R elements are attached at this
junction to model the damping due to friction (b1) and damping due to stop (b2 ). A
C element is also attached to the junction to model the stiffness of the stop. The stop
parameters are zero unless the armature comes into contact with it.

3.1.2.11 Clapper Solenoid

Figure 3.66 shows a schematic diagram of a clapper solenoid. In this solenoid the
armature swings about hinge, which results in a non-uniform air gap.

Figure 3.67 shows the bond graph model of clapper solenoid. The model for the
electrical portion is same as discussed for regular solenoid. The flux generated by
the coil (φ) gets divided into two unequal parts φ1 and φ2. This has been shown by a
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Fig. 3.67 Bond graph model of clapper solenoid

0-junction connecting bonds 4–5–6. Each flux travels through its own housing core
shown by dashed lines in Fig. 3.66 and their path has compliances (reluctances) shown
by Ccore in bonds 7 and 16 as shown in Fig. 3.67. The computation of reluctances
has been discussed before during electrical transformer modeling. At the top portion
of the solenoid flux φ1 also passes through two unequal, time varying air gap. These
air gaps can be modeled in bond graph by two C fields connected to bonds 8–9 and
10–11 in Fig. 3.67. Similarly for the bottom portion of the solenoid, passage of fluxφ2
through the air gap can be modeled by two more C fields connected to bonds 12–13
and 14–15. Here it is to be noted that in bond 14, the C-field element is differentially
causalled indicating that this C field element is not dynamically independent. The
force generated in the gaps are represented by efforts in bonds 9, 11, 13, and 15. These
forces are multiplied by the moment arms (TF elements) in order to get the moments
which cause rotational motion of the armature about the hinge point. These moments
are summed up at a 1 junction where rotary inertia of the armature is appended. A
TF element is used to convert the rotary motion to translational motion where R
and C elements representing the stiffness and damper of the return mechanism are
appended.

3.1.2.12 Electrostatic Actuator

Figure 3.68 shows the schematic diagram of an electrostatic actuator [15]. It consists
of a parallel plate capacitor with one plate fixed while the other is movable. In [15],
the plates of the capacitor are connected to a current source and a parallel resistor.
We consider a voltage source and series resistance which includes the resistance to
current flow through the capacitor. Mass, stiffness, and damper may represent the
mechanical structure of a flexible plate, or membrane supporting a central iron disc,
on which the actuation is to be applied.

Figure 3.69 shows the bond graph model of the electrostatic actuator. For a parallel
plate capacitor, the capacitance can be given as ε0 A/x, where ε0 is permittivity of
air, A is plate area, and x is separation between plates. The voltage across the plates
is given by
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Fig. 3.68 Schematic diagram
of a electrostatic actuator
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where q is the charge stored in capacitor plates. The stored energy, at any given state
(separation x and charge q) can be evaluated as

W (x, q) =
∫ q

0
edq = 1

2

(
x

ε0 A

)
q2 (3.58)

Then the potential across the capacitor plates and attracting force can be given as

e = ∂W

∂q
=

(
x

ε0 A

)
q (3.59)

F = ∂W

∂x
=

(
1

2ε0 A

)
q2 (3.60)

Equations 3.59 and 3.60 suggest that the relationship can be modeled by a bond
graph C field as shown in Fig. 3.69.

3.1.3 Models of Hydraulic Servo-Actuator

Figure 3.70 shows the schematic representation of a hydraulic servosystem. In this
figure, a positive displacement pump is driven by a speed controlled motor. A cou-
pling connects the motor with the pump shaft. The positive displacement pump takes
the liquid from sump and supplies it to an accumulator. The accumulator supplies
liquid to servo valve from where it goes to cylinder which is given a reference
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Fig. 3.70 Schematic diagram of a hydraulic servomotor

command through a lever arrangement. The piston in the cylinder receives the ref-
erence command and lifts a load.

Figure 3.71 shows the bond graph model of hydraulic servomotor. In the bond
graph model, Sf:ωP is the driving speed of the pump shaft, TF with modulus μP

relates the driving speed to ideal volume flow rate, R:Rlm represents the leakage in
the pump, C:Ka represents the compliance of the accumulator (i.e., the trapped air),
R:Rb represents the resistivity of bypass valve, and R:Ro represents the Bernoulli
resistance of the inlet port to the spool valve.

In the spool valve model, resistance R:RS1 represents the Bernoulli resistance for
valve port S1 when it is supplying to chamber 1 while resistance and R:RS2 represents
the Bernoulli resistance for valve port S2 when it is supplying to chamber 2. In the
bond graph model, inertia I: mS1 represents the inertia of the oil flowing through port
S1 to inlet of chamber 1 while I:mS2 represents the inertia of the oil flowing through
S2 to inlet of chamber 2. The fluid inertia and Bernoulli resistance in the return path
to sump from chamber 1 are modeled as I:m∗

S1 and R:R∗
S1, respectively, and those

from chamber 2 are modeled as I:m∗
S2 R:R∗

S2, respectively.
The bulk compliance of the fluids in chambers 1 and 2 are modeled by C:Kc1

and C:Kc2, respectively. Pressure at 0Pc1 and 0Pc2 ports when multiplied with piston
area (A) through two TF elements give the force applied on the respective sides of
the piston. Note that pressure in chamber 1 produces downward force and thus the
corresponding TF modulus is negative. Those transformers also model the volume
flow rate for given piston velocity. In the mechanical part model, I:m p represents the
mass of the piston, I:mL represents the inertia of the load, C:K and R:b represent
the compliance and damping between load and piston, respectively, and R:R f repre-
sents the viscous friction in the piston rings. The hydraulic servomotor is driven by
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Fig. 3.71 Bond graph model of a hydraulic servomotor

a velocity command (point A in Fig. 3.70). The position of puppet or spool is deter-
mined by displacement (yC ) of point C. As point C moves up, Rs1 becomes low, R∗

s1
becomes high, Rs2 becomes high, and R∗

s2 becomes low. In this position, pumped
fluid enters chamber 1 and exits to sump from chamber 2. The reverse happens when
point C moves down.

The position of point C is required to modulate the port resistances. Note that
the fluid inertias should also be modulated. However, these inertias are negligi-
ble and can be removed from the model. Thus, only the hydraulic resistances and
compliances are important. The position of point C is obtained from position of
point B (piston position, yB = yp) and position of the actuating end (yA) as
yC = yA + (yB − yA) a/ (a + b). This is modeled in a block diagram form by
function ΦL in Fig. 3.71.

3.1.4 Model of Pneumatic Actuators

Figure 3.72 shows the schematic diagram of a pneumatic actuator. It consists of a
double acting pneumatic cylinder connected to a two position four way valve. In
Fig. 3.72, ṁ1, and ṁ2 represent mass flow rates. Pseudo-bond graph models of this
system are given in [28]. However, it is very difficult to guarantee energy conservation
in a pseudo-bond graph model. Here, we will develop a true bond graph model of
the system from the first principles.
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• Mechanical Part

Let us first start from the Newton’s law applied to the free-body of the piston:

Mẍ = P1 A1 − P2 A2 − Fe − Fr (3.61)

where A2 = A1 − Ar with Ar being the cross-section area of the piston rod, Fe is
the external force, and Fr is the friction force. We will not model the friction force
(stick-slip, viscous, etc.) in details here and would simply represent it as a resistance
in bond graph form so that any constitutive relation can be plugged in at a later stage.
The bond graph model of the mechanical part can thus be given as shown in Fig. 3.73.

The C element in the model is used to account for the reactions on the piston from
the supports at dead ends when it contacts them on exceeding some stroke length.
This contact can take place on either side and hence the constitutive relation for the
C-element is given in terms of the piston displacement (a state associated with the
C-element) as follows:

e =
⎧⎨
⎩

0 for xmin ≤ x ≤ xmax
k (x − xmax) for x > xmax
k (x − xmin) for x < xmin

(3.62)

Moreover, the mechanical friction generated heat is stored in the metallic body
(cylinder and piston). We can use an RS element in place of the R f element to model
this energetic coupling of mechanical and thermal domains as shown in Fig. 3.74
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where T is the temperature of the metallic body and Ṡ = Q̇/T = Fr ẋ/T is the
entropy flow rate generated due to friction.

• Energy Storage

Let us now consider a control volume as an open thermodynamic system with
dynamic gas volume, gas mass, and entropy. The rate of change of internal energy
U can be written as

U̇ = ∂U

∂V
V̇ + ∂U

∂S
Ṡ + ∂U

∂m
ṁ (3.63)

where V , S, and m are dynamic gas volume, entropy, and mass, respectively. Noting

that pressure p = −∂U

∂V
, temperature T = ∂U

∂S
, and chemical potential μ = ∂U

∂m
,

we can write Eq. 3.63 as
U̇ = −pV̇ + T Ṡ + μṁ (3.64)

For constructing a true bond graph, we can make use of Eq. 3.64 and define the
flow variables as V̇ , Ṡ, and ṁ with the corresponding effort variables as p, T , and
μ, respectively. The internal energy storage is a kind of potential energy which can
be given as a three-port C-field as shown in Fig. 3.75. In integral causality, the state
variables arising out of this C-field are V , S, and m.

The constitutive relations for the C-field can be written in terms of these state
variables. For unit mass of gas (ṁ = 0), freezing the time, we can write Eq. 3.64 in
terms of the specific quantities as

du = cvdT = −pdv + T ds (3.65)

where u = cvT is the specific internal energy (i.e., internal energy per unit mass),
v = V/m is the specific volume, and s = S/m is the specific entropy. Using
ideal gas law as pv = RT with R being the specific gas constant, Eq. 3.65 can be
written as
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ds = R
dv

v
+ cv

dT

T
. (3.66)

By integrating Eq. 3.66 from some initial reference state (v0, s0) to a final state
(v, s), we obtain

s − s0 = R ln

(
v

v0

)
+ cv ln

(
T

T0

)
(3.67)

from which temperature can be written as

T = T0e(s−s0)/cv

(
v

v0

)−R/cv

(3.68)

In terms of total quantities instead of the specific quantities, we can write

T = T0 exp

(
S

mcv
− S0

m0cv

) (
V

V0

)−R/cv
(

m

m0

)R/cv

(3.69)

From pv = RT , the pressure can be written as

p

(
V

m

)
= RT0 exp

(
S

mcv
− S0

m0cv

) (
V

V0

)−R/cv
(

m

m0

)R/cv

p = m0 RT0

V0
exp

(
S

mcv
− S0

m0cv

) (
V

V0

)−R/cv−1 (
m

m0

)1+R/cv

or

p = p0 exp

(
S

mcv
− S0

m0cv

) (
V

V0

)−γ (
m

m0

)γ
(3.70)

where R = cp − cv and γ = cp/cv. Finally, for chemical potential, we can write

μ = u + pv − T s = cvT + RT − T s = h − T s (3.71)

Furthermore, h = h0 + ∫
C pdT . By using the detailed derivations given in

[30–33], we can write

μ = μ0 (T )+ RT ln

(
p

p0

)
(3.72)

where μ0 is a reference chemical potential given purely as a function of temperature
T . Note that p and T are already derived in Eqs. 3.69 and 3.70. Thus, the effort
variables are now completely defined in terms of the state variables which are time
integrals of the flow variables.

The energy storage in a metallic body need not consider pressure and chemical
potential terms. Then, considering the mass and volume to be constant, Eq. 3.69 can
be written as
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T = T0 exp

(
S − S0

mcv

)
(3.73)

which can be modeled in bond graph form as a one-port nonlinear C-element with
temperature and entropy flow rate as the effort and flow variables, respectively, in
the connected bond.

• Mass Transfer

Let us now consider the flow through the ports. We will denote upstream and
downstream sides through subscripts u and d, respectively, and the standard air con-
dition will be denoted by subscript 0. For sonic or choked-flow condition (pd/pu < b
where b is the critical pressure ratio), the flow saturates and the mass flow rate through
valves is given as

ṁ = ρ0 puCd (xv)

√
T0

Tu
(3.74)

where ρ0 is the density at standard air condition, Cd (x) is the valve discharge coeffi-
cient, and xv is the valve or spool position or port opening parameter. The dependence
of discharge coefficient on the amount of port opening can be consulted in [4] where
the four way control valve is also modeled. The parameter xv is modulated or regu-
lated by a controller (usually, a current controlled solenoid).

For subsonic condition (pd/pu ≥ b), mass flow rate is given as

ṁ = ρ0 puCd (xv)

√
T0

Tu

√
1 −

(
pd/pu − b

1 − b

)2

(3.75)

Note that Eq. 3.75 yields ṁ = 0 for pu = pd and it yields the same result as
Eq. 3.74 for pd/pu = b, i.e., the function is continuous and it can be shown that the
first derivative of this function is also continuous.

Note that pressure-driven flow model does not yield a true bond graph because
when pressure is the effort variable and mass flow rate is the flow variable, their
product does not become a true power variable. Thus, for a true bond graph model
with mass flow rate as the flow variable, chemical potential (defined per unit mass)
should be the effort variable. Accordingly, we can write Eqs. 3.74 and 3.75 as

ṁ =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ρ0φ (μu, Tu)Cd (xv)

√
T0

Tu
for φ (μu, Tu) /φ (μd , Td) > b,

ρ0φ (μu, Tu)Cd (xv)

√
T0

Tu

√
1 −

(
φ (μd , Td) /φ (μu, Tu)− b

1 − b

)2

for φ (μu, Tu) /φ (μd , Td) ≤ b

(3.76)

where

φ (μ, T ) = p = po exp

(
μ− μ0 (T )

RT

)
(3.77)
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Thus the mass flow through the ports can be modeled as a nonlinear two-port
R-element (see Fig. 3.76) which is modulated by the temperature of the upstream
side. However, because we have to model flow in both directions where upstream and
downstream sides can be interchanged, and we have to determine the flow condition,
we should modulate the R-field with temperatures of gas on both sides of the port.

• Heat Transfer

The heat transfer can in general comprise three mechanisms: conduction, radia-
tion, and convection. Let us write the entropy of a gas as S = ms where m is its mass
and s is its specific entropy. Taking time derivative,

Ṡ = mṡ + ṁs (3.78)

where the term mṡ is the heat transfer from the gas to the surrounding taking place
at a constant mass and ṁs is the heat convected into or out of the control volume due
to mass transfer.

The heat transfer from a constant mass of gas at temperature T1 to the surrounding
at temperature T2 can be written as

Q = α (T1 − T2)+ β (T1 − T2)+ γ
(

T 4
1 − T 4

2

)
(3.79)

where α, β, and γ are the parameters related to the overall heat transfer coefficients
associated with conduction, convection, and radiation heat transfer. Other forms of
heat transfer such as Nusselt’s formulae can be used in place of Eq. 3.79. In true bond
graph, the flow variables are entropy flow rate which are then given as

Ṡ1 = −Q/T1 and Ṡ2 = Q/T2. (3.80)

Note that if T1 > T2 then Q > 0 and the change in entropy of the whole system or
universe is Ṡ1 + Ṡ2 = Q (1/T2 − 1/T1) > 0. The same can be shown for T1 < T2.
The heat transfer at constant gas mass is then modeled as an R-field with two-ports
as shown in Fig. 3.77. Here, the R-field has a fixed conductive causality because the
entropy flow rates can be computed from given interface temperatures, but not the
vice versa.

When a mass of gas is leaving out of the control volume, the specific entropy is the
specific entropy of the gas contained in the control volume. However, when a mass
of gas is entering a control volume, it enters with the specific entropy of the upstream
side gas. Thus, the value of specific entropy in the term ṁs changes according to
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Fig. 3.78 Bond graph model of heat transfer due to mass transfer

the direction of flow. In addition, when a gas with a different specific entropy enters
a control volume, it has to mix with the existing gas and equilibrate with it. In this
process, we have to account for a different term called entropy of mixing or entropy
generated due to mixing. Thus, while the heat transfer at constant mass (mṡ term)
is quite simple to model, the convection part needs careful consideration. The right
way to model is to use the Gibbs–Duhem [31] equation.

Assuming the mass transfer through the ports to be isenthalpic, the specific
enthalpy of the gas entering one side of the port must be same as that exiting from
the port. From Gibbs–Duhem equation

− puvu + Tusu + μu = −pdvd + Tdsu + μd (3.81)

Thus, the enthalpy difference is given as

puvu − pdvd = (Tu − Td) su + μu − μd (3.82)

and the entropy generated due to mixing in the downstream side is found as

Ṡgen = ṁ (puvu − pdvd)

Td
= ṁ (Tu − Td) su + ṁ (μu − μd)

Td
(3.83)

Thus, heat convected due to mass transfer can be modeled as shown in Fig. 3.78
where 1ṁ junction models Gibbs–Duhem equation, the RS element models entropy
generation due to mixing and the MTF element models the second term in Eq. 3.78.

The complete model of mass transfer integrated with entropy transfer and gen-
eration can be encapsulated as sub-model MR as shown in Fig. 3.78. The four-port
MR element receives information of upstream and downstream side effort variables
(temperatures and chemical potentials). It then internally computes the pressure using
Eq. 3.77 and the mass flow rate using Eq. 3.76. Once the mass flow rate is known, the
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Fig. 3.79 Modified bond graph model of four-port MR element

downstream and upstream entropy flow rates are computed using the second term
of Eqs. 3.78 and 3.83. Note that the MR element now substitutes the mass transfer
through the port model given earlier in Fig. 3.76. Further note that the spool position
modulates the port discharge coefficient Cd (x) and the spool overlap or underlap
can be modeled there (see [4] for details).

In our case, there is no fixed upstream or downstream side. Flow can in fact take
place in either direction depending on which side of the piston is connected to the
supply or return side. The controller actuates the spool valve and can reverse the
flow direction. Thus, the detailed internal model of the four-port MR element needs
modifications to account for flow in any direction. Because there is no fixed upstream
or downstream side, we will denote the two sides of the flow port by subscripts 1 and
2. The modified bond graph model of four-port MR element is now given in Fig. 3.79.

In Fig. 3.79, the moduli of three MTF elements are modulated by the mass flow
rate or the pressure difference from which the flow direction is obtained. In the MTF
element with modulus 1/s, s = s1 if ṁ ≥ 0 and s = s2 if ṁ < 0. Likewise, the
binary variable a = 1 if ṁ ≥ 0 and a = 0 if ṁ < 0. In this modified form, the
temperature variable in the thermal port of the RS element is not fixed and thus both
the temperature variables are included in its modulating signal.

• Complete Model of the Pneumatic Actuator

Here, we will not consider the detailed model of the control valve such as the
solenoid actuation, the forward and reverse path flow resistances, and leakage through
the ports, etc. Those can be added at a later stage according to the developments pre-
sented in [4]. Thus, the simplified bond graph model of the system can be constructed
as shown in Fig. 3.80.

In Fig. 3.80, the two three-port C-fields C1 and C2 model the thermodynamic
storage and the two four-port R-fields MR1 and MR2 model the mass and entropy
flow into or out of the control volumes on the two sides of the piston. Two port
R-fields R1 and R2 model heat transfer from the gas to the metallic piston-cylinder
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Fig. 3.80 Bond graph model
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assembly and two-port R-field R3 model heat transfer between the metallic body
and the environment at constant temperature Te. The thermal energy storage in the
metallic body is modeled by Cm element whose constitutive relation is given in
Eq. 3.73.

The spool valve position xv is decided by the controller and it decides the port
opening areas (discharge coefficients), and the chemical potentials and temperatures
at the flow ports. The four MSe elements in the model impose external effort variables
on the system. For some range of the spool valve position, μa = μs , Ta = Ts ,
μb = μr , and Tb = Tr where subscripts s and r refer to supply and return sides. For
other values of spool valve position, μa = μr , Ta = Tr , μb = μs , and Tb = Ts . The
cross-port leakage can be modeled between the two MR elements.

Similarly, we can model the vane rotary actuator. Figure 3.81 shows the schematic
diagram of vane rotary actuator.

The equation of motion (mechanical part) for vane actuator can be written as

Vθ
2θ0

(P1 − P2)− τe − τr − I θ̈ = 0 (3.84)
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In Eq. 3.84, Vθ represents vane motor displacement, θ0 represents half stroke, P1
and P2 are the absolute pressures at two sides, τe and τr are external torque and
friction torque, respectively, I represents the rotary inertia of vane actuator and θ is
the vane actuator displacement. The bond graph model of the vane actuator maintains
the same structure as that for the linear actuator with some minor modifications: the
rotary inertia must be substituted in place of the mass as parameter of the I element

and both the transformer moduli A1 and A2 should be replaced by
Vθ
2θ0

. In addition,

the external force should be replaced by an external torque and the friction and buffer
stiffness models (R f and Kc) have to be modified to account for angular motions.

For hydraulic actuation in place of pneumatic actuation, one need not consider the
temperature variation. In that case, the bulk modulus of the fluid decides the pressure
as follows:

�P = −β
(
�V

V0

)
= −β

(
m
ρ0

− V
)

(
m
ρ0

) = −β
(

1 − ρ0V

m

)
= −β

(
1 − ρ0

ρ

)
,

(3.85)
where �V is the reduction in volume of fluid with respect to free space volume V0
at P = P0, ρ is the instantaneous fluid density, ρ0 is the free space fluid density, m is
the instantaneous mass contained within the control volume, and β is the fluid’s Bulk
modulus. Taking free space pressure as reference (i.e., P0 = 0), the gauge isotropic
pressure (compression is taken as positive pressure) P = −�P .

Note that the compressibility of the fluid should only be considered when the
volume contained in the control volume is large. Equation 3.85 can be modeled in
pseudo-bond graph form as a two-port C-field with pressure as effort variable in both
its ports and volume flow rate as flow variable in one port and mass flow rate as flow
variable in the other port (see [25] for details).

3.2 Modeling of Sensors

Sensors are important elements of any mechatronic system as they determine the
current state or outputs of the system. Sensors and amplifiers are designed to operate
at low-power efficiency. An ideal sensor extracts information from a system without
absorbing any power and it provides the information to other system at finite power. If
we talk about an amplifier as a signal conditioning element in a mechatronic system,
it accepts an input signal at almost zero power level and influences another system
at a much higher power level. The difference between sensors and transducers is
often confusing. A transducer is defined as element that when subjected to some
physical change affects another change which is related to the physical change. We
use the term sensor for an element which produces a signal relating to the quantity
that we intend to measure. For example, the quantity being measured in an electrical
resistance thermometer is temperature and the sensor transforms it to change of
resistance. Thus we can conclude that sensors are transducers.
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Transducers can be active or passive. High efficiency transducers are usually
passive as they do not use power sources. Active transducers require power sources.
Passive transducers can further be classified as power transducers and energy storing
transducers. Power transducers usually transmit less power than they receive whereas
energy storing transducers have capability to store energy by virtue of which they
can temporarily deliver excess power. Before we go further on sensors let us see
some basic terminologies related with performance of sensors.

3.2.1 Performance Terminology

The following terms are used to define the performance of transducers.

• Accuracy: It is an extent to which the value indicated by sensor might be wrong. For
a temperature measuring device, an accuracy of ±1◦ C means reading of sensor
may lie + or −1◦ C of the true value. It is also expressed as percentage of full
range output. Thus for a resistance thermal device (RTD) with range of 0–300◦ C,
accuracy ±5 %, means result is expected to lie within + or −15◦ C of the sensor
reading.

• Precision: It has ability to reproduce repeatedly with a given accuracy.
• Sensitivity: It is the relationship indicating how much output one gets per unit

input. A resistance thermometer may have a sensitivity of 0.5�/◦ C. Many times
sensitivity is expressed for input which is not being measured.

• Resolution: It is defined as smallest change in input value that will produce an
observable change in output value.

• Range: It is the limits between which the input can vary. For example, a RTD
might have a range of −200 to 500◦ C.

• Span: It is the difference between the maximum and minimum allowable values
of the input. For example, a RTD having a range of −200 to 500◦ C has span of
700◦ C.

• Error: It is the difference between measured value and true value of the quantity
being measured. For example, a sensor might give a resistance change of 5.5 �
when the true change is 5.8�. The error is thus (5.8 −5.5�) i.e., 0.3�.

• Hysteresis error: It is defined as different output for the same value of the input,
depending upon whether it has been obtained for increasing value or for decreasing
value of the input.

• Linearity: It is the percentage of deviation from the best-fit linear calibration curve.
• Nonlinearity Error: The common assumption in sensors is its linear behavior over

the working range. However, this relationship rarely exists. The nonlinearity error
is defined as maximum difference from the straight line depicting the linear behav-
ior with the actual input–output curve.

• Repeatability: It is the ability to give same output for repeated application of same
input.
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• Stability: It is defined as the ability of transducer to give same output when used
to measure a constant input over a period of time.

• Drift: It is used to define the change of output over time. Zero drift is used for
changes that occur in output when there is zero input.

• Dead band: It is defined as range of input values for which no output is produced.
• Dead time: It is defined as length of time from the application of an input until the

output begins to respond to the change.
• Bandwidth: It is defined as the frequency at which the output magnitude drops by

3 dB.
• Resonance: It is defined as the frequency at which the output magnitude peak

occurs.
• Signal-to-noise ratio (SNR): It is defined as the ratio between the magnitudes of

the signal and the noise at the output.

3.2.2 Static and Dynamic Characteristics

• Static characteristic: It is the value given when steady-state condition occurs i.e.
the sensor response (value) settles down after receiving the input.

• Dynamic Characteristic: It refers to the characteristics of the transient response of
transducer. The following terminologies are associated with the dynamic charac-
teristic of a sensor.

1. Response time: It is the time which elapses after a constant (step) input is
applied, up to the point at which transducer gives values corresponding to some
specific percentage of the value of the output.

2. Time constant: It is defined as time elapsed after which 63.2 % of the final
output value is reached. It measures inertia of the sensor and shows how fast it
reacts to the changes in the input.

3. Rise time: It is defined as time taken for the output to rise to some specific
percentage of steady-state output (say 10–90 % of the steady-state value).

4. Settling time: It is defined as the time taken for the output to settle within some
percentage (say 4 % of the steady-state value).

Figure 3.82 shows the exaggerated schematic response of a transducer to step
input.

3.2.3 Classification of Sensors

• Binary or digital sensors: These sensors produce on–off signals. For example, a
limit switch contact might close whenever the switch is mechanically actuated.
Here the contact is either open or closed, there is no intermediate position.
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Fig. 3.82 Response of a
transducer to a step input
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• Analog sensors: These sensors produce proportional or analog signals. For exam-
ple, a linear potentiometer might be used to indicate position, with the voltage
measured at the potentiometer slide wire proportional to the position.

3.2.4 Selection Criteria

A number of static and dynamic factors must be considered in selecting a suitable
sensor to measure the desired physical parameter. These parameters can be (i) range,
(ii) resolution, (iii) accuracy, (iv) precision, (v) sensitivity, (vi) linearity, (vii) response
time, (viii) bandwidth, (ix) resonance, (x) operating temperature, (xi) deadband, and
(xii) signal-to-noise ratio.

3.2.5 Activation of Bonds

In a mechatronic system we often require information from different sensors. These
information are used in control laws for actuators. Bond graph bonds are power
bonds. But we know that information bonds carry only information at zero power.
This pure exchange of information is represented by activation of a bond. A bond
may either be flow activated or effort activated. A flow activated bond imparts only
flow information to the system at the port which is flow causalled, i.e., the end
without the causal stroke. The effort in flow activated bond is zero. Similarly an
effort activated bond imparts only effort information to the system at the port which
is effort causalled, i.e. the end with the causal stroke. An effort activated bond carries
no flow information.

For activation, a full arrow is added within the bond signifying that the bond is
an information bond and a letter e or f is written near the full arrow to indicate
that it carries effort or flow information, respectively. These activated bonds may be
used with two-port elements to indicate the variation of moduli of two port elements.
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Fig. 3.83 a Description of an effort causalled bond, b equivalence of an effort activated bond, and
c description of a flow activated bond

Activated bonds are also called signal bonds and they can be represented in different
forms (see Chap. 2).

3.2.6 Power Associated with Activated Bonds

Consider a situation shown in Fig. 3.83a. Here the bond is effort activated. The effort
causalled end of this bond gives effort information to J1 junction and it acts like a
source of effort. It may impart any amount of power as demanded by the system
to accommodate this information. The power imparted by this bond at J2 junction
is zero. Such an activated bond does not conserve power. It may create or absorb
power. A natural question then comes to our mind: from where does this power
come? To answer this question, we can assume an effort activated bond as an effort
to effort amplifier with unit gain as shown in Fig. 3.83b. All such amplifiers are active
system having a power supply (auxiliary power source connected to the amplifier).
The output power is derived from this. The input impedance being very high (ideally
infinite), the input power is small (ideally zero). Similarly in a flow activated bond
as shown in Fig. 3.83c, the effort causalled end is power less and the flow causalled
end provides any amount of power demanded by the system at that port.

3.2.7 Modeling Mechatronic Systems with Activated Bonds

Figure 3.84 shows a spring mass damper system. The block has mass M , spring has
stiffness K , and damper has damping coefficient R. A velocity pickup senses the
velocity of the block. This velocity is amplified by a power amplifier having gain μ
and it drives a linear actuator which applies a force proportional to the velocity of
the block. Let us draw the bond graph model of the mechatronic system and derive
its system equations.

We will model this system using the concept of activated bonds as discussed in
this and the previous chapter. The spring mass damper system can be modeled using
C , I , and R elements attached to a 1 junction as shown in Fig. 3.85. The velocity

http://dx.doi.org/10.1007/978-1-4471-4628-5_2
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Fig. 3.84 Spring mass
damper system with veloc-
ity pickup and actuation

Fig. 3.85 Bond graph model
of spring mass damper system
with velocity pickup and
actuation

amplification and the application of force by linear actuator can be modeled in two
ways. We can use a flow detector (Df element) at the 1 junction and the signal from
the flow detector can be used to modulate an effort source (MSe element) at the same
1 junction. Another approach is to use a gyrator element with activation as shown
in Fig. 3.85 where bond 4 acts as the sensor and bond 5 acts as the modulated effort
source.

The state variables here are momentum (P) of mass block and displacement (Q)
of the spring. The system equations can be derived now using the following logic.

1. Element constitutive relations:

f1 = P1

M
; e2 = K Q2; e3 = R f3; e5 = μ f4. (3.86)

Note that we only write one constitutive relation for GY element because activa-
tions mean e4 = μ f5 = 0 is a trivial relation.

2. Junction structure constraints:

f2 = f3 = f4 = f1 = P1

M
(3.87)

e1 = −e3 − e2 + e5

= −R
P1

M
− K Q2 + μ

P1

M
(3.88)
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3. The state equations are for Ṗ1 = e1 and Q̇2 = f2:

Ṗ1 = −R
P1

M
− K Q2 + μ

P1

M
(3.89)

Q̇2 = P1

M
(3.90)

4. Above equations can be written in state space form as

{
Ṗ1

Q̇2

}
=

[ −R
M + μ

M −K
1
M 0

] {
P1
Q2

}
(3.91)

Note that force feedback proportional to velocity appears together with the resis-
tance in the state equations. Thus, variable μ tunes the damping of the system.

3.2.8 Position Sensors

Position sensors can be of three types. These are displacement, position, and prox-
imity sensors. Displacement sensor measures the amount by which the object has
moved. Position sensor measures the position of an object with respect to some ref-
erence position. The proximity sensor tells whether the object has moved within
some particular distance from the sensor or not. Position sensors can be of following
types: (i) potentiometer type, (ii) strain gauge element, (iii) capacitive element, (iv)
differential transformer, (v) eddy current proximity sensors, (vi) inductive proximity
switches, (vii) optical encoders, (viii) pneumatic sensors, (ix) proximity switches,
and (x) Hall effect sensors. Let us discuss a few of the above-mentioned sensors.

3.2.8.1 Potentiometers

Potentiometer is a displacement measuring device. It is a variable resistance device
whose output resistance changes as the wiper connected to a moving object moves
across a resistive surface. Figure 3.86 shows the schematic diagram of a potentiome-
ter. In Fig. 3.86, Vi is the input voltage, Vo is the output voltage, R1 and R2 are
variable resistances, and RL is the internal resistance of the voltmeter.

Potentiometer can be calibrated as follows: when x = 0, R1 = Rmax ; R2 = 0
and when x = xmax , R2 = Rmax , R1 = 0. Thus, the expressions for R1 and R2 can
be written as
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Fig. 3.87 Bond graph model
of potentiometer
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(

1 − x

xmax

)
Rmax (3.92)

R2 = x

xmax
Rmax. (3.93)

Bond graph for the potentiometer can be drawn as shown in Fig. 3.87. From the
bond graph model, we can see that Vi − Vo = i R1 or i = (Vi − Vo)/R1. We also

see that if RL is very large then Vo = i R2 or Vo =
(

Vi −Vo
R1

)
R2. Thus,

Vo
R1

R2
= Vi − Vo

Vo =
(

R2

R1 + R2

)
Vi =

(
R2

Rmax

)
Vi (3.94)

where Rmax = R1 + R2. From Eqs. 3.92, 3.93, and 3.94, we get

Vo =
(

Vi

xmax

)
x (3.95)

An effort detector can be used in the bond graph to measure the output voltage.

3.2.8.2 Encoders

An encoder is a device that converts a linear or angular displacement into a sequence
of pulses. By counting these pulses we can obtain the linear or angular displace-
ment. Encoders come in two basic forms, i.e., incremental encoders and absolute
encoders. Incremental encoders give the rotation with respect to some reference
position whereas absolute encoders give the actual position.
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Fig. 3.88 Schematic diagram of incremental encoder

Incremental Encoder

Figure 3.88a shows the schema of an incremental encoder. A beam of light (from
a LED) passes through slots in a disc. This beam of light is detected by a light
sensor (photoresistor) placed at the other side of the disc. When the disc rotates, a
pulsed output is produced by the photoresistor. The number of pulses received by
photoresistor is proportional to the angle through which the disc has rotated.

Actually, three concentric tracks with three sensors are used in incremental
encoders as shown in Fig. 3.88b where δ is the angle subtended by each hole. The
inner track has one hole and it locates the home position of the disc. The middle and
outer track have equally spaced holes around the periphery of the disc. Holes in the
middle track are at an offset equal to half the width of a hole in comparison to outer
track holes. If the shaft rotates in clockwise direction then the pulses in the outer track
lead those in the middle track, whereas if the shaft rotates in anticlockwise direction
the pulses in the outer track lag those in the middle track. This allows identification
of the direction of rotation.

Figure 3.89 shows the bond graph model of incremental encoder. Here, the model
has been shown for two tracks. The location of holes between two tracks differ by
angle φ. The current iout shows the presence or absence of pulses. The current signal
(number of pulses) and the time record are then processed in a microprocessor or
computer to determine the angular position and average angular velocity.

In Fig. 3.89, LEDs are modeled as RS elements. The RS element models an
electrical resistance and the power lost by the resistor (sometimes multiplied with
some factor such as efficiency of conversion of heat to visible or infrared light)
is a signal output. The light intensity signal Q passes through a switch which is
modulated by the angular position of the disc (θ or θ + φ, depending on the track).
The output intensity from the switch modulates the MR element which models the
photo resistor. The resistance of the photo resistor changes when light fall on it.
The current passing through the photoresistor generates the pulse which is fed to the
post-processing device such as a microprocessor. The voltage supplied to both LEDs
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Fig. 3.89 Bond graph model of incremental encoder

and photoresistors is V and the rotary inertia and torque applied on the mechanical
rotating system are Jd and τ , respectively.

Absolute Encoder

Figure 3.90 shows the schematic diagram of an absolute encoder for the measurement
of angular displacement. Here we get the output in the form of a binary number of
several digits. Here each number represents a particular angular position. Figure 3.90
shows a four-bit absolute encoder where the rotating disc has four concentric circles
of slots. There are four light emitting diodes (LEDs) to emit the light and four photo
resistors to detect the light. These slots are arranged in such a way (as shown in
Fig. 3.90) that the sequential output from the sensors is a number in binary code.
The number of tracks decides the number of bits in the binary number. For four
tracks, there will be four bits and the number of positions that can be detected will be
24.Thus the resolution of encoder will be 360/24 i.e., 22.5◦. More number of circles
improves the resolution.

The most common types of numerical encoding used in the absolute encoders are
gray codes. The gray code is designed so that only one track (one bit) will change state
for each count transition, unlike the binary code where multiple tracks (bits) change
at certain count transitions. For the gray code, the uncertainty during a transition is
only one count, unlike with the binary code, where the uncertainty could be multiple
counts. Table 3.1 shows the decimal code, rotation range in degrees, normal binary
code, and the gray code for a four-bit absolute encoder.

Although the gray code provides data with the least uncertainty, the natural binary
code is the preferred choice for direct interface to computers and other digital devices.
Thus, a circuit to convert from gray to binary code is desirable. This circuit can utilize



172 3 Modeling of Actuators, Sensors, and Electronic Circuits

1110

1101

LEDs
Photo
resistors1111

1100

1011

1010

1001
10000111

0110

0101

0100

0011

0010

0001
0000

Fig. 3.90 Schematic diagram of absolute encoder

Table 3.1 Binary and gray
codes for a four-bit absolute
encoder

Decimal code Rotation range (◦) Binary code Gray code

0 0–22.5 0000 0000
1 22.5–45 0001 0001
2 45–67.5 0010 0011
3 67.5–90 0011 0010
4 90–112.5 0100 0110
5 112.5–135 0101 0111
6 135–157.5 0110 0101
7 15.75–180 0111 0100
8 180–202.5 1000 1100
9 202.5–225 1001 1101
10 225–247.5 1010 1111
11 247.5–270 1011 1110
12 270–292.5 1100 1010
13 292.5–315 1101 1011
14 315–337.5 1110 1001
15 337.5–360 1111 1000

exclusive OR gates (XOR) to perform this function. For a gray code to binary code
conversion of any number of bits N , the most significant bits (MSB) of the binary and
gray code are always identical, and for each other bit, the binary bit is the exclusive
OR (XOR) combination of adjacent gray code bits.

Figure 3.91 shows the bond graph model of absolute encoder. Here a RS element
models the LED and MR element models the photoresistor.

The constitutive relation for RS element can be given as

i = V

R
, Q = ηi2 R (3.96)
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where η is an efficiency factor. The constitutive relation for MR element can be given
(assuming Q < 0 is not a possibility) as

R = φ(Q) =
{

Rhigh; if Q = 0
Rlow; if Q > 0

3.2.8.3 Mechanical Switch

Limit switches are common types of mechanical switches used in mechatronic appli-
cations. These switches can be pushed by a button or lever operated mechanism.
Figure 3.92 shows the schematic diagram of single pole single through (SPST) device
that opens or closes a single connection. In addition, a switch locking mechanism
may be used. A pole is a moving element in the switch that makes or breaks the
connection. The through is a contact point for the pole. Figure 3.93 shows the bond
graph for the SPST switch. Here Df element is current detector which detects the
current once the circuit is closed. The constitutive relation for the R element in the
bond graph is given as

R =
{

Rhigh, if x < xlim
Rlow, if x � xlim

(3.97)

where Rhigh represents the resistance of the air gap.
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3.2.8.4 Proximity Sensors

A proximity sensor consists of an element that changes the state of its own or of an
analogue signal when it is in proximity of an object. A photo emitter (LED), photo
detector (photo resistor) pair can be used as a proximity sensor. Here the interruption
or reflection of the beam of light from LED is used to detect the presence of an object
without touching the object.

Limit switches discussed in previous section can also be used as proximity sensors.
If an extension can be provided in the rod then when an object comes in proximity
and touches the end of the rod, the circuit gets completed and current is obtained. This
type of sensors are used as bumper sensor in walking robots to detect the presence
of an obstacle, so that the robot can change its path.

3.2.9 Velocity Sensors

3.2.9.1 Incremental Encoders

Incremental encoders can be used to measure the angular velocity of the shaft. Here
we have to find the number of pulses produced per second in order to determine the
angular velocity of the shaft.
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3.2.9.2 Tachogenerators

Tachogenerator is a sensor to measure the angular or linear velocity (through a
pinion). In principle it is similar to AC generator. It consists of a rotor which is
mounted on a rotating shaft as shown in Fig. 3.94. The rotor rotates in a magnetic
field produced by either a permanent magnet or an electromagnet. When rotor rotates
in the magnetic field an alternating emf is produced in the rotor. The amplitude or
the frequency of the alternating emf produced can be a measure of angular velocity
of the shaft. The alternating emf may be rectified to give DC output voltage.

Figure 3.95 shows the bond graph model of the tachogenerator where the
R element between the two transformers models the friction between the two wheels.
The tachogenerator is modeled here as a DC generator withμ as the gyrator modulus.

3.2.10 Acceleration Sensors

3.2.10.1 Seismic Accelerometer

Accelerometer is a sensor to measure acceleration of an object. It is mechanically
attached or bonded to object whose acceleration is to be measured. The accelerometer
measures acceleration along one axis and is insensitive to motion in other orthogonal
directions. Strain gauges or piezoelectric elements form the sensing element of an
accelerometer. They convert the vibration signal into voltage signal. Design of an
accelerometer is based on the inertial effect associated with a mass connected to the
moving object/structure/machine element through spring, damper, and a displace-
ment sensor. Figure 3.96 shows the schematic diagram of the seismic accelerometer.

In the seismic accelerometer, a permanent magnet core moves inside solenoid coils
in response to base excitation. The rate of change of flux induces emf in the solenoid
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which is measured. If magnetic circuit is idealized and losses are neglected then the
induced emf is directly related to the velocity of the permanent magnet. Figure 3.97
shows the bond graph model of the seismic accelerometer where the gyrator element
directly models ideal mechanical to electrical domain transformation much like a
permanent magnet DC motor model.

Figure 3.98 shows the schematic representation of piezo-type seismic accelerom-
eter. In this accelerometer piezoelectric element is the sensing element. Piezoelectric
materials are ionic crystals. When these materials are subjected to tension or com-
pression electric charge distribution takes place in the crystal with one face of material
becoming positively charged and the opposite face becoming negatively charged.

Bond graph models of a piezoelectric layer polarized in a single axis under isother-
mal conditions are developed in [24]. In open circuit configuration, the net charge
(Q) on a surface is proportional to amount (x) by which the charges are displaced.
The displacement of charges is proportional to force (F), i.e.,

Q = K x = s F (3.98)

where K is a constant and s is also a constant which is called charge sensitivity. This
is called direct piezoelectric effect.
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For closed circuit configuration, taking into account the direct and converse piezo-
electric effects, the constitutive relations can be written as

T = cD S − h D (3.99)

E = −hS + βS D (3.100)

where D, T , E , and S are the electric displacement, stress, electric field, and strain,
respectively, cD is stiffness under constant electric displacement, h is the piezoelectric
constant, and βS is the impermittivity at constant strain. One may now assume that
the induced electric field is perfectly perpendicular at the surface of the layer in
the direction of polarization and the material is isotropic. Under these assumptions,
E 	 V/ l and Q 	 D A where V is the induced potential (in sensor mode), Q is the
electric charge, l is the layer thickness, and A is the actuator area. If x is the actuator
displacement and F is the actuator force then S = x/ l and F = T A. Equations 3.99
and 3.100 can now be written as

(
F
V

)
=

[
cD A/ l −h

−h βSl/A

] (
x
Q

)
=

[
cD A/ l −h

−h βSl/A

] (∫
ẋdt∫
idt

)
(3.101)

The bond graph model of the piezo-type accelerometer is shown in Fig. 3.99 where
Re is the circuit resistance. Equation 3.101 is the constitutive relation of the two-port
bond graph C-field used to model the piezobar element in the sensor.

3.2.11 Force and Pressure Sensors

Forces are commonly measured using displacement. An excellent example of this is
the spring balance where we measure the weight using the displacement of a spring.

3.2.11.1 Strain Gauge

Strain gauge works on the principle that when a force is applied on an element it
causes strain in the element and the electrical resistance of the element changes due



178 3 Modeling of Actuators, Sensors, and Electronic Circuits

Strain gauge 1

Strain gauge 2 Test specimen

GV

A

B

C D

3R

4R

1R

2R

Bridge balance

(a) (b)

Fig. 3.100 Schematic representation of use of strain gauge in a cantilever beam without force at
end

GV

A

B

C D

3R

4R

1R

2R

Bridge balance

Strain gauge 1

Strain gauge 2

Test specimen

M

(a) (b)

Fig. 3.101 Schematic representation of use of strain gauge in a cantilever beam with force at end

to this strain. This change of electrical resistance can be calibrated in terms of the
applied forces. The strain gauges can be placed in such ways that they can sense
the strain due to bending, compression, or stretching. The arrangement of strain
gauges for measurement of force is called load cell. Measurement of triaxial state
of stress requires complex combination of strain gauges. For plain strain condition
(two orthogonal linear strains and one angular strain), one can use measurements
from three strain gauges arranged in specific configurations called strain rosettes.

We will take up an example of uniaxial strain measurement. Figure 3.100a shows
an example where strain gauges are put at the top and bottom portions of a cantilever
beam. In the undeflected beam position, these strain gauges when connected as the
arms of the Wheatstone bridge circuit cause the bridge to be balanced with no reading
in the ammeter or Galvanometer (G in Fig. 3.100b).

Figure 3.101a shows the case when an end load (pure moment or pure bending
load) has been applied on the cantilever causing the bending of the cantilever with
strain gauge 1 subjected to stretching whereas strain gauge 2 is subjected to com-
pression. In this case, the beam bends with constant curvature along its length and as
a result, the resistances R1 and R2 in the bridge circuit shown in Fig. 3.101b change.
The Galvanometer reading then becomes non-zero and the bridge can be balanced
by varying the resistances R3 and R4 so that the Galvanometer gives zero reading.
This balancing can be automated by using junction field effect transistors (JFETs).

For the balanced circuit, we can show that
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Usually, in a bridge circuit, only one resistance is unknown and it can be deter-
mined from the three known resistances if the bridge is balanced. In the special case
considered here, initially R3 = R4 = R and the bridge is balanced when R1 = R2.
For the considered example of an isotropic beam under pure bending, the magni-
tudes of tensile and compressive strains on the top and bottom fibers are same. Thus,
accounting for the change in resistance ±�R, we can write

R1

R2
= R +�R

R −�R

⇒ ε = ±�R

R
= ± R1 − R2

R1 + R2
(3.103)

Note that in the above, we have assumed that the strain is directly proportional
to the change in resistance and neglected the variation in cross-sectional area of the
strain gauge element. Otherwise, we can reformulate the strain relation by accounting
for the Poisson’s ratio of the strain gauge material.

Figure 3.102 shows the bond graph model of the bridge circuit arrangement. Here
the model has been developed by using the point potential method [19]. In this
model, I:Lg models the internal inductance of the Galvanometer and the flow detector
measures the current through it.

Figure 3.103 shows the reduced bond graph model obtained from Fig. 3.102 by
removing all bonds with zero effort (grounded terminals) and simplifying the bond
graph junction structure.
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3.3 Models of Electronic Circuit Components

The sensors discussed in previous section may give too small outputs, which may
require amplification. Moreover, interference in signals also have to be removed. The
signal may be nonlinear requiring linearization. It may be an analog one to be made
digital or may be a digital one to be made analog. It is also possible that the transducer
works on principle of resistance change and this change is to be converted into current
change. Another situation can be a transducer giving voltage change which is to be
converted into current change. All the above-cited changes in existing signal may be
called as signal conditioning.

3.3.1 Signal Conditioning

In general, signal conditioning is done in a unit called interface. The interface protects
microprocessor against excessive voltage or signals of wrong polarity. Microproces-
sor requires input to be digital. Thus, if sensor output is analogue then one requires
analogue to digital conversion (A/D conversion) before feeding the signal to micro-
processor. We may also require analogue signal to be amplified before conversion
to digital signal. Actuators require analogue signal and thus, the digital output from
microprocessor needs to be converted into analogue signal (D/A conversion) and
amplified through a power amplifier before being input to the actuator.

So, in general, we can say that the following processes are involved in signal
conditioning:

1. Safeguarding to prevent damage to a microprocessor, as a result of high voltage
and current, and wrong polarity.

2. Converting the signal into the right type, e.g., conversion to DC voltage or current,
and A/D or D/A conversion as the case may be.

3. Getting the right level of signal, e.g., the thermocouple signal in millivolts needs
to be amplified (may use operational amplifiers).

4. Eliminating or reducing noise, e.g., use of filters.
5. Signal manipulation to making it a linear function of some variable, e.g., flow-

meter signal is nonlinear and so a signal conditioner is used to linearize the output.

In this section, we will discuss some of the electronic devices which are used in
signal conditioning process. In signal conditioning devices, electrical power source
resides in the background to make it possible for the device to impart signal to the rest
of the circuit. Thus, activated bonds are used in bond graph models of such systems.
For studying the dynamics of an electronic system, a black box approach turns out
to be handy and practical. A complex electronic device is not analyzed in detail. We
will follow an approach where the electronic device will be identified by a suitable
bond graph element based on its characteristics.
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Fig. 3.104 Packaging and pin
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the pin descriptions 8
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3.3.2 Operational Amplifiers

Operational amplifier which is often called op-amp, is a high gain DC voltage ampli-
fier with a differential input and, usually a single ended output. The gain is of the
order of 100,000 or more. Ideally, it increases the amplitude of a signal without
affecting the phase relationship of different components of the signal. It is supplied
as an integrated circuit (IC) on a silicon chip. It is packaged in eight-pin dual in-line
package integrated circuit chip. Figure 3.104 shows the available packaging with pin
connection of one of the widely used 741 operational amplifier.

Figure 3.105 illustrates the internal design of a commercially available 741 IC.
This circuit consists of transistors, resistors, and capacitors.

Op-amp can be combined with external discrete components to create a wide vari-
ety of signal processing circuits. It is the building block for more complex electronic
circuits like inverting amplifier, noninverting amplifier, summing amplifier, integrat-
ing amplifier, differential amplifier, logarithmic amplifier, comparator, analogue to
digital (A/D) and digital to analogue (D/A) converters, active filters, and sample and
hold devices.

Ideal Model for Operational Amplifiers

Figure 3.106 shows the symbolic representation and terminal nomenclature for an
ideal op-amp. It is a differential input, single output amplifier assumed to have infinite
gain. Voltages are referenced to common ground. Since it is an active device, it
requires connection to an external power supply (usually +15 and −15 V). Since
op-amp is an active device, output voltages and currents can be larger than the values
applied to the inverting and noninverting terminals. An op-amp circuit usually has
feedback from the output to the inverting input as shown in Fig. 3.107. This feedback
results in stabilization of the amplifier and helps in control of the gain.



182 3 Modeling of Actuators, Sensors, and Electronic Circuits

Fig. 3.105 Internal design of 741 op-amp
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A model of op-amp can be created by considering its equivalent circuit [6, 12, 18]
as shown in Fig. 3.108 where μ is the op-amp gain.

Based on Fig. 3.108, we can create the bond graph model of op-amp as shown in
Fig. 3.109.

We can use an activated transformer to model the op-amp as shown in Fig. 3.110.
This is with the assumption that activated bond incorporates a suitable tank circuit
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Fig. 3.108 Op-amp equiva-
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(external power supply) so that any desired power can be delivered on the output
port.

It is important to note that bond 5 is powerless where as power in bond 6 depends
on what power is drawn by the load. The following equation can be written from the
bond graph model.

Vin − rin Iin = 0 (3.104)

μVin = rout Iout + Vout (3.105)

where Vin = V2 − V1.
Now we can further simplify the bond graph shown in Fig. 3.109 with the assump-

tion that theoretically the input impedance is very high, i.e., rin → ∞ and the output
impedance is very low, i.e., rout → 0. With the first assumption (rin → ∞), current
through the resistor will be zero, while with second assumption (rout → 0), the
voltage drop across the resistor will be zero. Thus power loss in both these resistors
(effort times flow) is zero and both the resistors rin and rout can be dropped from the
bond graph model. The reduced bond graph model is then shown in Fig. 3.111.
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3.3.2.1 Inverting Configuration

As the name implies an inverting amplifier inverts and amplifies the input voltage. To
achieve this, two external resistors are connected to op-amp as shown in Fig. 3.112.
Figure 3.113 shows the bond graph model of the inverting amplifier.

From the bond graph model, we can analyze for the gain of amplifier as follows:

e6 = μe5 = −μe4 = −μe9 = −μ (e7 − e8) = −μ (e6 − RF f8) (3.106)

or

e6 = μRF f8

1 + μ
(3.107)

Again assuming f4 = f5 = 0,
f8 = f9 = − f3 = − f2

or

f8 = − (V1 − e3)

R1
= − (V1 − e9)

R1
(3.108)
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Thus

e6 = − μRF

R1 (1 + μ)
(V1 − e9) (3.109)

or

−μe9 = −μRF (V1 − e9)

R1 (1 + μ)

or

e9 = RF V1

R1

(
1 + μ+ RF

R1

) (3.110)

From the above equations,

e6 = −μe9 = − μRF V1

R1

(
1 + μ+ RF

R1

)

Thus gain of the inverting amplifier can be defined as

k = e6

V1
= − μRF

R1

(
1 + μ+ RF

R1

)

= − RF

R1

(
1
μ

+ 1 + RF
μR1

) (3.111)

The gain of the op-amp μ is in the order of 105 to 106. Thus, if we take μ → ∞,
we get

k = e6

V1
= − RF

R1

Thus the voltage gain of the amplifier is determined by external resistors RF and
R1 and it is always negative. We can also say that it reverses the polarity of the signal.

3.3.2.2 Non-Inverting Configuration

A non-inverting amplifier amplifies the signal without inverting it. Here the input
signals is applied to the non-inverting input. A portion of the output is fed back to
inverting input. The schematic representation of the non-inverting amplifier is shown
in Fig. 3.114. Figure 3.115 shows the bond graph model of non-inverting amplifier.

From the bond graph we can analyze for the gain of amplifier as follows:

e7 = μe6 = μ(e5 − e4) = μ(e5 − e11) = μ(e5 − e9 + e10)

e7 = μ(e5 − e7 + RF f10) (3.112)
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Fig. 3.114 Non-inverting
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f10 = f11 = − f3 = − f2 = − (0 − e3)

R1
= e3

R1
= e11

R1

f10 = (e9 − f10 RF )

R1

f10 = e7

R1
− f10 RF

R1

f10 = e7

R1 + RF
(3.113)

Substituting from Eqs. 3.113 to 3.112, we get

e7 = μ

(
e5 − e7 + RF e7

R1 + RF

)
(3.114)

Simplifying Eq. 3.114 we can get the gain of the non-inverting amplifier as

k = e7

e5
= 1(

1
μ

+ 1 − RF
R1+RF

) (3.115)

As μ → ∞, the gain of the non-inverting amplifier can be derived as

k = e7

e5
= 1 + RF

R1
(3.116)
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Fig. 3.116 Schematic repre-
sentation of buffer

2V
outV

−

+

Fig. 3.117 Adder circuit

2V

outV−

+
+
−

2R

fR

LRLoad

1R

1V
+
−

Fig. 3.118 Bond graph model
of adder circuit

fR:R

1

1Se:V

( )2Se:0 0V =

TF
..
μ

0
outVe e

1

11

3

4

5 6

7

1

0

2

1

1R:R
8

9

10
LR:R2Se:V 1

2R:R

1212
1414

1313

From Eq. 3.116, we can see that the non-inverting amplifier has a positive gain
more than or equal to one. If we take RF = 0 and R1 = ∞ in Eq. 3.116, then we get
k = 1, or the output voltage is equal to the input voltage. Thus, we have high input
impedance and low output impedance. Here, the high input impedance isolates the
source from the rest of the circuit. Thus, this circuit is called a buffer. We can draw
the reduced buffer circuit as shown in Fig. 3.116.

3.3.3 Op-Amp Circuits

3.3.3.1 Adder Circuit

An adder circuit is used to add two analogue signals. Here the input signals to be
added are supplied to the inverting input of op-amp. A portion of the output is fed
back to inverting input. The schematic representation of the adder circuit is shown
in Fig. 3.117.

Figure 3.118 shows the bond graph model of the adder circuit. From the bond
graph we can analyze for the gain of amplifier as follows:
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e6 = μe5 = −μe4 = −μe9 = −μ (e7 − e8) = −μ (e6 − RF f8) (3.117)

or

e6 = μRF f8

1 + μ
(3.118)

Again assuming f4 = 0,

f8 = f9 = − f3 − f14 = − f2 − f13

or

f8 = − (V1 − e3)

R1
− (V2 − e14)

R2
= − (V1 − e9)

R1
− (V2 − e9)

R2
(3.119)

Thus,

e6 = − μRF

(1 + μ)

[
(V1 − e9)

R1
+ (V2 − e9)

R2

]
(3.120)

= − μRF

(1 + μ)

[
(V1 + e6/μ)

R1
+ (V2 + e6/μ)

R2

]
(3.121)

= − μRF

(1 + μ)

[(
V1

R1
+ V2

R2

)
+ e6

μ

(
1

R1
+ 1

R2

)]
(3.122)

or

e6

[
1 + RF

(1 + μ)

(
1

R1
+ 1

R2

)]
= − μRF

(1 + μ)

(
V1

R1
+ V2

R2

)
(3.123)

or

e6

[
1 + μ+ RF

(
1

R1
+ 1

R2

)]
= −μRF

(
V1

R1
+ V2

R2

)
(3.124)

or

e6 = −
μRF

(
V1
R1

+ V2
R2

)
[
1 + μ+ RF

(
1
R1

+ 1
R2

)] (3.125)

or

e6 = −
μRF

(
V1
R1

+ V2
R2

)
[
1 + μ+ RF

(
1
R1

+ 1
R2

)] (3.126)

= −
RF

(
V1
R1

+ V2
R2

)
[

1
μ

+ 1 + RF
μ

(
1
R1

+ 1
R2

)] (3.127)
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Fig. 3.119 Subtraction
amplifier circuit
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As μ → ∞, Eq. 3.127 reduces to

e6 = −RF

(
V1

R1
+ V2

R2

)
(3.128)

If we take R1 = R2 = RF , then

e6 = −(V1 + V2) (3.129)

i.e., the output signal is the sum of the two input signals.

3.3.3.2 Subtraction Circuit

The subtraction circuit is used to subtract two analog signals. The schematic repre-
sentation of the subtraction circuit is shown in Fig. 3.119.

Figure 3.120 shows the bond graph model of the subtraction amplifier circuit.
From the bond graph we can analyze for the gain of amplifier as follows:

Assuming f4 = f14 = f5 = 0 due to effort activation in bond 5,

e15 = RF f15 = RF f13 = RF

(
V2 − e13

R1

)
= RF

(
V2 − e15

R1

)
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e15 = RF V2

R1 + RF

e6 = μe5 = μ(e14 − e4) = μ(e15 − e9) = μ

(
RF V2

R1 + RF
− e9

)
(3.130)

e6 = μ

[
RF V2

R1 + RF
− (e6 − f8 RF )

]
(3.131)

or

e6 = μ

1 + μ

[
RF V2

R1 + RF
+ f8 RF

]
(3.132)

Again assuming f4 = 0,

f8 = f9 = − f3 = − f2

or

f8 = − (V1 − e3)

R1
= − (V1 − e9)

R1
= −

[
V1 − (e6 − RF f8)

R1

]
(3.133)

f8 R1 = −V1 + e6 − RF f8 (3.134)

f8 = (−V1 + e6)

R1 + RF
(3.135)

Substituting the value of f8 in Eq. 3.132 we get

e6 = μ

1 + μ

[
RF V2

R1 + RF
+ (−V1 + e6)

R1 + RF
RF

]
(3.136)

e6(1 + μ) = μ

R1 + RF
[RF V2 − RF V1 + e6 RF ] (3.137)

e6

[
1 + μ− μRF

R1 + RF

]
= μRF

R1 + RF
[V2 − V1] (3.138)

e6 [R1 + RF + μR1] = μRF [V2 − V1] (3.139)

e6 = RF [V2 − V1][
R1+RF
μ

+ R1

] (3.140)

As μ → ∞, Eq. 3.140 reduces to

e6 = RF

R1
[V2 − V1] (3.141)

i.e., the output signal is the subtraction of two input signals when RF = R1.
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3.3.3.3 Integrator Circuit

We can get the integrating amplifier if we replace the feedback resistor of the inverting
op-amp circuit (Fig. 3.112) by a capacitor. Figure 3.121 shows the schematic diagram
of an ideal integrator.

Figure 3.122 shows the bond graph model of an ideal integrator. From the bond
graph we can analyze for the gain of integrator amplifier as follows:

e6 = μe5 = −μe9 = −μ (e7 − e8) = −μ
(

e6 − 1

CF

∫
f8dt

)
(3.142)

or

e6(1 + μ) = μ

CF

∫
f8dt (3.143)

Again
f8 = f9 = − f3 = − f2

or

f8 = − (V1 − e3)

R1
= − (V1 − e9)

R1
(3.144)

Thus,

e6(1 + μ) = − μ

CF

∫
(V1 − e9)

R1
dt (3.145)

or

−μe9 (1 + μ) = − μ

CF R1

∫
V1dt + μ

CF R1

∫
e9dt

Noting that if F(s) = £ ( f (t)) then £
(∫

f (t)dt
) = F(s)/s, Laplace transform

of both sides gives

E9 (1 + μ) = 1

CF R1

V1(s)

s
− 1

CF R1

E9

s
(3.146)

or

E9

[
(1 + μ)+ 1

sCF R1

]
= 1

CF R1

V1(s)

s

Thus the gain of the integrator amplifier can be defined as

k = E6

E1
= −μE9

V1(s)
= −

μ
sCF R1[

(1 + μ)+ 1
sCF R1

]
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Fig. 3.121 Ideal integrator
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k = −
1

sCF R1[
(1/μ+ 1)+ 1

μsCF R1

] (3.147)

If we take μ → ∞, we get

k = E6

E1
= − 1

sCF R1

Thus the output of the amplifier is inverted and scaled integral of the input signal.
In time domain, we get

e6 = β

∫
e1dt (3.148)

where β = −1/ (CF R1) is the integrator gain.

3.3.3.4 Differentiator Circuit

We can get the differentiator circuit if we replace the input resistor of the inverting
op-amp circuit (Fig. 3.112) by a capacitor. Figure 3.123 shows the schematic diagram
of an ideal differentiator.

Figure 3.124 shows the bond graph model of an ideal differentiator. From the bond
graph we can analyze for the gain of differentiator amplifier. The treatment is similar
to that of the integrator amplifier.

Starting from f4 = f5 = 0, we can write
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Fig. 3.123 Differentiator
op-amp circuit
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f2 = f3 = − f9 = − f8 = − (e7 − e9) /RF (3.149)

= − (−μe3 − e3) /RF (3.150)

= (1 + μ) e3/RF = (1 + μ) (e1 − e2) /RF (3.151)

From constitutive relation of C-element, e2 = C−1
1

∫
f2dt which by tak-

ing Laplace transform of both sides with initial conditions taken as zero gives
E2 = F2/(C1s), where E2 = e2(s) = £(e2(t)) and likewise Laplace transform
of other variables are indicated by upper case letters. Then, we can write

F2 = (1 + μ) (E1 − E2) /RF = (1 + μ)

RF

(
E1 − F2

C1s

)
(3.152)

Equation 3.152 can be simplified to obtain

F2 = (1 + μ)C1s

1 + μ+ RF C1s
E1

which gives

E2 = F2

C1s
= (1 + μ)

1 + μ+ RF C1s
E1 (3.153)

and

E3 = E1 − E2 = RF C1s

1 + μ+ RF C1s
E1 (3.154)
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Fig. 3.125 Sample and hold
circuit
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From e6 = −μe3, we get

E6 = −μRF C1s

1 + μ+ RF C1s
E1 (3.155)

If we take μ → ∞, we get

k = E6

E1
= −RF C1s

Thus the output of the amplifier is inverted and scaled differentiation of the input
signal, i.e.,

e6 = β
de1

dt
(3.156)

where β = −C1 RF is the differentiator gain. If we choose RF = 1/C1 and use an
additional inverting amplifier with unit gain then we obtain ideal differentiation of
an input signal.

3.3.3.5 Sample and Hold Devices

This device is used in analogue to digital conversion. Here a signal value must be
established while it is converted to digital representation. Figure 3.125 shows the
schematic diagram of a sample and hold circuit.

Figure 3.126 shows the bond graph model of a sample and hold circuit. From the
bond graph we can analyze the behavior of sample and hold circuit.
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Fig. 3.127 Comparator
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From the bond graph model, we see that

f2 = V2 − e3

Rs
(3.157)

If Rs is very high, f2 ≈ 0, and the circuit is broken. If Rs = Rnormal, Eq. 3.157
provides the value of the current which will charge the capacitor till e3 = e9 = V2.
Since the current taken by the op-amp will be zero the output voltage e6 will be equal
to V2. When switch breaks the contact Rs = Rhigh, the capacitor will hold the input
voltage corresponding to last sampled value, and e9 will be given as

e9 = Q9

Ch
=

∫
f2dt

Ch
(3.158)

These sample and hold amplifiers are used to hold an instantaneous value of analog
voltage until an analog to digital (A/D) converter is ready to convert it into digital
output.

3.3.3.6 Comparator

A comparator compares two voltage signals, i.e., it shows which of the two voltage
signal is larger. An op-amp with no feedback can be used as a comparator, i.e., in
open loop configuration. One of the voltage is applied to inverting input and other
is applied to non-inverting input. Figure 3.127 shows the schematic diagram of a
comparator.

Figure 3.128 shows the bond graph model of comparator. From the bond graph
we can analyze the behavior of comparator.

e4 = μe3 = μ(V2 − V1)
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If V2 = V1 then e4 = 0, i.e., there is no output. If V1 > V2, i.e. inverting input is
more than the non-inverting input then e4 is negative. If V2 > V1, i.e. non-inverting
input is more than the inverting input then e4 is positive.

3.3.4 Semiconductor Diode

The aim of this section is to provide a general modeling of semiconductor diode.
A diode, as a rectifier, allows electric current flow in one direction and blocks it in
the opposite direction. A diode in an electronic circuit is equivalent to a check valve
in a hydraulic circuit. The unidirectional current flow behavior is called rectifica-
tion. Rectification is used to convert alternating current to direct current (AC/DC
conversion).

As we all are aware that if a p-type region of silicon is created adjacent to a
n-type region by appropriate doping, a pn junction is created as shown in Fig. 3.129a.
At the pn junction, electrons from the n-type silicon diffuse to occupy the holes in
the p-type silicon, creating a depletion region. The p-type side of diode is called
anode while n-type side of diode is called cathode. A small electric field develops
across the depletion region due to diffusion of electrons. It results in a small voltage
difference across the depletion region which is called contact potential. For silicon,
this contact potential is of the order 0.6–0.7 V. The positive side of contact potential
is in the n-type region whereas negative side is in the p-type region since diffusion
of electrons has taken place. If the positive side of a voltage source is connected to
anode of diode and negative side of voltage source is connected to cathode of the
diode, a complete circuit is formed. The diode in this condition is said to be forward
biased as shown in Fig. 3.129b.

The applied voltage has to overcome the contact potential for current to flow
through the circuit. As the applied voltage approaches the contact potential value i.e.
0.6–0.7 V the current through diode increases exponentially. This is described by the
diode characteristic equation or Shockley diode equation as

Id = I0

(
eqVd/(ηkT ) − 1

)
(3.159)

where Id is the current through junction, I0 is reverse saturation current, q is the
charge of one electron, k is Boltzmann’s constant, Vd is forward bias voltage across
the junction, η is diode ideality factor (for silicon, it is between 1 and 2), and T is the
absolute temperature of the junction in Kelvins. The voltage drop across a forward-
biased diode does not practically change with the current. However, as seen from
Eq. 3.159, it is dependent on temperature. Thus, specially designed diodes can be
used as temperature sensors. The variation of the forward voltage with temperature
is the basic principle on which the temperature measurement device called thermal
diode is developed.
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If the positive side of a voltage source is connected to cathode of diode and
negative side of voltage source is connected to anode of a diode, the diode is said to
be reversed biased as shown in Fig. 3.129c. In this condition, the depletion region gets
enlarged prohibiting the diffusion of electrons. Thus, we see that a semiconductor
diode passes current in only one direction, i.e., when it is forward biased. Note that
a special diode called Zener diode allows backward current when potential across it
exceeds the breakdown voltage. The schematic symbol for semiconductor diode is
shown in Fig. 3.129d.

Figure 3.130 shows the current voltage characteristic of semiconductor diode.
From this figure it is seen that current–voltage characteristic of semiconductor diode
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is exponential when forward biased. There is a very high increase in current as voltage
reaches 0.7 V. When the diode is reverse biased it can withstand a reverse voltage up
to a certain limit called breakdown voltage. In this position diode fails because of
large increase in reverse current.

In Fig. 3.131, dotted line shows the real behavior of the diode and other lines
show its various approximations. In ideal diode approximation, the diode is fully on
if forward bias voltage is more than or equal to zero and when it is reverse biased, the
reverse saturation current is assumed to be zero. In Fig. 3.131, switch approximation
shows that unlimited current can flow (off course, the limit on the current will be
set by other elements in the circuit) when the applied voltage exceeds the 0.7 V and
the current is zero if the applied voltage is less than 0.7 V. The piece-wise linear
approximation fits one or more straight line segments near the knee-voltage and
works well for numerical simulations.

The bond graph model of diode can be created using a nonlinear R element [1, 6].
If the R element appears in conductive causality then we can also model it with a
virtual effort sensor and modulated source of flow as shown in Fig. 3.132.

If the diode comes in resistive causality then we can also model it with virtual
flow sensor and modulated source of effort as shown in Fig. 3.133.

Special kind of diodes need special modeling. A photodiode can convert incident
light into either voltage or current. The solar cell is in fact a large area photodiode. The
symbol of photodiode contains two additional inclined rays pointing to the triangle in
the diode symbol. Photodiodes use PIN junctions instead of pn junctions to improve
the response time. A PIN diode contains a wide, lightly doped intrinsic semiconductor
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Fig. 3.133 Modeling of diode
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region in between the p and n-type semiconductor regions. Contrary to ordinary
diodes, a photodiode is designed to operate in reverse bias. When light falls on the
diode (usually, the diode has a window or optical fiber connection for the incident
light), the current flows in reverse direction. When photodiode is used in photovoltaic
mode or zero bias mode, the photocurrent cannot flow out of the device and as a
result, the voltage builds up. This principle called photovoltaic effect is the basis
on which solar cells are designed. When the photodiode is used in photoconductive
mode, it is reverse biased. The reverse bias induces the saturation or back current for
which a given spectral distribution of incident light is proportional to the illuminance
or irradiance. The constitutive relation for the photodiode is similar to the normal
diode with the reverse saturation current expressed as a function of the illuminance.
Thus, it is modeled as a modulated nonlinear R element with the illuminance as the
modulating signal.

A light-emitting diode (LED) works on the principle of electroluminescence.
LED is formed from a direct band-gap semiconductor. In a forward biased LED,
electrons recombine with holes within the device and release the amount of energy
depending on the energy gap (band gap) of the semiconductor. The released energy
is in the form of photons. The energy of the photon, i.e., the energy gap of the
semiconductor, determines the wavelength or color of the emitted light. For example,
Gallium arsenide (GaAs) LED emits infrared range light whereas Indium gallium
nitride (InGaN) LED can emit yellow, blue, or violet light. A laser can be formed by
embedding an LED in a resonant cavity formed by polishing the parallel end faces.
Such diodes are called laser diodes. They are commonly used in optical storage
devices and laser pointers.

The symbol of LED contains two additional inclined rays pointing out from the
triangle in the diode symbol. An LED begins to emit light when its on-voltage, which
is around two to three volts, is exceeded. In contrast of usual diodes, the materials
used for LEDs must have very high refractive indices. Construction of typical LEDs is
complicated because angled facets similar to a jewel must be provided for the emitted
light to escape out and not get trapped in internal reflections. The characteristic of
an LED is similar to a normal diode. Thus, the LED can be modeled as a nonlinear
RS (resistance-source) element as shown in Fig. 3.134.

For small signal AC analysis, usually one includes the diode or junction capac-
itance in the model [17]. This capacitance appears due to the dynamic depletion
or accumulation of charges across the anode and cathode junction sides of the pn
junction. This generalized model is shown in Fig. 3.135.
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We can revise Eq. 3.159 to the form

Id = I0

(
eVd/(ηVT ) − 1

)
(3.160)

where η is a material factor (1 for silicon and 2 for Germanium, etc.) and VT =
kT/q = T/11600 is the thermal voltage (approximately 26 mV at normal temper-
ature of 300 K). The voltage across the diode Vd is determined from the state Qd

associated with total diode capacitance C:Cd in the model given in Fig. 3.135 as
Vd = Qd/Cd . Note that the total capacitance is due to the junction capacitance and
the diffusion capacitance. The total capacitance is modulated between two values:
Cd = CF for forward bias or positive flow and Cd = CR for reverse bias or negative
flow. Typically, value of CF is in the order of tens of μF and CR is in the order of
tens of pF.

For small signal analysis, the total capacitance can be written as

Cd = IQτF/VT + CJ (3.161)

where IQ > 0 is the DC component (bias) of the current about operating point,
τF is the forward transit time of charge carriers, CJ is the junction capacitance, and
IQτF/VT is the diffusion capacitance. Again, for small signal model, the approximate
linear resistance about an operating point (called Q-point) can be taken to be

Rd = ηVT /IQ

where IQ is the DC component (bias) of the current (the small variation due to AC
component does not change resistance).

Let us consider a circuit with diodes as shown in Fig. 3.136. This circuit is one form
of the Wien bridge oscillator which can generate a sine wave with a large range of
frequencies. Wien bridge oscillator is used in various applications like measurement
of capacitance and radio frequencies. The basic circuit contains four resistances, two
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capacitors, and an op-amp. The feedback resistance R f in parallel with two diodes
can be considered to be one equivalent resistance. As we will see later, the two diodes
are used to stabilize the oscillator.

When the two diodes and the feedback resistance are replaced by the equivalent
resistance Re, the resulting circuit can be drawn as shown in Fig. 3.137. In reality, all
the resistances and capacitances can have different values. For simplicity of analysis,
we have assumed same values for some of the resistances and capacitances.

The bond graph model of the Wien bridge oscillator can be drawn as shown in
Fig. 3.138. This model is developed with point potential approach [19]. The ground
node is represented by a zero effort source. We can remove all bonds with zero effort
from the model. In addition, junctions with only two bonds can also be removed and
its two bonds can be merged to a single bond. Likewise, two adjacent junctions of
same type can be merged together. These are some of the bond graph reduction steps
as detailed in [19] and other bond graph text books.

The reduced bond graph model of the system is shown in Fig. 3.139. This bond
graph modeled is properly causalled with integral causality assigned to the two
storage elements. Moreover, bonds have also been numbered in the model so that we
can analyze the model. One can very easily see that this causalled model contains
many causal and algebraic loops (zero-order causal paths) and thus it is difficult to
analyze such a system manually. Thus, we will try to remove some of these zero-order
causal paths (ZCPs) as a preprocessing step.
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Initially, we will consider only the top part of the model which does not contain
any states. We try to replace the junction structure between bond number 8 and bond
number 14 by an equivalent transformer. This is possible because all causal paths
in this zone have zero order (no states). Thus this part is simply a resistive structure
which can be modeled as a two-port R field. Moreover, the flow in bonds 1, 7, and
8 are zero which implies there is only one non-zero output from the equivalent two-
port R field connected to bonds 8 and 14. In the given causality, the inputs of the
R-field are e8 and f14, and the outputs are f8 = 0 and e14. Thus, the R-field can
now be replaced by a simple one way connection (activated transformer) between
e8 and e14 and we can find that gain. Recall the concept of causal paths and gains
from Chap. 2. The causal path through the transformer element with effort activated
bonds do not exist when following the flow variable. The collocated gain f8/e8 = 0
and f8/ f14 = 0 because f8 = 0. We can see that the contribution to gain e14/ f14
from the top part of the model is zero because all causal paths from f14 to e14 pass
through the lower part. Thus, there exists only one gain between bonds 8 and 14
which means it has to be an active connection.

The forward path gain between e8 and e15 is found from causal path e8 → e1 →
T F → e2 → e14 and it is p1 = μ where μ is the op-amp gain. The loop gains
are found from the loops shown by dotted paths in the bond graph model. They
are e7 → e1 → T F → e2 → e3 → e5 → e7 and f4 → Re → e4 → e5 →

http://dx.doi.org/10.1007/978-1-4471-4628-5_2
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Fig. 3.140 Reduced bond
graph model of Wien bridge
oscillator with equivalent
resistance after removal of
the zero-order causal paths
(ZCPs)
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e6 → R1 → f6 → f5 → f4, with the associated loop gains L1 = −μ (one power
direction reversal in bond 7) and L2 = −Re/R1 (one power direction reversal in
bond 4).

The loop with gain L2 does not touch the forward path. There are no mutuality
non-touching loops. Thus, application of Mason’s gain rule gives

e14

e8
= p1�1

�
= p1 (1 − L2)

1 − (L1 + L2)

= μ (1 + Re/R1)

1 + μ+ Re/R1
(3.162)

If we assume the op-amp gain to be very high, i.e., μ → ∞, then

β = e14

e8
= 1 + Re

R1
(3.163)

where β is a gain parameter.
The bond graph model shown in Fig. 3.139 can now be revised to a form as shown

in Fig. 3.140.
There are two states (Q9 and Q13) in the bond graph model associated with two

integrally causalled storage elements. The state equations can be written as follows:

Q̇13 = f13 = f12 = e12/R2

= (e14 − e11 − e13) /R2 = (βe11 − e11 − e13) /R2

= ((β − 1)e9 − e13) /R2

= (β − 1) Q9 − Q13

R2C2
(3.164)

and

Q̇9 = f9 = f11 − f10 = f13 − e10/R2 = f13 − e9/R2

= ((β − 1)e9 − e13) /R2 − e9/R2

= (β − 2) Q9 − Q13

R2C2
(3.165)
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We can write the above state equations in state space matrix form as follows:

d

dt

{
Q9
Q13

}
=

[
κ (β − 2) −κ
κ (β − 1) −κ

]
︸ ︷︷ ︸

A

{
Q9
Q13

}
(3.166)

where κ = (R2C2)
−1 and β has been defined earlier as β = 1 + Re/R1.

The oscillator is stable when real part of eigenvalues of matrix A are negative. To
find the stability condition, we can write the characteristic equation as |λI − A| = 0
where λ is a eigenvalue and I is a 2 × 2 identity matrix. This gives

∣∣∣∣λ− κ (β − 2) κ

−κ (β − 1) λ+ κ

∣∣∣∣ = 0

or
λ2 + κ (3 − β) λ+ κ2 = 0 (3.167)

From Eq. 3.167, we find that real parts of roots are negative only when 3−β > 0,
i.e., the stability condition is given by

Re/R1 < 2 for κ > 0 (3.168)

Thus, the oscillator gives stable decaying output for Re/R1 < 2 and unstable
output for Re/R1 > 2. To make the oscillator oscillate perpetually, we have to set
Re/R1 = 2, i.e., make it marginally stable. Note that this is not a passive system where
oscillating solution means a conservative system, rather here energy is continuously
dissipated by four resistances and pumped by the active op-amp.

In early Wien bridge oscillators, it was not possible to correctly tune the resistances
to operate the oscillator in metastable mode. In 1938, Meacham proposed the use
of a lamp as a variable resistance in the circuit. William Hewlett, when working for
the master thesis at Stanford University in 1939 came up with a solution where he
used an incandescent bulb in place of resistance R1 and chose the bulb of proper
wattage such that Re is slightly larger than 2R1. Initially, the bulb resistance is such
that the oscillator is unstable and as the bulb heats up, resistance R1 reduces and the
oscillator becomes stable. The thermal time constant of the system is so large that the
bulb ultimately operates at an equilibrium temperature and sustains the oscillator.

Modern Wien bridge oscillators use diodes, thermistors, field effect transistors,
etc. in place of incandescent bulbs. The circuit shown in Fig. 3.136 uses two counter-
oriented diodes which allow free flow of current if the voltage V f across resistance
R f exceeds the knee voltage, i.e.,

∣∣V f
∣∣ > 0.7 V. In this condition, the effective

resistance Re is almost zero and thus Re/R1 < 2 and the oscillator is stable. When the
voltage across the diodes is lower than the knee voltage, i.e., −0.7 V < V f < 0.7 V,
then the effective resistance Re is almost same as R f (the diodes in this case offer
theoretically infinite resistance). Thus, by choosing a value of R f marginally higher
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than 2R1 (nominally unstable oscillator), the oscillator becomes initially unstable
and as its generated voltage tries to exceed knee voltage it becomes stable. This way,
a confinement of the output voltage amplitudes around the knee voltage is achieved.

The frequency of the oscillator can be tuned by changing the time constant. From
Eq. 3.167, in marginally stable state (β = 3), the eigenvalues are λ = ±iκ with
oscillation frequency ω = κ = 1/(R2C2).

3.3.5 Transistor

The basic building block of modern electronic devices is a semiconductor device
called transistor which means transfer resistor. Complex integrated circuits (ICs)
contain millions or billions of transistors. A transistor has three or more terminals. It
is primarily used as an amplifier or switch. One pair of terminals of a transistor can be
used as the controlling terminal to which a voltage can be applied in order to change
the current flowing through another pair of terminals. Like the op-amp, the output
power can be higher than the power at the control input. In fact, an op-amp contains
several transistors (see the internal design of an op-amp given in Fig. 3.105). Thus,
a transistor can be used to amplify a signal. It can be used as an electronic switch.

Transistors are categorized by the type of semiconductor material used, the struc-
ture (bipolar junction transistor or BJT, field effect (unipolar) transistor or JFET,
etc.) and electrical polarity (NPN, PNP, etc.). The categories can be mixed such as
in the metal–oxide–semiconductor field-effect transistor (MOSFET) which exposes
the material and the structure in its name.

In this book, we will deal with bipolar junction transistors or BJTs. BJT is widely
used because it offers high output resistance and transconductance compared to other
transistors. BJT also performs better in very high-frequency applications in the range
of radio frequency and above, such as those used in wireless communications. A BJT
is made by stacking three differently doped semiconductor regions. These are emitter,
base, and collector regions. Each of these semiconductor region is connected to a ter-
minal. The terminals are named according to the region to which they are connected,
i.e., emitter (E), base (B), and collector (C) terminals, as shown in Fig. 3.141a. Phys-
ically, the base lies between the emitter and the collector. The doping of the three
semiconductor regions decides the electrical polarity of the transistor. In a PNP BJT,
one uses p-type emitter, n-type base, and p-type collector. In a NPN BJT, one uses n
type emitter, p-type base, and n-type collector.

A transistor physical structure may give a false feeling of two oppositely biased
diodes in series with a shared base (e.g., PN+NP=PNP). However, there are some
basic differences which cause the transistor to behave differently. The BJT is asym-
metrically doped, i.e., the doping level in the collector and the emitter are different.
The base, which physically lies between the emitter and the collector, is made from
high resistivity material with light doping. The collector is lightly doped whereas
the emitter is heavily doped. Note that the collector–base junction is reverse biased
for normal operation of the transistor. The lightly doped collector allows breakdown
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Fig. 3.141 Schema of cross-
section of a parallel and
b lateral NPN transistors with
terminals

E B C

n
p

n

Substrate

E B C

n

p

n

Substrate

(a) (b)

of the collector–base junction under application of a large reverse bias voltage. The
heavily doped emitter increases the emitter injection efficiency, i.e., more carriers are
injected by the emitter in comparison to the base. During amplification, the emitter
injects most of the carriers injected into the emitter–base junction. The collector is
the output terminal and it surrounds the emitter region completely (see Fig. 3.141a).
Usually a large collector base junction area in comparison to emitter–base junction
area ensures that all carriers are trapped by the collector. Thus, the emitter is the
source from which the output power at the collector is drawn. The controlling ter-
minal is the base. When a small controlling potential difference is applied across the
base-emitter terminal, a large current flows between the emitter and the collector.

The transistor with schematic cross-section as shown in Fig. 3.141a is said to be a
parallel BJT. The schematic cross-section of a lateral BJT is shown in Fig. 3.141b. A
lateral BJT is symmetrical with equal base–collector and base-emitter areas. Thus,
lateral BJTs give inefficient performance, low amplification, and breakdown voltage.
However, they are suitable for special applications like in CMOS (complementary
metal–oxide–semiconductor) used in ICs and microprocessors, etc.

To explain the working principle of BJT further, let us look at the schematic
of NPN BJT shown in Fig. 3.142. The transistor can be operated in various modes
depending upon the voltages applied across the terminals. Here, we will consider the
forward active mode operation. The n-type emitter is heavily doped as compared to
n-type collector and the p-type base is lightly doped. Moreover, the collector–base
junction is reverse-biased whereas the emitter–base junction is forward biased. The
shared base is so thin that carriers can diffuse across the base in a short time (this
time duration has to be smaller than the semiconductor’s so-called minority carrier
lifetime). The control potential VB E is applied across the base-emitter junction.
Application of VB E disturbs the equilibrium between thermally generated carriers
(the travelling vacancies in the valence-band electron population or holes) and the
repelling electric field of the depletion region. This disturbance causes injection of
thermally excited electrons into the base region which then diffuse through the base
to the collector side. The base thickness must be much less than the diffusion length
of the electrons to allow the electrons reach the base–collector interface. Because the
base is p-type, the electrons in the base are minority carriers whereas the holes in the
base are majority carriers. The concentration of electrons varies from a higher value
at base-emitter junction to a lower value at base–collector junction. The electrons
that diffuse through the base toward the collector are sucked into the collector (by
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Fig. 3.142 Schema of NPN
BJT showing charge transfer
when emitter–base junction
is forward biased and base–
collector junction is reverse
biased
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Fig. 3.143 a Schematic representation of NPN transistor. b Schematic representation of PNP
transistor

breaking down the base–collector junction) by the electric field in the depletion
region of the collector–base junction.

Thus, in forward active mode operation of a NPN BJT, the base-emitter voltage and
collector–base voltage are positive which cause forward biased emitter–base junction
and reverse biased base–collector junction. In this mode, electrons are injected from
the emitter region into the base from where they diffuse toward the collector and
are swept away or sucked in by the electric field in the reverse biased base–collector
junction. As can be seen from Fig. 3.142, the current through emitter IE = IEn + IEp,
where IEn is due to diffusion of electrons from the emitter to the collector and
IEp = IB1 is due to holes or base majority carriers wandering into the emitter. Note
that a hole entering is equivalent to an electron leaving. The diffusion current IEn

combines with some holes (IB2) within the base and depletes the current. This is
called recombination and it can be reduced when the base is sufficiently thin (much
less than diffusion length of electrons). From Fig. 3.142, we can write IE = IC + IB

where IC  IB . The ratio of the currents is defined by factors αF = IC/IE and
βF = IC/IB . These factors are influenced by the operating temperature. At room
temperature, the emitter current increases by about a factor of 10 for a small increase
in VB E by approximately 50 to 60 mV.

Figure 3.143 shows the schematic representation of the NPN and PNP transistors.
In case of the NPN transistors, the principal current flows in at the collector and it
comes out at emitter (also see Fig. 3.142). In case of PNP transistor the principal
current flows in at the emitter and comes out at the collector. In both cases (i.e., NPN
and PNP types) the control signal is applied to the base.
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Now let us take the case of the NPN transistor shown in Fig. 3.143a. Let us
apply an arbitrary voltage −VE at the three terminals of the transistor. This makes
the emitter grounded, symbolically as shown in Fig. 3.144a or schematically as in
Fig. 3.144b. This kind of setting a reference potential (or ground potential) leads to
the common emitter model of a transistor. A bond graph model for this grounded
emitter configuration can be created as two-port R field [22] as shown in Fig. 3.144c.
We will detail the constitutive relation of the R-field at a later stage. Note that with
known emitter point potential, the two-port R field relates the emitter referenced
voltages to base and collector currents (IB and IC ). The emitter current is not an
independent output because IE = IC + IB .

3.3.5.1 Transistor as an Amplifier

Transistors are nonlinear devices. However, for some steady value of control input, it
can have an approximately linear characteristic. One characteristic curve of a typical
BJT operating in forward active mode is shown in Fig. 3.145. As can be seen from
the figure, the transistor behaves linearly away from the two knee points (marked as
linear region in Fig. 3.145). Moreover, it can be seen that if there is a small change
in base current IB , one can get a large change in collector current IC .

A transistor can operate in three operating regions. In the active region, the col-
lector current is proportional to the base current with a large amplification gain. The
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Fig. 3.146 An amplifier
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operating conditions of the transistor in cut-off region are zero input base current IB ,
zero output collector current IC , and maximum collector voltage VC E which results
in a large depletion layer and no current flowing through the device. In this condition,
the transistor is said to be fully switched off. In the saturation region, the transistor is
biased in a manner to result in maximum amount of base current which causes maxi-
mum collector current, minimum collector emitter voltage drop, and small depletion
layer. In this condition, maximum current flows through the transistor and it is said
to be fully switched on. The power loss from the transistor is least when it is fully
off or fully on.

This characteristic of the transistor is exploited in various ways to design different
electronic circuits. For use as an amplifier, the transistor is operated in the active
region. For use as switch, the transistor is operated outside the active region, i.e., its
operation is shifted back and forth between the saturation and cut-off regions.

To illustrate how to create the bond graph model of a circuit using transistors, let us
take an example as shown in Fig. 3.146 where transistor has been used as an amplifier.
For this system, the bond graph can be drawn as shown in Fig. 3.147. Here transis-
tor has been modeled as a R field. The R-field parameters change depending upon
the causalities at the ports, i.e., the base, emitter, and collector terminal connections
[19, 22]. These parameters (usually linearized about some operating point because
the V-I characteristic is linear in the active region) are termed z, y, h, and g-parameters
in electronics literature. For the causality assigned to the R-field in Fig. 3.147,
y parameter will be used.

The R-field used in the bond graph model does not clearly show the energy flow
path. In fact, the flow injection (as shown earlier in Fig. 3.142) can be better revealed
if we expand the R-field. In the given causality, the R field receives two effort signals
(VB E and VC E ) and computes two flow signals (IB and IC ). The two direct or
diagonal resistances in the R-field can be retained as two one-port resistances. The
cross resistances modeling dependence of IB on VB E and IC on VB E can be modeled
by active feedbacks through effort detectors and modulated flow sources (called flow
injections). In this type of model, internal current components are clearly revealed
as shown in the bond graph model given in Fig. 3.148. These current components are
the transistor’s linking current, i.e., the current that flows from the collector through
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Fig. 3.148 Flow injections in the BJT two-port model

the base and finally into the emitter. The two source of flows in the model illustrate
the active nature of the transistor.

3.3.5.2 Transistor as a Switch

In mechatronic systems transistor is often used as a switch. When using the transistor
as a switch, a small base or input current controls a much larger collector or output
load current. To understand how transistor can be used as a switch, let us consider
the common emitter configuration of the transistor as shown in Fig. 3.149.

Applying Kirchhoff’s voltage rule to input and output sides of the circuit, we get

VB B = IB RB + VB E (3.169)

and
VC E = VCC − IC RC (3.170)
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Fig. 3.149 Common emitter
configuration of NPN BJT
used as a switch
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Let us take VB B as DC input voltage Vin and VC E as DC output voltage Vout .
Then we can write Eqs. 3.169 and 3.170 as

Vin = IB RB + VB E (3.171)

and
Vout = VCC − IC RC (3.172)

Let us try to understand how Vout changes as we increase Vin from zero value
onwards for silicon NPN BJT.

The transistor behavior can be described for three conditions by keeping VCC fixed
and varying the control signal or the base input voltage Vin = VB B (see Fig. 3.150):

1. When both VB E < 0 and VBC < 0 (this is always so for reverse biasing collector–
base junction), both collector–base and emitter–base junctions are reverse biased
and the transistor is in the cut-off region. For silicon NPN BJT, this actually
happens when Vin < 0.6 V (approximately, 0.7 V is the knee voltage of junction
diode). In this condition, there will be no output current (i.e., IC = 0) and the
transistor is said to be in fully off-state (Fig. 3.150). Thus, from Eq. 3.172, we
find Vout = Vcc.

2. When Vin > 0.6 V, the collector–based junction is reverse biased and the emitter–
base junction is forward biased. In this condition, there is some output current
IC and the transistor is said to be in forward active state as shown in Fig. 3.150.
From Eq. 3.172, Vout decreases as IC increases. With increase of Vin , IC increases
almost linearly and thus Vout decreases linearly till its value becomes less than
almost 1.0 V.
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3. If Vin is increased further then relation between Vin and Vout becomes nonlinear.
Due to increase of IC , Vout value becomes very small though it may never become
zero and transistor is said to have gone into a state of saturation. Note that Vout =
VC E . The nonlinear portion of the transistor characteristic will be discussed later
when we discuss the large signal model of a transistor (Fig. 3.159). The transistor
is now said to be fully on.

If we observe the schematic plot between Vout and Vin given in Fig. 3.150, it can
be seen that the transitions from cut-off state to active state and from active state to
saturation state are not sharply defined.

Use of a transistor as a switch has been discussed many times in this chapter. For
example, we can consider the switches in the H-bridge arrangement for pulse-width
modulation and in sample and hold device. Let us see how transistor can be used as
a switch with base voltage (Vin = VB B ) as the controlling signal.

• If Vin is lower than cut-off threshold such that it is unable to forward bias the
emitter–base junction then IC is low and Vout is high. The transistor is said to
be fully switched off (or the equivalent mechanical switch is open and breaks the
circuit).

• If Vin is high enough to drive the transistor into saturation then IC is high and Vout

is low. The transistor is said to be fully switched on (or the equivalent mechanical
switch is closed).

Thus, if we determine the lower and higher input voltage thresholds corresponding
to cut-off and saturation of the transistor then we can regulate the output of the
transistor between two discrete states.

Note that for inductive or capacitive loads (e.g., a relay) the actual circuit needed to
operate the NPN BJT as a switch needs an additional diode (called a flywheel diode or
protective diode) in parallel to the load resistor so that large instantaneous inductive
reverse collector current is isolated. For heavy load applications needing large output
current, the amplification (or DC current gain) of the BJT may become too low. In this
case, a small gain input transistor is used to switch on or off a larger gain second or
output transistor as shown in Fig. 3.151. The two transistors are connected in series,
which is referred to as a complementary gain compounding configuration or more
commonly as a Darlington transistor or Darlington pair configuration. Darlington
transistors contain two BJTs in series so that the net current gain is the product of
the current gains of individual transistors and the whole device behaves like a single
transistor switch with a large effective current gain for a much smaller base current.

Transistor as a switch is also used in a buck converter. A buck converter is a
step-down DC to DC converter. A buck converter can operate at efficiency above
95 %. Note that a potentiometer like arrangement (see Fig. 3.86) can also be used to
step-down DC voltage. However, such step-down of DC voltage can be useful only
for DC voltage measurement. If one needs to draw power on the output side, such as
to drive a motor, then current must flow through the resistor which will lead to heavy
power loss. Thus, a buck converter is used as DC step-down transformer when the
output load draws enough current.
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The buck converter is typically used in laptop computers, mobile phone battery
chargers, etc. It is generally used to convert 12V battery output in a laptop to few
volts needed by the processors. Its high efficiency means that a fully charged battery
can last longer. A buck converter is a simple circuit with a transistor switch, a diode,
an inductor, and a capacitor as shown in Fig. 3.152. The flywheel diode is used to stop
the reverse inductive current. The transistor base current is a pulse-width modulated
square wave which drives the transistor as a switch. The actual circuit and connections
to the transistor are not shown here. The switch symbol in Fig. 3.152 means a PNP
transistor whose output is either Vi or zero, depending on the base current. Here, a
PNP transistor is used as a switch because of negative ground, for positive ground
one can use NPN transistor.

The bond graph model of the buck converter is given in Fig. 3.153 where the
transistor switch has been modeled as an ideal switch. Note that a transistor’s response
time is usually a few nanoseconds which is much less than the buck converter’s
response time. Thus, ideal switch assumption does not change the system response.
The load is assumed to be a constant voltage Vo. The transformer modulus μ is
switched between 1 (on) and 0 (off). The diode is modeled by element RD which has
an idealized constitutive relation

RD =
{

RHigh if e > 0 (diode is reverse biased)
RLow if e ≤ 0 (diode is forward biased)

Note that the diode could be modeled with its actual constitutive relations. How-
ever, it may be noted that the diode resistance does not appear in system equations
because the effort at the 0-junction to which it is attached is determined by the source.
The diode is simply there to complete the circuit when the transistor is switched off.
Moreover, no current flows through the diode when the transistor switch is on and
no voltage drop occurs across the diode (because it is assumed to be ideal) when the
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transistor switch is off. Thus, one factor of power (e or f ) is always zero and the
net power dissipation in the diode is zero. So, it can be removed from the model. If
a real diode has to be actually modeled then we need to consider two bond graphs:
one without the diode and the other without the voltage source and the switch. There
would then be two sets of system equations and one of them would be active at one
point of time. This kind of a system is then called a hybrid system (a system with
discrete mode changes). It is possible to create one combined bond graph model for a
hybrid system with variable causality and such a bond graph model is called a hybrid
bond graph.

Let us assume that the square wave pulse operating the switch has a time period T
and it is on for time duration κT and remains off for time duration (1 − κ) T where
0 ≤ κ ≤ 1 and κ decides the duty cycle. When the switch is closed, the diode is
reverse biased (RD = RHigh and f = e/RHigh = 0) and no current flows through
it. During this period, the inductor stores energy. From the bond graph, we find the
effort in bond 6 during μ = 1 as

e6 = e5 − e7

= μe1 − e9

= Vi − Vo (3.173)

Thus, the current in the inductor at t = κT is found to be

f6 = 1

L

∫ κT

−∞
e6dt

= I0 + 1

L

∫ κT

0
e6dt

= I0 + (Vi − Vo)

L
κT (3.174)

where I0 is the current at t = 0.
Let us now analyze what happens for the duration t = κT to t = T , i.e., when

μ = 0. The diode is forward biased and conducts freely to complete the circuit.
During this period, the effort in bond 6

e6 = e5 − e7
= μe1 − e9
= −Vo
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and the current in the inductor

f6 = 1

L

∫ T

−∞
e6dt

= IκT + 1

L

∫ T

κT
e6dt

= I0 + (Vi − Vo)

L
κT − Vo

L
(1 − κ) T (3.175)

where IκT = I0 + (Vi −Vo)
L κT is the current at t = κT .

In steady-state operation, the currents must be same at beginning and end of a
cycle, i.e., at t = 0 and t = T . Thus, we must satisfy

I0 = I0 + (Vi − Vo)

L
κT − Vo

L
(1 − κ) T (3.176)

⇒ (Vi − Vo)

L
κT = Vo

L
T − Vo

L
κT (3.177)

which gives
Vo = κVi (3.178)

Because 0 < κ < 1, the output voltage is always less than the input voltage and
the buck converter acts as a DC step-down transformer.

Let us now consider a resistive load. The bond graph model of the circuit can
now be given as shown in Fig. 3.154. In this case, the load voltage is decided by
the current through the resistor and it is no more constant. Moreover, the C element
modeling the capacitor in the circuit now appears in integral causality. The ideal
diode is dropped from the model for simulation.

The simulation of the bond graph model given in Fig. 3.154 was performed with
the following data: Vi = 12 V, L = 0.01 H, C = 0.01 µF, RL = 1 k�. This limits
the peak collector current within 12 mA. The pulse time period and duty cycle were
chosen as T = 3 µs and κ = 0.25 (25 % on time and 75 % off time). As a result, the
expected output voltage is Vo = κVi = 0.25 ∗ 12 V = 3 V. The response of output
voltage and the voltage across the inductor are shown in Fig. 3.155. It is found that
the steady-state value of output voltage is indeed 3 V and it is reached fairly quick
within 50 µs. Moreover, at all times during the transient when the transistor if off,
the minimum value of the potential across the inductor is negative of the maximum
output voltage at the previous instance when the transistor was on.
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Fig. 3.155 Time response of
buck converter with a resistive
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Note that the response settling time changes depending on the load resistance.
For heavy load, it can take significant time to reach the steady state. For too small
load resistance, the heavy current through the load during transistor off time may
fully drain the energy stored in the circuit during the transistor on time and thus
the step-down transformation fails. This is a critical issue that needs careful design.
Figure 3.156 shows the response of the buck converter system with the same para-
meter values as chosen before, but with pulse time period taken as T = 300 µs. The
response shows complete drain out of the energy during the transistor off time and
thus the output voltage repeatedly falls to zero.

Although we are not discussing the hybrid bond graph in this book, the system
equations from hybrid bond graph would look as follows:

Ṗ6 =
{

Vi − Q8/C if nT ≤ t < (n + κ) T
−Q8/C − RD (P6/L) if (n + κ) T ≤ t < (n + 1) T

(3.179)

Q̇8 = P6/L − Q6/(C RL)∀t (3.180)

where function RD (i) with current i = P6/L models the voltage drop across the
diode and n = 0, 1, 2.... represents the number of elapsed time periods and is found
as the truncated integer value of t/T , which can be modeled in C-language as
n =floor(t/T ). Note that the simulation of hybrid model with a small potential
drop across the diode gives the same result as before.
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Transistors can switch very rapidly, but they cannot switch AC or high voltages.
Transistors are also not good at switching large currents. In such cases, using relays
is a better choice and a transistor can be used to switch the current in the relay’s coil.
However, relays cannot switch rapidly and usually require much more power.

For other applications of transistor and their bond graph models, one can see [7]
for Colpitt’s oscillator and Chua circuit simulation.

3.3.5.3 Linearization and Small-Signal Transistor Model

For small signal applications, the transistor is usually brought to a given operating
point which is defined by a operating voltage VC E and a base current IB . The transistor
is then operated by marginally fluctuating the base current around the operating
point. The operating point lies in the linear zone (see Fig. 3.145). Thus, one can use a
linearized model for transistor operation. In fact, one needs two models: the first is a
full model which models the process of bringing the transistor to the operating point
and the second is a small signal (AC signal superposed over a static DC or operating
voltage) model. The linearized small signal model is also called an AC equivalent
circuit. The additional impedances with zero-mean AC frequency input (assuming
small amplitude and low frequency) are negligible for resistances as compared to
inductances and capacitances in the circuit. Thus, resistances are removed from the
AC equivalent circuit. For example, the amplifier circuit shown in Fig. 3.146 would
contain only the transistor and three capacitors. In the model of this equivalent circuit,
we can use an linearized description of the R field.

The linearization of the two-port R field depends on the causality on its two ports,
i.e., what are the known signals and what are the unknown variables that have to
be computed. Accordingly, one has to select the proper operating curve on which
linearization has to be performed. For example, if we know VC E and IB then we can
use the characteristic curve given in Fig. 3.145 to obtain IC . However, we cannot use
the same characteristic curve if IB and IC are known and VC E and VB E have to be
computed. Therefore, different sets of characteristic curves are used for linearization
depending upon the causality on the ports of the two-port R field. The description of
those linearized models is shown in Fig. 3.157.

The y- and h-parameter models are most commonly used for small signal modeling
of BJTs. In the h-parameter model (fourth item in Fig. 3.157) for common emitter
configuration, input current IB and output voltage VC E are independent variables.
In this model, parameters h11 and h22 are direct impedances (diagonal terms in the
matrix). One can write

VB E = h11 IB + h12VC E

where h11 is a linear resistance and h12VC E is voltage controlled voltage source
(effort activated transformer). Likewise,

IC = h21 IB + h22VC E
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Fig. 3.157 Two-port R field
linearized model of BJT under
different causal orientations
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where h22 is a linear conductance and h21 IB is a current controlled current source
(flow activated transformer).

The equivalent circuit of the h-parameter model can be drawn as shown in
Fig. 3.158.

In Fig. 3.158, input resistance hie=h11, transconductances hre=h12 and
h f e = h21, and output resistance hoe = 1/h22. The small letter subscripts indicate
that the model is meant for AC analysis. Note that hre represents the dependence
of the transistor voltage-current characteristic curve on the value of VC E . As can be
seen from Fig. 3.145, IC does not change much due to change in VC E (in the flat
linear regime where the slope is very small). The same is true for change in VB E due
to change in VC E around the operating point. Thus, usually one neglects hre (i.e.,
hre = 0) from the model. Parameter h f e is the current-gain (sometimes referred to
as DC gain βF or hF E ) of the transistor. As a further simplification, the output admit-
tance can be considered to be infinite and thus hoe = 0, i.e., it can be dropped from the
model. The h-parameter model is very similar to hybrid-pi or Giacoletto model. Note
that the h-parameter model is suitable for only small-signal low-frequency analysis.
For high-frequency analyses, h-parameter model can be adapted with inclusion of
inter-electrode capacitances and other parasitic elements.

3.3.5.4 Large Signal Model

The transport model for a BJT describes the three currents in the transistor. This
transport model is similar to the constitutive relation of a diode with the addition
for the diffusion of electrons through the base. These transport equations for a BJT,
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called Ebers-Moll equations, are given as

IC = IS

(
exp

(
VB E

VT

)
− exp

(
VBC

VT

))
− IS

βR

(
exp

(
VBC

VT

)
− 1

)
(3.181)

IB = IS

βF

(
exp

(
VB E

VT

)
− 1

)
+ IS

βR

(
exp

(
VBC

VT

)
− 1

)
(3.182)

IE = IB + IC = IS

(
exp

(
VB E

VT

)
− exp

(
VBC

VT

))
+ IS

βF

(
exp

(
VB E

VT

)
− 1

)

(3.183)

where VT = kT/q = T/11600 is the thermal voltage, IS is the reverse saturation
current, βF (or hF E ) is the forward common emitter current gain, and βR is the
reverse common emitter current gain. Typically, IS is in the range of 10−15–10−12 A,
βF is in the range of 20–500, and βR is in the range of 0–20. The complete Ebers-
Moll equations describe both forward and reverse mode operation. The first term
in collector and emitter current expressions gives current transported completely
through the base region.

Recall the definition of current gains. For forward active operation, they are

αF = IC/IE

βF = IC/IB

= IC

IC − IE

= αF

1 − αF

where αF is the common base forward short-circuit current gain whose value lies
between 0.98 and 0.998.

The forward-active, reverse-active, and saturation characteristics are schemati-
cally shown in Fig. 3.159. Note that IC is proportional to IB in both forward and
reverse active modes. The NPN BJT is in forward active mode for VC E > VB E and
IC = βF IB is a relation which holds for all values of VC E . For VC E < VB E , the tran-
sistor is in saturation. In saturation regime, IC is approximately proportional to VC E

as indicated by the dashed line in Fig. 3.159. Similar relations hold good for reverse
active mode. The proportionality approximation does not hold for a very small range
of operation between saturation and forward or reverse active mode operations (near
knee points). Likewise, in the common base characteristic, IC = αF IE is a relation
which holds for all values of VC B in forward-active mode operation and the similar
conclusion can be drawn for reverse-active mode operation.

The equivalent circuit model of Ebers-Moll equations is shown in Fig. 3.160 where
αR is the reverse common base current gain with αR = βR/(1 + βR).

The Ebers-Moll equations for forward active mode operation with αF = βF/

(1+βF ) are obtained by setting VBC = 0 in full Ebers-Moll equations and are given
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of full Ebers-Moll NPN BJT
model

CI

F EDIα

CDI

R CDIα

EDI
BI

EI
E

B

C

as

IC = IF = IS

(
exp

(
VB E

VT

)
− 1

)
(3.184)

IB = IF

βF
= IS

βF

(
exp
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(3.185)

IE = IB + IC = IS

αF

(
exp

(
VB E

VT

)
− 1

)
(3.186)

The equivalent circuit obtained from the above equations (a simplified form of
Fig. 3.160) is shown in Fig. 3.161.

The Ebers-Moll equations for reverse operation are
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Fig. 3.161 Equivalent circuit
of Ebers-Moll NPN BJT
model for forward active
mode operation
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IB = IR

βR
= IS
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(
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)
− 1
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IC = − IS

αR

(
exp

(
VBC

VT

)
− 1

)
(3.189)

The forward and reverse active modes are different due to asymmetric doping.
Thus, the parameterβR has a significantly lower value compared toβF . The complete
Ebers-Moll equations are obtained by combining the forward and reverse currents.
The internal base current is due to diffusion of charges which can be determined
from Fick’s law. However, it is not required in this model.

Another modification is needed in the model to account for the Early effect, i.e.,
the variation in the extent of the depletion region. The collector–base depletion region
width increases with increase in the collector–base voltage VC B (VC B = VC E −VB E )
due to the increased reverse bias at the collector–base junction. As the depletion
region width increases, the effective base width through which electrons diffuse
reduces because electrons are sucked in or swept away to the collector as they reach
the depletion region. The reduced effective base width reduces the recombination
and increases the charge concentration and gradient within the base. This leads
to increased collector current, i.e., the current amplification factor increases. The
variation in effective base width can be incorporated into the Ebers-Moll model with
a redefined forward common emitter current gain as a function of VC B .

The Ebers-Moll equations define the constitutive relation of the bond graph two-
port R-field used to model BJTs. Note that there are actually two independent Ebers-
Moll equations, the third is deduced algebraic from the first two. The two Ebers-Moll
relations (excluding equation for IE ) can be directly used when the R field is causalled
such a way that it appears in conductive causality in both of its ports. Otherwise,
recursive numerical solution of the equations to find the root (solution) is required.

3.3.5.5 Detailed Nonlinear Model

In this section, we will show how a bond graph model gives a clear picture of the
Ebers-Moll model and the energy flow within the BJT. This bond graph model is
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based on the one presented in [11, 26, 27]. This is a well-validated model of a BJT.
We will discuss the bond graph model of a laterally diffused NPN BJT as shown in
Fig. 3.162. Models of vertically diffused (parallel) NPN BJT and PNP BJTs can be
consulted in [5, 10, 11].

In the model of the laterally diffused NPN BJT, we recognize three diode-like
junctions: base-emitter junction, base–collector junction, and base-substrate junc-
tion. Each of these junctions can be modeled as an equivalent diode. The equivalent
circuit model of diode-like junctions in a transistor and its bond graph representation
are shown in Fig. 3.163. In the bond graph model, element RD models the Shock-
ley diode equation, element CD models the junction capacitance (build up of holes
and electrons near the junction) and element RR models the recombination effect
which causes slow discharge of the capacitor. Note that all the three elements in the
junction diode model are highly nonlinear and they further depend on the operating
temperature.

The equivalent circuit of the laterally diffused NPN BJT can be given as shown in
Fig. 3.164. Note that in the diode models, RR elements for diode models are dropped
because the slow discharge is not relevant to the fast dynamics of the transistor being
modeled here. At a later stage, these resistances can be separately included in the
model. This model contains three junction diodes (with junction capacitances). The
resistances RBB, RCC, and REE are input and output resistances. Various potential
points, potential drops, and currents in branch are marked in the model. For example,
VB′ E = VB′ E ′ + VE ′ E . The flow injections or linking currents modeled as in jC and
in jE are according to full Ebers-Moll model (see Fig. 3.160). Here, for lateral diode
configuration, the substrate junction diode appears between the base and substrate
potentials. For vertical diode configuration, the substrate junction diode would appear
between the collector and substrate potentials.

One can see from Fig. 3.164 that in jC = IDB E , which is the current that passes
through the diode between the base and the emitter. Likewise, in jE = IDBC , which
is the current that passes through the diode between the base and the collector. Thus,
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Fig. 3.164 Equivalent circuit
model of laterally diffused
NPN BJT
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the injected current on one side of the base is actually equal to the current passing
through the diode on the other side of the base. The linking current, i.e. the current
that passes through the base between the collector and emitter, is in jE − in jC . The
flow injections are given by diode equation. Thus we can write

in jC = IDB E = IS

(
exp

(
qVB′ E ′

kT

)
− 1

)
(3.190)

in jE = IDBC = IS

(
exp

(
qVB′C ′

kT

)
− 1

)
(3.191)

and linking current

iL = IDB E = IS

(
exp

(
qVB′C ′

kT

)
− exp

(
qVB′ E ′

kT

))
(3.192)

The bond graph model of the lateral NPN BJT shown in Fig. 3.165 is drawn from
the equivalent circuit. The diodes are modeled by nonlinear resistances RDBS, RDBC
and RDBE. The three junction capacitances give three states which when multiplied
with inverse of the corresponding capacitances give the potentials across the junction
capacitances. These potentials are used to compute the currents through the diodes.
The flow injections are modeled as two modulated sources (MSfC and MSfE) which
are the current returned by two junction diodes (RDBE and RDBC). The bond graph
model also shows the link between the flow injections and current through the junction
diodes on the opposite sides of the base.
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Fig. 3.165 Bond graph model of laterally diffused NPN BJT showing flow injections

Because the flow injection to emitter depends on potential difference across the
collector–base junction diode and flow injection to collector depends on emitter–base
junction diode, we can easily use an R field to model this cross coupling. Then the
resulting model can be given as shown in Fig. 3.166 where the two-port field RD
models both the flow injections (given in Eqs. 3.190 and 3.191) and the direct diode
resistances (RDBC and RDBE). The nonlinear R field receives two effort information
and computes two flow information. For other causalities at the ports of the two-port
R field, the constitutive relations can be appropriately written. The flow variables in
two bonds of two-port R field are the resultant of the flow injection (MSf) and diode
current at the corresponding 0-junctions in Fig. 3.165.

In [26, 27], the authors argued that the above-discussed bond graph models still use
current sources (or R field) to describe the current injections and thus, the bond graph
model does not provide any deeper intuition compared to the equivalent circuit model.
The bond graph model being a portrayal of power exchange between subsystems has
to explain where these current sources (injection currents) draw their power from. To
remedy the problem with the circuit model, the authors of [26, 27] reformulated the
Ebers-Moll equations in a different form with the help of the previously developed
bond graph models.

The correct model showing the energetics of the problem must be able to explain
the linking current. Thus, instead of modeling the individual current injections, one
can model only the linking current.
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Fig. 3.166 Bond graph model of laterally diffused NPN BJT with two-port R field to model the
flow injections

From Fig. 3.166, we find that the flow variables in the two ports of the R field
are IDBC − IDB E and IDB E − IDBC . The magnitude of these two flow variables
being equal indicates the existence of a hidden 1-junction. The opposite signs can be
adjusted through power directions. Thus, we can replace the R field by a 1-junction
and one-port R element as shown in Fig. 3.167. The effort variable in the bond
connected to the one-port R element becomes VB′ E ′ −VB′C ′ = VC ′ E ′ . The R element
cannot use this effort information to compute the flow, which is the linking current
IL = IDB E − IDBC because the constitutive relation for the linking current given
in Eq. 3.192 requires values of VB′ E ′ and VB′C ′ . Therefore, the one-port R element
is modulated by the required effort signals. The bond graph in Fig. 3.167 shows the
path of linking current from the emitter to the collector and gives a better physical
understanding of the power transfer in the system compared to a flow injection-based
model.

In [27], the same model given in Fig. 3.167 was obtained differently. From
Fig. 3.165, one can write the weak junction laws for the two 0-junctions (flow sum
relations) connected to flow injection sources as follows:

IC + IDB E − IC BC − IDBC = 0

⇒ IC + (IDB E − IDBC ) = IC BC (3.193)

and
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model

IE + IDBC − IC B E − IDB E = 0

⇒ IE = (IDB E − IDBC )+ IC B E (3.194)

Moreover,
VC ′ E ′ = VB′ E ′ − VB′C ′ (3.195)

Using the above three relations, the two-port R field in Fig. 3.166 can be decom-
posed into the one-port modulated R element.

In realistic transistor models, it is important to account for the operating tempera-
ture [8]. One can easily see that the junction diode characteristic (Eqs. 3.190–3.192)
shows a strong dependence on the temperature. Likewise, junction capacitance and
recombination resistances are also influenced by the temperature. Although it has not
been shown in Figs. 3.165 to 3.167, temperature is always a modulating signal to all C
and R elements in the bond graph model. We can neglect variation of the temperature
across the transistor junctions and employ an average temperature. The temperature
signal will actually be modeled as a passive bond instead of an active signal. This
is due to the fact that the losses in various R elements contribute to increase the
temperature of the transistor. Therefore, all R elements in the transistor model have
to be in fact modeled as RS elements as discussed earlier (see Fig. 3.74). The power
variables in the first port of the RS element are voltage (V ) and current (I ) whereas
the power variables in the second port are temperature (T ) and rate of entropy gener-
ation (Ṡ). The voltage and current are related by a nonlinear constitutive relation like
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Fig. 3.168 Encapsulated
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Eqs. 3.190–3.192 which in a general form can be given as ΦR (V, I, T ) = 0. The
rate of entropy generation is given as Ṡ = Q/T = V I/T . Because we use a single
average temperature as the effort variable for all RS elements, the total entropy out-
put can be obtained at a 0-junction by summing individual entropy generation rates
from all dissipative elements. Interested readers can look at the thermal modeling of
PN junction behavior through bond graph approach presented in [8].

Thus, average temperature is an input to the lateral NPN BJT model and the total
entropy flow rate is an output from the model. The sub-model for the lateral NPN BJT
can be considered to have five passive interconnection ports as shown in Fig. 3.168.

Note that the entropy flow rate output from the model has to be used in a thermal
model which should account for the heat generated by other electronic components,
heat capacities of electronic items, substrate, etc., packaging details, conduction
and radiation heat transfers, heat sinks (radiators), and the convection heat transfer
through forced and/or natural cooling systems.

Transistors are integral parts of timer circuits. For example, a typical 555 timer
IC can use about 25 transistors, 2 diodes, and 15 resistors on a silicon chip. Timers
are essential to generate pulse-width modulation. Electronic timers use quartz clocks
(tuning forks made of quartz or silicon-dioxide) and other electronic components.
Timers are now mostly software implemented. Controllers in modern mechatronic
systems use programmable logic controller (PLC) to implement timer. Timer circuits
often implement some form of comparison logic to compare the timer value against
a setpoint value and trigger some action when the timer count matches the setpoint.
Examples of actions that can be triggered are pulse-width modulated waveform
generation, buck converter duty-cycle regulation, etc.

3.4 Conclusions

In this chapter, we have developed models of various actuators, sensors, electronic
circuits, and electronic devices. While modeling a mechatronic system, one often has
to decide what level of details have to be considered. For example, while modeling the
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op-amp integrator, it may not be useful to develop a full model of op-amp including
its internal circuit elements. On the other hand, if one has to optimize the performance
of an op-amp then the internal circuit has to be modeled with detailed models for
transistors, diodes, and other elements. Likewise, while modeling the H-bridge circuit
for pulse-width modulation, it is unnecessary to model the switches as transistor
switches because the pulse width is usually hundreds or thousands of times more
than the response time of transistors and thus, the idealized switch model (TF with
modulus switching between 0 or 1) can be used. The decision on the details to be
included in the model has to be made based on the time constants of the components
in the system.

In mechatronic system design, most often we will use modulated sources (MSf
and MSe) to represent actuators and detectors (De and Df) to represent sensors. An
actuator model will be considered only when its response characteristic is compa-
rable to the driven system’s response characteristic or when the actuator output is
significantly influenced by the system dynamics. For example, a DC motor driving
a rotor system has to be modeled in details whereas a piezoactuator for a solenoid
valve can be modeled as a modulated source.

Similarly, detailed sensor models should be considered when their response time
is comparable to the system’s response time. For example, a resistance thermometer
and a regular strain gauge both have slow response time whereas infrared thermal
sensor and piezo-type strain gauge both have fast response time. An accelerometer
placed on a heavy gear box adds negligible mass whereas when it is placed at the tip
of a thin beam, it can significantly change the system response due to the added mass.
The key is to decide whether the sensor has to be modeled in details. Sensors like
encoders and other non-contact sensors usually have very little energetic interaction
with the system whereas a tachogenerator may load the system significantly.

A good modeling practice is to build simple sub-system models and then to com-
pose the simple sub-system models to create further higher level sub-system models.
The sub-system models can be thought of as objects in an object-oriented-modeling
(OOM) framework. The final model of the system is obtained by integrating various
sub-system models. This kind of modeling is called hierarchical modeling and it
is a practice that is followed worldwide by system designers. This approach offers
many advantages in product development lifecycle. It offers better maintainability
of the model, reduces product design time and cost, and makes it easier to design
future produces. Bond graph modeling being a graphical level modeling approach is
supported by dedicated software which can be used to maintain the model and derive
the system equations.

Modeling is as much an art as it is science. Therefore, it needs a lot of practice, and
with experience, one becomes a better modeler. Experienced designers know how to
simplify their models to capture the essential dynamics that they are looking for. For
example, when an experienced automotive designer is designing a suspension system,
he/she would consider only a quarter of the vehicle and develop the suspension design
by simulating the quarter-car model with one wheel and one suspension element.
The same designer, when designing a steering system would most likely consider a
bicycle handling model without suspensions. After the initial design to satisfaction,
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the designer would consider the full vehicle model to validate the design and then
go for field trials. As we understand from this discussion, it is not always ideal to
include too much details in the model. The leaner is the model, the easier it is to
understand its response, and correlate to the physical phenomena. At the same time,
one should not over simplify the model so that essential dynamic parts are left out.
There has to be a trade-off somewhere; this trade-off is a critical aspect of model
building.
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Chapter 4
Physical Model-Based Control

4.1 Introduction

An automatic control system refers to a set of devices which manipulate the output of
a system by altering its inputs, in response to automatically generated commands. In
manual control systems, the command is generated manually. In automatic control,
a desired or prescribed system output is called the reference or a setpoint. The goal
of the controller is to manipulate the inputs so as to obtain the desired effect on the
outputs.

As an example, consider the speed control of a brush-less DC electric motor.
The setpoint is prescribed as the desired motor speed irrespective of the load on
the motor. The input variable is the voltage supplied to the motor, which generates
certain armature current and thus regulates the driving torque. This supplied voltage
can be varied manually or automatically through different means, such as by changing
the resistance through a rheostat. The DC motor is modeled in a bond graph as a
GY element. The GY element relates the armature current to the output torque and
the motor speed to the back emf. At start-up, the motor angular velocity increases
depending on the load and this causes development of back emf which reduces the
torque applied on the load. As a consequence, at some point of time the back emf is
exactly the same as the supplied voltage and no net torque is applied on the load. This
describes the steady-state scenario. It is thus possible to precalculate the voltage that
has to be supplied to achieve a certain output speed. If this exact voltage is applied
by manually measuring and varying the input to the motor then it is a manual control
system.

On the other hand, if a feedback system is developed which calculates the speed
error, i.e., the difference between the desired motor speed and the actual motor
speed (through measurement), and modifies the input voltage (through a regulator or
controller) in proportion to the error, then we have an automatic control system. The
constant of proportionality is called a gain. The connection between the output to the
input is called a closed loop. Design of gains for stability of the system (including
settling time or decay rate, overshoot minimization, …) and controller algorithms

R. Merzouki et al., Intelligent Mechatronic Systems, 231
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constitutes what is known as controller synthesis. Some control systems implement
simultaneous closed-loop and open-loop (feed-forward) control, where the open-loop
control helps improve the reference tracking performance.

A controller will have to behave correctly even when the connected physical sys-
tem’s parameter values are a little different from the nominal parameter values used
during the controller design and when the controlled system is influenced by external
factors (disturbances, noise in measurements, etc.). The controller has to be designed
accordingly. Such a controller is then called a robust controller that is robust with
respect to parameter uncertainties, external disturbances, and measurement uncer-
tainties. Instead of a fixed controller design, one usually opts for an adaptive control
scheme in which online system identification and estimation of the process para-
meters, or modification of controller gains, is performed so that strong robustness
properties are obtained.

In intelligent mechatronic systems, the intelligence is embedded in the controller.
For this intelligence to be of any use, the controller should receive some information.
Just like our own sensory organs, which feed information to the brain, the sensors
in a system feed information to the controller. The controller is the brain of the
intelligent mechatronic system. In modern control systems, the controller is usually
implemented in one or more microprocessors or computers. The controller processes
sensed information and sends commands to actuators which may be likened to our
muscles. The type of sensors needed for particular application varies according to
the process type and environment. For example, in a dark room, our eyes are useless
sensory organs; we need to instead rely on our ears and touch to navigate through that
environment. Likewise, the number and kind of sensors needed and their placement
within a system for a particular application is one of the initial design criteria in
controller synthesis.

A well-developed system model is the primary requirement for development of
its control system. In this chapter, we will concentrate on development of physical
model-based control strategies. Physical model-based strategies are developed by
exploiting the understanding of the dynamic behavior (physics) of the system. If a
controller is developed from a mathematical (mostly numerical) model then these
physical insights cannot be readily visualized from the mathematical model and thus
the controller may turn out to be very complex and yield suboptimal performance.
We will emphasize on the structural properties of the system which will be used to
design the instrumentation architecture for specific control systems.

4.2 Model Conversions

4.2.1 Construction of Signal Flow Graph

A signal flow graph (SFG) is a linear graph which is used to derive transfer func-
tions between the inputs and outputs of a system. The SFG of a system can be
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systematically derived from the bond graph model of the system. First of all, let us
define the terminologies associated with the SFG and their relation to the bond graph
structure.

4.2.1.1 Nodes of SFG

• A signal flow graph is constituted of a set of nodes which are interconnected by a
set of directed lines called branches or edges. A gain is associated with each edge.
A node signifies an algebraic sum. The bond graph power direction (coordinate
system) is represented in SFGs by gains +1 and −1, whereas causality is portrayed
by the direction of the edges. It is wrong to change the direction of edge and then
take the negative of the gain. The SFG is a linear causal graph. Each branch in
an SFG is associated with only one signal. Thus, each bond in a bond graph is
represented by two nodes (effort and flow node) and two edges (with gains defined
by element constitutive relations and/or strong or weak junction laws) in an SFG.
Activated or signal bonds are associated with one power variable and thus they are
represented by only one node and one edge.

• All bonds connected to a 1-junction have the same flow and thus may be repre-
sented by a single flow node. Similarly, all bonds connected to a 0-junction are
represented by a single effort node. These are derived from the strong junction
laws. If i, j, k, . . . are the bond numbers of bonds connected to a 1-junction then
the common flow node is represented as fi, j,k...,. Likewise, the common effort
node for bonds at a 0-junction is similarly represented by ei, j,k,... when i, j, k, . . .
are the bond numbers of bonds connected to the 0-junction.

• All bonds connected to a 1-junction contribute separate effort nodes (viz, ei , e j , . . .

where i, j, , . . . are bond numbers) and all bonds connected to a 0-junction con-
tribute separate flow nodes (viz , fi , f j . . . where i, j, . . . are bond numbers).

4.2.1.2 Branches and Gains

• The constitutive relation for an I-element in integral causality is f =m−1
∫

edt+ f0.

Note that initial conditions cannot be considered in the frequency domain. Thus,
the term f0 is neglected. Taking the Laplace transform of the two sides of the
constitutive relation, f (s) = e(s)/(ms) or f (s)/e(s) = 1/(ms). This gives the
gain associated with an integrally causalled I-element as 1

ms and the edge is directed
from the effort to the flow node (cause to effect in bond graph term, input to output
in SFG term). Likewise, for a differentially causalled I-element, the constitutive
relation is e = m d f

dt or e(s) = ms f (s) which gives the gain as ms and the branch
is directed from the flow node to the effort node.

• In an integrally causalled C-element, the constitutive relation is given by e =
K

∫
f dt +e0. Neglecting the initial condition e0 and taking the Laplace transform

of both sides, e(s) = K e(s)/s or e(s)/ f (s) = K/s . Thus the gain associated with
an integrally causalled C-element is K/s (or 1

Cs ) and the branch is directed from the
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Table 4.1 Signal flow graph
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flow to the effort node (cause to effect). The gain become s/K for a differentially
causalled C-element and the branch is directed from the effort to the flow node.

• The constitutive relationship for R-elements does not involve differentiation or
integration. Thus the gain term does not contain the Laplace variable s. The gain
for the R-element in resistive causality is e(s)/ f (s) = R, whereas for conductive
causality it is f (s)/e(s) = 1/R.

• Similar relationships can be established for two-port bond graph elements, i.e.,
TF and GY. The signal flow graph representations corresponding to various bond
graph elements in different causal forms are shown in Table 4.1.

4.2.1.3 Receptor Nodes

• Receptor nodes represent weak junction laws, i.e., the summation constraints. At
the 1-junction, flows in bonds are equal (strong law, which is used to represent
a common flow node for all bonds connected to that junction) and signed (as
decided by power directions) sum of efforts in the bonds is zero (weak junction
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Fig. 4.1 SFG representation
of 1-junction
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law). The strong bond for the 1-junction is the bond that has causality away from
the junction. The weak law for the junction is written in such a way that the variable
associated with the strong bond appears on the left of the equation. The strong bond
thus provides information of flow to the 1-junction. The weak variables of the 1-
junction are efforts. The effort equation for the 1-junction is written for the weak
variables (efforts), where the effort in the strong bond is expressed as signed sum
of efforts in other bonds. This weak effort variable of the strong bond is called the
receptor of the junction. For the 1-junction shown in Fig. 4.1 the junction algebra
equation is e2 = e1 − e3. The signal flow graph representation is shown on the
right of Fig. 4.1.

In Fig. 4.1, bond number 2 is the strong bond and the weak variable e2 is the
receptor node. Signals from other nodes for weak variables are added to this node.
The gain for all branches in SFG corresponding to bonds that are power directed in
the opposite direction as compared to the strong bond (i.e., counter-oriented) is 1.
Otherwise, i.e., for all co-oriented bonds (bonds having same power orientation as
the strong bond as seen from the junction), the gain is −1.

• Likewise, the receptor for an 0-junction is the weak flow variable of the strong
bond of the junction (the bond that decides effort of the 0-junction, i.e., causalled
near the junction). For the 0-junction shown in Fig. 4.2, the weak variable f2 is
the receptor node. The junction algebra can be represented at the receptor node f2
as shown on the right of Fig. 4.2.

4.2.1.4 Example

Let us consider a mechanical system whose schematic diagram and bond graph model
are shown in Fig. 4.3. The coupling is flexible with torsional stiffness Kt . In the first
step, the leftmost 0-junction and elements connected to it in the bond graph model
are considered. Node f1 represents the input source, i.e., the motor speed. The part
SFG is shown in Fig. 4.4.



236 4 Physical Model-Based Control

Motor

Coupling

Disc

tK

I

a

k r

mg

..1

2 4

3 5 6

7

89

10

12

Sf

C: tK

0 1

I:I

TF
a

0

C:k 1 R:r

I:m111

Se: mg−

(a) (b)

Fig. 4.3 A speed controlled motor with flexible coupling lifting a load
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The next junction considered is the 1-junction for disk’s angular velocity con-
nected to bonds 3, 4, and 5. The resulting part of SFG is shown in Fig. 4.5.

The transformer between two 1-junctions is then represented in SFG (Fig. 4.6).
In this way, the entire signal flow graph may be constructed and represented as

shown in Fig. 4.7. The inputs (u(s)) and outputs (y(s)) can now be identified in the
SFG (see Fig. 4.8). The motor speed is the input and the vertical velocity of the mass
is the output variable. The loops and paths may be lumped in a way very similar to that
used with block diagrams: nodes with one input and one output may be eliminated
by taking the product of the gains, and parallel branches between two nodes may be
represented by a single branch with its gain as sum of gains in all parallel branches.
This reduces the complexity of the SFG (see Fig. 4.9).

Now the linear system’s model has been completely represented as a compact
signal flow graph. Let us now try to derive transfer function between the input and
the output nodes. The transfer function from input to output is given by Mason’s gain
rule as follows:

G(s) = Σi PiΔi/Δ, (4.1)
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Fig. 4.7 Complete SFG of the system
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Fig. 4.9 Reduced signal flow graph model of the example system

where Pi = gain of the i th forward path, the graph determinant

Δ = 1 −Σall individual loop gains

+Σall possible gain products of two non-touching loops

−Σall possible gain products of three non-touching loops

+ · · ·

and Δi = the Δ for the part of the SFG which does not touch i th forward path.
In the reduced SFG, there is one forward path from node u(s) to node y(s). The

number of loops in the SFG is three: (1) f2 → e4 → f3,4,5 → f2, (2) f3,4,5 →
f7 → e6,7,10 → e4 → f3,4,5, and (3) e6,7,10 → e11 → f10 → f7 → e6,7,10,
having corresponding loop gains L1 to L3. These loop gains are

L1 = −Kt/(Is
2),

L2 = −a2(rs + k)/(Is2),

L3 = −(rs + k)/(ms2), (4.2)
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The forward path gain is

P1 = aKt (rs + k) /(Ims4).

The forward paths touches all loops and hence Δ1 = 1. Gain product of two
non-touching loops is L1L3. There are no three or more non-touching loops.

Thus the numerator of the transfer function is aKt (rs + k) /(Ims4).
The denominator is 1+Kt/(Is2)+a2 (rs + k) /

(
Is2

)+ (rs + k) /
(
ms2

)+ Kt/(Is2)×
(rs + k) /

(
ms2

)
.

Multiplying both numerator and denominator by Ims4, the transfer function is
obtained as

y(s)

u(s)
= aKt (rs + k)

Ims4 + r
(
ma2 + I

)
s3 + (

mKt + ma2k + kI
)

s2 + Kt rs + Kt k
. (4.3)

Once we have the transfer function with symbolic coefficients, we can apply
Routh’s criteria to obtain the stability domains for both the open- and closed-
loop systems. This may be done in symbolic form through software like Reduce®,
Mathematica® and Matlab®. If one assigns the parameter values then the trans-
fer function reduces to a ratio of two polynomials in s with numeric coeffi-
cients. Thereafter, usual control theoretical approaches in frequency domain (Bode,
Nyquist, Nichols, and root loci plots) and time domain (through inverse Laplace
transform) can be performed. The transfer function may be discretized by taking
z-transforms and then digital control system analysis can be performed. Derivation
of the correct transfer function is thus the stepping stone for all control-oriented
analysis.

4.2.2 Transfer Function from State-Space Models

From the bond graph model, the state equations for a linear system can be written in
state-space form. The process of deriving the state-space model follows the algorithm
discussed in previous chapters. It can also be obtained using various software tools.
The system model in state-space form is given as

ẋ = Ax + Bu,

y = Cx + Du, (4.4)

where x is the vector of states (Ps and Qs), n is the number of states, A is n×n square
matrix, B is n × m matrix, m is the number of sources, u is the vector of sources
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(Se and Sf elements), y is the vector of outputs, l is the number of such outputs, C
is l × n matrix, and D is l × m matrix. Taking Laplace transform of Eq. 4.4,

sx(s) = Ax(s)+ Bu(s) or (sI − A) x(s) = Bu(s), (4.5)

y(s) = Cx(s)+ Du(s), or y(s) = C (sI − A)−1 Bu(s)+ Du(s),

where I is n × n identity matrix.
The transfer function matrix G(s) between input vector(s) u(s) and output vec-

tor(s) y(s) is defined as G(s) = y(s)/u(s):

G(s) = C (sI − A)−1 B + D

= C Adjoint (sI − A)B + D
|sI − A|

= N(s)
D(s)

, (4.6)

where N(s) is the matrix of the numerator polynomials and the common denominator
polynomial for all elements in the transfer function matrix is D(s) = |sI − A|. The
poles of the system are the roots of the equation D(s) = 0. Thus, they are the
eigenvalues of matrix A.

Let us consider the system and its bond graph model used in the earlier example
(Fig. 4.3).

The state equations for the model are

Ṗ4 = Kt Q2 − a ((a P4/I − P11/m)r + k Q9) ,

Ṗ11 = (a P4/I − P11/m)r + k Q9 − mg,

Q̇2 = u(t)− P4/I,

Q̇9 = a P4/I − P11/m, (4.7)

where the state vector x = [
P4 P11 Q2 Q9

]T .
The output vector is the velocity of the hung-mass, or the variable f11. From

equations, y = f11 = P11/m. Thus, the matrices in the state space quadruple are

A =

⎡
⎢⎢⎢⎢⎣

−a2r/I ar/m Kt −ak

ar/I −r/m 0 k

−1/I 0 0 0

a/I −1/m 0 0

⎤
⎥⎥⎥⎥⎦ , B =

⎡
⎢⎢⎣

0
0
1
0

⎤
⎥⎥⎦ ,

C = [
0 1/m 0 0

]
and D = 0. (4.8)
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Thus,

sI − A =

⎡
⎢⎢⎣

s + a2r/I −ar/m −Kt ak
−ar/I s + r/m 0 −k

1/I 0 s 0
−a/I 1/m 0 s

⎤
⎥⎥⎦ (4.9)

and the characteristic polynomial is

|sI − A| = s4 + r

(
a2

I
+ 1

m

)
s3 +

(
Kt

I
+ a2k

I
+ k

m

)
s2 + Ktr

m I
s + Kt k

m I
,

D(s) = Ims4 + r
(
ma2 + I

)
s3 + (

mKt + ma2k + kI
)

s2 + Kt rs + Kt k

m I
.

While calculating C Adjoint(sI − A) B, we note that both matrices C and B are
sparse and thus only one element in the second row and third column of the adjoint
matrix of sI−A is to be evaluated. This element turns out to be aKt (rs+k)/I . So the
numerator polynomial is (1/m)(aKt (rs + k)/I ). After multiplying both numerator
and denominator by m I , the transfer function obtained is

y(s)

u(s)
= aKt (rs + k)

Ims4 + r
(
ma2 + I

)
s3 + (

mKt + ma2k + kI
)

s2 + Kt rs + Kt k
. (4.10)

Symbolically, deriving transfer functions of higher order systems is resource and
time intensive. However, if numeric parameter values are assigned, the transfer func-
tion matrix can be easily obtained from numeric A, B, C and D matrices. Note that
state-space models are used in advanced control theoretical analysis, some of which
will be discussed in the later chapters.

4.2.3 Block Diagram Models

For linear systems, the block diagram representation is just another form of signal
flow graph. A node in an SFG having more than one input represents a sum block in
a block diagram. The branch gains in an SFG are represented as gain blocks in the
block diagram form. This simple algorithmic procedure shown in Fig. 4.10 converts
signal flow graph model into block diagram form.

However, an SFG can only represent a linear system model. On the other hand, a
block diagram representation is more general; it can contain blocks that implement
nonlinear constitutive relations. Leaving apart the nonlinear parts of the model, a
backbone block diagram form can be constructed from an SFG and then the nonlinear
part can be added to it.
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Fig. 4.10 Conversion of SFG into block diagram form

.

( )F t

m

k

( )F t +− 1/ m x
..
x x

k

(a) (b)

∫ ∫

Fig. 4.11 A spring-mass system and its block diagram

Usually, block diagrams are constructed from the equations of motion of the
system. We know that even a simple change in the system can greatly change the
equations of motion. Therefore, the form of the block diagram may undergo radical
changes while the user introduces or removes some element from the model. That is
why, the block diagram form is not a suitable tool for conceptual prototype develop-
ment; especially so when the model structure is not fixed a priori. In the following,
we taken up an example to illustrate this point.

Consider the equation model for a spring mass system shown in Fig. 4.11a:

mẍ + kx = F(t).

The highest order differentiation in this equation of motion is two. Thus, the above
equation may be written as

mẍ = F(t)− kx .

This equation may now be represented as a block diagram shown in Fig. 4.11b
where the difference between input F(t) and a feedback term kx is taken at a sum
node and the result is mẍ . This result is then scaled by factor 1/m and double
integrated to give x which is amplified by gain k and connected to the sum node to
complete the circuit. The state variables in the block diagram model are the outputs
of integration blocks, i.e., ẋ and x . The initial conditions can be applied on these
state variables at the integration blocks.

If the system is modified by adding a damper in parallel to the spring (see
Fig. 4.12a), then the equation of motion to be considered for block diagram model
becomes

mẍ = F(t)− cẋ − kx .
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Accordingly, a new feedback from the velocity point ẋ with gain c is introduced
at the sum block as shown in Fig. 4.12b.

Thus, the additional damping resulted in just a small modification to the block
diagram of the system without damping. Let us now consider a damper which is in
series with the spring as shown in Fig. 4.13a. This kind of a system is said to have
one and a half degrees of freedom although the number of state variables is still two.

The resulting equation of motion undergoes a big change: We can now take the
help of the bond graph model shown in Fig. 4.13b to derive the equations of motion
as follows:

Ṗ2 = F (t)− k Q4,

Q̇4 = P2/m2 − k Q4/c. (4.11)

The equations of motion in Eq. 4.11 can now be represented as the block diagram
in Fig. 4.14 where ẋ is the velocity of the mass point and ẋ1 is the velocity of the
moving end of the damper.

The block diagram in Fig. 4.14 is radically different from Fig. 4.12b, although
both of them correspond to addition of a damper to the spring-mass system. This is
why, it is difficult to perform system design studies on a block diagram model; any
change to system morphology means the equations of motion have to be re-derived
and a new block diagram has to be constructed. We will now demonstrate how this
block diagram form can be arrived at from the bond graph model itself without
actually deriving the complete equations of motion.
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Fig. 4.15 Gradual build-up of block diagram of one and a half degrees of freedom system from its
bond graph model
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The algorithmic procedure used to construct the block diagram model is similar
to that used to construct the SFG. Each bond graph junction corresponds to a sum
element in the block diagram where the weak junction law (effort sum at 1-junction
and flow sum at 0-junction) is represented. The output of this sum element is the weak
variable in the strong bond of that junction. The constitutive relations of elements
are added as gain blocks between different sum elements.

Consider the 1-junction in Fig. 4.13b. From causality, the weak junction law gives
e2 = e1 − e3 = F(t)− e4. This part of the equation is modeled in Fig. 4.15a.

The constitutive relation for the I element gives f2 = (1/m)
∫

e2dt , which is
added to the part block diagram in Fig. 4.15b.

Now consider the 0-junction where the weak junction law gives f4 = f3 − f6 =
f2 − f6. This can be represented in the part block diagram as shown in Fig. 4.15c.

In the part block diagram, all weak junction laws have been represented. Two
open ports are remaining. These can be completed by considering the constitutive
relations for the C and R elements, i.e., e4 = k

∫
f4dt and f6 = e6/c = e4/c. This

results in the block diagram shown in Fig. 4.16 which is the same as that given earlier
in Fig. 4.14.

Now let us consider some nonlinearities in the model. The spring is assumed to
have hardening characteristic so that the spring force Fk = k |x | x where x is the
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Fig. 4.17 Block diagram of a nonlinear system

deformation of the spring. This nonlinearity can now be included in the backbone
block diagram model developed in Fig. 4.14. First of all, we introduce two blocks,
one to take absolute value of a signal and the second to compute the product of two
signals. Such blocks are available in Matlab Simulink. Then the block diagram of
the nonlinear system is obtained as shown in Fig. 4.17.

4.3 Causal Paths

Understanding the information exchange taking place across the elements in the
model is the key to design better control laws. This involves studying the graph to
infer which elements are influencing which dynamics, how the information between
different segments of the graph are coupled, and what is the order of influence of a
disturbance in particular segment in the model on the other segments of the model.
In other words, the objective is to find if the influence of dynamics of a particular
segment of a particular model segment has strong (or significant) interaction or weak
(or minor) interaction on the dynamics of another segment of that same model.

Definition 4.1 A causal path [4] tracks the progress of a signal through the model.
In bond graph terms, a signal is one of the power variables, i.e., effort or flow. When
the signal reaches a junction, it is either distributed (i.e., follows any one of the
weak bonds if the signal is the strong variable of the junction) or goes to the strong
bond (if it is the weak variable of the junction). When the signal reaches a passive
element (I, C, or R), it returns back through it but undergoes a qualitative change
(i.e., flow variable becomes effort variable and vice versa). Similarly, if the signal
passes through a gyrator, then there is a qualitative change. When a signal reaches a
source or a sensor, it is terminated there.

Definition 4.2 When a causal path starts from a particular variable in a particular
bond and returns to the same variable in the same bond again, it is called a closed
path and the path is terminated there.

Definition 4.3 A closed causal path in which no passive elements are encountered
(i.e., no I,C, or R) is a causal loop [12, 25, 26].
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Fig. 4.18 Forward path (a) and loops (b and c) in a bond graph model

Definition 4.4 A closed causal path in which all passive elements encountered are
either resistive elements or differentially causalled storage elements is an algebraic
loop [3, 12].

If the causal path from one segment reaches another segment by passing through
many storage elements, then the interaction between the segments is said to be weak.
This is because of the fact that integrally causalled storage elements in conjunc-
tion with dampers act like low-pass filters and thus a disturbance at one segment
would be mildly felt at the other segment. The number of storage elements encoun-
tered between the segments decides the filter order, i.e., first order, second order,
and so on.

4.3.1 Transfer Function from Causal Paths

The causal paths in a bond graph model can be directly used to derive the transfer
function. We illustrate this with the help of two examples. Consider the spring-mass-
damper system in Fig. 4.12a. Its bond graph model is shown in Fig. 4.18a. We need
to derive transfer function between the input excitation and the displacement of the
mass point.

From the bond graph model, the forward causal path from the source to the sensor
can be determined as follows. The starting signal in this case is e1. The causal path
now encounters the 1-junction and the effort signal goes to the I-element. As the effort
signal passes through the passive I-element, the signal undergoes a qualitative change
and is returned as a flow signal. The flow signal now reaches the sensor. The entire
forward causal path (see Fig. 4.18a) is thus written as u → e2 → I : m → f2 → y.
The forward path gain is multiplication of gains in each sub-path. For element I : m,
the gain is 1/(ms). Note that when effort variable is traversed at 1-junction, if the
power direction of the bond associated with the incident effort variable is the same
as that of the bond associated with the output effort variable when seen from the
junction, then the gain is +1; else it is −1. For the 0-junction, when flow variable
is traversed and the power direction of the bond associated with the incident flow
variable is the same as that of the bond associated with the output flow variable when
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Fig. 4.19 An articulated
vehicle K
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seen from the junction, then the gain is +1; else it is −1. When flow variable is
traversed between bonds at a 1-junction or effort variable is traversed between bonds
at a 0-junction, the gain remains +1. With this rule, the gain between e1 → e2 is
+1. Thus the forward path gain is P1 = 1/(ms).

The loops in the model are due to closed causal paths. There are two such loops (see
Fig. 4.18b, c) given by causal paths e2 → I : m → f2 → f3 → C : k → e3 → e2
and e2 → I : m → f2 → f4 → R : r → e4 → e2. The starting node and the
terminating node of the loop are the same. In the first loop, the branch e3 → e2 at
the 1-junction involves a power direction change and its gain is −1. Likewise, the
gain in branch e4 → e2 is also −1. Thus the two loop gains are L1 = −k/(ms2) and
L2 = −r/(ms).

The forward path touches all the loops in the model (there are common nodes).
Thus, Δ1 = 1. Also, the two loops touch each other. Thus, the open loop transfer
function is G(s) = P1Δ1/ (1 − L1 − L2) or

G(s) = 1/ (ms)

1 + k/(ms2)+ r/(ms)
= s

ms2 + rs + k
.

4.3.2 Closed-Loop Transfer Function

As another example, we consider a closed-loop system. An articulated electrical
vehicle as shown in Fig. 4.19 is considered. The wheels are assumed to roll without
slip and the rolling friction is neglected. The vehicle speed is controlled in the fol-
lowing manner. The velocity of the front wagon is measured and it is compared with
a reference velocity (setpoint). The error signal is amplified to regulate the actuator,
which is a current controlled brush-less DC electric motor driving the rear wagon.
This constitutes a proportional feedback closed-loop control system. The objective
is to determine a suitable feedback gain such that (1) there is marginal steady-state
error, (2) there is less response time, (3) there is not much overshoot, and (4) the
vehicle has a smooth response.

The bond graph model of the system is shown in Fig. 4.20. The motor constant
is μm , which is the constant of proportionality between the armature current and the
torque produced at the driving wheel. The wheel radius is r . The motor is modeled
by GY element and the conversion from motor torque into forward driving force is
modeled as TF element. The consecutive GY and TF elements reduce to an equivalent
GY element with modulus μ = μm/r .



4.3 Causal Paths 247

Fig. 4.20 Bond graph model
of articulated vehicle
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Fig. 4.21 Bond graph model
of open-loop articulated
vehicle
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To determine the feedback gain, we consider the open-loop system shown in
Fig. 4.21.

From the bond graph model, the forward causal path from the source to the sensor
can be determined as follows. The starting signal in this case is f1. The causal path
now encounters a gyrator element and hence it will further undergo a qualitative
change as: f1 → GY : μ → e2. Because e2 is the weak variable in the next
1-junction, it goes to the strong bond, i.e., bond number 3. We will write this as
f1 → GY : μ → e2 → e3. In fact, this traversal can be visually done: bond number
2 has a causality towards the 1-junction and so it can take a path along any bond having
causality away from the junction. In this case, because we have a 1-junction, there is
only one bond having causality away from the junction. If it were a 0-junction, then
all other bonds would have causality away from the junction and the causal path could
have traversed along any one of them. All those possibilities are counted as different
causal paths. In the next step, we encounter a passive element (I : m1 at bond number
3 through which the causal path returns with a qualitative change. This is because
the I-element in this case takes effort information and returns flow information. Thus
the causal path will now be written as f1 → GY : μ → e2 → e3 → I : m1 → f3.

The flow information f3 is now distributed by the 1-junction: one goes back to
the source through the gyrator and the causal path terminates there, i.e., f1 → GY :
μ → e2 → e3 → I : m1 → f3 → f2 → GY : μ → e1 (which is called a source
loading) and the other path continues as f1 → GY : μ → e2 → e3 → I : m1 →
f3 → f4 → f5.
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Fig. 4.22 Forward causal
path in the bond graph
model of open-loop articu-
lated vehicle
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Bond number 5 is the strong bond of the next 1-junction and the causal path is
divided into two paths there (see Fig. 4.22), each one of them reaching e5 as follows:

f1 → GY : μ → e2 → e3 → I : m1 → f3 → f4 → f5 → f6

→ C : K → e6 → e5 (4.12)

and

f1 → GY : μ → e2 → e3 → I : m1 → f3 → f4 → f5 → f7

→ R : R → e7 → e5 (4.13)

Because there are two paths between f5 to e5, we can combine the above two
paths as : f1 → GY : μ → e2 → e3 → I : m1 → f3 → f4 → f5 →
(C : K + R : R) → e5. Signal e5 is the strong variable at the 0-junction and thus
it again has two branches. One branch returns to the source and the other proceeds
as follows: f1 → GY : μ → e2 → e3 → I : m1 → f3 → f4 → f5 →
(C : K + R : R) → e5 → e8 → e9 → I : m2 → f9 → V f . This is the
forward path. In fact, if we consider appropriate element gains (R and 1/R for
R-elements in resistive and conductive causality, respectively; 1/Is and K/s for
integrally causalled I and C elements, respectively; and the transformer and gyrator
moduli as are appropriate) and signs (due to power directions), we can arrive at the
forward path gains. We can now consider gains of the elements and find the forward
path gain as P1 = μ× 1/ (m1s)× (K/s + R)× 1/ (m2s). Note that we have only
one forward path gain because we merged the causal paths from f5 to e5, otherwise
we would have had two forward paths.

Let us now investigate the loops in the model. Because we have combined gains
of two branches between f5 to e5, the closed causal paths are (1) I : m1 → f3 →
f4 → f5 → (C : K + R : R) → e5 → e4 → e3 → I : m1 and (2) I : m2 →
f9 → f8 → f5 → (C : K + R : R) → e5 → e8 → e9 → I : m2. While
calculating loop gains, because the starting and terminating nodes are the same,
we need to consider only one of them. From closed path (1), the loop gains is
L1 = −1/ (m1s)× (K/s + R); the minus sign comes due to change in effort signs
between e4 → e3 (power direction variation at the 1-junction). Likewise, due to
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Fig. 4.23 Closed causal paths
in the bond graph model of
open-loop articulated vehicle
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Fig. 4.24 Signal flow graph
model of articulated vehicle

1
f

μ

2
e

2,3,4
f

4,5,8
e

3
e 1−

1

1

m s

5,6,7
f1+

7
e1+

1+
1+

1−

6
e

K s R

9
e

8,9
f

2

1

m s

Fig. 4.25 Simplified SFG
model of articulated vehicle

μ
( )u s 4,5,8e3e 1−

1

1

m s

5,6,7f 1−
R K s+

y (s)8,9f

2

1

m s

change in signs between f8 → f5, the gain associated with closed loop (2) turns out
to be L2 = −1/ (m2s)× (K/s + R). The four closed causal paths (loops) and their
reduction to two loops are shown in Fig. 4.23. Thus, Mason’s rule can be applied
directly on the bond graph model to arrive at the transfer function [2, 10].

The SFG of the open-loop system is shown in Fig. 4.24. This SFG can be further
reduced to a form shown in Fig. 4.25. The forward path gain and the loop gains from
the SFG can be determined and shown to be equal to those obtained from the bond
graph model.

Consider the two loops with gains L1 and L2. These loops are not non-touching. In
the bond graph model, touching loops must pass through at least a common junction
or element. The open loop transfer function is then given as P1Δ1/ (1 − L1 − L2),
where Δ1 = 1 because the forward path touches all loops. Thus, multiplying both
numerator and denominator by m1m2s3, the transfer function is given as

G(s) = y(s)

u(s)
= μRs + μK

m1m2s3 + (m1 + m2)Rs2 + (m1 + m2)K s
. (4.14)

One of the poles of the open-loop transfer function is at s = 0. This corresponds
to the undamped rigid body mode of the vehicle. The other two poles are complex
which are due to the mode associated with internal oscillations.



250 4 Physical Model-Based Control

The order of the numerator polynomial is determined by the largest number of
integrally causalled storage elements in the forward path. This also determines
the relative degree (difference between the orders of the denominator and
numerator polynomials) of the system. If a causal path from a source to an
output does not contain any integrally causalled storage elements, then the
input directly influences the output (the D matrix in state-space quadruple
form is not null). In other words, this is called a direct input feedthrough, i.e.,
the relative degree of the system is zero.

Note that because of the gain appearing in the forward path, the closed-loop
transfer function is given by

Gc(s) = αG(s)

1 + αG(s)

= α (μRs + μK )

m1m2s3 + (m1 + m2)Rs2 + ((m1 + m2)K + αμR) s + αμK
. (4.15)

and the characteristic polynomial is

Φ(s) = m1m2s3 + (m1 + m2)Rs2 + ((m1 + m2)K + αμR) s + αμK . (4.16)

For stability analysis, the Routh array may be constructed as

s3 : m1m2 (m1 + m2)K + αμR 0

s2 : (m1 + m2)R αμK 0

s1 : (m1 + m2)K + αμR − m1m2αμK

(m1 + m2)R
0

s0 : αμK

. (4.17)

We look for sign changes in the first column of the Routh array. The masses and
stiffnesses are all positive. Then from the second row, the necessary conditions to
stabilize this system is R > 0. From the fourth row, we observe that for μ > 0,
α > 0 is required. Finally considering the third row, the overall stability domain is
given by

R > 0 and 0 < α <
K R(m1 + m2)

2

m1m2μK − μ(m1 + m2)R2 . (4.18)

We chose a set of parameter values as m1 = 10, m2 = 1 kg, K = 1,000 N/m,
R = 5 Ns/m, μm = 0.2 and r = 0.1 m (μ = 2), for which the stable gain range is
found to be 0 < α < 31.105. We can now investigate the influence of different gain
values. This may be easily done by plotting the root loci of the transfer function. For
α = 0, the poles of the system are 0 and −2.75±33.05 j . For α = 2, the poles of the
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Fig. 4.26 Response of the
articulated vehicle with differ-
ent feedback gains
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system are −0.363 and −2.568 ± 33.07 j . Thus, as the gain increases, the decay rate
in rigid body mode increases (from 0 to 0.363) and the decay rate of oscillatory mode
decreases (from 2.75 to 2.568). Thus, there exists a gain for which both the decay
rates will be the same. At α = 10, we have nearly such a configuration with the poles
of the system at −1.812 and −1.843 ± 33.16 j . If we increase the gain further, the
decay rate of oscillatory mode decreases and becomes zero at the stability threshold.
For a value near the stability threshold, i.e., for α = 25, the poles of the system are
−4.46 and −0.52 ± 33.46 j .

The step responses of the system for the considered gain values are plotted in
Fig. 4.26. The step response (Vref = 1) is the plot of inverse Laplace transform of
Gc(s)/s, because the Laplace transform of unit step is 1/s. We observe from these
step responses that when the feedback gain is low, the settling time is large, whereas
when the feedback gain is on the higher side, there is some overshoot and the vehicle
motion is not smooth. As a tradeoff, a gain value near 10 is proper for the considered
system.

4.4 Controller and Observer Design

A full state-feedback control system uses an observer to estimate the unmeasured
states of the system. These estimated states are then used in a feedback loop to
control the actual system. The separation principle [1] allows independent designs
for the controller and observer gains. These gains are so designed that the poles
of the system and of the observer are placed at the desired locations. The general
scheme of augmented controller-observer system is shown in Fig. 4.27, where y(t)
and y0(t) are, respectively, the plant and the observer outputs. The individual gains
in this augmented controller and observer system (K and L) can be independently
designed.
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4.4.1 Pole Placement

The full state feedback is implemented by modifying the input to the system as
follows: u′ = u + Kx̄ , where u′ is the new input vector, u is the actual input vector,
K is a matrix of feedback gains, and x̄ is the state vector estimated from the observer.
Because of separation principle, we will base our design on the assumption that
x̄ = x . Then the state space form of the closed-loop system becomes

ẋ = Ax + B (u + Kx) = (A + BK) x + Bu,

y = Cx + D (u + Kx) = (C + DK) x + Du. (4.19)

The new poles of the system are the eigenvalues of matrix A+BK. Finding a proper
gain matrix such that eigenvalues of matrix A + BK are the desired pole locations
constitutes the pole placement problem. This problem can be solved in various ways.
One of the commonly used methods is to bring the system to a controllable canonical
form through similarity transformation, and the other commonly used method is the
Ackermann’s formula.

If there exists a matrix K such that all poles of matrix A + BK are sufficiently
different from poles of matrix A, then the system is said to be full state control-
lable. On the other hand, if the system is partially state controllable then only a few
poles of A + BK are sufficiently different from poles of matrix A (those are called
controllable poles) and the system is said to be partially controllable. Formally,
controllability means the ability to move the internal states of a system by applica-
tion of an external input to any final state from any initial state within a finite time
interval.

To implement the feedback Kx , we need to know the states of the system. The
observer is used to provide state estimates [18]. An observer is a model of the plant
which receives the same input as the plant. The output of the actual plant and the
observer is compared and the error is fed back through a gain such that the error
dynamics is asymptotically stable.

For a system whose dynamics is described by

ẋ = Ax + Bu,

y = Cx + Du; (4.20)
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the corresponding observer dynamics is given by

ẋo = Axo + Bu + L (y − yo) ,

yo = Cxo + Du; (4.21)

where subscript ‘o’ refers to observer. The observer design objective is that the
observer states asymptotically converge to actual system states.

Then the state error dynamics is written as

ẋe = ẋ − ẋo

= Ax + Bu − Axo − Bu − L (y − yo)

= A (x − xo)− L (Cx + Du − Cxo − Du)

= (A − LC) (x − xo) = (A − LC) xe. (4.22)

If all eigenvalues of matrix A − LC lie on the left half of the complex plane,
i.e., have negative real part, then the error between the plant and the observer states
would decrease asymptotically. Thus, we need to choose a gain matrix L such that
the observer starts tracking the plant as soon as possible.

4.4.2 Controllability and Observability

If there exists an input u(t) such that a linear system at any arbitrary initial state x(t0)
can be brought to a final state x(t f ), then the linear system is said to be controllable in
the interval [t0, t f ]. If the initial state x(t0) of a linear system can be calculated from
the knowledge of inputs u(t) and outputs y(t) in the interval [t0, t f ], then the linear
system is said to be observable in that interval. These two properties are important to
design an integrated controller system. To place the controller poles, it is required that
the system must be controllable. Likewise, observer poles can be placed at desired
locations only when the system is observable.

Consider the state-space equations as

ẋ = Ax + Bu, (4.23)
y = Cx + Du. (4.24)

By taking successive derivatives

ẋ = Ax + Bu,

ẍ = Aẋ + Bu̇ = A2x + ABu + Bu̇,
...

x (n) = dn x

dtn
= An x + An−1Bu + An−2Bu̇ + · · · + Bu(n−1). (4.25)
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We stop at nth derivative because we cannot obtain linearly independent equations
thereafter. This is due to the Cayley–Hamilton theorem. Thus, from the available
equations, we may write

ẋ = Ax + Bu,

ẍ = Aẋ + Bu̇ = A2x + ABu + Bu̇,
...

x (n)(t)− An x(t) = [
B AB . . . An−1B

]
⎡
⎢⎢⎢⎣

u(n−1)(t)

u(n−2)(t)
...

u(t)

⎤
⎥⎥⎥⎦ . (4.26)

If the current state is known and controllability matrix
[

B AB . . . An−1B
]

is not
singular, then we may specify our requirement for evolution of the system’s response
in terms of the derivatives of the state vector up to nth order (ẋ , ẍ ,. . .) and obtain a
solution in terms of the input and its derivatives up to (n − 1)th order. This means, it
is possible to create an input function for every desired evolution of the state vector
at each point of time.

Another approach is to consider the solution of Eq. 4.23 as

x(t) = eA(t−t0)x(t0)+
∫ t

t0
eA(t−τ)Bu (τ ) dτ.

If the system can be brought to a final state x f in a finite time interval
[
t0, t f

]
,

then

x f = eA(t f −t0)x(t0)+
∫ t f

t0
eA(t f −τ)Bu (τ ) dτ

or e−At f x f − e−At0 x(t0) =
∫ t f

t0
e−AτBu (τ ) dτ (4.27)

Now we may make use of the Cayley–Hamilton theorem and truncate the Taylor
series expansion of e−Aτ at (n − 1)th power of matrix A (because all higher powers
of matrix A can be expressed in terms of the lower powers). Thus,

e−Aτ =
n−1∑
k=0

αk (τ )Ak (4.28)

where αk (τ ) are some scalar time coefficients.
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Then, Eq. 4.27 can be written as

e−At f x f − e−At0 x(t0) =
n−1∑
k=0

AkB
∫ t f

t0
αk (τ ) u (τ ) dτ (4.29)

= [
B AB . . . An−1B

]
⎡
⎢⎢⎢⎢⎢⎣

∫ t f
t0
α0 (τ ) u (τ ) dτ

∫ t f
t0
α1 (τ ) u (τ ) dτ

...∫ t f
t0
αn−1 (τ ) u (τ ) dτ

⎤
⎥⎥⎥⎥⎥⎦

(4.30)

If the final state and the finite time interval are specified, then

⎡
⎢⎢⎢⎢⎢⎣

∫ t f
t0
α0 (τ ) u (τ ) dτ

∫ t f
t0
α1 (τ ) u (τ ) dτ

...∫ t f
t0
αn−1 (τ ) u (τ ) dτ

⎤
⎥⎥⎥⎥⎥⎦

= [
B AB . . . An−1B

]−1
(

e−At f x f − e−At0 x(t0)
)

(4.31)

The right-hand side terms of Eq. 4.31 are known quantities and the left-hand side
contains functions of the input. These functions can be determined provided matrix
S = [

B AB . . . An−1B
]
, called the controllability matrix, is invertible, i.e., it must

be of full rank: rank(S) = n. There are many procedures to compute the actual input
sequence, such as by controllability Grammian.

Consider Eq. 4.23 with D = 0. The derivatives of the output can be written as

ẏ = Cẋ = CAx + CBu,

ÿ = CAẋ + CBu̇ = CA2x + CABu + CBu̇,

...

y(n−1) = dn−1 y

dtn−1 = CAn−1x + CAn−2Bu + CAn−3Bu̇ + · · · + CBu(n−2).

(4.32)

As discussed before, it is useless to take any higher order derivatives. If y(t0) and
all its derivatives are known, and u(t0) and all its derivatives are also known, then it
is possible to compute state x(t0) from

⎡
⎢⎢⎢⎣

C
CA
...

CAn−1

⎤
⎥⎥⎥⎦ x (t0) =

⎡
⎢⎢⎢⎣

y (t)
ẏ(t)− CBu(t)

...

y(n−1)(t)− CAn−2Bu(t)− · · · − CBu(n−2)(t)

⎤
⎥⎥⎥⎦ . (4.33)
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if matrix O = [
C CA . . . CAn−1

]T
, called the observability matrix, is invertible,

i.e., rank(O) = n.
Controllability and observability, together referred to as control properties, are

fundamental properties which are to be determined before designing the controller
for a system. The controllability and observability properties are stated in terms of
Lie brackets for nonlinear systems. For large systems, whether linear or nonlinear,
determining these control properties is a time-consuming task. First of all, the sys-
tem equations have to be derived and written in state-space form. Then, numerical
parameter values have to be considered and controllability and observability matri-
ces have to computed. Fortunately, there are structural approaches to quickly test
controllability and observability of systems. The properties of the structure of the
model (in graphical or equation form) are exploited in those approaches.

4.5 Structural Analysis of Control Properties

Structural properties relate to properties of the model structure. These properties
do not depend on the actual values of the parameters. Structural analysis was first
developed in [11] for SISO systems and was later extended to MIMO systems [21].

For a state-space description defined as

ẋ = Ax + Bu,

y = Cx + Du, (4.34)

the structural control properties are related to matrix properties of 4-tuple (or quadru-
ple) {A,B,C,D}. The structurally equivalent description of the 4-tuple is given as
{A∗,B∗,C∗,D∗}. For every nonzero entry in the original 4-tuple, the corresponding
entry in the structurally equivalent 4-tuple is 1 and the rest of the entries remain 0.
The structurally equivalent 4-tuple {A∗,B∗,C∗,D∗} is also termed interconnection
matrices.

The structural control properties may be evaluated on the structurally equiva-
lent 4-tuple {A∗,B∗,C∗,D∗} [9]. The interconnection matrices may be derived in
a straightforward manner from the bond graph model of a system by following the
causal paths on the model. This does not require derivation of the complete state-
space equations. In the following, we illustrate this approach by assuming that there
is no direct feedthrough in the system (D = 0). Let the elements of A∗,B∗ and C∗
be defined as follows for a system of n states, m inputs, and p outputs:

A∗=

⎛
⎜⎜⎜⎝

a∗
11 a∗

12 . . . a∗
1n

a∗
21 a∗

22 . . . a∗
2n

...
...

...
...

a∗
n1 a∗

n2 . . . a∗
nn

⎞
⎟⎟⎟⎠, B∗=

⎛
⎜⎜⎜⎝

b∗
11 b∗

12 . . . b∗
1m

b∗
21 b∗

22 . . . b∗
2m

...
...

...
...

b∗
n1 b∗

n2 . . . b∗
nm

⎞
⎟⎟⎟⎠, C∗=

⎛
⎜⎜⎜⎜⎝

c∗
11 c∗

12 . . . c∗
1n

c∗
21 c∗

22 . . . c∗
2n

...
...

...
...

c∗
p1 b∗

p2 . . . b∗
pn

⎞
⎟⎟⎟⎟⎠.

(4.35)
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Fig. 4.28 A two-degrees-of-
freedom system with flow
actuation
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The elements are determined from partial causal path analysis. First of all, all
elements of matrix A∗, B∗, and C∗ are initialized to 0. To determine element
ai j , one starts from the bond graph storage element associated with j th state and
checks for existence of the shortest causal path (containing least number of storage
elements) up to the bond graph storage element associated with i th state. If such a
causal path exists and it does not pass through any other storage element in integral
causality (i.e., the order of the shortest causal path is zero) then ai j = 1. Moreover,
if there are no activated bonds (signal bonds) involved during traversal of that causal
path, it implies the existence of a direct causal path (traversal of complimentary power
variable) from bond graph storage element associated with i th state to the bond graph
storage element associated with j th state without passing through any other storage
element in integral causality, i.e., aji = 1. Thus for a bond graph model composed
of purely passive bonds, ai j = aji, or in other words, matrix A∗ is symmetric (more
detailed proof of this is given in [28]).

The elements of matrix B∗ are likewise determined. The element bi j = 1 if there
is a direct causal path from j th input to i th state. The direct causal path here means it
does not pass through any other storage element. Likewise, if there is a direct causal
path from i th state to j th output, the element ci j = 1.

As an example, consider the two-degrees-of-freedom system shown in Fig. 4.28
where V (t) indicates volume flow rate of an incompressible fluid. If the piston area
is A, it translates into a linear velocity input of V (t)/A. The bond graph model of this
system without considering the damper is given in Fig. 4.29a and that with damper
is given in Fig. 4.29b.

From Fig. 4.29a, the state vector is defined as x = [
P1 P5 Q3

]T , the input vector
is u =SF6 and the output vector is y = Df7. To determine element a11, we start from
the output variable associated with the I element at bond 1, i.e., from variable f1 and
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search for a direct causal path to input variable associated with the I element at bond 1,
i.e., variable e1. Because no such path exists in Fig. 4.29a, a11 = 0. The causal path
starting from variable f1 is as follows: f1 → f2 → f3 → C : k → e3 → · · ·
Because the path cannot pass through an integrally causalled element, it has to be
truncated as f1 → f2 → f3 → C : k. Thus, there is no direct causal path between
f1 to e5, which is the input variable associated with the second state. Thus, a12 = 0.
However, there is a direct causal path (e3 → e2 → e1) between output of the storage
element associated with state 3 to the input of the storage element associated with
state 1. Thus, a13 = 1.

Note that the symmetry of matrix A∗ demands that a31 = 1. This is easily visu-
alized. The causal path from output of the storage element associated with state 3 to
the input of the storage element associated with state 1 is as follows: f1 → f2 →
f3. This causal path is direct and thus a31 = 1. The elements of the second row
of matrix A∗ may be similarly obtained. a21 = a12 = 0, a22 = 0 (similar to the
way we found a11) and a23 = 1 (similar to the way we found a13). From symmetry,
a32 = 1. The first two elements of the third row of matrix A∗ have already been deter-
mined. The last element a33 = 0 because there is no direct causal path from variable
e3 to f3.

To evaluate elements of matrix B∗, we examine direct causal path(s) from variable
f6 to input variables of bond graph storage elements. The one direct causal path is
f6 → f3. Thus, b11 = b21 = 0 and b31 = 1. Likewise, the elements of matrix C∗ are
evaluated from direct causal paths existing between output variables of bond graph
storage elements to sensed variable f7. which gives c11 = c13 = 0, and c21 = 1.

Thus, from Fig. 4.29a, we find

A∗=
⎛
⎝ 0 0 1

0 0 1
1 1 0

⎞
⎠ , B∗=

⎛
⎝ 0

0
1

⎞
⎠ , C∗= (

0 1 0
)
. (4.36)

Let us now consider the bond graph model given in Fig. 4.29b. The state vector,
the input vector, and the output vector remain the same as that in the earlier case.
To evaluate element a11, we have to find a direct causal path from the output variable
associated with the I element at bond 1, i.e., from variable f1 to the input variable
associated with the I element at bond 1, i.e., variable e1. In this case, the causal
path f1 → f2 → f8 → f9 → R : c → e9 → e8 → e2 → e1 does not involve
any storage element and hence it is a direct path. Thus, a11 = 1. Similarly, direct
causal path f5 → f4 → f8 → f9 → R : c → e9 → e8 → e2 → e1 indicates
that a12 = 1 ( also a21 = 1). The direct causal path (e3 → e2 → e1) gives a13 =
a31 = 1. Continuing in this way, the structurally equivalent matrices of the 4-tuple are
found to be

A∗=
⎛
⎝ 1 1 1

1 1 1
1 1 0

⎞
⎠ , B∗=

⎛
⎝ 0

0
1

⎞
⎠ , C∗= (

0 1 0
)
. (4.37)



4.5 Structural Analysis of Control Properties 259

We now examine the state-space equations of motion. From Fig. 4.29a, we find

⎡
⎢⎣

Ṗ1

Ṗ5

Q̇3

⎤
⎥⎦ =

⎛
⎜⎝

0 0 −k
0 0 k
1

m1
− 1

m2
0

⎞
⎟⎠

⎡
⎢⎣

P1

P5

Q3

⎤
⎥⎦ +

⎛
⎝ 0

0
1

⎞
⎠ V (t)/A,

y =
(

0 1
m2

0
) ⎡

⎣ P1
P5
Q3

⎤
⎦ . (4.38)

The structurally equivalent form of the state equations in Eq. 4.38 are the same
as those given in Eq. 4.36.

The state-space equations of motion from Fig. 4.29b are given as

⎡
⎢⎣

Ṗ1

Ṗ5

Q̇3

⎤
⎥⎦ =

⎛
⎜⎜⎝

− c
m1

c
m2

−k

c
m1

− c
m2

k

1
m1

− 1
m2

0

⎞
⎟⎟⎠

⎡
⎣ P1

P5
Q3

⎤
⎦ +

⎛
⎝ 0

0
1

⎞
⎠ V (t)/A,

y =
(

0 1
m2

0
)⎡

⎣ P1
P5
Q3

⎤
⎦ , (4.39)

whose structurally equivalent form turns out to be the same as those given in Eq. 4.37.
Thus, to evaluate structural control properties of a system from its bond graph

model, one need not derive the complete equations of motion. Simple causal path
analysis is sufficient to derive the structurally equivalent matrices of the 4-tuple
and they may then be used for control system analysis. This procedure is easily
automated in a simple computer program and applied to study control properties of
larger systems.

4.5.1 Structural Rank

Consider a linear time-invariant (LTI) system represented by the following state-
space model:

ẋ = Ax + Bu,

y = Cx + Du. (4.40)

If n is the number of states, then the characteristic polynomial of the system or
the denominator of transfer functions from the control input to the observed outputs
may be written as
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D(s) = |sI − A| = s p(sq + aq−1sq−1 + · · · + a1s + a0), (4.41)

where s is the Laplace operator, I is an n × n identity matrix, p + q = n, and
the coefficients aq−1 . . . a0 are functions of the system parameters. The number
of structurally null modes in the system is p, i.e., there are at least p number of
eigenvalues which are zero. However, the actual null modes in the system may be
higher owing to parameter dependence, e.g., when a0 = 0, the number of null modes
is p+1.

Since the term s p can be separated out as a factor from |sI−A|, the sI−A matrix
contains p rows with diagonal elements containing s and other terms in those rows
cancel out during determinant calculation. Thus for s = 0, or sI − A = −A, these
rows are linearly dependent on other rows. This implies that matrix A can be brought
to a form where p rows will contain all elements equal to zero. Thus, the structural
rank of matrix A is n − p = q.

To find q, the system equations need not be derived and tested. They can be
obtained by evaluating the rank of the structurally equivalent matrices:

As an example, the rank of structurally equivalent 3 × 3 matrix A∗ in Eqs. 4.36
and 4.37 is two. Thus, the system shown in Fig. 4.28, whether the damper is present
or absent, has at least one null mode. This conclusion may be directly derived from
the physical understanding of the system. The system null mode corresponds to a
case when both the masses move with equal velocity so that neither the spring nor
the damper is deformed. This null mode indicates 0 eigenvalue of matrix A given
in Eqs. 4.38 and 4.39. The other two eigenvalue matrices A turn out to be com-
plex conjugates of each other and are associated with the internal mode of vibration
(deformation of the spring and the damper). These eigenvalues are complex conju-
gates with nonzero real part when the damper is present and purely imaginary when
the damper is absent. These two non-null eigenvalues indicate the rank of matrix
A. Although it appears that a correct conclusion has been arrived at by consider-
ing structurally equivalent matrices in place of actual matrices of the state-space
4-tuple, it will be shown that the results obtained from structural equivalence may be
misleading.

A more straightforward approach to determine the structural rank of the system
from its bond graph model is given in [5, 19, 22–24]. It is based on re-causalling the
base model as follows:

1. The order (n) of a system (dimension of matrix A or number of states) is the
number of integrally causalled storage elements (I and C) in the base model, i.e.,
the model causalled to maximize integral causality (a preferred integral causality
model).

2. The structural rank of the model (rank of matrix A without parameter depen-
dence) is the number (q) of differentially causalled storage elements (I and C)
in a preferred differential (or derivative) causality model which were in integral
causality in the base model. This step comprises re-causalling of the model with
a different preference and then comparing the causality of I and C with those in
the base model.



4.5 Structural Analysis of Control Properties 261

Fig. 4.30 Bond graph model
of two-DOF system in pre-
ferred (a) integral and (b)
derivative causality
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3. The number of structurally null modes is the number (p = n − q).

Let us again consider the two-degrees-of-freedom system given in Fig. 4.28. Its
bond graph model in the preferred integral causality is given in Fig. 4.30a. We find
three storage elements in integral causality which means n = 3. The bond graph
model may be the assigned preferred derivative causality in many ways. The bond
graph model in one such form is given in Fig. 4.30b. It is not possible to assign
differential causality to both the I-elements because in that case there will be a
violation of causality at the 0-junction. Thus, a maximum of two storage elements
can be assigned derivative causality. This means that the structural rank of the system
q = 2 and the number of null modes of the system p = n − q = 1. This is the same
result that has been obtained earlier by analyzing the structurally equivalent matrices.

Caveat
If the rank of a system evaluated from structurally equivalent matrix A∗

turns out to be equal to the number of states then the system has full rank and
does not contains null modes. However, when the rank of matrix A∗ is less
than the number of states then it cannot be concluded that the system does not
have full rank or that the system has null modes.

We can illustrate this conflict with a simple example.
Consider the bond graph model given in Fig. 4.31a for which the state vector

x = [
P1 Q8

]T , the input vector is u = [
Se3 Sf6

]T and the output vector is y = Df4.
Its structurally equivalent matrices in the 4-tuple describing the state-space equations
are

A∗=
(

1 1
1 1

)
, B∗=

(
1 0
0 1

)
, C∗= (

1 0
)
. (4.42)

The rank of the system, when evaluated from a structurally equivalent matrix,
turns out to be rank(A∗) = 1. Note that when the rank of the system is evalu-
ated directly from matrix A (after full equation derivation), it is found to be 2. The
same result is obtained by assigning preferred derivative causality to the model (See
Fig. 4.31b). Thus, rank evaluation based on structurally equivalent matrices can give
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Fig. 4.31 Bond graph model
of a certain system in preferred
(a) integral and (b) derivative
causality
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wrong results, especially when it predicts that the system does not have full rank.
Some makeshift solutions in this regard have been suggested. One of them is to
replace some ones by zeroes and recheck the rank. Another approach is to replace
all ones by some random numbers and re-evaluate the rank. If the new rank turns
out to be more than the older rank, then the maximum rank obtained is the solution.
However, this process too can give wrong results (for example, when applied on the
4-tuple given in Eq. 4.37, it may give rank of the system to be 3 whereas the actual
rank is 2). Thus, these are all chance results which cannot be relied upon.

In conclusion, the approach presented in [28] (which in turn is based on [9]) may
at best be a test to assure whether a system has full rank. If it gives positive results,
then it is acceptable. But a negative result means one has to use alternative methods
to test the structural rank, such as the one based on differential causality assignment
on the bond graph model.

4.5.2 Structural Controllability

The numerical method to determine the controllability of a system is to check whether
the controllability matrix has full rank n, where n is the number of states. The con-
trollability matrix(S) of a continuous time system is defined as

S = [
B AB . . . An−1B

]
. (4.43)

The rank of the controllability matrix depends on the numerical values of the
parameters and hence it cannot be considered as a robust measure, i.e., it does not
indicate whether there are some parameter values for which the system may be
controllable and conversely, whether the system is uncontrollable for all combination
of parameter values. Thus, one needs to study the structural properties rather than
the numerical properties.

The structurally equivalent controllability matrix(S∗) is defined as

S∗ = [
B∗ A∗B∗ . . . (A∗)n−1 B∗ ]

. (4.44)
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It is easier to compute the rank of the structurally equivalent controllability matrix
which indicates structural controllability of the system.

For the system considered in Fig. 4.28, the structurally equivalent controllability
matrix is given as

S∗ =
⎡
⎣

⎛
⎝ 0

0
1

⎞
⎠

∣∣∣∣∣∣

⎛
⎝ 1 1 1

1 1 1
1 1 0

⎞
⎠

⎛
⎝ 0

0
1

⎞
⎠

∣∣∣∣∣∣

⎛
⎝ 1 1 1

1 1 1
1 1 0

⎞
⎠

2 ⎛
⎝ 0

0
1

⎞
⎠

⎤
⎦ (4.45)

=
⎡
⎣ 0 1 2

0 1 2
1 0 2

⎤
⎦ . (4.46)

We find that rank(S∗) = 2 which is less than the order (n = 3) of the system.
Thus, the system is structurally uncontrollable. Note that when one finds a system to
be controllable by analyzing structurally equivalent matrices, it is the correct result.
However, one cannot conclude that a system is uncontrollable when the analysis is
based on structurally equivalent matrices.

The true structural controllability can be elegantly derived from causal analysis on
the bond graph model [5, 19, 22–24]. This procedure neither requires derivation of
state equations nor its structural equivalence 4-tuple. It is a procedure simply based
on bond graph structure, which is robust and parameter independent. This procedure
is remarkable in the sense that it also indicates the location of actuators and their
type so as to make a system controllable with minimal number of actuators.

The conditions needed for a system to be structurally controllable are:

1. Attainability/reachability condition (necessary condition): every storage element
(integrally causalled I and C) in the bond graph model with preferred integral
causality must have at least one causal path from a control source (MSe or MSf).

2. Sufficient condition: every integrally causalled storage element (I and C) in
the bond graph model (with preferred integral causality) can be differentially
causalled (assigned derivative causality) when preferred differential causality is
assigned on the bond graph model. If some integrally causalled elements in pre-
ferred integral causality mode cannot be assigned differential causality in the pre-
ferred differential causality mode, then dualization of some or all control sources
(control MSe to control MSf and vice versa) or inversion of their causalities may
be performed to allow those storage elements to accept differential causality. Note
that causalities of uncontrolled sources, e.g. force due to gravity, are not to be
altered.

If the necessary and sufficient conditions are satisfied, then the rank of matrix S
is n. If matrix A is of full rank, the system is controllable with a single actuator
whose position is determined by the attainability condition (such that matrix

[
B A

]
has full rank) and other design considerations.

If the sufficient condition is not satisfied and only q (q < n) number of storage
elements, originally in integral causality, could be differentially causalled, then the



264 4 Physical Model-Based Control

(a) (b)

1 0
2

1

3

4
1

5

1

8

9

6

7

1
I:m

2
I:m

Df

Sf: ( )v t A

C:kR:c

1 0
2

1

3

4
1

5

1

8

9

6

7

1
I:m

2
I:m

Df

Se (  )dualized source

C:kR:c

Fig. 4.32 Structural controllability test on bond graph model of two-DOF system with (a) no source
dualization and (b) source dualization

rank of matrix S is q. Then for the model to be controllable, p = n − q actuators are
needed and their location has to be determined by attainability condition and their
participation has be determined by control source dualization.

In the bond graph model given in Fig. 4.30a, all storage elements are linked by
causal paths from the source (here, causal path is complete and need not be direct,
i.e., it may pass through storage elements). Thus, the model satisfies attainability
condition.

When given preferred derivative causality, without changing the source, we find
that one of the storage elements could not be differentially causalled (See Fig. 4.32a).
When the control input is dualized, two storage elements could not be differen-
tially causalled (See Fig. 4.32b). Thus, the maximal differential causality is given in
Fig. 4.32a, from which we find that the system is uncontrollable. It is left to the reader
to verify that the system becomes structurally controllable when the flow excitation
is removed and an effort excitation is given at any of the mass points.

Structural controllability test requires maximal derivative causality assignment
with/without dualization of sources. During structural controllability tests, one may
dualize control sources (MSe and MSf elements) to assign differential causalities to
storage elements. It is important to note that while some sources are dualized, some
may not be. Solving this problem is difficult for large systems. However, allowing
source dualization means that the ports attached to these elements can take up any
causality. One of the alternative methods to check structural controllability is to
replace all the control sources by R-elements, which can take any causality, and then
complete the preferred differential causality assignment.

4.5.3 Structural Observability

The rank of the observability matrix depends on the numerical values of the parame-
ters and hence it cannot be considered as a robust measure of full-state observability.
This method also does not identify the modes of the system that are not observable.
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Thus, analyzing the structurally equivalent observability matrix gives a better idea
of the observability of the system. The structurally equivalent observability matrix
(O) is given as

O∗ =

⎡
⎢⎢⎢⎢⎢⎣

C∗
C∗A∗
C∗ (A∗)2
...

C∗ (A∗)n−1

⎤
⎥⎥⎥⎥⎥⎦
. (4.47)

The full rank condition can be tested on the structurally equivalent observability
matrix instead of the actual observability matrix (which needs full state equations).

For the considered example, the structurally equivalent observability matrix is
found to be

O∗ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0

(
0 1 0

)
⎛
⎝ 1 1 1

1 1 1
1 1 0

⎞
⎠

(
0 1 0

)
⎛
⎝ 1 1 1

1 1 1
1 1 0

⎞
⎠

2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=
⎡
⎣ 0 1 0

1 1 1
3 3 2

⎤
⎦ . (4.48)

We find that rank(O∗) = 3, which is the same as the number of states in the
system. Thus, the system is observable with the given set of sensors. Here, the use
of structurally equivalent matrices gives that the observability matrix has full rank.
This is an acceptable (and true) result. However, if it were found that the rank of the
structurally equivalent observability matrix is less than the number of states then it
cannot be concluded for sure that the system is actually unobservable.

The structural observability is more elegantly tested by causal analysis of the bond
graph model [5, 19, 22–24]. This procedure does not require construction of actual
or equivalent 4-tuple and it is both robust and parameter independent. This procedure
also indicates the location and type of sensor required to make a system observable
with minimal number of sensors. It will be shown in later chapters that a system
needs to be observable to be monitorable (i.e., detect abnormal changes to system
as consequence of a fault). The bond graph causality-based structural observability
test requires that the model satisfies the following conditions:

1. Attainability/reachability condition (necessary condition): every storage element
(integrally causalled I and C) in the bond graph model with preferred integral
causality must have at least one causal path to a sensor (De or Df element).

2. Sufficient condition: every integrally causalled storage element (I and C) in the
bond graph model with preferred integral causality can be differentially causalled
(assigned derivative causality) when preferred differential causality is assigned
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Fig. 4.33 Structural observability test on bond graph model of two-DOF system with (a) no sensor
dualization and (b) sensor dualization

on the bond graph model. When some integrally causalled elements in preferred
integral causality mode cannot be assigned differential causality in the preferred
differential causality mode, some or all sensors may be dualized (De to Df and
vice versa) or their causalities may be inverted such that those storage elements
can be differentially causalled.

If the necessary and sufficient conditions are satisfied, then the rank of matrix
O is n. If rank of matrix A is n, then only one suitably placed sensor, determined

by attainability condition (so that matrix
[

CT AT
]T

has full rank), is sufficient to
guarantee full-state observability. If the rank of O is q, then p = n − q number of
additional sensors are needed to assure observability and the position of these sensors
has to be determined by the attainability condition and design considerations.

For the considered example, maximal derivative causality assignment without
sensor dualization and with sensor dualization are shown in Fig. 4.33. It is found
that sensor dualization allows us to assign derivative causality to all three storage
elements. Thus, the system is structurally observable with the given set of sensors.

During structural observability tests, one may dualize sensors (De and Df ele-
ments) so that the maximum number of storage elements are brought to differential
causality. This process may require dualization of some sensors and keeping the
rest in their original form. For large systems with many sensors, it is difficult to
achieve maximal derivative causality in this process. However, allowing dualization
of sensors means that the ports connected to sensors can be assigned any causality.
Alternatively, one may simply replace all sensors by R-elements and then proceed
with preferred differential causality assignment.

4.5.4 Infinite Zeroes and Relative Degree

While the controllability of a system is a desired property, one also needs to estimate
the degree of controllability. In [6], two reasons are given for lower degree of con-
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trollability (i.e., when a system is hard to control) of a linear system described by a
rational transfer function. A system may be hard to control when

1. The relative degree of the transfer function is large.
2. The zeroes of the transfer function are lightly damped or have positive real parts.

For a SISO system, the relative degree of a transfer function is the number of poles
(states)−number of zeroes. The actual zeroes of a transfer function are referred to as
finite zeroes. The number of infinite zeroes of a system is the relative degree of the
transfer function, i.e., the number of asymptotes in the root locus.

The number of poles of the transfer function is the number of storage elements
in integral causality in the behavior model (also called forward model). On the other
hand, the number of zeroes of the transfer function is the number of storage elements
in integral causality in the inverse model [16, 17]. The inverse model of a system is
described in the later chapters. The inverse model relates to computation of desired
inputs for specified outputs. If the transfer function between a source and a sensor
is G f (s), then in the inverse model the original source becomes the sensor and the
original sensor becomes the source and the new source to new sensor transfer function
is Gi (s) = 1/G f (s), meaning that the zeroes of G f (s) become poles of Gi (s).

Naturally, the ease with which LTI systems can be controlled is related to the
number and location of the system’s zeroes. The reasons to study the relative degree
of a system during a control system design is to choose the proper type of sensor
and its location such that the relative degree of the obtained transfer function is
minimized.

As an example, consider a certain system whose transfer function is given as

G(s) = s + 4

(s + 1)(s2 + 2s + 2)
.

The root loci of this system for positive gains is given in Fig. 4.34a, which shows
two asymptotes (for two infinite zeroes) with the centroid at 0.5. The range of stable
feedback gains for this system may be evaluated from Routh array and it is given as
−0.5 < K < 10.

Because this system has a small relative degree (3−1 = 2), it is easily controllable.
We may add a lead compensator so that the asymptotes lie in the left half of the
complex plane. The lead compensator must move the centroid of the graph by −0.5
at the minimum. A lead compensator that moves the centroid by −1 may be given
as f (s) = (s + 5)/(s + 7).

The transfer function of the new system is then

Gc(s) = (s + 4) (s + 5)

(s + 1)(s + 7)(s2 + 2s + 2)
.

The root loci of the modified system is shown in Fig. 4.34b which shows that the
system is stable for all positive feedback gains. From Routh array, one finds the range
of stable feedback gains for the compensated system to be K > −0.7. This result
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Fig. 4.34 Root loci of (a) G(s) and (b) Gc(s) for positive gains
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Fig. 4.35 a Nyquist plot of G(s) and Gc(s) and b their zommed plots

may also be obtained from the Nyquist plot of the transfer functions (See Fig. 4.35).
The original systems frequency response crosses real axis at two points (−0.1 and
2.0) which give the stable ranges as k < −1/(−0.1) or k < 10 and k > −1/2.0
or k > −0.5. After the polar plot is turned due to phase addition, the frequency
response of Gc crosses real axis at one point (1.4285) which gives the stable range as
k > −1/1.4285 or k > −0.7. The gain margin and phase margin of the compensated
system indicate that it is stable for all positive feedback gains.

It is worthwhile to note here that it was possible to include the compensator in the
system because the original system had a small relative degree. Consider a variation
of the transfer function as

G(s) = 1

(s + 1)(s2 + 2s + 2)



4.5 Structural Analysis of Control Properties 269

Fig. 4.36 Root loci of G(s)
with relative degree of 3
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which has a relative degree of 3. The root loci of the transfer function is given in
Fig. 4.36. It is natural to see that even if we shift the centroid of the asymptotes to the
left by a large amount, the asymptotes would still cross the imaginary axis. In short,
this system cannot be stabilized by any means for all positive values of feedback
gain. This is due to the large number of asymptotes (relative degree) in the system.

The number of integrally causalled storage elements in the inverse bond graph
model gives the number of zeroes in the transfer function obtained from the forward
model. The inverse model is created by imposing both effort and flow information
from the sensor and receiving both at the source. This procedure, where both infor-
mation can be imposed on a bond cannot be done through normal causality. This is
why, the notion of bicausality [6, 13–17] is introduced. Bicausality notation splits
the causality assignment for the two factors of power, namely effort and flow. By
separating the causal strokes, it allows imposing two complimentary information at
one end of a bond.

In bicausality notation, the effort and flow causalities are split into two half-causal
strokes. The side of the bond with the half-arrow for power direction is used to impose
flow causality and the effort causality is imposed on the other side. When flow and
effort causalities are counter-oriented, the two half-causal strokes appear at one end
of the bond and merge to form a single causal stroke, which is called unicausality
or normal causality that we know so far. When flow and effort information are co-
oriented, their causal strokes appear at two different ends.

In Fig. 4.37, each bond has two half-causal strokes, one for effort and the other
for flow. The causal stroke for the flow variable is shown on the side, where the
half-arrow for power direction is present. On the other side of the power direction,
the causality for effort variable is portrayed. When the effort and flow information
paths are counter-oriented, as in Fig. 4.37a, b, the bond is called to be unicausalled.
Unicausality corresponds to normal causality in bond graph modeling. The cases
shown in Fig. 4.37c, d correspond to cases, when effort and flow information paths
are co-oriented.

In the inverse model, the source element (Se or Sf) is replaced by a source sensor
(SS) element [6, 14] and the sensor (De or Df) element is replaced by a sensor source
(again SS) element. The difference between source sensor and sensor source lies in
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Fig. 4.37 Information exchange in bi-causalled bonds

Table 4.2 Source-sensor causality assignment

Causal configuration Nature of the SS element

SS

SS

SS

SS

SS

SS

Effort source, flow sensor (Se element)

Flow source, effort sensor (Sf element)

Zero flow source, effort sensor (De elem ent)

Zero effort source, flow sensor (Df elem ent)

Flow source, effort source

Flow sensor, effort sensor

0f =

0e =

the causality of the element: the source sensor element receives information of both
power variables, whereas the signal source element supplies both. The causality of
source sensor element is shown in Table 4.2.

The rule for bicausal 0 (1)-junction is that only one bond can bring effort (flow)
information and other bonds can bring the flow (effort) information. This means
that at a bicausal junction, there must be one bond bringing in both effort and
flow information while there must be another bond taking out both effort and flow
information. Thus, at every junction, only two bonds must be bicausalled (not more,
not less). The different ways of information exchange in bi-causalled bonds are shown
in (Table 4.3).

To arrive at the inverse model, bicausality is propagated from the original sensor
to the original source. In the process, some internal bonds in the model are assigned
bicausality such that it is propagated to the receiving source sensor.

Let us reconsider the electromechanical system shown in Fig. 4.38a and suppose
that the velocity of the mass being lifted is measured. The transfer function from the
input (motor speed) to the output (velocity of lifted mass) can be shown to be

y(s)

u(s)
= aKt (rs + k)

Ims4 + r
(
ma2 + I

)
s3 + (

mKt + ma2k + kI
)

s2 + Kt rs + Kt k
. (4.49)
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Table 4.3 Bicausal configurations for bond graph elements

This transfer function shows one finite zero and four poles. Thus, the relative
degree (number of infinite zeroes) of the system is three. Let us now try to find this
information without actually deriving the transfer function.

The forward bond graph model of the system is given in Fig. 4.38b. In the forward
model, there are four storage elements in integral causality and hence the transfer
function has four poles.

In the inverse model of the system given in Fig. 4.39, the sensor (Df) and source
(Sf) have been replaced with source sensor (SS) elements. Note that fixed sources
(those, which are not control inputs) are retained as they are, e.g., Se:−mg at bond
number 12. We try to maximize integral causality in the inverse model. The SS
element in bond number 13 imposes both effort and flow information, thereby forcing
differential causality in the I-element at bond number 11. Likewise, two more storage
elements are forced to assume differential causality. The SS element at bond number
1 receives both flow and effort information. Consequently, the inverse model has
only one integrally causalled element (C-element at bond 8) and then the number of
poles of the inverse model is 1. This implies that the number of finite zeroes of the
forward model is 1 and the relative degree of the system is 4 − 1 = 3.

The results relating to relative degree of the system as derived from structural
analysis is robust in the sense that it does not depend on the parameter values.
The actual relative degree of the system may change under specific combination of
parameter values. For example, if r = 0 in Eq. 4.49 then the relative degree of the
transfer function will be 4. If we assume r = 0 at the outset and remove it from the
bond graph model then we find from the inverse model in Fig. 4.40 that no element is
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Fig. 4.39 Bicausalled inverse
model
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in integral causality, thereby giving the correct number of zeroes as 0 and the relative
degree of the transfer function as 4.

Another approach to determine relative degree is to find the shortest causal path.
The shortest causal path links the input(s) to the output(s) in such a way that minimum
number of storage elements appear in the causal path. The shortest causal path in
the bond graph model given in Fig. 4.38b is marked in Fig. 4.41a. If damper is
removed, then the shortest causal path is shown in Fig. 4.41b. From Fig. 4.41a, it
is found that one of the storage elements (C-element at bond 8) does not appear on
the shortest causal path. This means the order of the numerator polynomial of the
transfer function is 1, or the relative degree is 3. On the other hand, it is found from
Fig. 4.41b that all storage elements appear on the shortest causal path. Thus, the order
of the numerator polynomial of the transfer function is 0, i.e., the relative degree is
4. These are the same results derived earlier through bicausality assignment on the
inverse models.

4.5.5 Zero Dynamics

Zero dynamics relates to the numerator polynomial of a system’s transfer func-
tion. Therefore, zero dynamics cannot be influenced by feedback compensation or
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Fig. 4.40 Bicausalled inverse
model of system without
damper
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pole-placement. Thus, it determines the performance limit of many feedback-control
systems. A minimum-phase system is one whose forward and inverse dynamics are
causal and stable. This means that the poles and zeroes of the system must lie on the
left half of the complex plane. Note that even when a system is asymptotically stable
(i.e., all its poles are stable), it may become non-minimum-phase if any of its zeroes
lie on the right half of the complex plane. Then the inverse system, whose poles are
the zeroes of the forward system, becomes unstable. This inverse system is necessary
in many control applications (see Chaps. 9 and 13 on robust overwhelming control).

A physical system, and especially its sensor and actuator locations, must be
designed in such a way that they possess the desired zero dynamics. Structural
analysis of a graphical model often indicates different subsystems contributing to
zero dynamics. Thus, it is possible to make prior structural-level design modifica-
tions to achieve the desired zero dynamics. Zero dynamics for SISO and MIMO
can be elegantly determined from causal path analysis on the bond graph model of
a system [7, 8, 27]. The zero dynamics arises out of the subsystems which do not
appear in the shortest causal path. Thus, it is related to the relative degree of the
transfer function of an SISO system. If the system is MIMO then the vector relative
degree has to be considered [8].

http://dx.doi.org/10.1007/978-1-4471-4628-5_9
http://dx.doi.org/10.1007/978-1-4471-4628-5_13
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Consider the system given in Fig. 4.38a and its bond graph model in Fig. 4.38b.
The inverse system is obtained through bicausality assignment in Fig. 4.39 from
which we have found that the relative degree of the system is three. The subsystems
responsible for zero dynamics are those containing integrally causalled elements in
the inverse model. It is identified as the R-C element pair at 1-junction connected
to bond number 7 in Fig. 4.39 . According to the causality, bond 7 receives flow
information and returns effort information: e7 = k

∫
f7dt + r f7. Taking Laplace

transform, the first-order transfer function resulting from this subsystem is rs + k,
which decides the zeroes (roots of numerator polynomial) of the transfer function
given in Eq. 4.49 and gives the system’s finite zero at s = −k/r . Then for all positive
values of k and r , the zero dynamics of the system is stable. Note that if r = 0 then
the zero at s = −k/r becomes an infinite zero, i.e., the relative degree of the system
increases by 1. This may be found also from Fig. 4.40 where there are no subsystems
containing integrally causalled elements. More details on zero dynamics may be
consulted in [20].

4.6 Discrete-Time Models

Modern control systems are generally implemented in digital computers which allows
for implementation of efficient and complex control laws. Design of digital control
systems is fundamentally different from that of continuous-time control systems.
We start from the concept of a zero-order-hold (see sample and hold device in
the previous chapter). A zero-order-hold (ZOH) samples an input signal at fixed
intervals and retains the sampled value till the next sampling instance. Mathemati-
cally, the sampled output of an analog signal f (t) when passed through a ZOH is
given as

f ∗(t) =
∞∑

k=0

f (kT ) (us(t − kT )− us(t − (kT + T ))) (4.50)

where us(t) is the unit step function, T is the sampling time period or sampling
interval, and k is the sample number. The term us(t − kT ) − us(t − (kT + T ))
models a pulse of unit amplitude during kT ≤ t < kT + T . This is schematically
shown in Fig. 4.42.

From the Shanon sampling theorem, the sampling frequency must be theoreti-
cally more than twice the largest frequency content (Nyquist frequency or cut-off
frequency) in the signal. To avoid aliasing and frequency folding, the sampling fre-
quency must be larger than the Shannon frequency which is twice that of the Nyquist
frequency. However, to convert the sampled signal back into the analog signal, one
needs to put a low-pass filter. No filter has an ideal low-pass characteristic with a per-
fectly sharp cut-off. Therefore, to accommodate the real filter, one actually samples a
signal at much higher frequency. The frequency domain analysis of digital systems is
carried out with z-transforms. In this book, we will deal with the state-space analysis



4.6 Discrete-Time Models 275

Fig. 4.42 Output of zero-
order-hold (ZOH)
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t

and thus consider the discretization of analog state space models to their discrete
forms.

Let an analog system be described by the following state-space model

ẋ = Ax + Bu, and y = Cx + Du

with the parameters having their usual meaning. For an LTI system, the solution of
this system at any time t = t f starting from an initial time t = t0 may be written as

x(t f ) = eA(t f −t0)x(t0)+
∫ t f

0
eA(t f −τ)Bu (τ ) dτ, (4.51)

where the state-transition matrix Φ(t, τ ) = eA(t−τ) and x(t0) is the vector of initial
conditions. If the system is sampled at intervals of T then u(t) does not change
during sampling intervals, i.e., u(t) = u(kT )∀kT ≤ t < (k + 1)T with a ZOH. Let
us assume the initial state of the system is known at t0 = kT and the final state is
required at t f = kT + T . Then by putting t f = kT + T in Eq. 4.51, we can write

x(kT + T ) = eA((k+1)T −kT )x(kT )+
∫ kT +T

kT
eA((k+1)T −τ)Bu (kT ) dτ (4.52)

= eAT x(kT )+ A−1(eAT − I )Bu(kT ). (4.53)

where I is an identity matrix of appropriate dimension. Dropping the fixed sampling
time, we can write the final discretized version of Eq. 4.52 (called a difference
equation) in a discrete-time state-space form as

x(k + 1) = Ad x(k)+ Bd u (k) ,

y(k) = Cd x(k)+ Ddu (k) , (4.54)

where Ad = eAT , Bd = A−1
(
eAT − I

)
B, Cd = C and Dd = D.

For sufficiently small sampling time, one can use the first two terms of Taylor series
expansion and approximate Ad = eAT ≈ I + AT and Bd ≈ A−1(I + AT − AT )
B = BT . This approximation is good enough to simulate LTI systems through a
small computer code.

Note that if an eigenvalue of matrix A is on the left half of complex plane,
then the corresponding eigenvalue of matrix Ad = eAT appears inside a unit
circle about the origin in the complex plane. In digital systems, the unit circle in the
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complex plane acts as the stability boundary. Regular pole-placement and feedback-
control system analysis methods can be applied on the discrete-time system models.
One may need a bilinear transformation to convert the circular stability boundary
(unit circle in complex plane) into the usual line boundary separating the positive
and negative real sides of the complex plane and then apply the Routh stability
criterion.

4.7 Actuator Sizing

In mechatronic systems, it is important to choose actuators of right capacity. If an
actuator cannot give the desired output, it is said to be saturated. Saturation of actuator
can be of three types: (1) actuator is unable to supply the desired effort, (2) unable
to supply the desired flow, and (3) unable to output the desired power. For example,
while a pump can give maximum flow Qmax if working below a certain pressure
head Pmin and can give minimum flow Qmin while working above a certain pressure
head Pmax, it may not be able to generate any flow Q at any pressure head P when
Qmin < Q < Qmax and Pmin < P < Pmax due to the limits on the power W = P Q.
In mechatronic systems such as robots, it is important to design the system and its
actuator in such a way that the performance criterion of the device is maintained.
Besides these limits, actuators also have a limited slew rate, i.e., how fast an actuator
can move from one to another amount of output.

As an example, consider the word bond graph of an actuating system, along with
its power modulator, given in Fig. 4.43 [14] , in which different power variables are
marked. Each of those power variables usually have a constraint as follows: Emn ≤
em(t) ≤ Emx , Fmn ≤ fm(t) ≤ Fmx , |em(t) · fm(t)| ≤ Wm , Ean ≤ ea(t) ≤ Eax ,
Fan ≤ fa(t) ≤ Fax , |ea(t) · fa(t)| ≤ Wa , ∀t ∈ [0, T ], where T is the time required
to transit from the initial state to the final state.

Let us assume that the characteristics or specifications of a certain actuator is
known. The objective is to find out an output profile (e.g. maximum allowable slew
rate), and the corresponding input law, for which all the operating constraints are
satisfied. A linear quadratic regulator (LQR) is one of the classical approaches to
design control laws which can adjust the actuator output requirement. For LQR
design, the optimal control problem can be solved with a heavy cost on excessive
input size. However, the optimal control solution does not address the limits placed
on the power. What one needs is a solution which accounts for the evolution of both
the power variables (efforts and flows) in an actuator.

For an actuator with given specifications, a representative plot of the time evolution
of different variables in the constraint space is shown in Fig. 4.44. The hyperbolic
curves represent constraints on power (product of effort and flow) and the non-
shaded area in the middle of each plot is the admissible operating regime. The paths
p1 to p4 correspond to the way the power variables are required to change for four
different control laws or controller parameters. One finds from these graphs that
path p1 violates the constraint on modulator output power, path p2 violates the same
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Fig. 4.44 Actuator sizing: a response trajectories for power modulator power variables and
b actuator power variables

constraint on actuator output power, and path p3 causes actuator saturation on both
effort and flow requirements. As a result, path p4 is found to be suitable and the
corresponding controller can be used.

On a different note, if the profile of evolution of the power variables (efforts and
flows) are known then one needs to find or design an actuator whose performance
specifications would bound the response curves. This is called actuator sizing.

If the desired output of a given system is prescribed (e.g., the positions and end-
effector velocities of a serial manipulator at various time instances) then one can
actually perform a system inversion and simulate the system to determine the input
sequences. In this way, one can determine the specifications for the actuators (link
motors). Fortunately, bicausality gives a convenient solution to actuator sizing. For
actuator sizing, one needs to convert all sensors into SS elements such that they
impose the desired output of the actual system on the model. The sources are also
replaced by SS elements such that they receive both effort and flow informations. In
addition, the model is assigned preferred differential causality.

Let us take an example system shown in Fig. 4.45a where the load is to be lifted
at some predefined speed profile by a controller. The speed profile is given as v(t) =
1 − e−αt where the parameter α governs the actuator rating. The bicausalled bond
graph model of the system in preferred derivative causality is shown in Fig. 4.45b.

Initially, let us ignore the damping for which the bicausalled bond graph model
given in Fig. 4.40 can be used to size the motor. If the measured velocity of mass m
is v then from Fig. 4.40 we can write the following from the constitutive relations of
the rightmost 1-junction:



278 4 Physical Model-Based Control

..1

2 4

3 5 6

7

8

10

12

SS

C: tK

0 1

I:I

TF
a

0

C:k 1

R:r

I:m111

Se: mg−

9

SS ( )sensor

13

( )source

Motor

Coupling

Disc

tK

I

a

k r

mg

(a) (b)

Fig. 4.45 Actuator sizing example: a the system and b its bicausalled bond graph model in preferred
differential causality

f10 = f13 = v, e13 = 0 (4.55)

e10 = e11 − e12 = mv̇ + mg (4.56)

For the neighboring 0-junction in Fig. 4.40, we can write

e6 = e7 = e10 = mv̇ + mg (4.57)

f6 = f7 + f10 = ė7/k + v = mv̈

k
+ v (4.58)

Proceeding in the same way, one can express both source power variables e1 and
f1 in terms of the prescribed response variable v and its derivatives up to a certain
order (in this case, up to fourth derivative for four differentially causalled elements
encountered in the causal path from the sensor to the source). The closed-form expres-
sion can be easily evaluated through a computer program to determine the actuator
power variables and power output and thus an actuator of suitable specification can
be chosen for the application.

However, it is not always possible to obtain a closed-form solution. If the damper
is nonzero in Fig. 4.45a then we can see that a differential algebraic loop is present
in the bicausalled model given in Fig. 4.45b. Here, we can simulate a block diagram
model derived from the bicausalled bond graph model which is shown in Fig. 4.46.

In the block diagram model, the desired output is the input. The outputs of the
block diagram model are the actuator power variables. The block diagram contains
four derivative (du/dt) blocks. It was simulated for the following data: m = 1 kg,
I = 0.2 kgm2, a = 0.5 m, k = 100 N/m, r = 5 Ns/m, Kt = 1,000 Nm/rad,
g = 9.81 m/s2, and α = −0.2. The calculated motor power variables are plotted
in Fig. 4.47.

From these results, it is found that one should select a motor with a minimum of
40 W output power and capable of giving 21 Nm torque. If the demanded actuator slew
rate is increased by selecting α = −5 (i.e., a very quick response) then simulations
show that the motor should be able to provide a minimum of 46 W output power and
25 Nm torque. As the actuator size is varied, one can assume that the rotary inertia I
also varies. Thus, one needs some amount of iteration to match the actuator. The
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calculated specifications are useful to select a proper actuator (called a sized actuator)
for the application.
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Chapter 5
Rigid Body, Flexible Body, and Micro
Electromechanical Systems

5.1 Introduction

The application of multibody systems varies widely from terrestrial vehicle, air, and
space applications, MEMS applications to biomechanical applications, etc. Multi-
body systems consist of rigid and elastic bodies, joint components, passive and active
coupling elements. The four basic joint components are translational joint, revolute
joint, double translational joint, and double translational-revolute joint [81]. The first
step in the dynamic analysis of a real physical system is the modeling of its com-
ponents. Multibody system dynamics is described by a set of equations of motion.
We consider mechanisms whose configuration is characterized by many kinematic
loops. The holonomic and nonholonomic constraints are analyzed to obtain a mini-
mal number of generalized coordinates to represent motion. The equations of motion
of a multibody system can be analyzed in different ways based on the principle
used (Newton-Euler method, Principle of virtual work, Principle of virtual power,
etc.), coordinating system used (Cartesian and Lagrangian coordinating systems),
and the kinematic constraints of the system (Coordinate portioning method and aug-
mented Lagrange formulation) [46]. The dynamic equations for the multibody sys-
tems may be expressed by Jourdain’s principle and the Lagrange multiplier method
together with Baumgarte’s stabilization [80]. The number of equations increases
when Lagrange multipliers are used. Moreover, when there is a little change in the
configuration, the aforementioned process has to be repeated again, i.e., the derivation
process is not in a modular algorithmic form. This motivated Karnopp and Margolis
[67] to develop a systematic approach to modeling of planar mechanisms by using
bond graphs.

Large transient dynamic forces are often set up in multibody systems and they
are often incorrectly neglected in the design stage due to improper modeling. These
dynamic forces can be determined by simulation of a properly developed model
of the actual system or by experimentation. While simple mass lumping methods
provide compact models, they often give incorrect dynamic forces due to incorrect
representation of rotary inertias and impact forces. On the other hand, variational
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mass lumping method becomes too cumbersome when the mass distribution is time
varying. In this chapter, we introduce a step-by-step approach to construct bond graph
models of complex multibody and flexible body systems. Initially, we introduce bond
graph modeling of planar systems and then move on to spatial systems. Flexible body
systems are much more complex [149] and are only partially discussed to cover the
requirements of the other chapters in this book.

5.2 Planar Multibody Systems

Modeling of mechanisms is not a trivial task because the goal is not only to obtain
consistent kinematics but also to get proper dynamic loads. Ensuring the latter in a
lumped parameter model needs proper allocation of lumped masses. In this section,
we discuss bond graph modeling of planar mechanical systems. A planar mechanical
system is considered to be composed of a set of rigid bodies, which are constrained
together through a set of joints. The primary emphasis is given to development of
bond graph models of revolute joints with clearance and of mass distribution in
prismatic or slider joints. These so-called proper bond graph models are necessary
in order to generate well-computable simulation models and also to accurately cal-
culate the dynamic loads. We follow a pedagogical approach in our presentation.
Various examples are chosen and their bond graph models are developed from the
first principles using different formulations and approximations. Finally, two sepa-
rate mechanisms are considered as illustrative examples.1 Their bond graph models
are validated through numerical simulations and comparison with analytical and
simulation results available in the literature.

5.2.1 Bond Graph Modeling of Flexible Two-Force Members

Consider a massless two-force member, which will be analyzed in a fixed coordinate
frame (x, y), as shown in Fig. 5.1a. The contemporary length (L) between the two
pin-jointed end points of the link (marked as 1 and 2) may be expressed as

L2 = (x1 − x2)
2 + (y1 − y2)

2 (5.1)

where numeric subscripts refer to the points in Fig. 5.1a. Differentiating Eq. 5.1 with
respect to time, one obtains

2L L̇ = 2 (x1 − x2) (ẋ1 − ẋ2)+ 2 (y1 − y2) (ẏ1 − ẏ2)

⇒ L̇ =
(

x1 − x2

L

)
(ẋ1 − ẋ2)+

(
y1 − y2

L

)
(ẏ1 − ẏ2) (5.2)

1 A part of this section is adapted from these authors’ previous work published in [7].
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(a) (b)

Fig. 5.1 a Schematic of a massless plane impedance and b its bond graph model

(a) (b)

Fig. 5.2 a Schematic of a double pendulum and b its bond graph model

Equation 5.2 can be found in many standard books on finite element modeling. We
then use the kinematic constraint in Eq. 5.2 to draw the bond graph model of a mass-
less two-force member (we call it a plane impedance [91]) in Fig. 5.1b. The different
transformer moduli used in the modulated transformer (MTF) elements in the model
areμx1x2 = (x1 − x2) /L andμy1y2 = (y1 − y2) /L . The power conserving junction
structure of a bond graph ensures that this model also gives a proper representation
of the dynamical constraints, i.e., the relations between the forces [66, 79].

5.2.1.1 Double Bob Pendulum

A double bob pendulumcomprises two simple pendulums joined together, one of
which is attached to the fixed point. Let us consider this double bob pendulum with
masses m1 and m2 attached by two flexible massless links of lengths L1 and L2,
respectively, as shown in Fig. 5.2a. The bond graph model of it by considering the
bob weights as sources of efforts is shown in Fig. 5.2b. The bond graph model of the
double pendulum developed by Romero et al. [115, 116] in recent articles is improper
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(a) (b)

Fig. 5.3 a Schema for a three-port rigid link and b its bond graph model

in the sense that the model contains four inertia elements with differential causalities
and a few causal loops. Moreover, those inertia elements were illogically replaced
later by compliance elements. We would like to highlight the fact that a model of
multiple simple pendulums is a cascaded representation of the model in Fig. 5.2b.
It is always a causally consistent representation, i.e., there are no causal loops or
differential causalities in the model. Moreover, when joint clearances are included we
can model much complex problems, such as the dynamics of a falling chain. A further
detailed bond graph model of a double pendulum with flexible wires is given in [104].

The same modeling principle can be used to model closed-loop chains such as
determinate and indeterminate trusses where the mass of the members is usually
neglected, and can thus be lumped at the ends of the members.

5.2.2 Model of Rigid Planar Links

We use a body-fixed frame on a rigid link and relate the motions to the absolute
frame of reference through appropriate velocity transformation. The displacements
of any point (ith point) on the rigid link, as shown in Fig. 5.3a, are expressed in terms
of linear displacements (xG, yG) of the center of gravity in the x-y plane and angular
position ( θG) of the center of gravity about the z-axis as follows:

{
xi

yi

}
=

{
xG

yG

}
+

[
cosθG − sinθG

sinθG cosθG

]{
x̄i

ȳi

}
(5.3)

Differentiating Eq. 5.3 with respect to time, and noting that x̄i and ȳi are constant
in a rigid body, one obtains

ẋi = ẋG + μxi θ̇G, (5.4)
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Fig. 5.4 Bond graph model of an ideal joint component with multiple shear and pin flexibility

ẏi = ẏG + μyi
θ̇G (5.5)

where, μxi = − (x̄i sinθG + ȳi cosθG) and μyi
= x̄i cosθG − ȳi sinθG .

Equations 5.4 and 5.5 are sufficient to construct the augmented bond graph model
of the rigid link as shown in Fig. 5.3b. We have considered a rigid link with three joints,
but the model may be extended to connect to any number of body components by
joint components. In Fig. 5.3b, the mass and rotary inertia are modeled by I-elements
connected to the 1-junctions representing the velocities of the center of gravity in
the inertial frame. The number of inertial ports does not depend on the configuration
of the coordinate systems. The body weight may be neglected if the link lies in the
horizontal plane. In the bond graph model given in Fig. 5.3b, a bond with a circle
over it represents a vector bond and a thick vertical line is used to split a vector bond
into scalar bonds or to merge scalar bonds to form a vector bond.

5.2.3 Modeling Revolute Joints

The joint component is one of the basic components in a mechanism-modeling
library. The forces and moments are calculated in the joint component for connecting
two body components. We initially assume that joints are flexible and frictionless.
The bond graph model of the joint component in Fig. 5.4 can be used to fasten any
number of body components. The C- and R-elements in Fig. 5.4, model the energy
storage and dissipation due to relative motion between two rigid bodies.

To reduce the dynamic effects, higher values of pin stiffness and damping are
generally taken into account. As a result, there exists almost the same generalized
flow in all bonds connected to the joint element from the body components and
the impedance coupling tends to become a plain coupling. Decreasing the value of
compliance element can increase the joint flexibility. If the values of damping and
compliance parameters are taken to be zero then the connected body components are
decoupled. This is how the type of the joint can be changed as per requirement.

We did not consider joint clearance in the model given in Fig. 5.4. However, for the
mobility and assemblage of the mechanisms, joint clearance is very much necessary.
The effects of these clearances are rapid wear, undesired vibration, rattling, noise, etc.
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(a) (b)

Fig. 5.5 a Schema for rigid links and joint components and b different clearances between two
pair of rigid links

Fig. 5.6 Bond graph model of revolute joint with clearance between links

The elastic impact due to clearances gives rise to discontinuous forces in the joint.
The flexibility of links reduces the impact forces at the joints with clearance. Three
rigid links with joint components are shown in Fig. 5.5a. The clearances between two
pairs (link 1 and link 2, and link 1 and link 3) of rigid links are shown in Fig. 5.5b,
where rcc is the radius of clearance circle. The parameter δi j (where i and j enumerate
the links) is the instantaneous distance between the centers of the bolt and the hole
in the respective link ends. If no clearance is provided between a pair of links, the
corresponding value of rcc is zero. When δi j > rcc, the impact between a pair of
links is modeled by switching the values of stiffness Ki j and damping Ri j in Fig. 5.6
to large values from their nominal values of zero.

The friction between two links at the joint may be modeled by an R-element at
a 0-junction where relative angular velocities between two links may be calculated.
This R-element needs modulation, i.e., it should be active only when δi j > rcc. Var-
ious dissipation phenomena, e.g., viscous friction in a lubricated joint or dry friction
can be modeled by this R-element. Likewise, torsional stiffness and damping at the
joint may be modeled by a 1-C-R structure connected to the 0-junction. If the joint is
actuated then the motor model with appropriate causalities to apply a torque (effort)
may be connected to that 0-junction. The power directions in the bond graph model
are set to calculate relative angular velocities at this 0-junction. This also ensures that a
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Fig. 5.7 Bond graph model of a three-port rigid link with angular velocity as an output variable

motor would apply a forward torque on the driven link and the reverse reactive torque
on the driving link. Such models will be developed later for serial robotic manipula-
tors. These are certain advantages of bond graph modeling that ensure proper model
composition. Detailed bond graph models of various joints can be consulted in [157].

5.2.4 Detailed Model of Revolute Joint

A detailed model of revolute joint requires information of angular positions of the
rigid bodies joined together. This information is required to calculate the frictional
forces and other joint forces, e.g., the hydrodynamic forces in a lubricated joint which
acts like a journal bearing. Therefore, first of all, the submodel of the rigid planar
link is modified so that the angular velocity of the rigid body becomes an output of
that submodel. The revised model of the rigid planar link is shown in Fig. 5.7. It is
similar to the model given in Fig. 5.3b. In the bond graph model given in Fig. 5.7, a
bond with a circle over it represents a vector bond and a thick vertical line is used to
split a vector bond into scalar bonds or to merge scalar bonds to form a vector bond.

When equations are derived from the bond graph model in Fig. 5.7, one obtains
the force and moment balance equations as

FxG =
∑

i

Fxi , FyG =
∑

i

Fyi
and MzG =

∑
i

(
μxi Fxi + μyi

Fyi

)
(5.6)

where Fxi and Fyi
are the force components at ith joint, respectively, and FxG, FyG

and MzG represent the resultant forces acting in the x and y directions at the mass
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Fig. 5.8 Schematic represen-
tation of a clearance joint

center and the resultant moment acting along z-axis at the mass center. These relations
are output from the bond graph model.

The revolute clearance joint is shown in Fig. 5.8. Small joint clearance or flexibil-
ity (if shrunk-fit) is necessary for ease of assembling the links and also for smooth
mobility of the mechanism with reduced friction when a change point configuration
is reached. The latter is important in case of appreciable thermal expansion or con-
traction of the links. However, joint clearance also leads to impact forces, rapid wear,
rattling, and noise [45]. Note that joints without clearance develop some amount of
clearance over long use due to normal wear and tear.

The normal reaction acts along the attitude line (the line connecting bearing and
journal centers in Fig. 5.8 and frictional forces act perpendicular to attitude line.
Various authors have considered various formulations for these forces [1, 45, 139].

The normal and tangential velocities are

Vn = (ẋ1 − ẋ2) sinψ − (ẏ1 − ẏ2) cosψ (5.7)

Vt = (ẋ1 − ẋ2) cosψ + (ẏ1 − ẏ2) sinψ + (
θ̇1 Rb − θ̇2 Rj

)
(5.8)

where the variables are defined in Fig. 5.8. The penetration depth due to impact
between the two components is given as δ = (B J − c)where the c is radial clearance.
Note that δ is taken to be zero when (B J − c) < 0. The normal contact force which
is evaluated according to the relation given in [67] as

Fn = K δα +
[

3K δα
(
1 − C2

e

)
4δ̇−

]
δ̇ for δ > 0, Fn = 0 otherwise. (5.9)

In Eq. 5.9, the first term denotes the elastic Hertzian contact force [67] where

the stiffness is given as K = 4
3(η1+η2)

√
Rb Rj/

(
Rb + Rj

)
, with ηi = (

1 − ν2
i

)
/Ei ,

i = 1, 2 are two material parameters, ν and E are the Poisson’s ratio and Young’s
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Fig. 5.9 a Bearing and jour-
nal of a clearance revolute
joint, b bond graph model and
c its equivalent bond graph

(a) (b)

modulus, respectively, α is usually taken as 1.5 for contact between metallic bod-
ies, and Ce is the coefficient of restitution used to model impact. The second term
in Eq. 5.9 is due to internal damping of the materials which introduces strain rate-
dependent damping during impact with δ̇− being the initial impact velocity and δ̇ is
the relative penetration rate. In some references, the instantaneous damping coeffi-
cient during impact has been considered to be a cubic step function of the penetration.

The tangential force is calculated from the modified Coulomb’s friction law as
follows [45]

Ft = −CfCd Fn. sgn (Vt) (5.10)

where Cf is coefficient of friction, Cd is dynamic correction coefficient (see [45] for
details), and sgn(.) is the signum function. Other forms of dry-friction formulations
(e.g., stick-slip [64], honey-drop, and Stribeck friction model, etc.) may be used here.
The formulation given in reference [1] uses Poisson’s hypothesis for the definition of
the coefficient by first recognizing the correct mode of impact; i.e., sliding, sticking,
and reverse sliding. If the clearance between the journal and the bearing is lubricated
then fluid-film forces dictate the normal and tangential forces. Bond graph model of
journal bearings can be consulted in [123]. However, only dry friction is considered
in the models developed in this book.

The normal and tangential contact forces can be resolved into two components in
x-y directions:

Fx = Fn sinψ + Ft cosψ and Fy = −Fn cosψ + Ft sinψ (5.11)

The moments acting at the bearing and the journal center due to tangential forces
are, respectively,

Mb = Ft Rb and Mj = Ft Rj. (5.12)

The bond graph model of the revolute clearance joint is shown in Fig. 5.9a and
its equivalent bond graph in compact form using vector bonds is shown in Fig. 5.9b.
The constitutive relation for the RC-field element (a field element is connected to
more than one bonds) is ē = ϕRC

(
f̄ ,

∫
f̄ dt, r

)
where r is a set of fixed parameters

(geometric and material properties), f̄ = [
ẋ1 ẏ1 θ̇1 ẋ2 ẏ2 θ̇2

]T
is the vector of

generalized flow (velocity) variables, ē = [
Fx1 Fy1

Mz1 Fx2 Fy2
Mz2

]T is the vector
of generalized effort variables and ϕRC(.) function models Eqs. 5.7–5.12. Because
the constitutive relation involves both the rate of deformation and deformation to
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Fig. 5.10 Bond graph model
of rigid planar links connected
by revolute joint

compute the effort (force and moment) variables, the physical phenomenon involved
is a combination of dissipation and potential energy storage, which together are
represented by a defined bond graph element (RC-field). Note that the attitude angle
ψ must be calculated using atan2(.) function such that the quadrant information is
not lost during the process.

The model of rigid links joined together by a revolute joint (see Fig. 5.5) may now
be developed easily. When δi j > rcc, the interaction forces between a pair of links
are modeled by Eqs. 5.9 and 5.10 and are transformed into inertial frame forces and
moments by Eqs. 5.11 and 5.12. The bond graph model of many links connected to
the common reference link is shown in Fig. 5.10 where the bold 1-junction is drawn
using vector bond graph notation and the dimension of effort and flow variable vectors
in each bond is three.

The generalized model given in Fig. 5.10 can be simplified if the joints do not have
clearance. Such joints without flexibility are referred to as kinematic joints. However,
we will consider joint flexibility in our model. Note that if the joint stiffness is made
large in a joint without clearance then the flexible joint behaves as an ideal kinematic
joint.

For the flexible joint without clearance, δ = B J (from Fig. 5.5a). Furthermore,
since Rb = R j , Hertzian contact theory is not applicable because the contact area
is more than the characteristic radius of the bodies. The effective stiffness is then
considered as K which has to be evaluated experimentally or numerically, e.g.,
from a finite element model. The damping is proportional to effective stiffness. The
proportionality constants between stiffness and damping for various materials are
tabulated in reference [43]. Note that without clearance, the stiffness and damping
encountered in any radial direction is the same, i.e., the 2 × 2 stiffness and damping
matrices are symmetric and rotationally invariant.

The normal force is then given as

Fn = K δ + λK δ̇ (5.13)

where λ is the material damping-related proportionality constant [43]. The tangential
force Ft is still given by Eq. 5.10.

If dry friction is neglected and viscous friction is considered (which can be mod-
eled with relative angular velocities) then Ft = 0. Consequently, the interaction
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Fig. 5.11 General form of bond graph model of an ideal revolute joint component

forces in x-y reference frame between ith link and the reference link (link number 1)
are given as

{
Fx
Fy

}
=

[
K 0
0 K

]{∫
(ẋi − ẋ1) dt∫
(ẏi − ẏ1) dt

}
+

[
λK 0
0 λK

]{
(ẋi − ẋ1)

(ẏi − ẏ1)

}
(5.14)

Separation of the elastic and damping forces and their representation as separate
fields (C-field and R-field) yield a simplified bond graph model for joints between
several links as shown in Fig. 5.11. The viscous friction between two links at the joint
is modeled by separate R-elements at 0-junctions where relative angular velocities
between the links and the reference link are calculated. Likewise, torsional stiffness
and damping at the joint may be modeled by 1-C-R structures connected to the
0-junction. If the joint is passive, i.e., actuated, then the motor model with appropriate
causalities to apply a torque (effort) may be connected to that 0-junction. The power
directions in the bond graph model are set to calculate relative angular velocities at
this 0-junction. This also ensures that a motor would apply a forward torque on the
driven link and the reverse reactive torque on the driving link.

When the values of joint stiffness and damping are large, there exists almost
the same generalized flow in all bonds connected to the joint element from the
body components and the impedance coupling tends to become a plain coupling or
kinematic joint. Decreasing the value of compliance element can increase the joint
flexibility. If the values of damping and compliance parameters are taken to be zero
then the connected body components are decoupled. This is how the type of the joint
can be changed as per requirement.

5.2.5 Model of the Slider Component

The slider is one of the most difficult multibody components which give rise to nonlin-
ear equations of motion. Incorrect modeling of slider component generates improper
inertial forces. The schematic view of a plane slider is shown in Fig. 5.12. The main
advantage of a bond graph model is that the radial and tangential forces acting at
different points of the model need not be calculated. Simulations supported by the-
oretical bond graph model of the actual system can determine these dynamic forces.
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Fig. 5.12 Schema of a slider model

The velocities of the end points Ec and EP of the plane slider are expressed as
follows:

ẋ1 = ẋcg + lcgθ̇cgsinθcg,

ẏ1 = ẏcg − lcgθ̇cgcosθcg, (5.15)

ẋ2 = ẋPg − lPgθ̇PgsinθPg,

ẏ2 = ẏPg + lPgθ̇PgcosθPg. (5.16)

The contemporary length (l) between two points Ec and EP may be expressed as

l2 = (x1 − x2)
2 + (y1 − y2)

2 (5.17)

whose differentiation with respect to time yields

l̇ =
(

x1 − x2

l

)
(ẋ1 − ẋ2)+

(
y1 − y2

l

)
(ẏ1 − ẏ2) (5.18)

The normal velocity at the contact point 1 on the cylinder by assuming a thin but
long piston is

Vc1 = −sinθcg ẋcg + cosθcg ẏcg + (
l − lP − lcg − d/2

)
θ̇cg (5.19)

At the same time, the normal velocity at the contact point 1 on the piston is

VP1 = −sinθPg ẋPg + cosθPg ẏPg − (
lP − lPg + d/2

)
θ̇Pg (5.20)

Likewise, the normal velocity at the contact point 2 on the cylinder is

Vc2 = −sinθcg ẋcg + cosθcg ẏcg + (
l − lP − lcg + d/2

)
θ̇cg (5.21)
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Fig. 5.13 Bond graph model of the slider component

and the normal velocity at the contact point 2 on the piston is

VP2 = −sinθPg ẋPg + cosθPg ẏPg − (
lP − lPg − d/2

)
θ̇Pg (5.22)

The different multipliers in Eqs. 5.15–5.22 are used as transformer moduli of
MTF-elements in the bond graph model. They are μ1 = lcgsinθcg, μ2 = −lcgcosθcg,
μ3 = −1/sinθcg, μ4 = 1/cosθcg, μ5 = 1/(l − lP − lcg − d/2), μ6 = 1/(l − lP −
lcg + d/2), μ7 = (x1 − x2)/ l, μ8 = (y1 − y2) / l, μ9 = −lPgsinθPg, μ10 =
lPgcosθPg, μ11 = −sinθPg, μ12 = cosθPg, μ13 = − (

lP − lPg + d/2
)

and μ14 =
− (

lP − lPg − d/2
)
.

The augmented bond graph model of the system under consideration is shown
in Fig. 5.13. In Fig. 5.13, the sources of efforts indicate the joint forces, labeled
1-junctions represent various velocity points, the masses (MP,Mc) and the moment
of inertias (JP, Jc)of the slider and rod, respectively, are modeled by the I-elements
connected to the 1-junctions representing the velocities of the center of gravity of the
two in the inertial frame, the MTF-elements are used to synthesize the constraints and
junctions 01 and 02 represent the forces at the contact points between the cylinder
and the piston. MTF-elements with moduli μ7 and μ8 are used to calculate the
relative velocity between the piston and the cylinder at a 0-junction and the friction
between the piston and the cylinder is modeled by an R-element (rf) at that junction.
If the cylinder is actuated (e.g., a hydraulic/pneumatic cylinder driven by the pressure
difference) then the actuating force should be modeled at this 0-junction (this case
has been considered later in this chapter). Note that if there is dry friction at the piston
and cylinder interfaces then the constitutive relation of the R: rf-element should be
modulated by the normal reactions given by 01 and 02-junctions.

The models developed in the previous sections can be easily extended for three-
dimensional systems by including modified versions of kinematic relations. We con-
sider two benchmark problems in the following sections.
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Fig. 5.14 Schema of Rapson
slide

5.2.6 Case Study-I: Rapson Slide

In a Rapson slide, the slider replaces piston and rod replaces cylinder of the piston-
cylinder model given in Fig. 5.12. The tiller is hinged at the point Ec. The block slides
on the rod. We assume that horizontal force acts at the center of the slider and the
mechanism lies in a horizontal plane (Fig. 5.14). The distance of the end point of the
piston rod from the combined center of gravity of the piston and rod (Fig. 5.12) and
the distance of the same point from the individual center of gravity of the piston, are
set to zero so that the center of gravity of the piston and the end point of the piston
rod EP coincide with each other. With these boundary conditions, the Rapson slide
model is equivalent to the piston-cylinder model as described above.

5.2.6.1 Bond Graph Model

The bond graph model of the Rapson slide [7], shown in Fig. 5.15, is obtained by
slightly modifying the bond graph model of piston-slider model. As the end point of
the rod Ec is fixed, there is no motion to it. This is shown in the bond graph model
by putting two zero flow sources. Two coupling capacitors or pads [91] are used
in conjunction with these zero flow sources for avoiding the differential causalities.
Physically, these pads (1-C-R structures) indicate the joint stiffness and damping at
the hinge.

5.2.6.2 Simulink Model

To validate the bond graph model of the Rapson slide, we develop a Matlab Simulink
model of the same and compare the numerical results. With reference to Fig. 5.14,
the forces acting on the slider of the Rapson slide are calculated.

Forces acting in the radial direction, including centrifugal force, at the point EP

are balanced as

MP(l̈ − θ̇2
Pgl)+ FcosθPg = 0 (5.23)
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Fig. 5.15 Bond graph model of a Rapson slide

Fig. 5.16 Block diagram model of Rapson slide

The moment acting in the tangential direction, including Coriolis force, at the
point EP are balanced:

Jeqvθ̈Pg + 2MPθ̇Pgll̇ − FlsinθPg = 0 (5.24)

where the total equivalent moment of inertia at point Ec is

Jeqv = MPl2 + JP + Mcl2
cg + Jc (5.25)
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Fig. 5.17 Angular displacement, velocity, and acceleration for the center of the slider (line indicates
bond graph model, and scatter points indicate Simulink model)

Equations 5.23–5.25 are used to construct the Simulink model given in Fig. 5.16.
Note that Eqs. 5.23–5.25 give a very compact model of the Rapson slide mechanism
with two degrees of freedom (DOF) but the contact dynamics and frictional forces
are neglected.

5.2.6.3 Simulation Results and Validation of the Model

The parameter values are d = 0.4 m, l = 5 m, lcg = 1.5 m, lP = 0.0 m, lPg = 0.0 m,
kb = 105 N/m, kp = 105 N/m, rp = 103 N.s/m, F = 1 N, Jc = 1 kg.m2, JP =
1 kg.m2, Mc = 1 kg, MP = 1 kg, and rf = 0.0 N.s/m. The initial conditions used in
simulation are xc = 1.2 m, yc = 0.9 m, xP = 4 m, yP = 3 m, x1 = 0 m, y1 = 0 m,
θc = 0.6435011 rad, and θP = 0.6435011 rad.

We consider that initially the Rapson slide lying in horizontal plane makes an
angle of 36.87◦ with the reference x-axis. A horizontal force of constant magnitude
1 N acts at the center of gravity of the slider in a direction parallel to the reference
x-axis. The distance between the points E c and the center of gravity of the piston is
5 m. No other external force acts on the system.

The angular displacement, angular velocity, and the angular acceleration of the
slider are shown in Fig. 5.17 where solid lines indicate results from the bond graph
model and scattered points are results from the Simulink model.

Although not visible to the naked eye, the results for the angular velocity and angu-
lar acceleration from the two models differ slightly. These errors may be attributed
to the extra dynamics (contact forces and pads) modeled in the bond graph model.
Disregarding such marginal errors, we can safely state that the bond graph model of
Rapson the slide is more accurate in the sense that it predicts joint flexibility effects.



5.2 Planar Multibody Systems 297

Fig. 5.18 Seven-body mechanism

5.2.7 Case Study-II: A Seven-Body Mechanism

5.2.7.1 Model

The seven-body mechanism (also called Andrew’s mechanism) in [129] is a bench-
mark problem adopted in the literature on different multibody simulation [7, 81]. It
consists of seven irregular-shaped bodies, which are connected by frictionless revo-
lute joints as shown in Fig. 5.18. This mechanism is driven by constant drive torque
motor located at point O. The point D of link 3 is connected to the reference frame
by a massless spring. The bond graph model for the rigid bodies (L1, L2, L4, L5,
L6, and L7) having an arbitrary centroid position was developed in Fig. 5.3b. Fric-
tionless flexible joints, whose bond graph model was developed in Fig. 5.4, connect
the seven links, spring, and ground. The spring is modeled according to Eq. 5.2 as a
two-force member without inertia. Readers may also consult [132] where bond graph
model of a planar 9-bar torque converting mechanism used for power transmission
is discussed.

The connectivity among different components of the mechanism and with the
reference frame at points A, B, C, and O are shown in a word bond graph model
in Fig. 5.19. As the links 5 and 7 are hinged at the same point A through revolute
joints, the grounded joints may be considered together or separately. Links 3, 5, and
7 are connected to the ground through separate revolute joints. Link 1 or the crank is
directly connected to the ground. A torque, τM , is directly applied to the crankshaft.
Bond graph models of the crank and the ground are shown in Fig. 5.20.
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Fig. 5.19 Word bond graph of seven-body mechanism

(a) (b)

Fig. 5.20 Bond graph model of a crank and b ground

5.2.7.2 Simulation Results

The geometric parameters, mass, rotational inertia about center of mass of the links,
and initial positions of the fixed points A, B, C, and O are adopted from [129].
The constant drive torque τM given by the motor is 0.033 Nm. The spring coef-
ficient and unstretched length for the spring are 4530 N/m and 0.07785 m, respec-
tively. The initial positions of the different points in the mechanism are specified
as xD = −0.010249641 m, yD = 0.026190026 m, xE = −0.0209593 m, yE =
0.0012925 m, xF = −0.033996 m, yF = 0.01645968 m, xG = −0.03163377 m,
yG = −0.01562066 m, xH = 0.00698655 m, and yH = 0.000433722 m. These ini-
tial positions were calculated from the geometry specified in [129]. The joint stiffness
and damping were considered as 1010 N/m and 103 N s/m, respectively.

The simulation was performed for a time duration of 0.030 s. The angular dis-
placement, angular velocity, and the angular acceleration of link 1 or the crank are
shown in Fig. 5.21. Link 1 or the crank completes just one revolution in 16.3 ms.
The results for this seven-body mechanism presented in [81] show that the angular
displacement of the link1 is below 16 rad after 30 ms whereas this result shows it
exceeds 16 rad after 0.029898 s. The present results totally agree with the results
of different original simulation results presented in [129]. Moreover, the developed
bond graph models are modular and it is easier to synthesize models of other planar
mechanisms by appropriately assembling various submodels.

When joint clearance effect is considered in the model (see 5.2.4) the results
change significantly. The impacts produce sharp change in the acceleration levels.
The results given in Fig. 5.22 were obtained for clearance c = 0.0001 m at joint H.
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Fig. 5.21 Angular displacement, velocity, and acceleration for the crank

(a) (b)

Fig. 5.22 a Angular velocity and b displacement of the crank with joint clearance

It is seen from Fig. 5.22 that the influence of clearance is prominently visible in
angular velocity response (after one integration of the most affected response, acceler-
ation) whereas the influence reduces on further integration, i.e., angular displacement
response. Note that the sharp changes in velocity during impacts introduce dynamic
loads which may severely damage the system and reduce its fatigue life. Therefore,
correct modeling of impacts and other similar phenomena (e.g., backlash) is nec-
essary during mechatronic system design. The motion of the journal center (end
H of link OH) within the clearance circle is shown in Fig. 5.23 where the plotted
variables are the normalized linear displacements. This result shows the impacts,
joint flexibility (incursions outside the clearance circle), and grazing motion during
which frictional forces act on the journal and the outer race. Any motion within the
clearance circle is a free-flight inertial motion during which no power transmission
takes place.
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Fig. 5.23 Normalized journal
center displacements in x and
y directions (The normalized
clearance circle is a unit
circle which is shown in the
background.)

5.2.8 Modeling Hydraulic Actuators

5.2.8.1 Model of Hydraulic Servo System

Hydraulic linear actuators are used in heavy-duty applications due to their capacity to
produce large forces at high speeds, high durability and stiffness, and rapid response.
One of the major uses of hydraulic actuators is in Stewart platforms. The hydraulic
servo system consists of servo mechanism, servo cylinder, controller, loads, and
hydraulic power supply. We will initially develop a model of a planar hydraulic
actuator.

5.2.8.2 Four-Way Directional Control Valve Model

Four-way directional control valve, as shown in Fig. 5.24, is used to control the
hydraulic system. The supply port and the return ports are connected with the pump
and the tank, respectively. The load flow ports 1 and 2 are connected with the hydraulic
cylinder.

The four-way three-land proportional spool valve has a symmetric underlap land
L at the neutral position. The flows through the valve orifices of the spool valve are
described by the orifice equations as given by [83].

The bond graph of the model of four-way directional control valve is shown
in Fig. 5.25. The supply pressure ps is represented by an Se-element. C- and R-
elements connected with the 0p1 junction, which determines the plenum pressure
p1, indicate the bulk stiffness of fluid K1 and outlet valve port resistance R1 from
port 1, respectively. Similarly, C- and R-elements connected with the 0p2 junction
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Fig. 5.24 Four-way directional control valve

Fig. 5.25 Bond graph model
of the four-way directional
control valve

(which determines the plenum pressure p2) indicate bulk stiffness of fluid K2 and
outlet valve port resistance R2 from port 2, respectively. The fluid flow through ports
1 and 2 from the supply are, respectively, modeled by resistive elements Rs1 and Rs2.
The numbers (6, 7, and 8) shown within the circles identify the ports for interfacing
this submodel to other submodels. The current i is taken from the force controller
through port 8 and it is amplified (gain parameter B) and imposed on the modulated
resistances R1, R2, Rs1 and Rs2. RL represents the leakage resistance. The driving
efforts produced by the servo mechanism are taken out through ports 6 and 7 and are
to be applied on the piston of the hydraulic cylinder.

Depending upon the port opening areas (wv (xv ∓ L)), the flow rates through the
modulated resistances are given as follows:

Q R1 = γ (xv − L) sign (p1)
√|p1| ∀ xv ≤ L , else Q R1 = 0;

Q Rs1 = γ (xv + L) sign (ps − p1)
√|ps − p1| ∀ xv ≥ −L , else Q Rs1 = 0;

Q R2 = γ (xv + L) sign (p2)
√|p2| ∀ xv ≥ −L , else Q R2 = 0;

Q Rs2 = γ (xv − L) sign (ps − p2)
√|ps − p2| ∀ xv ≤ L , else Q Rs2 = 0; (5.26)

where the subscripts indicate the respective resistances in the bond graph model.
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Fig. 5.26 Schema of the hydraulic piston-cylinder prismatic link

The C-elements determine the plenum pressures which are influenced by the
motion of the hydraulic cylinder. Their constitutive relations are discussed in the
following section.

5.2.8.3 Hydraulic Cylinder Model

The schematic drawing of the hydraulic actuator is shown in Fig. 5.26. The cylinder
ports 1 and 2 are connected to the proportional valve which modulates the motion of
the piston by modulating the fluid flow into and out of the piston chambers.

The end of the cylinder Esc is assumed to be fixed to the ground and the other end,
i.e., rod end, Esr is connected to a moving object or load. The contemporary length
lac of it is the distance between the two end points. The center of gravity (cg) of the
cylinder is located at a distance of lcg from the fixed end. The combined center of
gravity (pg) of the piston and the rod is located at a distance of lpg from the rod end
Esr . The width of the piston is wsp. The center of the piston is located at a distance
lsp from the rod end.

5.2.8.4 Formulation of the Constitutive Model

The net external force acting at the piston is due to the hydraulic forces and friction
force:

Fsp = p1 Asp − p2
(

Asp − Asr
) − Rfr ẋsp (5.27)

where Fsp denotes the load force on the piston, Rfr is the frictional damping, Asp,
and Asr are the cross-sectional areas of the piston and the piston rod, and ẋsp is the
relative velocity between the piston and the cylinder. It is assumed that the process
is isothermal and that the pressure of fluid is uniform everywhere on each side of the
piston.
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The continuity equation for the piston chambers [42] is given as

ṗ1 = β

V1

[−V̇1 − CL (p1 − p2)+ Q1
]

(5.28)

ṗ2 = β

V2

[−V̇2 + CL (p1 − p2)− Q2
]

(5.29)

where, CL = 1/RL is the internal leakage coefficient of the piston. The total volumes
of fluid in each control volume are

V1 = V1lf + Aspxsp (5.30)

and
V2 = V2lf + (Asp − Asr)(S − xsp), (5.31)

where S is the stroke of the piston, V1lf and V2lf are the volumes of fluid in the lines
and fittings of the corresponding sides of the piston. Therefore,

V̇1 = Asp ẋsp (5.32)

and
V̇2 = −(Asp − Asr)ẋsp. (5.33)

Substituting the values of V̇1 and V̇2 in Eqs. 5.28–5.29, the following continuity
equations in terms of piston movement are obtained:

ṗ1 = β

V1lf + Aspxsp
[−Asp ẋsp − CL(p1 − p2)+ Q1], (5.34)

ṗ2 = β

V2lf + (Asp − Asr )(S − xsp)
[(Asp − Asr)ẋsp + CL(p1 − p2)− Q2]. (5.35)

Thus, the stiffness parameters in Fig. 5.25 are K1 = β/V1 and K2 = β/V2, where
V1 and V2 are the state variables associated with the respective C-elements.

5.2.8.5 Bond Graph Model

The bond graph model of the hydraulic cylinder is shown in Fig. 5.27. The movement
of the piston depends upon the pressures p1 and p2 which are determined in the
submodel for four-way directional control valve and are interfaced through ports 6
and 7. The information of the force due to pressure difference, which is required for
implementation of the force controller, is taken out through port 5. The information
of the rate of deformation (l̇aci ) of the real actuator in the plant side is also taken
out for development of an inverse system dynamics model, which is discussed in the
final chapter of this book.
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Fig. 5.27 Bond graph model of the hydraulic piston-cylinder prismatic link

The linear velocities (ẋcg, ẏcg) of the center of gravity of the cylinder in the x-y
plane and rotational velocity (θ̇cg) of the same about the z-axis are represented by
the junctions (1ẋcg, 1ẏcg ) and 1θ̇cg

, respectively. The linear and angular velocities
of the center of gravity of the cylinder are transformed to obtain the velocities of
the end point Esc (x1, y1) of the cylinder by using the transformers with moduli
μ1 = lcg sin θcg and μ2 = −lcg cos θcg. Similarly, the linear velocities (ẋpg, ẏpg) of
the center of gravity of the piston and rod in the x-y plane and rotational velocity
(θ̇pg) of the same about the z-axis are represented by the junctions (1ẋpg, 1ẏpg ) and
1θ̇pg

, respectively, and they are transformed to obtain the velocities of the rod end Esr

(x2, y2) through transformers with moduli μ9 = −lpg sin θpg and μ10 = lpg cos θpg.
The masses

(
Msc,Msp

)
and the moment of inertias

(
Jsc, Jsp

)
of the cylinder and

piston rod, respectively, are modeled by the I-elements connected to the correspond-
ing 1-junctions representing the velocities of their center of gravity in the inertial
frame. The end point of the rod Esc is fixed by adding zero source of flows at the
appropriate locations. Coupling capacitors [137] or pads [105], with stiffness kp and
damping rp, are added to the model at appropriate locations for avoiding differential
causalities. Additional forces acting at the end point Esr (x2, y2) of rod are modeled
by source of efforts denoted as Fx and Fy .

The normal velocity at the contact point 1 (see Fig. 5.26) on the cylinder by
assuming a thin but long piston is

Vc1 = − sin θcg ẋcg + cos θcg ẏcg + (
lac − lsp − lcg − Wsp/2

)
θ̇cg (5.36)

At the same time, the normal velocity at the contact point 1 on the piston is

Vp1
= − sin θpg ẋpg + cos θpg ẏpg + (

lsp − lpg + Wsp/2
)
θ̇pg (5.37)
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Likewise, the normal velocity at the contact point 2 on the cylinder is

Vc2 = − sin θcg ẋcg + cos θcg ẏcg + (
lac − lsp − lcg + Wsp/2

)
θ̇cg (5.38)

and the normal velocity at contact point 2 on the piston is

Vp2
= − sin θpg ẋpg + cos θpg ẏpg + (

lsp − lpg − Wsp/2
)
θ̇pg (5.39)

We impose constraints that the velocities of contact points 1 and 2 are the
same as that of the corresponding points on the piston. This constraint is numer-
ically/implicitly implemented by tying up the corresponding velocity points with
stiff coupling capacitors (see 01 and 02 junctions in Fig. 5.27). In physical terms, this
coupling capacitor represents the contact stiffness (kb). We also introduce a contact
damping term (rp). The transformer elements with moduli μ3, μ4, μ5, μ6, μ11, μ12,
μ13 and μ14 are used to synthesize the kinematic relations in Eqs. 5.36–5.39.

The contemporary length ( lac) between two end points Esc and Esr may be
expressed as

l2
ac = (x2 − x1)

2 + (y2 − y1)
2 (5.40)

whose differentiation with respect to time yields

l̇ac =
(

x2 − x1

lac

)
(ẋ2 − ẋ1)+

(
y2 − y1

lac

)
(ẏ2 − ẏ1) , (5.41)

The rate of deformation of the prismatic actuator (measured as l̇aci in Fig. 5.27) is
the relative velocity between two points Esc and Esr . Modulated transformer elements
with moduli 1/μ7 and 1/μ8, where μ7 = (x2 − x1) / lac and μ8 = (y2 − y1) / lac,
are used to synthesize the kinematic constraint given by Eq. 5.41.

5.2.8.6 Force Controller Design

The force acting on the piston of the hydraulic cylinder is controlled through a
feedback proportional-integral (PI) controller, as shown in Fig. 5.28. The information
of the force acting on the piston (measured by incorporating pressure sensors in the
actuator) is received from the model in Fig. 5.27 through port 5. The inverse dynamics
model (developed in the final chapter of this book) prescribes the desired force (set
point) for this controller. The controller output (through port 8) is used to activate
the spool valve linear displacement in the bond graph model given in Fig. 5.25.

In the last chapter of this book, a vehicle simulator system will be developed.
That simulator based on a Stewart platform uses hydraulic actuators. To complete the
closed-loop control, force on the piston in each leg (hydraulic actuator of the platform)
is fed back. The input to the controller is the force error e which is the difference
between the reference force from the inversion controller and the current piston force.
The output of the force controller is the current. This current controls the motion of
the servo valve and actuates the legs so that desired force is applied on the platform.
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Fig. 5.28 PI controller for
the solenoid current in the
four-way spool valve

5.3 Spatial Multibody Systems

The motion of a rigid body in space is described by six degrees of freedom. In
a multibody system composed of many rigid/flexible bodies, it is easier to define
velocities of different points on separate bodies in respective body-fixed frames.
These velocities can be then transformed to corresponding inertia frame velocities.
The constraints between various body motions are then implemented in a common
reference frame called inertial reference frame. A body-fixed frame is termed a non-
inertial reference frame. In a body-fixed frame, the velocities of various points on a
rigid body are easily computed because the geometric distances remain constant. The
similarities can be extended to flexible body systems, e.g., the deflection of a beam
floating in water is described best with respect to a body-fixed frame with one of its
axes aligned initially along the line connecting the two ends of the beam and then the
computed results can be superposed on the rigid body translation and rotation of the
beam. Noninertial frames are always preferred when modeling complex multibody
or many-body systems.

5.3.1 Noninertial Reference Frame

Let X-Y-Z be an inertial coordinate system and x-y-z be a body-fixed or noninertial
coordinate system on the rigid body with origin O′ at the center of mass which
translates and rotates with the rigid body. It is assumed that this body-fixed coordinate
system shown in Fig. 5.29 is aligned along the principal axes of the rigid body.

The velocity vector in the inertial frame is represented as VXY Z and in the body-
fixed frame as Vxyz . The angular velocity vector in the later frame is ωxyz . Then, the
acceleration vector in the inertial frame is given as

aXY Z = axyz + ωxyz × Vxyz (5.42)

where axyz is the acceleration observed in moving frame. In terms of scalar compo-
nents of acceleration,

Ẍ = ẍ + (
żωy − ẏωz

)
,

Ÿ = ÿ + (ẋωz − żωx ) , (5.43)

Z̈ = z̈ + (
ẏωx − ẋωy

)
.
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Fig. 5.29 Body-fixed coordi-
nate system
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If Fx , Fy and Fz are the resultant force components along the body-fixed axes and
acting at the center of mass of the rigid body and XYZ and xyz axes coincide then

m Ẍ = mẍ + m(żωy − ẏωz) = Fx ,

mŸ = mÿ + m(ẋωz − żωx ) = Fy, (5.44)

m Z̈ = mz̈ + m(ẏωx − ẋωy) = Fz

or

mẍ = Fx − m(żωy − ẏωz), (5.45)

mÿ = Fy − m(ẋωz − żωx ), (5.46)

mz̈ = Fz − m(ẏωx − ẋωy), (5.47)

where m
(
żωy − ẏωz

)
, m (ẋωz − żωx ) and m

(
ẏωx − ẋωy

)
are pseudo forces or fic-

titious forces acting on the rigid body in noninertial reference frame. Equations 5.45–
5.47 are the Newton’s equations written in the noninertial frame. The bond graph
model of the rigid body translational motion in noninertial coordinates is then given
in Fig. 5.30 where GY elements model the pseudo forces. Note that each 1 junction is
connected with two gyrators. The gyrator between 1-junctions representing motions
along x-axis and y-axis has modulus mωz which applies a pseudo force mẏωz at 1ẋ

junction and −mẋωz at 1ẏ junction. The other gyrators produce similar relations and
thus only three gyrators completely represent all pseudo forces.

5.3.2 Euler Angles

The orientation or attitude of a body is given relative to a frame of reference. The
position, as described just before, and the orientation together describe the body’s
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Fig. 5.30 Bond graph model
of Newton’s equations in
noninertial frame
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disposition in the space. Euler’s rotation theorem states that two successive rotations
about two different fixed axes is equivalent to a single rotation about a different
fixed axis. Thus, three or more rotations about fixed axes are also equal to only
one rotation, but about an axis which is complicated to calculate unless matrix or
vector rotation approaches are used. Any orientation of the body can be represented
by a rotation vector, which is a product of elementary rotation matrices representing
rotations about fixed or rotated axes. In Cartesian coordinate system, these elementary
rotations are represented as Euler angles.

If the reference frame is X-Y-Z and the body-fixed frame is x-y-z then the nodal
line for Euler angles can be taken as an intersection of like or homologous planes
(e.g., X-Y and x-y planes). The Euler angles are then called true or proper Euler
angles. For a symmetric rigid body with a fixed point or a point moving with the
center of mass and lying on the axis of symmetry, the Z-axis of the inertial coordinate
system can be aligned with the axis of precession and then the rotations about the
body-fixed axes represent precession, nutation, and spin of that rigid body. Such a
frame is used in many engineering applications like gyroscopes, aircraft, and gyro
pendulums [124].

In some applications, such as vehicle dynamics, robotics, aerospace vehicles, and
computer graphics, it is preferable to use intersection of nonhomologous planes to
define the nodal line. The Euler angles in this case are not proper. There are six pos-
sibilities to define improper Euler angles. There are different names for such angles:
Cardan angles, nautical angles, roll-pitch-yaw (RPY) angles, etc. These angles are
together referred to as Tait-Bryan angles. The three angles used in this formulation
are defined as the roll angle, pitch angle, and yaw angle.

The angular orientation of the body-fixed coordinate system x-y-z with reference
to the inertial coordinate system can be prescribed in different ways through Tait-
Bryan angles. We will use Cardan angles in this book. The line of nodes is taken as
intersection between X-Y and x-z planes. Let X-Y-Z axes be rotated by an angle ψ
about the Z-axis as shown in Fig. 5.31 so that a coordinate system x1-y1-z1 results
where x1-axis is aligned with the line of nodes. Further, rotate the x1–y1–z1 axes by
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Fig. 5.31 Cardan angles or
roll, pitch and yaw (RPY)
Tait-Bryan angles

an angle θ about the y1 axis so that the new rotated coordinate axes are x2-y2-z2 and
x2 axis is aligned with x-axis. Finally, rotate x2-y2-z2 axes by an angle φ about the
x2 axis or x-axis so that y2-z2 axes align with y-z axes. These three rotations,ψ , θ , and
φ in Z-Y-X convention are called Cardan angles and they, respectively, represent the
body yaw, pitch, and roll. For vehicle dynamics applications, the body-fixed z-axis
should be vertical to the ground and x-axis should be aligned along the length of the
vehicle. For aircraft, space craft, and naval vessels, the x-axis should be aligned along
the length and the z-axis should face toward the ground (also called local vertical
direction).

Roll, pitch, and yaw angles are extensively used in robotics and rigid body
mechanics.

Consider a nonrotating coordinate frame x-y-z whose axes are momentarily
aligned with principal axes of the body. The moment of momentum vector about
a moving frame xp-yp-zp aligned with principal axes is given as

H|x p,yp,z p =
⎡
⎣ Ixp 0 0

0 Iyp 0
0 0 Izp

⎤
⎦
⎧⎨
⎩
ωxp

ωyp

ωzp

⎫⎬
⎭ (5.48)

where ωxp, ωyp and ωzp are components of the angular velocity vector ω along the
principal axes and Ixp, Iyp and Izp are second moment of inertia about the principal
axes.

The time derivative of moment of momentum vector in a given frame of reference
gives the torques applied about the axes of that reference. The time derivative of
moment of momentum vector in the nonrotating reference frame which is momen-
tarily aligned with the principal axes is given as

dH
dt

∣∣∣∣
x,y,z

= dH
dt

∣∣∣∣
x p,yp,z p

+ ω × H|x p,yp,z p (5.49)
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Fig. 5.32 Euler junction
structure (subscript ‘p’ has
been dropped from the figure)
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This equation in component or scalar form can be written as

Ixpω̇xp − (
Iyp − Izp

)
ωypωzp = Mxp, (5.50)

Iypω̇yp − (
Izp − Ixp

)
ωzpωxp = Myp, (5.51)

Izpω̇zp − (
Ixp − Iyp

)
ωxpωyp = Mzp, (5.52)

where Mxp, Myp and Mzp are components of resultant moment due to external
forces and couples about the nonrotating coordinate frame x-y-z whose axes are
momentarily aligned with the principal axes of the body.

Equations 5.50–5.52 are the Euler equations and in combination with Eqs. 5.45–
5.47, the whole set of six equations is referred to as Newton-Euler equations. Euler
equations can be represented in bond graph form as shown in Fig. 5.32, which is
often called a Euler junction structure (EJS).

The Newton-Euler equations are represented in bond graph form by combining
Figs. 5.30 and 5.32, which results in a star-shaped construct given in Fig. 5.33. Note
that all MGY elements in Figs. 5.30 and 5.32 require information of angular velocity
components. These modulations are not shown in Fig. 5.33.

5.3.3 Coordinate Transformation

The transformation from the moving frame to the inertial frame can be written using
successive multiplication of rotation matrices as follows:

⎧⎨
⎩

Ẋ
Ẏ
Ż

⎫⎬
⎭ = Tψ,θ,φ

⎧⎨
⎩

ẋ
ẏ
ż

⎫⎬
⎭ and

⎧⎨
⎩
ωX

ωY

ωZ

⎫⎬
⎭ = Tψ,θ,φ

⎧⎨
⎩
ωx

ωy

ωz

⎫⎬
⎭ (5.53)
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Fig. 5.33 Bond graph model
of Newton-Euler equations
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where

Tψ,θ,φ =
⎡
⎣ cosψ − sinψ 0

sinψ cosψ 0
0 0 1

⎤
⎦

︸ ︷︷ ︸
Tψ

⎡
⎣ cos θ 0 sin θ

0 1 0
− sin θ 0 cos θ

⎤
⎦

︸ ︷︷ ︸
Tθ

⎡
⎣ 1 0 0

0 cosφ − sin φ
0 sin φ cosφ

⎤
⎦

︸ ︷︷ ︸
Tφ

, (5.54)

and ψ , θ , and φ are the Z-Y-X Cardan angles defined in Fig. 5.31. The computation
of Cardan angles will be shown later in this section.

This power conserving coordinate transformation (in short, CTF) is represented
by the bond graph junction structure shown in Fig. 5.34.

The transformer moduli used in Fig. 5.34 are obtained from Eq. 5.54 as follows:
μ1 = cosψ cos θ, μ2 = cosψ sin θ sin φ − sinψ cosφ,μ3 = cosψ sin θ cosφ +
sinψ sin φ,μ4 = sinψ cos θ, μ5 = sinψ sin θ sin φ + cosψ cosφ,μ6 = − cosψ
sin φ + sinψ sin θ cosφ,μ7 = − sin θ, μ8 = cos θ sin φ,μ9 = cos θ cosφ.

The CTF block represents this coordinate transfer. The bonds connected to the two-
port CTF are vector bonds whose power variables are vectors. The power variables
on one side of CTF are f = {ẋ, ẏ, ż}T and e = {

Fx , Fy, Fz
}T, whereas they are f ={

Ẋ , Ẏ , Ż
}T

and e = {FX , FY , FZ }T on the other side. The same CTF-element is used
to transform angular velocities from rotating to fixed frame where the corresponding
power variables are f = {

ωx , ωy, ωz
}T and e = {

Mx ,My,Mz
}T on one side and

f = {ωX , ωY , ωZ }T and e = {MX ,MY ,MZ }T on the other side of CTF.
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Fig. 5.34 Bond graph model of coordinate transformation from rotating to fixed frame

The transformation from the inertial frame to the moving frame is given as

⎧⎨
⎩

ẋ
ẏ
ż

⎫⎬
⎭ = T−1

ψ,θ,φ

⎧⎨
⎩

Ẋ
Ẏ
Ż

⎫⎬
⎭ and

⎧⎨
⎩
ωx

ωy

ωz

⎫⎬
⎭ = T−1

ψ,θ,φ

⎧⎨
⎩
ωX

ωY

ωZ

⎫⎬
⎭ (5.55)

where

T−1
ψ,θ,φ = T−1

φ T−1
θ T−1

ψ

=
⎡
⎣ 1 0 0

0 cosφ sin φ
0 − sin φ cosφ

⎤
⎦
⎡
⎣ cos θ 0 − sin θ

0 1 0
sin θ 0 cos θ

⎤
⎦
⎡
⎣ cosψ sinψ 0

− sinψ cosψ 0
0 0 1

⎤
⎦ . (5.56)

The above transformation (another form of CTF) for linear velocities is repre-
sented in bond graph form as shown in Fig. 5.35. The same transformation works for
rotational velocities.

The transformer moduli used in Fig. 5.35 are obtained from Eq. 5.56, as fol-
lows: λ1 = cosψ cos θ, λ2 = sinψ cos θ, λ3 = − sin θ, λ4 = cosψ sin θ sin φ −
sinψ cosφ, λ5 = sinψ sin θ sin φ+cosψ cosφ, λ6 = cos θ sin φ, λ7 = cosψ sin θ
cosφ + sinψ sin φ, λ8 = sinψ sin θ cosφ − cosψ sin φ, λ9 = cos θ cosφ.

5.3.4 Transformation of Angular Velocities

The angular velocities ωx , ωy and ωz used so far represent angular velocities about
body-fixed axes. Exceptωx , which is the angular velocity about the body-fixed x-axis
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Fig. 5.35 Bond graph model of coordinate transformation from fixed to rotating frame

in Z-Y-X Cardan angle form and represents the rate of change of a Euler angle, the
other are not related to Euler angle rates. This is because the rotations are given
successively: rotation about z-axis followed by rotation about rotated y-axis and
then about further rotated x-axis which means the x-axis does not change in the last
step.

To avoid confusion, let us write Euler angle rates as ψ̇ , θ̇ and φ̇, respectively. The
last rotation remains unchanged. The angular velocities in the body-fixed frame
are denoted as ωxb, ωyb and ωzb. They are related to the Euler angle rates as
follows:

⎧⎨
⎩
ωxb

ωyb

ωzb

⎫⎬
⎭ =

⎡
⎣ 1 0 0

0 cosφ sin φ
0 − sin φ cosφ

⎤
⎦
⎡
⎣ cos θ 0 − sin θ

0 1 0
sin θ 0 cos θ

⎤
⎦
⎧⎨
⎩

0
0
ψ̇

⎫⎬
⎭

+
⎡
⎣ 1 0 0

0 cosφ sin φ
0 − sin φ cosφ

⎤
⎦
⎧⎨
⎩

0
θ̇

0

⎫⎬
⎭ +

⎧⎨
⎩
φ̇

0
0

⎫⎬
⎭ (5.57)

where the last rotation φ̇ is just an add-on term. As a result,

⎧⎨
⎩
ωxb

ωyb

ωzb

⎫⎬
⎭ =

⎡
⎣ 1 0 − sin θ

0 cosφ cos θ sin φ
0 − sin φ cos θ cosφ

⎤
⎦
⎧⎨
⎩
φ̇

θ̇

ψ̇

⎫⎬
⎭ (5.58)
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Fig. 5.36 Bond graph model for calculation of Euler angles

The inverse transformation from body-fixed angular velocities to Euler angle rates
is given by

⎧⎨
⎩
φ̇

θ̇

ψ̇

⎫⎬
⎭ =

⎡
⎣ 1 0 − sin θ

0 cosφ cos θ sin φ
0 − sin φ cos θ cosφ

⎤
⎦

−1 ⎧⎨
⎩
ωxb

ωyb

ωzb

⎫⎬
⎭

=
⎡
⎣ 1 tan θ sin φ tan θ cosφ

0 cosφ − sin φ
0 sin φ/ cos θ cosφ/ cos θ

⎤
⎦
⎧⎨
⎩
ωxb

ωyb

ωzb

⎫⎬
⎭ (5.59)

The transformation given in Eq. 5.59 is represented in bond graph form as a
transformer junction structure shown in Fig. 5.36.

In serial robots, when the wrist axes used to control yaw, pitch, and roll pass
through a common point, a gimbal lock takes place. Such a phenomenon is called
a wrist flip in robotics. Gimbal lock is also a problem in inertial navigation and
robotics.

Consider the transformation matrix

Tψ,θ,φ =
⎡
⎣ cosψ − sinψ 0

sinψ cosψ 0
0 0 1

⎤
⎦

︸ ︷︷ ︸
Tψ

⎡
⎣ cos θ 0 sin θ

0 1 0
− sin θ 0 cos θ

⎤
⎦

︸ ︷︷ ︸
Tθ

⎡
⎣ 1 0 0

0 cosφ − sin φ
0 sin φ cosφ

⎤
⎦

︸ ︷︷ ︸
Tφ

, (5.60)
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where all rotations (ψ , θ , and φ) are bounded within interval [−π , π ]. Consider
a special configuration where θ = π/2. Then, the transformation matrix may be
written as

Tψ,θ,φ =
⎡
⎣ cosψ − sinψ 0

sinψ cosψ 0
0 0 1

⎤
⎦
⎡
⎣ 0 0 1

0 1 0
−1 0 0

⎤
⎦
⎡
⎣ 1 0 0

0 cosφ − sin φ
0 sin φ cosφ

⎤
⎦

=
⎡
⎣ 0 cosψ sin φ − sinψ cosφ cosψ cosφ + sinψ sin φ

0 cosψ cosφ + sinψ sin φ cosψ sin φ − sinψ cosφ
−1 0 0

⎤
⎦

=
⎡
⎣ 0 sin (φ − ψ) cos (φ − ψ)

0 cos (φ − ψ) sin (φ − ψ)

−1 0 0

⎤
⎦ . (5.61)

From the above rotation matrix, one finds that changing values of the rotation
angles φ and ψ has the same effects: the rotation angle φ − ψ changes but φ and
ψcannot play different roles. However, the rotation’s axis remains in the Z direction
(ωZ = −ωx ) because the first column and the last row of the matrix cannot be changed
by changing values of φ and ψ . This indicates loss of one degree of freedom. Thus,
for φ and ψ to play different roles, θ must be deviated from θ = π/2 position.

Note that gimbal lock takes place for both proper Euler angles and Tait-Bryan
angles. Thus, it is a problem to use Euler angles in certain engineering applications
especially when the rotations can be large. A quaternion representation does not
suffer from gimbal lock problem. Quaternions are a number system that extends the
complex numbers. The product of two quaternions is noncommutative. Bond graph
models of rigid body mechanics based on quaternions can be consulted in [6, 40].

For a symmetric rigid body with a fixed point or a point moving with the center
of mass and lying on the axis of symmetry, the z-axis of the body-fixed coordinate
system can be aligned with the axis of spin. The axis of spin, thus, passes through a
fixed point (e.g., geometric center of a disk or bearing support). Such a frame is called
a gimbal frame which is used in many engineering applications like rotor dynamics
and robotics.

5.3.5 Model of a Spinning Top

Let us consider a spinning top shown in Fig. 5.37. The root of the top does not move
from its position, i.e., it does not slip away from its position. No aerial or root damping
is considered in the model. The root damping (a rotating damping), which gives rise
to circulatory forces/moments, is a much higher level topic. It is the basic reason
for Tippe-top dynamics. Interested readers may consult [15, 28, 124] for further
details on this amazing dynamical problem. Here, we consider a moving frame x,y,z
engraved in the body of the top with its origin at the centroid of the top and the z-axis
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Fig. 5.37 Model of the spinning top using body-fixed frame and Cardan angles

Fig. 5.38 Bond graph model of the spinning top using Cardan angles

aligned along the axis of symmetry. The origin of the inertial axes X, Y, Z coincide
with the root of the top. These axes are schematically shown in Fig. 5.37.

The bond graph model of the top is shown in Fig. 5.38.
The Newton-Euler equations are represented by the double gyrator rings where

the gyrators are modulated by the angular velocities in the body-fixed frame.
The position of the fixed point in the body-fixed frame is x1, y1, z1. If the cen-
troid of the top is at a distance lC from the fixed point then x1 = 0, y1 = 0, and
z1 = −lC . The velocity of the root of the top in the body-fixed frame is

ẋ1 = ẋ + z1θ̇y − y1θ̇z,

ẏ1 = ẏ + x1θ̇z − z1θ̇x ,

ż1 = ż + y1θ̇x − x1θ̇y, (5.62)
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Table 5.1 Parameter values used in simulation of the top model

Parameter Description Value

M Mass of the top 0.007 kg
Jx Moment of inertia about body-fixed x-axis 2.03 × 10−4 kg m2

Jy Moment of inertia about body-fixed y-axis 2.03 × 10−4 kg m2

Jz Moment of inertia about body-fixed z-axis 2.4 × 10−3 kg m2

g Acceleration due to gravity 9.81 m/s2

kp Pad stiffness 106 N/m
rp Pad damping 103 N s/m
x1 x position of fixed point in body-fixed frame 0 m
y1 y position of fixed point in body-fixed frame 0 m
z1 z position of fixed point in body-fixed frame −0.08 m

Fig. 5.39 Definition of initial
position and orientation of the
spinning top

The velocity of the root in inertial frame is zero, i.e., it does not move. Thus, first
of all, coordinate transformation (by CTF block) is performed to bring body-fixed
velocities to inertial frame and then those velocities are constrained to be zero by
zero valued flow sources. Three pad elements (with stiffness kp and damping rp) are
used to implement implicit constraints.

To display the motion of the centroid of the top in inertial frame, another set of
coordinate transformations are performed. The CTF blocks use Euler angles which
are computed by the EATF (Euler Angle Transformation) block whose detailed model
based on Eq. 5.59 is shown in Fig. 5.36.

The top model was simulated with the data given in Table 5.1.
The initial configuration of the top is shown in Fig. 5.39 from where initial con-

ditions for Euler angles are given as φ = π/4 rad, θ = ψ = 0 rad and the initial
conditions for integration blocks to display inertial position of the top centroid are
given as X = 0 m, Y = −lC sin (π/4), and Z = lC cos (π/4). The initial spin rate
of the top is taken to be 1.04 rad/s which is specified as initial angular momentum of
1.04 × Izz = 0.0025132 kg m2/s about the body-fixed z-axis.

The simulation result showing the motion of the centroid of the top in the inertial
reference frame is plotted in Fig. 5.40 and the projection of that motion in the X-Y
plane is also shown.
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Fig. 5.40 Simulated motion of the top’s centroid and its projection on the horizontal plane

Fig. 5.41 Body-fixed coordinate systems and geometric dimensions used to model the three-
dimensional prismatic joint

5.3.6 Model of Three-Dimensional Prismatic Joint

The planar model of prismatic joint model discussed in Sect. 5.2.5 can be eas-
ily extended to three-dimensional prismatic joint model. The three-dimensional
cylinder–piston is modeled as two rigid bodies, each with six degrees of freedom.
The local coordinate frame attached at the center of mass of each body is assumed
to be aligned with the inertial principal axes. The rigid body motions are described
with respect these body-fixed coordinate systems (see Fig. 5.41) which rotate and
translate with the respective rigid bodies.

The Newton-Euler equations for the cylinder with attached body-fixed axes
aligned with its principal axes of inertia are as follows:

∑
Fx = mc ẍc + mc(żcθ̇cy − ẏcθ̇cz) (5.63)∑
Fy = mc ÿc + mc(ẋcθ̇cz − żcθ̇cx) (5.64)∑
Fz = mc z̈c + mc(ẏcθ̇cx − ẋcθ̇cy) (5.65)
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∑
Mx = Jcxθ̈cx + θ̇czθ̇cy(Jcz − Jcy) (5.66)∑
My = Jcyθ̈cy + θ̇cxθ̇cz(Jcx − Jcz) (5.67)∑
Mz = Jczθ̈cz + θ̇cyθ̇cx(Jcy − Jcx) (5.68)

where Fx, Fy and Fz are external forces acting in body-fixed x, y, and z directions,
respectively, Mx, My and Mz are external moments acting in body-fixed x, y, and
z directions, respectively, Mc is the mass of the cylinder, Jcx, Jcy and Jcz are the
moment of inertias about principal axes, ẋc, ẏc and żc are velocities of the mass
center in the body-fixed frame, ẍc, ÿc and z̈c are accelerations of the mass center in
the body-fixed frame, θ̇cx, θ̇cy and θ̇cz are angular velocities of the mass center in the
body-fixed frame, and θ̈cx, θ̈cy and θ̈cz are angular accelerations of the mass center
in the body-fixed frame.

The backbone of the bond graph model of the slider shown in Fig. 5.42 is con-
structed from Eqs. 5.63–5.68. The linear and rotary inertias are coupled by a pair
of gyrator rings (Euler junction structure) [59, 65, 91] one for translational and
the other for rotational velocities, according to Eqs. 5.63–5.68. Each pair of gyrator
rings introduces six degrees of freedom. Likewise, six more degrees of freedom are
considered for the piston and the piston rod. They are represented by another pair
of gyrator rings and the variables used in that part of the model are represented by
similar nomenclature where subscript ‘p’ is used in place of ‘c’ to indicate that they
are associated with the piston.

The rate of change of length (l) between the cylinder and piston ends is expressed as

l̇ =
(

X1 − X2

l

) (
Ẋ1 − Ẋ2

) +
(

Y1 − Y2

l

) (
Ẏ1 − Ẏ2

) +
(

Z1 − Z2

l

) (
Ż1 − Ż2

)
(5.69)

where (X1, Y1, Z1), and (X2, Y2, Z2) represent the coordinates of the cylinder and
piston end points, respectively, in the inertial frame. The position of the cylinder end
point with respect to the body-fixed frame at the mass center is given as (x1, y1,
z1) and that for the piston end point with respect to its body-fixed frame is given as
(x2, y2, z2). The velocities of these points are represented in the bond graph model at
1-junctions with appropriate suffixes. The linear and angular velocities of the mass
centers of the cylinder and piston are used to compute velocities of the end points in
respective body-fixed frames and then they are transformed to inertial velocities to
implement constraints in the inertial frame, i.e., Eq. 5.69 and external forces (joint
forces) acting at the end points of the cylinder and the piston. The end point joint
forces are inputs to the model given at ports (1) and (2) shown within circles. The
coordinate transformation (CTF) block [40, 59] is required to transform body-fixed
velocities to the inertial velocities of the cylinder and the piston. Note that CTF-block
requires Euler angles for use as internal transformer moduli [59]. The calculation of
Euler angles in not explicitly shown in the bond graph model.
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Fig. 5.42 Bond graph model
of three-dimensional pris-
matic joint
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MTF-elements with moduliμx ,μy andμz are used to calculate the relative sliding
velocity between the piston and the cylinder at a 0-junction and the friction between
the piston and the cylinder is modeled by an R-element (R:Rfr) at that junction. We
consider constraints allowing local deformations so as to compute normal reactions
at contact points and thus to dynamically compute the frictional forces. A set of
transformers with moduli c1 to c4 and p1 to p4 are determined from kinematic
analysis to compute the velocities of the contact points on the cylinder and the piston
in respective body-fixed frames. These body-fixed velocities are transformed into
inertial velocities (through a set of transformers with moduli μ1 to μ12, similar
to expanded form of CTF-block) and are then implicitly constrained. The relative
normal velocity between the contact point on the cylinder and the normal velocity
at the contact point on the piston are implicitly constrained by contact stiffness and
damping parameters, kb and rb, respectively. In comparison to other stiffness at the
contact point, the bending stiffness of the piston rod is lowest and hence kb and rb

are approximated to represent the bending stiffness and damping of the piston rod.
The model of the three-dimensional prismatic joint can be interfaced with other

energy domains in exactly the same way as the planar prismatic joint model. One
example where three-dimensional prismatic joints are used is a Stewart platform
discussed in Chap. 13 of this book.

5.4 Flexible Body Systems

The rigid body assumption in modeling systems may fail when the internal forces
within any massive member of the system cause significant deformations. For exam-
ple, a slender beam, thin plate or membrane, beam column, flexible robotic manipu-
lator, and rotor shaft usually shows appreciable amount of deformation upon appli-
cation of external load. The steady-state configuration of such a member may be
represented by a model with equivalent mass and stiffness. However, the transient
motions within the body cannot be modeled in this way. A governing equation of a
flexible body in which the mass cannot be neglected is given by partial differential
equations. Such systems are called distributed parameter systems.

Modeling of distributed parameter systems in bond graph domain involves some
approximations. One way is to consider small blocks within the flexible body where
inertia effects are lumped and then the stiffness effect is added between these lumped
inertias. This way of modeling through spatial discretization of the flexible system
is called a finite element modeling. Another approach is to directly write the partial
differential equation of the system in the form of a difference equation and then use
the finite difference scheme to model the system. Besides spatial discretization, one
may follow the so-called modal separation. In this approach, the mode shapes of
the flexible system satisfying the governing equation and boundary conditions are
predetermined and a finite number of modes are then modeled [12, 91, 117]. Each
modal oscillation is represented by modal mass, stiffness, and damping parameters.

http://dx.doi.org/10.1007/978-1-4471-4628-5_13
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Fig. 5.43 Coordinate system
used in Euler-Bernoulli beam
model
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5.4.1 Beams

In this book, we will only consider the spatial discretization scheme for slender
beams. There are various levels of abstractions when beams are modeled. The Euler-
Bernoulli beam model is the simplest form. It does not consider rotary inertia of the
beam and its shear deformation. However, this approximation gives nearly accurate
results for slender beams, i.e., when the depth of the beam is much smaller than
its length. The Rayleigh beam formulation, which accounts for the rotary inertia
of the beam, is an improvement over Euler-Bernoulli formulation. Rayleigh beam
formulation gives better approximation of the natural frequencies of a slender beam
than the Euler-Bernoulli formulation and it requires less number of discrete elements
to create a model. The shear deformation effect becomes prominent when the beam
thickness is large and the model of such system is constructed by accounting for the
additional deformation of each element due to the shear force. Such a formulation
leads to the Timoshenko beam model.

5.4.2 Euler-Bernoulli Beam Model

Consider a part of a beam shown in Fig. 5.43 where the neutral axis of the undeflected
beam aligns with the horizontal z-axis. It is assumed that the neutral axis is the same
as the beam geometric axis and the beam is subjected to pure bending (no axial or
torsional loads). The deflection of the neutral axis is shown along the y-axis and the
rotation of the neutral axis about the x-axis is denoted as ψ . The whole beam is then
divided into a finite number of parts. Let each part have equal length Δz. Each of
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Fig. 5.44 Forces and moments acting on a small beam segment

these parts is called an element and a node lies between two adjacent elements. The
elements and nodes are enumerated by following some consistent nomenclature and
this enumeration is used as subscript to define various variables of interest such as
the deflection y, rotation ψ , shear force V , bending moment M , and so on.

Consider a small segment of a slender vibrating beam shown in Fig. 5.44. The
shear forces and bending moments on the two faces of the beam element are shown
in the figure. With usual assumptions for Euler-Bernoulli beam formulation, i.e.,
slender beam, plane section remains plane, the slope of deflection curve is small, and
so on, the radius of curvature R of the beam element is found from

1

R
=

∂2 y

∂z2(
1 +

(
∂y

∂z

)2
)3/2 	 ∂2 y

∂z2 . (5.70)

The strain in z direction at any fiber or elemental area d A at a distance y′ from
the neutral axis is given as

εz
(
y′) = Rϕ − (

R + y′)ϕ
Rϕ

= − y′

R
. (5.71)

In an elastodynamical problem, the total bending stress is given as

σz
(
y′) = σze

(
y′) + σzd

(
y′) (5.72)

where σze is the axial bending stress developed due to elastic deformations and
σzd is the same due to rate of change of elastic deformations or internal damping:
σze = Eεz and σzd = μi ε̇z (internal/material damping induced stress is proportional
to the strain rate), where E is the Young’s modulus of the material and μi is another
material property. It may be noted that μi is also proportional to E and is usually
written as μi = λi E with λi being the proportionality constant.

The total bending moment about x-axis can be expressed as Mx = Mxe + Mxd

where Mxe and Mxd are the contributions from the elastic and dissipative stresses,
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respectively. These components may be written as

Mxe = −
∫

A

σze y′d A = −
∫

A

E

(
∂2 y

∂z2

)
y′2d A

= −E

(
∂2 y

∂z2

)∫

A

y′2d A = −E I

(
∂2 y

∂z2

)
, (5.73)

Mxd = −
∫

A

σzd y′d A = −
∫

A

μi
∂

∂t

(
∂2 y

∂z2

)
y′2d A

= −μi
∂

∂t

(
∂2 y

∂z2

)∫

A

y′2d A = −μi I
∂

∂t

(
∂2 y

∂z2

)
(5.74)

where I is the second moment of area of the shaft cross-section about axis x′-x′
shown in the figure.

From the equilibrium consideration of the element shown in the left of Fig. 5.44,
we find

Vi+1 − Vi + ρAΔz ÿi = 0, (5.75)

Mi+1 + Vi+1Δz + ρAΔz ÿiΔz/2 − Mi = 0, (5.76)

whereρ is the density of the beam material, A is the cross-sectional area, andρAΔz ÿi

is the inertial force. Neglecting second-order terms, i.e., Δz2 	 0, we obtain

ρAΔz ÿi = −ΔV and V = −ΔM/Δz. (5.77)

The governing equations for the model are then given as

ψ = Δy

Δz
, (5.78)

M = −E I

(
∂2 y

∂z2

)
− μi I

∂

∂t

(
∂2 y

∂z2

)
	 −E I

Δψ

Δz
− μi I

Δψ̇

Δz
, (5.79)

V = −ΔM

Δz
, (5.80)

ρAÿ = −ΔV

Δz
. (5.81)

The complete governing equation in partial differential equation form is

ρAÿ (z, t)+ E I
∂4

∂z4 y (z, t)+ μi I
∂4

∂z4 ẏ (z, t) = ∂

∂z
F (z, t) (5.82)

where F (z, t) is the distribution of the external forces.
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Fig. 5.45 Bond graph model of Euler-Bernoulli beam

The bond graph model of the beam may now be developed from Eqs. (5.78) to
(5.81) as shown in Fig. 5.45.

Let us now concentrate on a specific segment of the model. In Fig. 5.45, 0Vi

junction models the equationΔẏ = ẏi − ẏi-1 and the TF-element then transformsΔẏ
toΔψ̇ as follows:Δψ̇ = Δẏ×2/ (Δzi−1 +Δzi). If each finite element has the same
lengthΔz then the transformer modulus becomes 1/Δz, i.e.,Δψ̇ = Δẏ/Δz. Junction
0Mi models the equation Δψ̇ = ψ̇i − ψ̇i-1, which is the flow variable used to model
the total bending moment Mx = Mxe + Mxd = K

∫
Δψ̇dt + RΔψ̇ . Comparing

with Eq. 5.79, the bending stiffness and damping modeled at the 1-junction by C- and
R-elements are found to be K = E I/Δz and R = μi I/Δz, respectively. If elements
have unequal length then the local length has to be used. Likewise, for a beam of
variable cross-section or material property, local values of I , E and μi should be
used in the model.

Junction 1ψ̇i
models the equation ΔM = M i+1 − Mi, which produces the shear

force by the transformation (modeled by the TF-element) as follows: V = ΔM ×
2/ (Δzi−1 +Δzi), which reduces to V = ΔM/Δz for elements of equal length.
Finally, 1ẏi junction models the equationΔV = Vi+1 − Vi which acts on the mass of
the beam segment ρAiΔzi. Additionally, external damping offered by the medium
in which the beam vibrates is modeled by the R:Ri element. If external damping is
uniformly distributed then its value may be expressed as ξΔzi where ξ is the external
damping per unit length of the beam.

It is evident from Fig. 5.45 that the bond graph model has a repeated structure.
This bond graph model is not causalled at this time. First of all, one must apply the
boundary conditions on this model which give fixed causalities to some ports and
then the rest of the model can be causalled. As an example, let us consider a beam of
length l with fixed–fixed boundary condition as shown in Fig. 5.46. Mathematically,
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P

Fig. 5.46 A beam with both ends fixed and a concentrated load
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Fig. 5.47 Bond graph model of a beam with both ends fixed

the boundary conditions are

y (z, t)|z=0 = 0 and
∂y (z, t)

∂z

∣∣∣∣
z=0

= 0,

y (z, t)|z=l = 0 and
∂y (z, t)

∂z

∣∣∣∣
z=l

= 0, (5.83)

where z = 0 and z = l indicate the two ends of the beam.
In bond graph terms, this signifies that the linear velocities and angular velocities

are zero at the boundaries. These can be imposed on the bond graph model by zero
flow sources appended to ends of the model as shown in Fig. 5.47. Not that imposition
of boundary conditions at 0-junctions and 1-junctions (see the left and right sides of
the model in Fig. 5.47) have almost the same effect on the dynamics of the system
as long as the number of elements in the model is large.

Note that if the flow in any passive bond at a 1-junction is zero then the flows in the
rest of the bonds is zero and if the flows in all but one of the bonds of a 0-junction are
zero then the flow in the remaining bond is zero. With this consideration, when these
boundary conditions are imposed on the model, the flows in some of the bonds of the
bond graph model become zero and consequently they carry no power. Therefore,
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Fig. 5.48 Bond graph model of a beam with both ends fixed

Fig. 5.49 A cantilever beam
with a part-span support

those bonds can be removed from the model. The reduced bond graph model of the
system with causality assignment and application of the central concentrated load is
then given in Fig. 5.48.

As another example, an overhang beam shown in Fig. 5.49 is considered. In this
problem, the boundary conditions are

y (z, t)|z=0 = 0 and
∂y (z, t)

∂z

∣∣∣∣
z=0

= 0,

y (z, t)|z=a = 0,

V (z, t)|z=l = 0 and M (z, t)|z=l = 0, (5.84)

where z = 0 and z = l indicate the two ends of the beam, and z = a defines the
position of the roller support. These boundary conditions are imposed on the beam
model as shown in Fig. 5.50.

Note that if the effort in any passive bond at a 0-junction is zero then the efforts
in the rest of the bonds is zero and if the efforts in all but one of the bonds of a
1-junction are zero then the effort in the remaining bond is zero. Removal of the
bonds carrying no power (i.e., either effort or flow in those bonds is zero), produces
the reduced causalled bond graph model shown in Fig. 5.51.

The above two examples show how any general boundary condition can be applied
to the Euler-Bernoulli beam model. If a subsystem is attached to the beam at a given
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Fig. 5.50 Bond graph model of a cantilever beam with a part-span support
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Fig. 5.51 Reduced bond graph model of a cantilever beam with a part-span support

point then it may be modeled at a specific 1-junction. Such an example is shown in
Fig. 5.52 and its bond graph model is shown in Fig. 5.53.

5.4.3 Beam Columns

Design of beam columns is primarily governed by the buckling limit or buckling load,
which is the single most important criterion in earthquake resistant structures. If a
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Fig. 5.52 A cantilever beam with an appended system
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Fig. 5.53 Bond graph model of a cantilever beam with an appended system

column deflects laterally then the heavy load on it causes it to deflect more and then
it may buckle under certain conditions. In this section, we will discuss the dynamics
of a beam subjected to an axial compressive load (see Fig. 5.54).

Let us discretize the beam column into several segments. The ith segment from
the bottom experiences additional bending moments due to the compressive axial
load. The bending moment about x-axis is M(i+1)x = F (e + yi+1) and about y-
axis is M(i+1)y = F (xi+1). The transverse vibrations in x- and y-directions of the
beam column are independent. The applied bending moment changes from segment
to segment. At the topmost position, say nth node, the lateral displacement is zero
and the bending moment about x-axis and y-axis are Mnx = Fe and Mny = 0,
respectively.

The beam column may now be modeled as shown in Fig. 5.55.
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Fig. 5.54 A beam column
with an offset compressive
load
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In Fig. 5.55, the applied axial force is modeled separately and its contributions to
moments at different sections is introduced through transformers. Let us consider the
bending moments about x-axis. Note that when Mn = Fe is applied to the final node,
the moment at the preceding node is Mn−1 = F (e + yn−1). The moment applied at
nth node is already transferred to the preceding node by internal deformations. Thus,
the incremental moment to be applied isΔMn−1 = F (yn−1 − yn) = FΔyn−1. The
bond graph model, thus, incorporates the incremental moments and not the absolute
moments. These incremental moments are given asΔMix = F (yi − yi+1) = FΔyi .
Likewise, incremental moments about y-axis are computed.

At the ground node (bottom node), the boundary conditions are given as zero
displacement and zero rotation. The net shear force and bending moment acting at
that node are generated as reactions to applied loads. The bending moment com-
ponents at the root due to axial load only, i.e., excluding the contributions from
inertial and other dynamical factors or when the beam assumes a steady deflection
shape, are

n∑
i=1

ΔMix = Fe + F ((y1 − y2)+ (y2 − y3)+ · · · + (yn−1 − yn))

= Fe + F (y1 − yn) = Fe, (5.85)
n∑

i=1

ΔMiy = F ((x1 − x2)+ (x2 − x3)+ · · · + (xn−1 − xn))

= F (x1 − xn) = 0. (5.86)
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Fig. 5.55 Bond graph model of a beam column

5.4.4 Rayleigh Beam Model

The Rayleigh beam formulation is based on shear force and bending moment repre-
sentations given in Newtonian convention. In Eulerian convention used to model the
Euler-Bernoulli beam (see Fig. 5.44), the positive shear force and bending moments
are in opposite directions at the two faces of the beam element. In Newtonian conven-
tion, a common reference is taken for both faces of the beam element: upward shear
force is positive force and anticlockwise moment is positive moment (see Fig. 5.56).
The rotation of the beam segment is explicitly modeled in Rayleigh beam formu-
lation. The beam segment is assumed to store potential energy due to four distinct
displacements: displacements of either end and rotations of either end.
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Fig. 5.57 a Forces and moments acting on a beam segment and b bond graph representation of
element stiffness

In a bond graph formulation, the potential energy storage is represented as a four-
port C-field (see Fig. 5.57). The ith beam element is influenced by displacements yi

and yi+1 , and rotations ψi and ψi+1. The flow variables in four ports of the C-field
are the corresponding linear and rotational velocities. The effort variables are the
shear forces and bending moments. They are related as follows:

⎧⎪⎪⎨
⎪⎪⎩

Vi

Mi

Vi+1
Mi+1

⎫⎪⎪⎬
⎪⎪⎭

=

⎡
⎢⎢⎢⎢⎣

k11 k12 k13 k14

k21 k22 k23 k24

k31 k32 k33 k34

k41 k42 k43 k44

⎤
⎥⎥⎥⎥⎦

⎧⎪⎪⎨
⎪⎪⎩

yi

ψi

yi+1
ψi+1

⎫⎪⎪⎬
⎪⎪⎭
, (5.87)

or e = K4×4f, where e = [
Vi Mi Vi+1 Mi+1

]T and f = [
yi ψi yi+1 ψi+1

]T are
the vectors of effort and flow variables, respectively.

The elements of the stiffness matrix K may be derived in different ways. One of
them is shown here. Let yi = 1 and yi+1 = 0, ψi = ψi+1 = 0. Then, we obtain
Vi = k11, Mi = k21, Vi+1 = k31, Mi+1 = k34. Likewise, if another element of f is
unity and others are zero, we obtain the expressions for elements in another column
of the stiffness matrix. In fact, the stiffness matrix is symmetric and one needs to
evaluate only half of the elements of this matrix.

To determine the elements in the third column of K, let us consider a beam with
one end fixed and the other end moving in a slot (see Fig. 5.58a). The deflection at
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Fig. 5.58 One of the boundary conditions for evaluation of elements of beam stiffness matrix with
equivalent superpositions

the slotted end can be found from superposition. A cantilever beam with a tip load
P (see Fig. 5.58b) produces deflection and rotation, respectively, as follows:

δP = P L3/ (3E I ) and φP = P L2/ (2E I )

where L = Δz is the length of the element. The superposition of an end moment
is required to produce exactly the opposite amount of end rotation such that the
superposed system’s boundary condition is equivalent to that of a slot. The cantilever
beam with a tip moment −M (see Fig. 5.58c) produces deflection and rotation as
follows:

δM = −M L2/ (2E I ) and φM = −M L/ (E I ) .

Setting φP + φM = 0, we find the required bending moment as M = P L/2. The
net deflection at the slot end is then

δP + δM = P L3/ (3E I )− P L3/ (4E I ) = P L3/ (12E I ) .

Thus, if the tip deflection yi+1 = P L3/ (12E I ), and yi = 0, ψi = ψi+1 = 0,
then the shear forces and bending moments in Newtonian convention are Vi = −P ,
Mi = − (P L − M) = −P L/2, Vi+1 = P , and Mi+1 = −P L/2. The elements in
the third column of the stiffness matrix are then found to be

k13 = Vi/yi+1 = −12E I/L3,

k23 = Mi/yi+1 = −6E I/L2,

k33 = Vi+1/yi+1 = 12E I/L3,

k43 = Mi+1/yi+1 = −6E I/L2. (5.88)

To evaluate the elements of the fourth column, we assume yi = yi+1 = 0,
ψi+1 = 1, and ψi = 0. This condition is met if a tip load −P and moment M
are so applied that δP + δM = 0. The relation between P and M is then given as
M = 2P L/3. The rotation of the right end of the beam is then

φP + φM = −P L2/(2E I )+ M L/(E I ) = −3M L/(4E I )+ M L/(E I )

= M L/(4E I ).
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Thus, if the tip rotationψi+1 = M L/ (4E I ), and yi = yi+1 = 0,ψi = 0, then the
shear forces and bending moments are Vi = P = 3M/ (2L), Mi = P L−M = M/2,
Vi+1 = −P = −3M/ (2L), and Mi+1 = M . The elements in the fourth column of
the stiffness matrix are then found to be

k14 = Vi/ψi+1 = 6E I/L2,

k24 = Mi/ψi+1 = 2E I/L ,

k34 = Vi+1/ψi+1 = −6E I/L2,

k44 = Mi+1/ψi+1 = 4E I/L . (5.89)

The first and second columns of the stiffness matrix can be derived similarly.
Then, the final form of the stiffness matrix is given as

K = E I

L3

⎡
⎢⎢⎣

12 6L −12 6L
6L 4L2 −6L 2L2

−12 −6L 12 −6L
6L 2L2 −6L 4L2

⎤
⎥⎥⎦ (5.90)

so that ⎧⎪⎪⎨
⎪⎪⎩
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. (5.91)

Note that the stiffness matrix is symmetric. This stiffness matrix can also be
derived directly by taking partial derivatives of the strain energy with respect to the
individual nodal displacements.

All material offer some kind of internal damping. You may notice that if a beam
is bent both ways in quick succession then it heats up. This heating comes from
material damping. The stiffness accounts for the elastic force proportional to the strain
induced along the axial direction whereas the damping accounts for the restoring
force proportional to the strain rate. Thus, the total shear force and bending moment
due to flexure (in dynamic state) are given as

⎧⎪⎪⎨
⎪⎪⎩

Vi

Mi

Vi+1
Mi+1

⎫⎪⎪⎬
⎪⎪⎭

= K4×4

⎧⎪⎪⎨
⎪⎪⎩

yi

ψi

yi+1
ψi+1

⎫⎪⎪⎬
⎪⎪⎭

+ R4×4

⎧⎪⎪⎨
⎪⎪⎩

ẏi
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⎪⎪⎭

= K4×4

⎧⎪⎪⎨
⎪⎪⎩

∫
ẏi dt∫
ψ̇i dt∫

ẏi+1dt∫
ψ̇i+1dt
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ẏi
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. (5.92)
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Fig. 5.59 Representation of
element stiffness and damping
in Rayleigh beam bond graph
model
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The damping matrix is given as

R = μi I

L3

⎡
⎢⎢⎣

12 6L −12 6L
6L 4L2 −6L 2L2

−12 −6L 12 −6L
6L 2L2 −6L 4L2

⎤
⎥⎥⎦ = λK (5.93)

whereμi is a material constant specified asμi = λE , withλ being the proportionality
constant evaluated from experiments. The unit of λ is same as that of time.

The bond graph representation of the combined stiffness and damping of the beam
element is then given as shown in Fig. 5.59.

Several such beam elements are then combined to model a finite length of
the beam as shown in Fig. 5.60. The nodal masses and moment of inertias are
included as lumped inertias at 1 junctions representing nodal linear and angu-
lar velocities, respectively. The inertia of linear motion at ith node is given as
I : ρ (Ai−1Δzi−1 + AiΔzi ) /2 or if uniform elements are considered then as
I : ρAΔz, where A is the area of the beam cross-section. Likewise, the rotary
at ith node is given as I : ρ (Ii−1Δzi−1 + IiΔzi ) /2 or if uniform elements are con-
sidered then as I : ρ IΔz. Likewise, the external dampings to linear and rotational
motions are represented as lumped resistances at respective 1 junctions.

It may be noted that the nodal inertias can be represented more accurately by using
an I-field (see [91] for details). However, when the number of elements considered
to model the beam is sufficiently large, I-field representation does not give any added
advantage.
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Fig. 5.61 A cantilever beam with a part-span support and tip load
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Fig. 5.62 Rayleigh beam bond graph model of a cantilever beam with a part-span support and tip
load

The boundary conditions are applied to the Rayleigh beam model in a manner
similar to the Euler-Bernoulli beam model. For example, consider the beam supported
and loaded as shown in Fig. 5.61.

The boundary conditions for this beam are

y (z, t)|z=0 = 0 and
∂y (z, t)

∂z

∣∣∣∣
z=0

= 0,

y (z, t)|z=a = 0,

V (z, t)|z=l = −P and M (z, t)|z=l = 0,

where z = 0 and z = l indicate the two ends of the beam, and z = a defines the
position of the roller support. These boundary conditions are imposed on the beam
model as shown in Fig. 5.62.

Finite number of modes of a beam may be approximated by a modal bond graph
(see [12, 78, 90, 91]). However, such a model requires that the mode shapes of the
beam can be analytically determined from which one can obtain the modal inertia,
stiffness and damping values, and the modal participation matrices. The modal para-
meters for an autonomous system are obtained by solving an eigenvalue problem
and implementing the orthogonality conditions. However, solution of the eigenvalue
problem cannot be obtained for any general kind of loading and boundary conditions.
Therefore, use of modal bond graphs is restricted in some sense.
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Fig. 5.63 A rotating fan with
two blades
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5.4.5 Centrifugal Stiffening

Rotating beams are often part of everyday machinery. When a beam spins about its
axis along its length, it is called a shaft, e.g., a rotor shaft. There are other applications
when the beam rotates about an axis normal to the beam axis, e.g., a fan, blades of
a turbine rotor, helicopter blades, swing arms of a boom crane, robot arms, etc. The
rotating beam is twisted in most of the cases. To simplify modeling, we will neglect
the beam twist in this section.

The schematic representation of a fan with two blades is shown in Fig. 5.63. This
is a symmetric system and it is enough to analyze the vibrations of one of the blades.
A body-fixed coordinate system rotating with the fan is used for the modeling. The
axial motions are neglected and thus the beam deflections are parallel to the rotation
axis. Therefore, Coriolis forces are neglected. It is further assumed that the beam
width is much larger than its thickness. Thus, the deflection of the beam is only in
the body-fixed z-axis and a small twist is allowed about the body-fixed y-axis.

With these assumptions, the axial force acting at any section of the beam due to
the centrifugal forces can be expressed as

F (y) = Ω2

L∫

y

ρA (ζ ) ζdζ. (5.94)

If the beam is deflected transversely then this axial force produces a bending
moment. The forces and moments in this case are of distributed nature. The maximum
axial force is at the root of the beam and so is the bending moment. Thus, we start
calculating the forces and moments from the free end of the beam.
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Fig. 5.64 Bond graph model of a rotating fan with two blades

Let us consider n finite elements to model this beam where the first element is
at the root of the beam. Further, let the length of the element at the free end be
Δyn and the deflection of the free end at a time t be zn = z(L , t). If the varia-
tion of the cross-section area is neglected for a small segment of the beam then
the axial force produced due to this element is Fn = ρAnΔynΩ

2 yn where the
average area of the section is An . This force produces a bending moment at the
interface of nth and (n − 1)th elements as Mn−1 = Fn (zn − zn−1). The exact point
of application of the force at the centroid of the element is not considered here
because it does not matter if the number of the elements considered in the model is
large.

The axial force produced due to rotation of the (n − 1)th element is Fn−1 =
ρAn−1Δyn−1Ω

2 yn−1. Thus, the total axial force acting at the interface of (n − 1)th
and (n − 2)th elements is Fn + Fn−1 and the total bending moment may be approx-
imated as Mn−1 + Mn−2 where Mn−2 = Fn−2 (zn−1 − zn−2).

The bond graph model of a segment of the rotating beam may now be developed
using Rayleigh beam formulation as shown in Fig. 5.60 where bending is assumed to
occur only in one direction. The bending moments are included in the model either
incrementally or totally. This does not change the model equations because it is the
difference between the bending moments applied at two ends of an element, i.e.,
the RC-element, that produces deformation of the element (this is evident from the
first and third rows of the stiffness matrix). The bending moments due to centrifugal
forces are applied in such a manner that they try to straighten the beam in a direction
opposite to its local deflection.

The rotating beam model given in Fig. 5.64 also takes care of the torsional vibra-
tions, i.e., the twist of the beam. The two-port RC-element models the torsional
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stiffness and damping. The torsional stiffness of an element is given as KT = J G/Δy
where G is the modulus of rigidity and J = βab3 is the effective polar moment
of area for rectangular cross-section, a is the width, b the depth, and value of
parameter β depends on the ratio a/b (here, we will assume a/b = 10 for
which β = 0.312). The torsional damping is proportional to the stiffness, i.e.,
RT = λKT .

A gyroscopic coupling is set up between the beam bending and twist. We do not
need the full gyrator ring structure here because the angular velocity Ω about the
z-axis is assumed to be constant. Drag and lift forces act on a twisted beam rotating
in a viscous medium. These forces (or moments) are velocity dependent and thus are
modeled as R-elements. The lift force produces additional shear force and bending
moment at an element and it primarily depends on the amount of the beam twist, fan
speedΩ , and other geometric and environmental parameters. Thus, the information
of the beam twist angle is supplied to Rl element that models the lift forces. Likewise,
the drag force produces a twisting moment (modeled by Rdelement) which depends
on the fan speed Ω , the angle and rate of change of angle of twist, the rotation of
the beam axis (although the later two have small influence) and other geometric and
environmental parameters.

The full model of the rotating beam as shown in Fig. 5.64 is obtained after imple-
menting the boundary conditions.

If the beam warping has to be considered in the model then Timoshenko beam
theory is used to develop the model. The equations of motion for the basic nonrotating
beam are given as

ρA
∂2

∂t2 (z (y, t)− eθ (y, t))+ E I
∂4

∂y4 z (y, t)+ λi E I
∂5

∂y4∂t
z (y, t) = ∂

∂y
F (y, t) ,

(5.95)

E Iw
∂4

∂y4 θ (y, t)+ λi E Iw
∂5

∂y4∂t
θ (y, t)− G J

∂2

∂y2 θ (y, t)− λi G J
∂2

∂y2∂t
θ (y, t)

+ ρA
∂2

∂t2

((
e2 + r2

)
θ (y, t)+ ez (y, t)

)
= ∂

∂y
T z (y, t) (5.96)

where Fz (y, t) and T z (y, t) are the distribution of the external forces and torques,
respectively. Here, t denotes time, z is the distance along the elastic axis of the beam,
and z is the bending displacement of the shear center, the beam cross-section being
assumed symmetrical about the plane Oxz. The quantity θ is the torsional rotation
about y axis, e the position of the section centroid C relative to the shear center
S, ρA is the mass per unit length, and r the polar radius of gyration of the cross-
section about the centroid. The flexural rigidity in the Oyx plane is E I , while E Iw is
the torsional rigidity associated with warping and G J is the Saint-Venant torsional
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rigidity [8]. The centrifugal effects are added to the equations of motion for modeling
the rotating beam and the resulting equations of motion are

ρA
∂2

∂t2 z (y, t)− ρAe
∂2

∂t2 θ (y, t)− ρΩ2
L∫

z

Aξdξ
∂2

∂t2 z (y, t)

+ ρΩ2e

L∫

z

Aξdξ
∂2

∂t2 θ (y, t)+ E I
∂4

∂y4 z (y, t)+ λi E I
∂5

∂y4∂t
z (y, t) = ∂

∂y
F (y, t) ,

(5.97)

E Iw
∂4

∂y4 θ (y, t)+ λi E Iw
∂5

∂y4∂t
θ (y, t)− G J

∂2

∂y2 θ (y, t)− λi G J
∂2

∂y2∂t
θ (y, t)

+ ρΩ2e

L∫

z

Aξdξ
∂2

∂t2 z (y, t)− ρΩ2
(

e2 + r2
) L∫

z

Aξdξ
∂2

∂t2 θ (y, t)

− ρAe
∂2

∂t2 z (y, t)+ ρA
(

e2 + r2
) ∂2

∂t2 θ (y, t) = ∂

∂y
T (y, t) , (5.98)

where Ω is the angular speed of rotation.
These equations can now be discretized to develop a Timoshenko beam bond graph

model (see [91]) and then other effects such as drag and lift forces, and boundary
conditions can be imposed on the developed model. A much more detailed bond
graph model is developed in [152] where a multiport IC-field is used to model a
rotating beam with large deflections. The co-rotational formulation used to develop
bond graph models of beams with large deflection [31] can also be adapted to model
rotating beams.

5.4.6 Beams Made of Two Layers

A beam made of two material layers is shown in Fig. 5.65. The difference in elastic
modulus of the materials causes the neutral axis to shift from the geometric center
to another location. The cross-section of the beam made by gluing or welding two
dissimilar materials of equal width w and thickness h/2 is shown in Fig. 5.65. When
the beam is bent by application of a bending moment, the strains (ε) and stresses
on the beam cross-section develop as shown in the figure. Clearly, there is a stress
discontinuity at the interface of the two materials.

To analyze the dynamics of such a beam, i.e., disregarding the internal stresses and
strains, an equivalent beam cross-section may be used. One of the beam materials,
say material 1, is taken as the reference material. Let α21 = E2/E1, α31 = E3/E1,
etc. The equivalent width of other material layers can be expressed as w2 = α21w,
w3 = α31w, etc. as shown in Fig. 5.66. The centroid of the resulting equivalent cross-
section gives the location of the beam neutral axis and the resulting flexural rigidity
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Fig. 5.65 Cross-section of a composite beam

Fig. 5.66 Equivalent cross-section of a composite beam

of the beam is defined as E I = E1 Ieq where Ieq is the second moment of area
of the equivalent beam cross-section about the neutral axis of the beam. The beam
modeling methodology remains the same as before.

5.4.7 Bimetallic Strip

A bimetallic strip is made of two strips of different metals which have different
coefficients of thermal expansion. Usually steel, copper, and brass are the metals used
in the bimetallic strip. The metal strips are joined together throughout their length
by brazing or welding. The length of the two metal strips are equal at some initial
temperature (top part in Fig. 5.67). When the flat strip is heated to a temperature above
the initial configuration temperature, the difference in thermal expansion coefficients
causes the strip to bend so that the metal with the higher coefficient of thermal
expansion is on the outer side of the curve. The opposite happens when the strip is
cooled below its initial configuration temperature.

The differences in thermal expansion of the two materials is schematically shown
in the middle part of Fig. 5.67 where it is assumed that there is no connection between
the two material layers. The parameters E , A, t , α, andΔ refer to the Young’s modu-
lus, cross-section area, thickness, coefficient of thermal expansion (CTE), and elon-
gation, respectively, and the subscripts 1 and 2 enumerate the materials. If the strips
are joined together then the strip reaches a final configuration as shown in bottom part
of Fig. 5.67. Timoshenko [140] suggested a simple and effective analytical model for
evaluating the thermostat bow and the normal stresses in the cross-sections of the ther-
mostat strips. Aleck [2] gave an improved formulation based on theory-of-elasticity
treatment of the problem. The resulting curvature of the strip, assuming that the
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Fig. 5.67 Thermal expansion
induced curvature in bimetal-
lic strip: normal configuration
in top, unconstrained expan-
sion in middle and actual
constrained expansion in
bottom
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width of the strip could be considered as being very small, was given by Timoshenko
[140] as

ρth =
t
2 + 2 (E1 I1+E2 I2)

wt

(
1

E1t1
+ 1

E2t2

)

(α2 − α1) (T − T0)
, (5.99)

where ρth is the thermally induced radius of curvature, I1 = wt3
1/12, I2 = wt3

2/12,
t = t1 + t2, the width for both the strips is taken to be w, T is the current temperature,
and T0 is the initial temperature. The thermally induced bending moment is thus

Mth = −E I

ρth
= − E I (α2 − α1) (T − T0)

t
2 + 2 (E1 I1+E2 I2)

wt

(
1

E1t1
+ 1

E2t2

) . (5.100)

Note that this bending moment is an externally applied moment in addition to other
moments acting on the beam, i.e., the overall curvature is κ = 1/ρth + 1/ρex where
ρex is induced due to other loads or residual stresses. The term E I in Eq. 5.100 is the
equivalent flexural rigidity computed from equivalent beam cross-section. If biaxial
state of stress is assumed (when the beam thickness and width are of comparable
dimension) then plane strain formulation should be used where for each material i
(1 or 2) the modulus of elasticity Ei should be replaced by Ei/ (1 − υi ) and the CTE
αi should be replaced by (1 + υi ) αi . In addition, a force acts at the interface of the
two materials. Timoshenko’s formulation [140] gives the forces and moments on
each layer of the strip. These are also detailed in [38]. Thus, it is possible to model
the two layers separately and constrain them together at the interface. The end effect
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Fig. 5.68 Bond graph model of a bimetallic strip at uniform temperature

may be included through Hess solution [38]. Other formulations may be consulted in
[113, 135].

The deflection of the tip of the beam at uniform temperature can be calculated
directly from geometric analysis. If the temperature is uniform at all points in the
beam then the radius of curvature is constant at all points taken along the neutral axis
(see Fig. 5.67). Then, the tip angle θ = L/ρ, δz = L−ρ sin θ and δy = ρ (1 − cos θ)
where L is the original length of the strip.

The bond graph model of a uniformly heated cantilever bimetallic strip is shown
in Fig. 5.68. The bond graph model is generated assuming that Euler-Bernoulli beam
theory is valid. Thus, it suffices to include the temperature change effect as a external
concentrated bending moment applied at the tip of the cantilever strip. The bending
moments at all positions along the length of the strip remains the same because the
end moment is transmitted to other locations through the beam compliance. Thus,
the external moment is applied only at the tip and it may be modulated according to
the temperature.

The original Euler-Bernoulli theory is valid only for infinitesimal strains and small
rotations. For moderately large rotations where strain remains small, Euler-Bernoulli
theory can be extended by using the von Karman strains [112]. Another approach
is to used Timoshenko beam theory with a co-rotational formulation. Bond graph
models of beams with large deformation may be consulted in [31].

Figure 5.69 shows a bimetallic strip with nonuniform temperature along its length.
Thus, the curvature is different at different positions along the length of the strip. To
account for this effect, the bending moments at different locations must be different,
i.e., one needs to construct a bending moment diagram as a function of the position
and temperature at that position. Thus, the thermal modeling of the system is required.
Figure 5.70 shows the bond graph model of the system where beam mechanical model
is coupled to its thermal model.
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Fig. 5.69 A bimetallic strip at nonuniform temperature

01

TF

10

1

C R

I R

01

TF

10

1

C R

I R

01

TF

10

1

C R

I R

01

TF

10

1

C R

I R

SF
0

SF
0

MSE:Mn

SE:0

..

..
f =0 f =0

f =0
f =0

f =0

e =0

e =0

e =0
...

...
e =0

MSE:ΔMMSE:ΔM MSE:Mn-1-Mn

10

C Rl

SFRe

10

C

SF

0

C

SF

TnTn-1T1

Rl

Re Re

...
T

he
rm

al
 d

om
ai

n
M

ec
ha

ni
ca

l d
om

ai
n

Fig. 5.70 Bond graph model of a bimetallic strip at nonuniform temperature

In the thermal part of the model, pseudo-bond graph is used with temperature
(T ) and heat transfer rate (Q̇) as the power variables. Various SF-elements at nodes
represent the external heating or cooling. The resistances model heat transfer: Re

models heat transfer from the metal to the environment and Rl models heat transfer
along the beam axis. The two metals in the bimetallic strip may be separately modeled
or lumped together as has been done in this case. The C-elements model the heat
capacity of the segment of the strip between two adjacent nodes. The temperature
at each node is used to compute the local curvature and local bending moment. If
the bending moment at a particular node is different from the next node then the
difference between the two bending moments (ΔM) is modeled at that node as an
external concentrated bending moment acting at that node. Thus, the true bending
moment diagram with variable temperature is approximated by step changes at the
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nodes (much like a sample and hold approximation along the length of the strip). Note
that if a beam is at uniform temperature then ΔM = 0 at each node and the thermal
model is no more relevant because the end moment Mn can be directly applied as a
function of the uniform temperature.

Bimetallic strips are used for various applications such as compensation of tem-
perature induced errors in mechanical clocks, on–off thermostats for regulation of
heating and cooling, adjustable thermostats to change temperature set point in tem-
perature control systems, recording thermometers, and miniature circuit breakers.
Bimetallic strips have also been used in a variety of microelectromechanical systems
(MEMS). A few of those applications are discussed later.

Beams made of shape memory alloys which show dependence of material proper-
ties with temperature can be modeled in a way similar to bimetallic strips. The local
bending moments at nodes are expressed in terms of temperature (step changes at
transition temperature) by coupling the mechanical and thermal models of a shape
memory alloy beam.

5.4.8 Piezoelectric Effect

Piezoelectric effect refers to electrical polarization of the crystals in some crystalline
materials when they are subjected to a mechanical force [61, 109]. Inverse piezo-
electric effect refers to induced internal stresses leading to change in dimensions
when such crystals are exposed to an electric field. Lead zirconate titanate (PZT)
based ceramics are the most widely used piezoelectric materials. Some piezoce-
ramic materials like Tourmaline show pyroelectricity effect, i.e., over and above
the piezoelectric effect these materials also generate electrical signal in response to
change in the temperature of the crystal.

Piezoceramic devices may be used as sensors, actuators, generators, and transduc-
ers. From an engineering point-of-view, a good piezoelectric material should exhibit
greater sensitivity and linearity, and should be able to operate at higher temperatures.

Piezoelectric actuators convert electrical energy into controlled mechanical
motion. Examples are precision machining tools, camera lens positioning, hydraulic
valves in a micropump, mirrors such as the micromirrors discussed later, etc. Piezo-
electric sensors are used in various applications: pressure sensor in the touch pads,
combustion monitoring in internal combustion engines, displacement and acceler-
ation sensors, etc. In an energy harvesting device, the electrical energy generated
by a piezoelectric element is stored. When impact force is applied on piezoelectric
ceramics, the generated voltage can create a spark across an electrode gap. This effect
is used in electronic fuel lighters. Piezoelectric materials are increasingly being used
in smart structures.

A transducer is a device that converts small amounts of energy from one kind into
another. A piezoelectric transducer has very high DC output impedance. Therefore,
it can be modeled as a transformer (TF) or a proportional modulated voltage source
(MSe). Piezoelectric transducers convert electrical energy into mechanical energy in
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form of vibration, sound, or ultrasound. They are useful in various microelectronic
applications such as atomizing liquids, ultrasonic machining, and medical diagnos-
tics. The piezoelectric acoustic transducer can be used to both generate ultrasound
signal from electrical energy and vice versa. A piezoelectric transducer can convert
electrical energy into extremely rapid mechanical vibrations (called ultrasound vibra-
tions) which are inaudible for our ears. These ultrasound vibrations can be used for
scanning, cleaning, etc. A piezoelectric microphone converts audible sound energy
into electrical energy.

The elastic modulus of a common piezoelectric material exceeds that of many
metals. Thus, they are used for precision measurements. In a piezoelectric sensor
the sensing element shows almost negligible deflection. In piezoelectric pressure
sensors, a thin membrane with a heavy base is used so that the applied pressure loads
the elements in a specific direction. In piezoelectric accelerometer, a heavy seismic
mass is attached to the crystal elements. The difference in the working principle
between these two sensors is the way forces are applied to the sensing elements. In a
pressure sensor, a thin membrane is used to transfer the force to the elements, whereas
in an accelerometer the forces are applied by the inertial force induced in the attached
seismic mass. The principle used in designing piezoelectric acceleration sensors can
also be used to harvest energy from mechanical vibrations. Piezoelectric acoustic
sensors use the same principle where the acoustical signal induces vibrations in a thin
membrane in which the piezoelectric element is mounted. Piezoelectric ultrasound
sensors are used in medical imaging and nondestructive testing (NDT) of industrial
components.

Piezoelectric ceramics are anisotropic materials. Thus, each physical constant
used to describe the behavior of a piezoelectric material is denoted with two sub-
scripts which indicate the directions of the two related quantities. The commonly
used piezoelectric constants are the piezoelectric charge constant, d, the piezoelec-
tric voltage constant, g, and the permittivity, ε. These constants are temperature
dependent. The electromechanical coupling factor, k, defines how electrical energy
is converted into mechanical energy and vice versa. The electromechanical coupling
factor has two subscripts in which the first denotes the direction along which the
electric field is applied or developed and the second subscript denotes the direction
along which the mechanical force is applied or developed.

The strain–charge form of the so-called coupled equations describing the behavior
of a piezoelectric material is given as

{S} = [s E ]{T } + [dt ]{E} (5.101)

{D} = [d]{T } + [εT ]{E} (5.102)

where S is strain, s is compliance, T is stress, D is the electric charge density
displacement (electric displacement), ε is permittivity, E is electric field strength,
[d] is the matrix for the direct piezoelectric effect and [dt ] is the matrix for the
converse piezoelectric effect. The superscript E indicates zero or constant electric
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Fig. 5.71 Voigt notation to
represent piezoelectric tensors

X

Y

Z

1

2

3

4
5

6

field, the superscript T indicates zero or constant stress field and the superscript t
denotes transpose of matrix.

In the piezoelectric material constitutive relations, D and E are vectors, permit-
tivity ε is Cartesian tensor of rank 2, stress and strain are also rank-2 tensors. Because
strain and stress are all symmetric tensors, the subscript of strain and stress can be
relabeled in different ways (called Voigt notation). For example, 11 → 1; 22 → 2;
33 → 3; 23 → 4; 13 → 5; 12 → 6 (see Fig. 5.71).

After relabeling, S and T may be each represented as 6-component vectors, and
s as a 6×6 matrix. The resulting form of the strain–charge form of the coupled
equations describing the behavior of a piezoelectric material is

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

S1
S2
S3
S4
S5
S6

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

s E
11 s E

12 s E
13 0 0 0

s E
21 s E

22 s E
23 0 0 0

s E
31 s E

32 s E
33 0 0 0

0 0 0 s E
44 0 0

0 0 0 0 s E
55 0

0 0 0 0 0 s E
66

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

T1
T2
T3
T4
T5
T6

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

+

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 d31
0 0 d32
0 0 d33
0 d24 0

d15 0 0
0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎧⎨
⎩

E1
E2
E3

⎫⎬
⎭

⎧⎨
⎩

D1
D2
D3

⎫⎬
⎭ =

⎡
⎣ 0 0 0 0 d15 0

0 0 0 d24 0 0
d31 d32 d33 0 0 0

⎤
⎦

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

T1
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⎫⎪⎪⎪⎪⎪⎪⎬
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+
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⎣ ε11 0 0

0 ε22 0
0 0 ε33

⎤
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E1
E2
E3

⎫⎬
⎭ (5.103)

In the revised formulation, s E is a 6 × 6 symmetrical matrix called mechanical
matrix of flexibility (the superscript E indicates that either the electrical field is zero
or it is a constant), εT is a 3×3 symmetrical matrix called electrical permittivity of the
material (the superscript T indicates that either the stress is zero or it is a constant),
and d is a 3 × 6 matrix of piezoelectric coefficients (the superscript t refers to matrix
transposition). In Eq. 5.103, the choice of (E , T ) as independent variables instead of
(D, S) is motivated by the device controlling techniques. When one is mainly dealing
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with actuating function, (E , T ) are the inputs and (D, S) are the outputs. However,
the choice is made according to frequency domain response characteristics. When
the device is used near its antiresonance frequency, the good independent variables
choice is (D, S) and when it is used near the resonance frequency, the good choice
is (E , T ).

Three main modes of operation of a piezoelectric material are transverse effect,
longitudinal effect, and shear effect. The sensitivity to the applied force is more easily
adjusted by using the transverse effect (this will be shown later when we discuss an
energy harvesting device). There are two direct piezoelectric coefficients di j , and
ei j , which are defined as follows:

di j =
(
∂Di

∂Tj

)E

=
(
∂S j

∂Ei

)T

(5.104)

ei j =
(
∂Di

∂S j

)E

= −
(
∂Tj

∂Ei

)S

(5.105)

The two converse or inverse coefficients gi j and hi j are defined as follows:

gi j = −
(
∂Ei

∂Tj

)D

=
(
∂S j

∂Di

)T

(5.106)

hi j = −
(
∂Ei

∂S j

)D

= −
(
∂Tj

∂Di

)S

(5.107)

The piezocrystal can generate high voltage across its faces. However, the charge
developed is small and the potential difference is large because the width of the
piezoelement is small, thus increasing the electrical capacitance of the element. Mul-
tilayer ceramics with thin layers with thickness in the order of 100 mm can generate
high electric fields with manageable voltage. Such multilayer ceramics are used in
direct and amplified piezoelectric actuators which can produce precise movements.
Examples are high-precision piezoelectric motors which have much larger position-
ing accuracy as compared to conventional stepper motors (traveling wave motor
used for autofocus in reflex cameras, Inchworm motors, stepping piezomotors using
stick-slip motion). Piezomotors are used for micromirror positioning, atomic force
microscopes, and scanning tunneling microscopes, precision fuel injection systems
in diesel engines, and also for active vibration control.

A turntable for increasing the data density and read/write access time in a hard disk
drive is modeled in [128]. The turn table is rotated using piezoelectric tubes by using
the concept of Inertial Sliding Motion (ISM) as shown in Fig. 5.72. Stick-slip effect
is used therein for ISM. The piezoelectric tubes used for the turntable are hollow
cylinders made of PZT which are metallized on the inner and the outer surfaces and
are poled in the radial direction (see Fig. 5.73).

The outside metal coating is further sectioned into four quadrants. This allows
independent actuation of four quadrants. In the symmetric voltage mode, two voltages
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Fig. 5.72 Schema of the
turntable

Fig. 5.73 Arrangement of the
actuating patches in the tubes
of the turntable

+VX −VX

+VY

−VY

Z

Dh

-Vy

+Vy

equal in magnitude and opposite in sign are applied to two opposite quadrants,
while the remaining two quadrants are grounded. In the asymmetric voltage mode,
a potential is applied to only one quadrant while the remaining three quadrants are
grounded. The radius of curvature of the tube bending for symmetric actuation (for
the case shown in the right half of Fig. 5.73) is derived as [128]

Rbending = πDh

4
√

2d31V
(5.108)

and the radius of curvature of the tube bending for asymmetric actuation is twice that
of the symmetric actuation [23].

A similar system used in Scanning Tunneling Microscopes (STMs) and Atomic
Force Microscopes (AFMs) is discussed in [49], where two adjacent patches of
the piezotube are used for actuation and the remaining two patches are used for
sensing where high sensor impedance is equivalent to open electrode configuration.
Under such asymmetric actuation, the deformation of the tube is superposition of
two modes of motion: (1) the elongation of one side of the tube leads to elongation
of the opposite side (called a piston mode) to balance axial stresses and (2) the
bending induces elongation on one side and compression on the other side (called a
bending mode). The piston mode has slow dynamics relative to the bending mode.
The bending mode leads to the desired horizontal motion of the actuator tip in the
STM or AFM. It has been shown in [49] that for low frequency applications, the
bending mode can be modeled as a mass-spring-damper subsystem. The piston mode
makes this collocated sensor/actuator system a nonminimum phase system which
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Fig. 5.74 a Two port C-field for modeling piezoelectric coupling of electrical and mechanical
domains and b Two port C-field with transformer element for modeling bending of a piezotube

causes problems in controlling the positional accuracy near the resonant frequency.
A physical-model-based control strategy for this system using bond graph model is
developed in [49].

In this book, we will consider the symmetric actuation case. Let D be the diameter
of the tube, L be its length, h be the wall thickness of the tube, Am = πDh/4 be
the cross-section area of the elongated surface (one quadrant), Ae = πDL/4 be
area of the actuated surface, V = hE1 be the applied voltage, z = L S3 be the
expansion of the length of the tube, and q = Ae D1 be the charge at the electrodes.
For the piezotube, applying a voltage to the piezoelectric element in the 1-direction
results in a strain S3 = d31 E1 = d31V/h in 3-direction where d31 is the relevant
piezoelectric charge constant. This strain creates a stress T3 = S3/s33 in 3-direction
where s33 is the relevant compliance (reciprocal of stiffness). Likewise, application of
a force F in 3-direction to the piezoelectric element creates an electric displacement
D1 = d31T3 = d31 F/Am , which further creates an electric field E1 = D1 F/ε11.
Thus, the governing equations of a quadrant of the piezotube is a reduced form of
Eq. 5.103 which is given as

{
S3
D1

}
=

[
s E

33 d31

d31 ε
T
11

]{
T3
E1

}
(5.109)

or

{
z
q

}
=

⎡
⎣

s E
33 L
Am

d31 L
h

d31 L
h

εT
11 Ae

h

⎤
⎦
{

F
V

}
. (5.110)

The above relation describes bending mode of a quadrant of the piezotube and
may be written in a form

{
F
V

}
=

⎡
⎣

s E
33 L
Am

d31 L
h

d31 L
h

εT
11 Ae

h

⎤
⎦

−1 {
z
q

}
=

⎡
⎣

s E
33 L
Am

d31 L
h

d31 L
h

εT
11 Ae

h

⎤
⎦

−1 {∫
żdt∫
idt

}
. (5.111)

Thus, we can represent the above relationship as a 2-port C-field shown in
Fig. 5.74a. The axial force can now be multiplied with the moment arm (distance of
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piezolayer from the neutral axis), which may be modeled by a TF-element, to gener-
ate the bending moment acting on the beam and the beam modeling part remains the
same as that for the bimetallic strip. The TF-element, shown in Fig. 5.74b, simulta-
neously transforms elongation rate to rate of change of angle. Four such quadrants
of the piezotube are modeled by four two-port C-elements and are then coupled to
X- and Y-direction beam bending models.

The tube bending is modeled as a spatial spring in [128]. The tube consists of four
quadrants and thus there should be four variable spatial springs. However, the tube is
one flexible body and therefore the four spatial springs on each quadrant are merged
into one spring, which is positioned in the center of the tube. The friction between the
tube tip and the turntable are also modeled with stick-slip effect. The final bond graph
model was then implemented in 20-sim software. It may be, however, noted that the
model includes only the static characteristics. The mass matrix has to be additionally
included to give the desired resonance and antiresonance frequencies. Instead of
mass matrix, discrete lumped masses can as well be represented in the model.

Let us now consider pure piston mode or bar operating mode operation of a
piezobar. The piezobar device is made by stacking up of thin elements from 100 to
300μm. Conventionally, the z-axis is the poling axis. The bar elongates or contracts
along z-axis and there is no bending. In this operating mode, one has: D1 = D2 = 0,
D3 �= 0, E1 = E2 = 0, E3 �= 0, T1 = T2 = 0, T3 �= 0, S1 �= 0, S2 �= 0 and S3 �= 0.
Thus, Eq. 5.103 reduces to

S1 = s E
13T3 + d31 E3

S2 = s E
23T3 + d32 E3

S3 = s E
33T3 + d33 E3

D3 = d33T3 + εT
11 E3

If there are no lateral forces in bar mode operation, then the energy content in
those directions is zero. Thus, one needs only the last two equations, i.e., the model
constitutive relations are

S3 = s E
33T3 + d33 E3 (5.112)

D3 = d33T3 + εT
11 E3 (5.113)

Let us now consider an elemental energy of the piezobar as

δU = [T ]tδ[S] + [E]tδ[D] (5.114)

which for the bar mode (i.e., substitution of expressions in Eqs. 5.112 and 5.113)
gives

δU = T3(s
E
33δT3 + d33δE3)+ E3(d33δT3 + εT

33δE3)
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Fig. 5.75 Construction of a
piezobar and its equivalent
representation for the first
mode motion
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= s E
33T3δT3 + d33(T3δE3 + E3δT3)+ εT

33 E3δE3

= s E
33T3δT3 + d33δ(T3 E3)+ εT

33 E3δE3 (5.115)

Upon integration, one obtains

U = 1

2
s E

33 (T3)
2 + d33T3 E3 + 1

2
εT

33 (E3)
2

= UM + 2UC + UE (5.116)

where the first term UM = 1
2 s E

33 (T3)
2 is purely mechanical potential energy, the last

term UE = 1
2ε

T
33 (E3)

2 is a purely electrical potential energy across the piezoelement
due to capacitive effect, and the middle term 2UC = d33T3 E3 is a electromechanical
energy coupling term. The electromechanical coupling factor κ is a nondimensional
parameter which is defined as

κ = UC√
UMUE

= d33√
s E

33ε
T
33

. (5.117)

Model of piezobar device can be developed based upon continuum approxima-
tion or finite mode approximation. For first model, Boukari [16] developed a bond
graph model using lumped mass approximation (see Fig. 5.75) and also presented its
block-diagram model [17]. The model can be extended to include higher modes by
breaking the piezoelement into more number of nonpiezoelectric massive elements
and massless piezoelectric compliant elements. In Fig. 5.75, the efficacy mass me

is so determined that the first natural frequency of the piezobar and the model are
matched.

Starting from

S3 = s E
33T3 + d33 E3 (5.118)

D3 = d33T3 + εT
11 E3 (5.119)

and integrating over the massless piezoelement length, one obtains

u = F − mü

Km
+ d33V (5.120)
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Fig. 5.76 Bond graph model
of a first mode dynamics of a
piezobar with efficacy mass
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q = d33 (F − mü)+ CeV (5.121)

where u is the displacement of efficacy mass (elongation of the massless piezoele-
ment), q is the charge developed, V is the applied potential, Km = 1/Cm is the
mechanical stiffness of the piezoelement, and Ce is the equivalent electrical capaci-
tance of the piezoelement. Every piezoelement has some mechanical damping (Rm)

and electrical circuit resistance (Re). Thus, the bond graph model derived from
Eqs. 5.120 and 5.121 can be given as shown in Fig. 5.76.

The bond graph model in Fig. 5.76 does not include temperature influence, nonlin-
earities and hysteresis. Bond graph models of piezoelements with nonlinearities and
hysteresis can be consulted in [128]. Similarly, bond graph model of a four-quadrant
piezotube, where two adjacent sides are used as actuating patches and two sides
opposite to the actuating patches are used as sensing patches, with first piston mode
and first bending mode approximations is given in [49]. The temperature dependent
distributed parameter bond graph model of a piezoelement is given in [85, 86].

Bond graph models of a piezoelectric layer polarized in a single axis under isother-
mal conditions are developed in [114]. Taking into account the direct and converse
piezoelectric effects, the constitutive relations can be written as

T = cD S − h D (5.122)

E = −hS + βS D (5.123)

where D, T , E , and S are the electric displacement, stress, electric field and strain,
respectively, cD is stiffness under constant electric displacement, h is the piezoelectric
constant and βS is the impermittivity at constant strain. One may now assume that
the electric field is perfectly perpendicular at the surface of the layer in the direction
of polarization and the material is isotropic. Under these assumptions, E 	 V/ l and
Q 	 D A where V is the input voltage (in actuator mode), Q is the electric charge,
l is the layer thickness, and A is the actuator area. If x is the actuator displacement
and F is the actuator force then S = x/ l and F = T A. Equations 5.122 and 5.123
can now be written as

(
F
V

)
=

[
cD A/ l −h

−h βSl/A

](
x
Q

)
=

[
cD A/ l −h

−h βSl/A

](∫
ẋdt∫
idt

)
(5.124)
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Fig. 5.78 Measurement of key piezoelectric constants

Equation 5.124 is the constitutive relation of a two-port bond graph C-field shown
in Fig. 5.77 where Re is the circuit resistance, me is the efficacy mass, and V and F
are external effort inputs.

The C-field in Fig. 5.77 has a purely electrical capacitance, a mechanical stiff-
ness, and an electromechanical coupling. These can be expressed in various ways
depending upon the way the total energy is defined, which is equivalent to the way
parameter measurements are taken (see Fig. 5.78). In Fig. 5.78, Ce and Km are the
electrical capacitance and mechanical stiffness, respectively, and A is the device
cross-sectional area.

From Fig. 5.78, note that in a general case, C S
e ≤ Ce ≤ CT

e and K E
m ≤ Km ≤ K D

m .
The description used in most piezoelectric suppliers technical data defines the

total energy as follows:

U = 1

2
Km(x − aQ)2 + 1

2Ce
Q2. (5.125)
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Fig. 5.79 Bond graph model
of a piezo-layer as per [114] Sf:i 1
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The terms force and voltage can be derived as F = ∂U
∂x and V = ∂U

∂Q . The resulting
constitutive relation in matrix form is then given as

(
F
V

)
=

[
Km −Kma

−Kma Kma2 + 1/Ce

](
x
Q

)
(5.126)

where a = −x/Q and Ce = Q/V for F = 0, i.e., for free device measurement (Ce =
CT

e ), and Km = −F/(aQ) with x = 0 (Km = K S
m , blocked device configuration).

Thus, the stiffness matrix parameters can be experimentally determined. Most often,
they are given in the piezoelectric supplier’s technical data.

The stiffness matrix in Eq. 5.126 can be used to create a bond graph model shown
in Fig. 5.79 where in place of a C-field, two scalar C-elements and a coupling trans-
former (TF element) are used. The transformer modulus is the reciprocal of the
electromechanical coupling factor, a.

From the bond graph given in Fig. 5.79,

F = e5 = e6

= Km

∫
f6dt = Km

∫
( f5 − f4) dt

= Km

∫
( f5 − a f3) dt = Km

∫
(ẋ − ai) dt

= Km (x − aQ)

= Km x − KmaQ (5.127)

Likewise,

V = e1 = e2 − e3 = Q/Ce − ae4

= Q/Ce − ae6

= Q/Ce − aF

= Q/Ce − aKm(x − aQ)

= −Kmax + (Kma2 + 1/Ce)Q (5.128)

The above two relations are exactly the same as the constitutive relation of the
C-field defined in Eq. 5.126.
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Fig. 5.80 Bond graph model
of a piezolayer as per [114]
with mechanical and electrical
losses
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The piezobar may be modeled as a lumped-mass system for first mode approx-
imation by including the electrical and mechanical losses and the efficacy mass as
shown in Fig. 5.80.

In a similar model created in [94], the mechanical losses are modeled in mechani-
cal parallel with mechanical stiffness (see Fig. 5.81). Note that the efficacy mass and
external forces shown in Fig. 5.81 are actually not present in [94], but the external
flow in that work is the result of bending a piezopatch mounted on an asynchronously
whirling rotor shaft.

In fact, the hysteretic damping is also included in the model developed in [114].
One of the approaches is to combine the linear capacitor C:Ce and a hysteresis
model so that the hysteresis model causes a perturbation in the average voltage value
represented by the linear capacitor [29]. Another approach is to altogether eliminate
the capacitor and substitute it with a hysteresis model, so that nonlinear phenomena
like saturation, depolarization, or inverse polarization are included in the model. To
maintain compatibility with the existing literature on ceramics, where constitutive
relation for effective capacitance relates polarization density (P) to electric field
(E), one may insert a transformer of modulus 1/ l in all bonds around the 1 junction
shown in Fig. 5.79. The resulting structure of the model then becomes the one shown
in Fig. 5.82. This model is equivalent to the earlier model. The hysteresis can now be
modeled by changing the constitutive relation of the C-element representing device
capacitance. However, we will keep that aside at this moment.

In addition to hysteresis, piezoelements also show frequency dependent (rate-
dependent) behavior and creep or relaxation, which may severely compromise posi-
tioning accuracy of the piezoactuator. These effects may be modeled in the mechan-
ical domain by replacing the mechanical stiffness (C : 1/Km) by a Kelvin–Voigt
model (see Fig. 5.83) or a rate-dependent constitutive relation for the mechanical
damper (R : Rm) between the layers [22]. Other types of bond graph models to
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Fig. 5.82 Modified bond graph model of a piezolayer as per [114] with mechanical and electrical
losses

Fig. 5.83 Bond graph model
of frequency dependent relax-
ation and creep based on
Kelvin–Voigt model
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Fig. 5.84 Electrical actuation
of a piezobar made from
several piezoelement layers
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represent hysteresis losses and frequency dependent damping can be consulted in
[52, 128, 154].

Let us know consider the model of a piezobar made by stacking thin layers of
piezoelectric elements as shown in Fig. 5.84.

Each layer is modeled as shown in Fig. 5.80 above. Because the layers are very
thin, the efficacy mass in each layer can be considered as the sum of the layer’s mass
and half the mass of the interface. The resulting model is a distributed parameter
model as shown in Fig. 5.85 where Re1, Ce1, a1, Km1, Rm1, and m1are the parameters
associated with layer 1. Likewise, subscripts 2 to n are used to defined parameters in
respective layers where n is the total number of layers. As boundary conditions, the
external force is applied in layer 1 (Se:F) and the bottom layer is fixed (Sf:0). The
mechanical damping has been replaced by nonlinear interface dampers which model
rate-dependent characteristics (this approach eliminates the need for Kelvin–Voigt
model). Between the layers, the rate-dependent damping is modeled in a simplified
manner at a 0-junction where the interlayer damping or loss is represented by element
RL1, RL2, etc. with the subscripts enumerating the interfaces. The external circuit
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Fig. 5.85 Bond graph model of piston mode actuation of a piezobar made from several layers

resistance is modeled as a separate R-element (R:Re). The element capacitances are
assumed to have nonlinear constitutive relations (e.g., Ishlinkii’s backlash model [3])
to account for hysteresis. Extra states may be included at the capacitor interface to
model hysteresis according to Bouc-Wen model [53].

Another form of the model in which the energy is defined in a different way is
also discussed in [114]. The total energy is defined as follows:

U = 1

2
Km x2 + 1

2Ce

( x

b
− Q

)2
. (5.129)

The force and voltage can be derived as F = ∂U
∂x and V = ∂U

∂Q . The resulting
constitutive relation in matrix form is then given as

(
F
V

)
=

[
Km + 1/

(
b2Ce

) −1/ (bCe)

−1/ (bCe) 1/Ce

](
x
Q

)
(5.130)

where b = −V/F and Ce = Q/V for x = 0, i.e., measured in blocked device
configuration (Ce = C S

e ), and Km = F/x with V = 0 (i.e., Km = K E
m ). Such

stiffness matrix parameters can be experimentally determined and are often given
in the supplier’s technical data. The stiffness matrix in Eq. 5.130 can be used to
create a bond graph model shown in Fig. 5.86 where the transformer modulus is
the electromechanical coupling factor, b. The extended model with electrical losses
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Fig. 5.86 Alternative form
of the bond graph model of a
piezolayer as per [114]
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Fig. 5.87 Alternative form
of the bond graph model of a
piezolayer as per [114] with
mechanical and electrical
losses
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Fig. 5.88 Bond graph model
of a piezostack force/pressure
sensor as per [30]
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(hysteresis), mechanical losses (rate-dependent damping), and efficacy mass is given
in Fig. 5.87.

A similar bond graph model is used in [148]. However, their transformation factor
(transformer moduli) is defined as −Q/x with F = 0 which actually gives reciprocal
of electromechanical coupling factor a (see Eq. 5.126). The coupling factor a is
suitable for use in the bond graph structure presented earlier in Fig. 5.80. For the
bond graph structure used in [148] and shown in Fig. 5.87, the correct transformer
moduli should be b or the bond graph model structure should comply with Fig. 5.80
with transformer moduli 1/a.

A self-powered wireless sensor system for pressure monitoring is modeled in
[30]. A piezoceramic stack transduces mechanical energy to electrical form and the
signal is then transmitted in the form of ultrasonic pulse trains to be received by
an external receiver. Both the ultrasonic signal transmitter and receiver are piezo-
based devices. The bond graph model of the transducer part that converts mechanical
force (induced by pressure) to electrical domain is shown in Fig. 5.88. Note that this
model can be derived from the piezobar actuator model given in 5.87 by setting the
external voltage supply to be zero (V = 0) and changing the power directions so as
to conform to the sensor mode application. The lumped elements in the model are
assumed to account for the effective impedances at the ports. The electromechanical
coupling transformer has a modulus ntr which is given as

ntr = n Ad33Y

h
(5.131)
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where n is the number of elements in the piezostack, h is the thickness and A is the
top area of each element, and Y is the Young’s modulus of the material. In addition
to the transducer, bond graph models of the piezo-based ultrasonic transmitter and
receiver are developed and integrated in [30] and the simulated results therein have
been very well matched with the experiments.

There are several other detailed models of piezoelectric sensors and actuators.
Interested readers may refer to [52, 68, 75, 84–86, 145, 154].

5.4.9 MEMS Devices

Microelectromechanical systems (MEMS) are micron level (0.001–0.1 mm size)
mechanical devices which are operated by electricity. An MEMS device usually
comprises a central processing unit, a microprocessor, and actuation and sensing
parts. MEMS are fabricated using technologies used for fabrication of microelec-
tronics components. The basic fabrication process includes deposition, patterning
and etching. MEMS are generally used for sensing and actuation. MEMS technol-
ogy uses integrated circuit fabrication techniques to build miniature systems with
both electrical and nonelectrical components. MEMS devices provide low power
consumption, space efficiency, and low weight. Examples of MEMS are microgyro-
scopes used in vehicle control systems, inkjet printer head, microaccelerometers used
in game controllers, digital cameras, and cell phones, etc., micro pressure sensors
used for blood or pneumatic tire pressure measurement, optical switches, microactu-
ators in digital light projectors, nonvolatile computer memory or Millipede for data
storage, scratch drive actuator that converts electrical energy into one-dimensional
motion, electrostatic motor or capacitor motor, and biosensors and chemosensors
used in medical and biological applications.

5.4.10 Micromirrors

MEMS micromirrors are used in optical systems to direct light from one position to
another over a range of reflection angles. Optical MEMS are used for a variety of
specialized applications such as medical imaging, projection displays, optical scan-
ners, and optical communication systems. Texas Instrument’s digital light processing
(DLP) technology is based on optical MEMS. DLP technology is used in rear pro-
jection television, color projectors, digital cinema projectors, etc. In DLP projectors,
microscopically small mirrors are laid out in a matrix on a semiconductor chip called
digital micromirror device (DMD). Each mirror is used to represent one or more pix-
els in the projected image. The resolution of the projected image directly depends
on the number of mirrors and their arrangement in the DMD. Each mirror can be
positioned in two orientations and toggling between these two positions (on and off
states) reflects light in two directions. In one orientation (on state), the light passes
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Fig. 5.89 SEM of a single
mirror pixel (Courtesy: Peter
Gilgunn [51])

through a lens and in the other orientation (off state), the incident light is directed on
to a heat sink where it is absorbed.

The reflection angle of a micromirror is controlled statically or dynamically
through an actuation mechanism that rotates the mirror surface [143]. The different
actuation possibilities are electrostatic, piezoelectric, electromagnetic, electrocapil-
lary, and electrothermal actuations. Electrostatic and electrothermal actuations are
the most common methods of optical MEMS actuation.

Micromirror devices can exhibit different motions: piston, rotation or a combi-
nation of both. Piston motion (displacement of mirror center perpendicular to the
mirror surface without any rotation) is required to modify the phase of an optical
wavefront without affecting its direction. Centroidal rotational motion is required
to change the direction in which a beam of light is reflected while minimizing the
effect on its phase. A combination of phase and direction modification is required in
imaging applications.

The actuator selection is dependent on the type of application. Different actuation
mechanisms lead to different results in terms of resonant frequency, maximum angle
of rotation, energy efficiency, device size, power requirement, stability, and level of
fabrication difficulty.

One example of DMD is a Complimentary Metal-Oxide-Semiconductor MEMS
(CMOS-MEMS). The SEM image of single mirror pixel in a DMD fabricated at
Carnegie Mellon university [51] is shown in Fig. 5.89. The mirror is connected to
the actuators at its midpoint which minimizes linear (nonrotational) motion during
operation. On each side of the mirror, there are two bimetallic actuators: one for
positive angular motion and the other for negative angular motion. There is thermal
insulation between the positive and negative actuators so that when one is flattened
through heating, the other remains curled.

The arrangement of bimetallic elements (bimorphs) in a micromirror is shown
schematically in Fig. 5.90. The heating elements are shown in Fig. 5.91. Two types
of heating elements can be used: low resistivity polysilicon film embedded along
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Fig. 5.91 Heating elements in CMOS-MEMS actuators
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the entire length of the actuator for distributed heat generation and high resistivity
polysilicon resistors placed at discrete locations along the length of the actuators.

A lumped parameter one-dimensional model for thermal analysis has been devel-
oped in [51]. That equivalent model can be represented in a bond graph form. The
bond graph model of the heating elements is shown in Fig. 5.92 where the three-
port RS-element couples the electrical and thermal domains. The resistance of the
heating element is assumed to be influenced by the temperature of the element. This
temperature is determined from the thermal model of the corresponding layer of the
bimetallic strip. The two thermal ports of the RS-field are connected to the respective
nodes of the thermal models where the heat capacity of a finite element is modeled.
The local temperatures tapped from the nodes of the thermal model modulate the
effort sources representing nodal bending moments acting on the beam mechanical
model.
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Fig. 5.94 Arrangement of bimorphs made in [142] to ensure actuator motion in one direction

The constitutive relations for the RS-element are

R = R1 (T1)+ R2 (T2) ,

i = V/R,

Q1 = i2 R1 (T1) , Q2 = i2 R2 (T2) ,

Q = Q1 + Q2. (5.132)

In this formulation, T1 and T2 are the temperatures in the two strips at the concerned
node. If the temperature difference along the thickness direction can be neglected
then the RS-element can be modeled as a two-port element with one electrical and
one thermal port.

Todd et al. [142] developed a multi-degree-of-freedom electrothermal micromir-
ror design that uses thermal inverted-series-connected (ISC) bimorph actuators. This
micromirror can operate in one-dimensional piston mode and two-dimensional tilt
mode. The basic building block of the ISC is a bimetallic strip with residual stress.
At room temperature, the bimetallic strip is curved and shows some initial displace-
ment. As the temperature is increased, its tip displacement decreases and the end
face rotates as shown in Fig. 5.93.

Two such bimetallic strips are arranged in series where the curvatures of the two
strips are opposite; thus forming a S-shape. Further, two such S-shapes are connected
to form a tweezer-like shape as shown in Fig. 5.94. The benefit of such an arrangement
is that when one end of this structure is fixed to the base (the substrate structure) the
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Fig. 5.95 Arrangement of ISC bimorph actuators in a single mirror pixel as developed in [142]

temperature induced displacement of the other free end of the tweezer-like shape is
mostly in one direction.

This configuration allowed Todd et al. [142] to produce multi-degrees-of-freedom
motion of a mirror in a micromirror array. One pixel of the array is schematically
shown in Fig. 5.95. There are actually four actuator units, one attached to each side.
Figure 5.95 shows two actuators. With this arrangement, the micromirror can be
moved up (piston mode motion) and titled both ways. This arrangement allows
redirection of light in different angles. The electrical heating is controlled by the
voltage sources connected to the thermal actuators.

5.4.11 Micromotors

Different types of micromotors use piezoelectric effect. Examples of piezoelectric
motors are traveling wave motors which are used for autofocus in reflex cameras,
inertial sliding motion (ISM) motors, stick-slip actuators, stepping piezo motor, etc.

5.4.11.1 Inertial Sliding Motion Motor

The inertial sliding motion motor [58] shown in Fig. 5.96 has a heavy mass M and a
small mass m connected by a piezobar. The heavy mass M is in contact with ground
where it encounters stick-slip friction. When the piezobar is elongated at a slow rate,
the heavy mass M moves forward a little due to sticking effect whereas the smaller
mass m moves backwards. The piezobar is then contracted to its initial length at a
much faster rate which causes the heavy mass to move back by a much larger distance
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Fig. 5.96 Schema of inertial
sliding motion
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than it has moved forward during slow expansion. Repetition of this sequence causes
the center of mass of the system to move backwards.

The bond graph model of the ISM device shown in Fig. 5.97 is based on the model
structure of Fig. 5.81.

In the bond graph model, the relative velocity of the two masses are computed at
the 0-junction in the mechanical side model. Two flow detectors (Df elements) are
used to plot the results. The supply voltage is a triangular wave with a smaller slope
in the first phase and a larger slope in the second phase. The stick-slip friction is
modeled by R:Rf element which has the following simple constitutive relation:

e =
⎧⎨
⎩

F, if ẋ = 0 and |F | ≤ μs Mg
μs Mg ∗ sign(F), if ẋ = 0 and |F | > μs Mg
μk Mg ∗ sign(ẋ), otherwise.

(5.133)

In the above equation, F is the force developed in the piezo element (i.e., the
force at the 0-junction), μs and μk refer to static and kinematic friction coefficients,
respectively, g is the acceleration due to gravity and sign(.) is the signum function.
Therefore, the R-element is actually modulated by effort signal from the effort detec-
tor (De) at the 0-junction. The above equation imposes the constraint that as long as
the mass is static and the applied force is below the critical forceμs Mg, the frictional
forces exactly balance the applied forces. Other models of stick-slip friction can be
consulted in [4, 19, 36, 64, 72, 100].
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Fig. 5.98 Simulation results showing the response of inertial sliding motion (ISM) motor

Fig. 5.99 a An inchworm, and its b schematic representation

The simulated motion of the device computed from the bond graph model is
shown in Fig. 5.98. The results show clear sticking and sliding phases in the motion
of the heavy mass.

5.4.11.2 Inchworm Motor

Another example of purely bar mode piezoelectric actuation is the Inchworm motor
technology developed and patented by EXFO. Inchworm motor provides true linear
motion with nanometer resolution. Inchworm motors use piezoelectric ceramic actu-
ators to achieve nanometer-scale positioning steps over hundreds of millimeters and
therefore, there are no backlash or mechanical drift problems encountered in such
actuators. The inchworm motor is a biologically inspired system.

An inchworm, also called a geometrid caterpillar, is shown in Fig. 5.99a. It has a
highly complex motion and for our modeling purpose, we will simplify the problem
to a one-dimensional motion form as given in Fig. 5.99b. For movement, the worm
bends and stiffens itself in a Ω-like shape and then lifts one of its ends to move in
that direction. It then anchors the just moved end, relaxes its muscles, releases the
other end, and finally pulls it to a location to again form theΩ-like shape. Thus, the
worm follows two distinct steps during its motion, which constitute the two hybrid
configurations of the system.
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(a) (b)

Fig. 5.100 a Equivalent mechanical model of an inchworm and b the corresponding integrally
causalled bond graph model

We will assume that the mass of the insect is equally lumped at its two ends. We fur-
ther assume that there are two resistances (R f and Rr ) anchoring these masses to the
ground and there is no ground resistance at any other place. These resistances should
be modeled as stick-slip Coulomb friction, but we will show that a viscous damper
gives reasonable results. The stiffening and relaxing of the muscles is assumed to be a
flow source, Q, which charges a spring (bending stiffness) and damper combination
(Ki and Ri ). The equivalent mechanical system is then represented in Fig. 5.100a
with the corresponding bond graph model in Fig. 5.100b.

Let us now evaluate the structural control properties for the inchworm system
based on the theory presented in Chap. 4. We find that the control source (MSf) has
causal paths to all three storage elements. We consider three separate cases here:

1. If there is no ground damping, i.e., if the surface is friction less or the worm
cannot grip it properly, then we can drop the R-elements at two ends of the bond
graph model. When the corresponding bond graph model is assigned preferred
differential causality, as in Fig. 5.101a, we find that the system is uncontrollable.
In fact, in this configuration the internal mode of vibration is controllable whereas
the rigid body mode (translation of the worm as a whole) is uncontrollable. One
can always verify through structural analysis that the system in Fig. 5.101a has a
null mode.

2. If there is sufficient friction at the contact surface between the ground and the
worm, then we can show that all the storage elements in the full bond graph
model in Fig. 5.100b can be completely assigned differential causality and thus the
system is controllable. However, the motion of an inchworm is hybrid in nature:
in any given posture, it grips the ground at one of its ends and pulls/pushes the
other end. Therefore, we should check controllability of the two hybrid modes,
each one of them being represented as LTI system models. From Fig. 5.101b and
c, we find that both hybrid modes of the system are controllable.

3. If we consider that the microgrippers on one end of the worm are damaged and the
worm is able to grip only on its remaining end, then also the overall system remains
controllable (either Fig. 5.101b or c, depending upon which end is damaged).

To validate these results, we consider that the pumping cycle (flow source) of the
worm is a square wave having some amplitude qm and a time period T . When the
flow source is positive, the worm locks its rear end (i.e. modulates the damper Rr )

http://dx.doi.org/10.1007/978-1-4471-4628-5_4
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Fig. 5.101 Bond graph of inchworm model under different hybrid configurations

Fig. 5.102 Modulation of
inchworm’s locomotion para-
meters

and keeps the front end free from ground; whereas when the flow source is negative,
it locks its front end (i.e. a high damping value R f ) and releases its rear end. These
periodic modulations are shown in Fig. 5.102 where Rg is the maximum value of
damping.

We consider the following representative data: m = 0.05 kg, Ki = 10 N/m,
Ri = 0.01 N.s/m, T = 10 s, Q = 0.01 m/s, Rg = 0.1 N s/m. In the first case, we
assume that both R : R f and R : Rr are absent in the bond graph model. The
corresponding simulation results are shown in Fig. 5.103a, where the displacement
of the front end is given by the curve with � marks and the displacement of the rear
end is given by the plane curve. We find that when the front end of the worm goes
ahead, the rear end goes back and vice versa; thereby meaning that the mass center of
the worm does not move but the internal mode or relative displacement of the ends is
controllable. This confirms our earlier results predicting overall uncontrollability of
the system, which in this case refers to the uncontrollability of the rigid body mode.
When we include damping at both ends of the worm and consider the modulations
shown in Fig. 5.102, we find from the simulation results in Fig. 5.103b that the worm
is able to move without appreciable slip.

As a special case, when we considered that the maximum damping between the
worm and the ground is reduced to Rg = 0.01 N s/m, i.e., the surface became a bit
slippery, then the simulation results revealed that the worm is able to move with heavy
initial slip, which gradually reduces. Obviously, the worm traveled less distance in
the same time. Furthermore, when we considered high damping in the rear end of
the worm and assumed that the front end does not give damping then simulations
revealed that the worm was able to move and cover slightly lesser distance than
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Fig. 5.103 a Motion of inchworm without grip and b motion of inchworm with proper grip

when it had damping at its both ends. This proves that the system is controllable
with damping at one of its ends. When one interprets the simulation results, one
finds that interestingly, when the flow source is negative and the rear end is being
dragged forward (i.e. no damping at both ends during this phase), the front end does
not retract significantly. This is attributed to the momentum gained by the front end
during the previous half cycle of the motion. In this case, the motion of the worm is
somewhat similar to inertial sliding motion (ISM).

The working principle of the inchworm motor is explained with Fig. 5.104. It is
easy to find the similarities of this system and its sequence of actuation with the real
inchworm’s mobility. The inchworm motor has six piezoactuators. Actuators 1 and
2 are for lateral motion and actuators 3–6 are for clutching, clamping, or gripping
the shaft of the linear motor. The actuation process consists of a six step cyclical
process after the initial relaxation and initialization phases. The motor can move
the shaft along both directions. Depending upon the desired direction of motion,
initialization phase involves gripping the motor shaft by clutching the piezo closest
to the direction of desired motion (also called forward clutch piezo). In step 1, the
lateral piezo is extended so that the shaft and the forward clutch piezo move forward
and the backward piezo moves back. In the next step, the backward clutch piezo is
engaged/extended and then in step 3, the forward clutch piezo is released/relaxed.
Note that the lateral piezos are already in an extended state due to step 1. In step 4,
the lateral piezos are contracted/relaxed back to their normal state as a consequence
of which the motor shaft again moves forward. Steps 5 and 6 reinitialize the motor.

The inchworm motor can be modeled as shown in Fig. 5.105. due to symmetry,
only one lateral actuator and two clamping actuators need to be modeled. The contact
of the left and right clamping piezos with the motor shaft is modeled by C:1/KC

element where KC is the contact stiffness. This contact element is modulated by
the clamping piezo displacement signal so that there is no clamping force when the
piezo does not contact the shaft. The constitutive relation for C:1/KC element can
be given as

e =
{

0, if y ≤ δ

KC (y − δ) , if y > δ
(5.134)
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Fig. 5.104 Working principle of a biologically inspired inchworm motor

where y is the piezo displacement from its free length and δ is the initial gap. The
clamping forces N1 and N2 modulate the friction modeled in elements R:R f 1 and
R:R f 2, respectively, in addition to the longitudinal force F applied on the element.
The critical force in these resistances modeling stick-slip friction are μS N1 and
μS N2, respectively, where μS is the coefficient of static friction. The constitutive
relation for these R-elements given in Eq. 5.133 is appropriately revised. The mass
M refers to sum of the clutch piezo mass and half of the lateral piezo mass. The mass
m refers to half of the clamping piezo mass or the corresponding efficacy mass. The
supply voltages to the piezos are regulated as per the sequence described in Fig. 5.104
and they are shown to the right of the bond graph model in Fig. 5.105.

5.4.12 Energy Harvesting System

A micro piezoelectric energy harvesting system (see Fig. 5.106) is modeled in [48].
Such kind of energy extraction is useful to power sensor networks for process mon-
itoring especially where it is difficult to change the batteries regularly, e.g., in an
underwater monitoring system. The source from which the energy can be harvested
can be vibration of mechanical structures, pressure gradient, wind, light, human
motion, temperature gradient, etc. In cantilever type piezoelectric energy harness-
ing/harvesting applications, d31 mode (transverse effect) of electromechanical cou-
pling is preferred over the d33 mode because it allows more energy recovery and the



5.4 Flexible Body Systems 371

V1

V2

V3

1Se:V1

R:Re1

1C:Ce2

TF

0

.. -a2

Se:V3

1

I:m

R:Re2

1

C:1/Km2

R:Rm2

Df

C:1/Kc

∫

0

De

Left clamping piezo Right clamping piezo

C:Ce1

TF

01

C:1/Km1

R:Rm1

De
1 1

R:Rf2R:Rf1

I:MI:M

1C:Ce2

TF

0

.. -a2

Se:V2

1

I:m

R:Re2

1

C:1/Km2

R:Rm2

Df ∫

0

De

C:1/Kc

N1N2

Lateral piezo

.. -a1

Fig. 5.105 Bond graph model of a biologically inspired inchworm motor

Fig. 5.106 A cantilever type
energy harvesting system
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resonant frequency (where maximum energy is transferred) is lower in this mode. The
strain along X-axis is converted to potential along poling axis (Z-axis). By properly
adjusting the seismic mass to create resonant frequency matching the base excitation
frequency and appropriately tuning the power conditioner/rectifier parameters [47],
good amount of energy can be harvested.

The bending mode operation of piezoelement should be ideally modeled as dis-
cussed earlier in this section, i.e., as per the model given in [128]. However, for thin
beams, the model can be given in the form of the junction structure shown in Fig. 5.80
with the transformer modulus being the electromechanical coupling factor k31. In
[48], stress and strain are used as bond graph power variables in the mechanical
domain and voltage and current are power variables in the electrical domain. Conse-
quently, the multiplication of effort and flow variables in a bond in the mechanical
domain is power per unit volume. The transformer modulus is thus multiplied with
the volume of the piezoelement to couple the mechanical and electrical domains.
However, such an ad hoc model can be improved to the full bending mode model,
i.e., by including the two-port C-field representation given in Fig. 5.74a.
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Fig. 5.107 Working principle
of MHD micropump
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5.4.13 Micropumps

Micropumps are usually nonmechanical pumps which rely on electrokinetic effect,
acoustic streaming, magnetohydrodynamic (MHD) effect and electrochemical
(ECM) effect etc. for microscale fluid transport. Their major applications are found in
medical diagnostics, genetic sequencing, chemistry production, drug discovery, and
proteomics etc. Micropump is the most essential and important item of a microfluidic
device. Although mechanical type micropumps based on electrostatic, electromag-
netic, pneumatic, thermopneumatic, and piezoelectric force are available, they are
less reliable due to high pressure drops across the check valves and mechanical
fatigue of components with low mechanical strength. Therefore, nonmechanical
micropumps are preferred. In this part, we will discuss an AC type micropump based
on MHD principle which was successfully developed in [74] and fabricated using
UV-LIGA (Lithography, Electroplating, and Molding with ultraviolet light source)
fabrication.

The MHD principle drives the fluid due to Lorentz force. When an electrical
current is supplied to a conductor in a magnetic field, Lorentz force orthogonal to
both the electric current and magnetic field is generated on the current carrying
conductor. When an electrical field is applied across an electrically conductive fluid
filled between two facing electrodes in a channel, ionic transport leads to the transport
of charges and hence to the flow of electrical current through the electrolyte solution.
If an external magnetic field is applied perpendicular to the direction of the ionic
current then Lorentz body force is generated on the fluid element which generates a
pressure difference that drives the fluid to flow along the channel. This principle is
schematically illustrated in Fig. 5.107.

DC supply to the electrodes leads to bubble generation problems caused by elec-
trolysis of the working fluid (see discussions on fuel cells given in the next chapter).
Therefore, AC supply with a sufficiently high frequency across the two facing elec-
trodes of the micropump can be used. AC supply causes formation of a double layer
(akin to a capacitor) at the metal electrodes. This way, the fluid can be pumped in
the same manner without any electrolysis effect [74].

For one-dimensional fluid flow, under certain assumptions, the following relations
hold good [74]:
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Fig. 5.108 Bond graph of
coupling between hydraulic
and electrical domain in MHD
micropump
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where P , Q, e, and i are, respectively, the fluid pressure difference, fluid volume
flow rate, voltage across the electrodes and the current passing through the electrodes
and fluid. The magnetic field B is a function of the current i f through the coils of
an electromagnet and a is the pump channel height or depth. If the effort and flow
variables in the electrical side are e and i , respectively, and those in the hydraulic side
are P and Q, respectively, Eq. 5.135 defines the constitutive relations of a modulated
gyrator (MGY) as shown in Fig. 5.108.

If the current through the electromagnet i f = I0 sin (ωt)with I0 as current ampli-
tude and ω as its frequency then the induced magnetic field is given as [74]

B
(
i f

) = μi N

2
√

l2 + r2
I0 sin (ωt) (5.136)

where l, r , μi , and N are the length, radius, and permeability of the magnetic core,
and the number of turns, respectively.

The current supply to the electrodes is synchronous with the supply to the magnetic
core. It is given as

i = aσ L

b
E0 sin (ωt) (5.137)

where a, b, σ , L , and E0 are the depth and width of the microchannel, conductivity
of the fluid, channel length and the amplitude of input voltage signal, respectively.
The current to the electrodes is directly modeled as a source of flow in [74].

For one-dimensional fluid flow modeling, the microchannel can be reticulated
into a finite number of small elements. This way, lumped parameter modeling of
a distributed parameter system is possible. The principle of reticulation has been
already discussed while dealing with beam modeling. The one-dimensional fluid
flow modeling has been extensively discussed in a book [91]. The fluid inertia is
given as

I = ρ

∫
dl

A (l)
(5.138)
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where ρ is the fluid density, dl is a length segment along the direction of flow, and A
is the cross-sectional area of the tube. Note that the pressure momentum is I Q and
for a pipe segment of length ΔL with uniform area A, I = ρΔL/A.

From definition of bulk modulus of a fluid P = −βΔV/V , the capacitance of a
fluid element (see discussions on liquid springs in the next chapter) is given as

C = V

β
= AΔL

β
so that − P = ΔV/C (5.139)

where β is the bulk modulus of the fluid, V is the volume of the considered element,
A and ΔL are the cross-sectional area and length of the considered element.

The resistance to fluid flow is given as [74]

R = 8μΔL (a + b)2

a3b3 (5.140)

whereμ is the viscosity of the fluid and a and b are the channel dimensions mentioned
earlier.

The fluid flow is thus modeled as an equivalent electrical circuit with inductance,
capacitance and resistance. The pressure difference is imposed on the circuit through
the modulated gyrator and the flow source. However, without modeling of the double
layer capacitor, the model remains incomplete.

The double layer capacitor is usually modeled by Randles equivalent circuit [111]
shown in Fig. 5.109a whose bond graph model is shown in Fig. 5.109b where es is the
voltage applied across the electrodes. The resistance to current flow from electrode
to the working fluid is an active electrolyte resistance Rs which is a kind of ohmic or
uncompensated resistance. Note that, in our case, Rc is the ohmic resistance within
the fluid, i.e., b

aσ L , as defined in Eq. 5.137 and can include other circuit losses.
In addition, Rct is the polarization resistance or charge transfer resistance at the
interface between the electrode and the electrolyte. The electrode holds a charge
density which arises from either an excess or deficiency of electrons at the electrodes.
This phenomena is modeled as a double layer capacitor Cd . More details on these
aspects are given in the next chapter during discussions on fuel cell systems. The
resistances and capacitances in the Randles equivalent circuit model are determined
from electrochemical impedance spectroscopy (EIS) [73].

The micropump channel model is given in Fig. 5.110 where the fluid line in the
entire channel has been divided into two capacitive elements (Ch) and three nodes
representing fluid inertia (Ih) and resistance (Rh). This model is based on the model
given in [74] with some modifications. The constitutive relations for fluid inertia,
capacity and resistance are given in Eqs. 5.138, 5.139 and 5.140, respectively. The
driving Lorentz force (pressure difference) is applied through three gyrators which
couple hydraulic and electromagnetic domains through three Randles equivalent cir-
cuit models. These gyrators are modulated by current signals (i f ). Two transformers
with modulus n1 and n2 scale the voltage supplied to the electrodes and the coils
of the electromagnet, respectively. The current passing through the electromagnet is
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Fig. 5.110 Bond graph model of MHD micropump

synchronized with the current passing through the electrolyte by a phase-shift com-
pensator (modeled in block ‘comp’). The coil inductance and resistance are modeled
by elements I:Icoil and R:Rcoil , respectively. Note that the hydraulic circuit model
given in [74] contains a C-element at the right most 1-junction. That C-element is
removed here because it impedes fluid flow (i.e., hooks the fluid element to an inertial
frame).
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5.4.14 Shape-Memory Alloys

A shape-memory alloy (SMA) is an alloy metal that can remember an original shape
to which it can return upon application of external stimuli like stress, temperature,
electric, or magnetic fields. Thus, the shape-memory effect refers to the capacity of
a material to trigger a predefined shape change when exposed to some particular
external stimulus. The thermal shape-memory effect is caused by the changes of
crystalline structure from austenite phase to stable martensite phase and vice versa as
a consequence of heating or cooling. There are several types of shape-memory alloys
among which the mostly used ones are the copper-zinc-aluminum-nickel, copper-
aluminum-nickel, and nickel-titanium (NiTi) alloys. Nickel-titanium alloy, though
expensive, is a biocompatible thermal SMA which offers good controllability, high
work per unit volume, repeatability (number of cycles) and low current for activation.
It is widely used and commercialized under trade name Nitinol (Nickel Titanium
Naval Ordnance Laboratories).

A thermal SMA can be plastically deformed in low temperature martensite phase
and when heated sufficiently to transform martensite to austenite, it returns to the
cold-forged shape prior to the deformation. This kind of recovery of shape from large
deformations is referred to as pseudoelasticity. At temperature below the transfor-
mation temperature, the crystalline structure of SMA changes to martensite where
it can be easily deformed. In some SMAs, applied force or stress causes the trans-
formation between martensite and austenite phases. When the material is reheated
above the transformation temperature, the crystalline structure of SMA changes to
austenite and the material recovers its memorized austenite shape. This process,
under zero stress, is schematically shown in Fig. 5.111, where the martensite frac-
tion Rm is plotted versus the temperature T . In cold state, the crystal structure of the
material is pure martensite (Rm = 1). During heating, the temperatures at which the
transformation from martensite to austenite starts and finishes are denoted by TAS

and TAF , respectively. However, the transition temperatures are different when the
material is cooled: martensite formation starts at TM S and continues till the temper-
ature is lowered to TM F where all austenite is converted to stable martensite. Thus,
TM F < TM S < TAS < TAF . Repeated use of the shape-memory effect can shift
these characteristic transformation temperatures.

Phase transformation also takes place in SMA materials due to application of
stress. The superelastic behavior of SMA material under uniaxial loading is schemati-
cally shown in Fig. 5.112. If stress is gradually increased in an initially austenite SMA
material and the temperature is held constant then the phase transformation starts at
a certain strain and thereafter the effective stiffness of material remains very small
allowing large deformation till another limiting strain is reached. After this limit-
ing strain, the material contains fully twinned martensite and the stiffness becomes
large. However, when the material is in martensite form at large strain and the stress
is gradually reduced (i.e., unloading phenomenon) then nature of the stress–strain
curve is different from the one that describes the loading phenomenon. The loading
and unloading cycles thus produce a hysteresis cycle.
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Fig. 5.111 Phase transforma-
tion with change in temper-
ature at constant stress in a
shape-memory alloy
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alloy under uniaxial loading
and unloading

St
re

ss
  (

σ)

Strain ( )ε0

A Ef

B

Eb

CD

A partial loading and unloading curve is shown by points A, B, C, and D in
Fig. 5.112. While loading from point A to B, the apparent modulus of elasticity is
E f . If one starts unloading from point B then the modulus of elasticity in the return
path is Eb > E f . Thus, at point B, the stiffnesses of the SMA element in forward
and backward loading are different. The same happens at other points. This property
of the SMA material is very useful in designing a variety of microactuators.

SMA material is lightweight. Thus, it is used as a solid-state alternative to conven-
tional actuators. SMA actuators have compact design, high power-to-weight ratio,
smooth noiseless operation and precise controllability. However, low efficiency,
degradation, fatigue, and slow response time (or bandwidth) are some of its dis-
advantages. The later (slow response time) is primarily due to the slowness of ther-
mal conduction (heating and cooling) and can be remedied by using magnetic field
actuated SMAs. Shape-memory alloys belong to the group of smart or intelligent
materials whose one or more properties can be significantly controlled in a pre-
dictable and useful manner. Thus, actuators made from SMA material are also called
smart actuators.

Modern robots such as exoskeletons and haptic devices are becoming increasingly
complex with large number of degrees-of-freedom (DOFs) and equally large number
of actuators to control and power them. One needs compact and lightweight actuators
with efficient control architecture and mechanism of power delivery so that hundreds
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Fig. 5.113 A unit of wet
SMA actuator

of actuators can be accommodated in limited space. This is why SMA actuators are
gaining wide use in the field of microrobotics.

The human muscles are powered by the nutrition received from the circulating
blood. Recently, development of biologically inspired artificial muscles has been
inspired by the fluidic heating and cooling of the body through blood vessels. Robotic
systems can function by circulating fluid to deliver power. There is a new concept of
vasculated robotic flesh where a network of fluid vessels delivers power to embedded
fluidic actuators.

The compliant vessels in these fluidic actuators contain thermal SMA wires, which
are contracted and/or extended through combined fluidic and electric power (see
Fig. 5.113). Such fluidic actuators, called wet SMA actuators, can be arranged in
parallel or series to create artificial muscle bundles and arrays. Wet SMA actuator
bundles and arrays implement networks of fluidic valves and electrical switches to
direct hot and cold water to actuators and to control electric current to the actuators,
respectively. Wet SMA actuators offer strength and compactness in excess of hun-
dreds of times of that of human muscle and they can recover significant amount of
strain (more than 0.06). The constituents of a wet SMA actuator are: the active SMA
wire elements, the mechanical structure or the compliant vessel, the drive and control
system, the power system, and the forced heating/cooling system. As is evident from
the constituents, design of SMA actuators needs an interdisciplinary approach such
as bond graph modeling.

A unit wet SMA actuator is shown in Fig. 5.113. Several such actuators are con-
nected either in series, parallel or both. The terminal connectors are rigid and the
tube is flexible. Fluid enters and exits through the terminal connectors. A thin SMA
wire is connected between the terminal connectors.

The bond graph model of the physical wet SMA actuator has five distinct parts:
fluid flow, heat convection through the fluid, heat transfer from the fluid to the SMA
wire and tube, mechanical contraction/extension of the SMA wire and the mechanical
load on the actuator.

The thermofluid model of the fluid flow can be developed based on well-defined
formalisms established in [82, 102, 103, 118, 137]. Usually, it is easier to model
thermofluid systems using pseudobond graphs. In a pseudobond graph, the product
of effort and flow variables does not give power; however, all the constraint relations
remain the same. Power conservation is not guaranteed in a pseudobond graph and
it has to be explicitly maintained by adding extra sources.

The pseudo power variables chosen for thermofluid system are as follows: in the
hydraulic domain, pressure (P) is the effort variable and mass flow rate (ṁ) is the
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Fig. 5.114 Bond graph
model of thermofluid storage
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flow variable; in the thermal domain, temperature of the fluid (T ) is the effort variable
and enthalpy flow rate (Ḣ ) is the flow variable. If the fluid is assumed to be single
phase and incompressible then the rate of change of internal energy of a fluid of
volume V can be written as Ė = Ḣ − V Ṗ . Further assuming that the change in
pressure in the fluid line of the wet SMA actuator is small, one can write Ė 	 Ḣ .
Under these assumptions, the bond graph model for hydraulic and thermal energy
storage in a control volume is given as shown in Fig. 5.114.

In Fig. 5.114, Ch represents the hydraulic capacity whose constitutive relation is
given as

P = 1

Ch

∫
ṁdt = 1

Ch

∫
(ṁin − ṁout ) dt (5.141)

where ṁin and ṁout are, respectively, the inlet and outlet mass flow rates to/from the
control volume.

Note that for the incompressible fluid, Ch is computed from the flexibility of the
compliant tube of the wet SMA actuator. If the tube is assumed to be a thin-walled
cylinder then neglecting thermal expansion of the tube, the hoop and tangential
stresses in the tube walls can be used to compute the volume change of the tube for
given internal pressure. This way, a theoretical value of hydraulic capacity relating
change in pressure to change in volume (proportional to change in mass) can be
derived. However, when bellows are used as tube, the easiest way to determine the
hydraulic capacity is through experiments.

The temperature of the fluid element can be given as

T = H

mcv
= 1

mcv

∫ (
Ḣin − Ḣout − Ḣlost

)
dt =

∫ (
Ḣin − Ḣout − Ḣlost

)
dt

cv
∫
(ṁin − ṁout ) dt

(5.142)
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where cv is the specific heat of the fluid at constant volume, Ḣin , Ḣout , and Ḣlost are,
respectively, the inlet, outlet, and lost/gained enthalpy flow rates to/from the control
volume. The enthalpy lost/gained is primarily due to heat transfer from the fluid to
the tube and to the SMA wire.

From Eq. 5.142, it is found that the thermal capacity of the fluid is Ct = mcv , which
depends on the mass of the fluid in the control volume. One can write Ct = (Ch P) cv .
Therefore, the thermal energy storage shown in the bond graph model in Fig. 5.114
is represented by a modulated C-element in which fluid pressure P is a modulating
signal from the 0-junction in the hydraulic part of the model.

Note that for single phase thermofluid energy storage, the hydraulic part of the
model is assumed to influence the thermal part of the model, but the reverse influence
(e.g., thermal expansion, variation of cv with temperature, change in tube mater-
ial constants like Young’s modulus and Poisson’s ratio due to temperature, etc.) is
neglected. In a more complicated model, these could be included and the two scalar
single-port C-elements in the hydraulic and thermal parts of the model can be merged
to a two-port C-field representation.

The thermofluid transport is used to model flow through a pipe, valve, etc. It
is assumed that all heat transfer takes place from the storage element and no heat
loss/gain occurs during the transport. The fluid inertia is neglected. The mass flow
rate through the pipe is modeled by the element Rh in the bond graph model given
in Fig. 5.115. Its constitutive relation is given by accounting for the wall and viscous
friction losses [13, 14, 137]. For laminar flow, it may be modeled as a linear damper
with the constitutive relation

ṁ = ΔP

Rh
(5.143)

The enthalpy flow through the pipe depends on the direction of flow. If the pressure
and temperature of upstream side are denoted by Pu and Tu , respectively, and those
for the downstream side are Pd and Td , respectively, and the velocity of the fluid is
assumed to be small then the enthalpy flow rate can be written as

Ḣ =
⎧⎨
⎩

ṁcvTu if ṁ > 0 or Pu > Pd

ṁcvTd if ṁ < 0 or Pu < Pd

0 if ṁ = 0 or Pu = Pd

(5.144)

Equation 5.144 defines constitutive relation for the Coupling Element for Ther-
mofluid (CETF) transport [103, 118, 119] as shown in Fig. 5.115.

The modeling of shape-memory wire requires proper accounting of the martensite
fraction Rm which is the volume fraction of martensite in the metal. When cold,
the crystalline structure is purely martensite, i.e., Rm = 1. When heated above
recrystallization temperature, pure austenite phase is produced, i.e., Rm = 0. Thus,
if the austenite volume fraction is denoted by Ra , at any time Ra + Rm = 1.

The slope of the martensite volume fraction versus temperature curve given in
Fig. 5.111 can be approximated with a normal distribution [41] (see Fig. 5.116). Thus,
one can write
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Fig. 5.115 Bond graph model
of thermofluid transport
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(5.145)

which upon integration gives

Rm = 1

2

(
1 − erf

(
(T − Ta) /

√
2σT

))
(5.146)

where erf(.) is the error function, T is the wire temperature, Ta is the average tem-
perature at which phase transformation occurs, and σT is the standard deviation of
the temperature for phase transformation. From Fig. 5.116, it should be noted that
the values of Ta and σT during phase transformation from martensite to austenite
(i.e., heating) are different from those during phase transformation from austenite to
martensite (i.e., cooling).

Thus, taking the hysteresis into account, the martensite fraction is written as

Rm =

⎧⎪⎨
⎪⎩

1

2

(
1 − erf

((
T − T A

a

)
/
√

2σ A
T

))
for forward transformation

1

2

(
1 − erf

((
T − T M

a

)
/
√

2σM
T

))
for reverse transformation

(5.147)
where T A

a

(
TAS < T A

a < TAF
)

and σ A
T correspond to mean and standard deviation

of the transformation temperature during phase transformation from martensite to
austenite and T M

a

(
TM F < T M

a < TM S
)

and σM
T are the corresponding variables

during reverse transformation, and the temperature in the previous time step is used
to determine whether the SMA wire is being cooled or heated.

The phase transformation is also stress dependent. The transformation temper-
atures are influenced by the stress applied on the SMA element. However, trans-
formation temperatures are assumed to be constants in [41] because the stresses on
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Fig. 5.117 Stress and temperature dependence of SMA material parameters and definition of stress
influence coefficient

the SMA wire are small and the influence of small static load has been accounted
for in calculation of average transformation temperature Ta . In reality, the relation-
ship between transformation temperature and applied stress is linear, with different
proportionality constants for forward and reverse transformations. These proportion-
ality constants are called stress influence coefficients. The hysteretic loading of the
SMA wire, the pseudoelastic behavior and the temperature dependence (stress influ-
ence coefficients) are shown in Fig. 5.117 where Ea and Em are stiffness of the fully
austenite and fully martensite phases, respectively, and εL is the total recovery strain.
The stress influence coefficients, which are usually constant, are ∂σ

∂T during loading
and unloading phases (indicated by subscripts L and U , respectively, in Fig. 5.117).
Note that at zero stress, the transition temperatures are the ones shown in Fig. 5.111.
As the applied stress increases, the transition temperatures change proportionally.
Figure 5.117 shows the stress values at which phase transformations start and finish
for a given temperature. Alternatively, it shows the temperature values at which the
phase transformations start and end for a given stress. For time varying stress and
temperature, the transition points have to be dynamically computed.

By using the so-called variable sublayer model [41] and neglecting the stress
influence coefficients, the stress in the SMA wire can be written as

σ = Raσa + Rmσm = (1 − Rm) σa + Rmσm (5.148)

where the factored stresses σa and σm in austenite and martensite phases can be
written in terms of respective stress–strain relationships.

The deformation in the high temperature austenite phase is assumed to be mostly
elastic so that when Rm = 0, the material behaves in purely elastic manner (regains
its shape). Thus, one can write σa = εEa where ε = ΔL/L is the common strain
for both the phases, ΔL is the elongation of the SMA wire and L is the free length
of the wire, and Ea is the modulus of elasticity of the austenite phase.

The deformation of the martensite phase is nonlinear because the martensite phase
is in a fully twinned state at low strains and becomes fully detwinned at high strains.
In the in between regime, the martensite phase is partially twinned and has the least
elastic modulus, i.e., allows large change in strain for small increment in stress.
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Fig. 5.118 Stress in marten-
site sublayer versus the strain
as per the variable sublayer
model
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There are no clear cut strain values at which these transitions take place. Therefore,
averaged transition points are assumed to represent the stress–strain relationship. One
such approximate representation [41] is shown in Fig. 5.118 where the martensite
phase is fully twinned for ε < ε

y
m and fully detwinned for ε > εd

m , and Em , Et and
Ed are the averaged moduli of elasticity for ε < ε

y
m , εy

m ≤ ε ≤ εd
m and ε > εd

m ,
respectively.

Then, the stress in the martensite sublayer can be written as

σm =

⎧⎪⎨
⎪⎩
εEm for ε < ε

y
m

ε
y
m Em + (

ε − ε
y
m
)

Et for εy
m ≤ ε ≤ εd

m

ε
y
m Em + (

εd
m − ε

y
m
)

Et + (
ε − εd

m

)
Ed for ε > εd

m

(5.149)

If the variation in wire diameter due to stress is neglected then for wire cross-
section A and elongation x = ΔL , one can write

Fx = ((1 − Rm) σa + Rmσm) A

= (1 − Rm (T )) Ea Ax/L + Rm (T ) σm (x/L , Em, Et , Ed) A (5.150)

where Rm (T ) is written as a function to show that the martensite fraction is a function
of the temperature and σm (x/L , Em, Et , Ed) is the constitutive relation defined in
Eq. 5.149.

A somewhat improved equation depicting stress, strain, temperature, and marten-
site volume fraction is given by Tanaka [136] and Liang-Rogers [77] models which
can be written as

σ − σS = E(Rm){ε − εS} + θ (T ) {T − TS} +Ω(Rm){Rm − Rm S) (5.151)

with
E(Rm) = (1 − Rm)Ea + Rm Em

and

Ω(Rm) = −E(Rm)εL
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where Ω is thermoelastic constant of SMA, εL is the total recovery strain, θ (T ) is
a material function of temperature, and εS , TS and Rm S indicate the initial strain,
temperature, and martensite fraction, respectively. The term θ (T ) {T −TS} is usually
negligible compared to the other terms and can be dropped.

In Tanaka model [136], the martensite fraction evolution is given as

Rm =
{

1 − exp (aM (TM S − T )+ bMσ) for austenite to martensite transformation
exp (aA (TAS − T )+ bAσ) for martensite to austenite transformation

(5.152)
where the material constants aM , bM , aA, and bA are defined as

aA = ln (0.01)

TAS − TAF
, bA = aA

CA
,

aM = ln (0.01)

TM S − TM F
, bM = aM

CM
,

with the stress influence coefficients CA = (
∂σ
∂T

)
U and CM = (

∂σ
∂T

)
L . The material

parameters are evaluated through experiments. Liang-Rogers model [77] differs from
Tanaka model [136] in the way the evolution of martensite volume fraction is defined.
In Liang-Roger’s model [77], the martensite volume fraction is defined as follows:

Rm =

⎧⎪⎨
⎪⎩
(1 − RmS)

2
cos (aM (T − TM F )+ bMσ)+ (1 + RmS)

2
for A → M

RmS

2
(1 + cos (aA (T − TAS)+ bAσ)) for M → A

(5.153)
where A→M and M→A indicate austenite to martensite transformation and marten-
site to austenite transformation, respectively, and the material constants aM , bM , aA

and bA are defined as

aA = π

TAF − TAS
, bA = − aA

CA
,

aM = π

TM S − TM F
, bM = − aM

CM
,

with CA, CM and RmS being the stress influence coefficients and the initial martensite
temperature in respective phase transformations. Usually, the stress influence coeffi-
cients are assumed to be same, i.e., CA 	 CM . There are many advanced models such
as Ikeda model [62], Brinson model and Boyd–Lagoudas model, etc. whose details
can be consulted in [39, 108], and detailed thermomechanical behavior models in
one and three dimensions can be consulted in [87, 88, 156].

The bond graph model of the SMA wire can now be given as shown in Fig. 5.119
where a two-port modulated C-field (CSM A) represents the coupling between thermal
and mechanical domains. The modulating signal Ts is the temperature of supply fluid
which can be used to determine if the SMA wire is being cooled (Ts < T ) or heated
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Fig. 5.119 Bond graph model
of SMA wire

CSMA

e = T f = Q
.

e = F f = x
.

Ts

(Ts > T ) and thus a simplified logic can be used in the constitutive relation given in
Eq. 5.147. One of the bonds in the C-field is differentially causalled. The constitutive
relation of the C-field in a general form can be given as{

Q̇
F

}
= ΦC SM A

(
T,

∫
ẋdt, Ts

)

where the function ΦC SM A is combined form of Eqs. 5.150 and 5.147, and Q̇ is the
rate of heat liberation or absorption during the phase transformation. The C-field
shows that the mechanical force is a function of temperature (consequently Rm and
Ts) but the thermal domain is not influenced by mechanical domain due to our
assumptions.

Any phase transformation process involves liberation or absorption of heat. For
example, the latent heat of vaporization is absorbed during steam generation from
under saturated liquid water and the latent heat is released during condensation.
In metallurgy, the phase transformation process is ideally modeled by the Time-
Temperature-Transformation (TTT) diagram. However, we have not used the time
information in computation of the martensite volume fraction Rm . Without a finite
rate of phase transformation, it is impossible to determine the rate of heat liberation
or absorption during phase transformation. Moreover, for a thin SMA wire, the heat
liberated or absorbed during phase transformation is so small with respect to the
heat content in the flowing fluid that it can be neglected. It is, thus, presumed that the
phase transformation is instantaneous and the heat generated/absorbed in the process
is negligible Q̇ = 0. In that case, the two-port C-field reduces to a scalar single port C-
element modulated by two temperature signals. However, we will retain the two-port
C-field form and leave the heat liberation/absorption part for future development.

The wet SMA array considered in [41] consists of a series connection of wet
SMA units. The inertia of the actuator (or its equivalent inertia) is lumped at its free
end. A part of the bond graph model of the wet SMA array showing model of three
actuator units connected in series is shown in Fig. 5.120 where S f : ṁ is the rate of
fluid pumping, S f : ṁcvTi is the rate of enthalpy pumping and Ti = Ts is the inlet
temperature of the pumped fluid.

The heat capacity of the flexible tube in a unit is mt cvt with mt and cvt being
the mass and specific heat capacity of the unit tube. It is modeled by Ctt element.
The resistance to heat transfer from the fluid to the tube and from the tube to the
environment are modeled by resistor elements R f t and Rhe, respectively.



386 5 Rigid Body, Flexible Body, and Microelectromechanical Systems

0

Ctw

11

Rft

0

Ctt

0

Ch

0

Ch

1

Rh

1

Rh

0

Ch

Sf:m

0

Ctf

0

Ctf

0

Ctf

Sf:mCpTi CETF CETF ...

...

RfwRhe

0

Ctw

11

Rft

0

Ctt

RfwRhe

011

Rft

0

RfwRhe

CtwCtt

CSMA
CSMA CSMA

1RSMA
1 1RSMA RSMA

0

1

IL

CL

SeL

Fluid transport

Thermal transport

Heat
transfer

SMA

Load

.

.

Fig. 5.120 Bond graph model of wet SMA actuator

The heat capacity of the SMA wire in a unit is mwcvw with mw and cvw being
the mass and specific heat capacity of the SMA wire in a unit. This heat capacity
is modeled by Ctw element and the resistance to heat transfer from the fluid to the
SMA wire is modeled by resistor element R f w.

The SMA wire is modeled by two-port C-field (CSM A) where the modulating
signal has not been shown. However, the hysteresis in the phase transformation
temperatures is assumed to be implemented in the constitutive relations. Note that
the heat capacity of the wire can be modeled together with CSM A and this would
avoid the differential causality in the model. The material or internal damping offered
by the wire is modeled by resistance RSM A. Due to the series connection of SMA
actuator units to form the SMA array, the axial force in all units is same. Therefore,
the SMA wire models are connected to a 0-junction. The effective mass, effective
mechanical stiffness of the tube, and external load on the SMA array are modeled
by bond graph elements IL , CL and SeL , respectively.

Note that the SMA wire resistance, like its stiffness, is also nonlinear [41], but can
be approximated as a piece-wise linear resistance. The resistance comes from stress
rate of austenite phase (σ̇a = Ea ε̇) and stress rate of martensite phase (σ̇m = Em ε̇,
Et ε̇ or Ed ε̇, depending on value of strain). Therefore, although not shown in the bond
graph model, the resistance RSM A is also modulated by strain or equivalently, the
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deformation of the wire segment. This modulation has to be shown from a integration
block connected to the 1-junction to which the RSM A element is connected.

The above developed model does not consider heat transfer along the length of
the actuator, the thermal expansion, the details of elastic deformation of the bellow
structured tube, the rate of phase transformation, the actual phase transformation
curve, the pressure–volume work, the change of tube dimensions due to pressure,
the change in wire diameter due to Poisson’s ratio, the plastic deformation of the wire
in martensite phase, etc. Therefore, there is considerable scope for improvement of
this model. The SMA wire is essentially a spring with variable stiffness and internal
source (energy import or export). To account for these complexities, the neuronal
or neural bond graph (NBG) concept has been proposed in [21]. In a neuronal bond
graph, a neuronal or neural bond graph element is represented by generic variable
impedance Z (e.g. SMA stiffness and damping) whose constitutive relation is deter-
mined from a Memory Neural Network (MNN). A MNN can change is structure
based on the input–output task history and can learn during simulation. Authors of
[21] have used NBG to model SMA wire actuated cooperative microrobots. The
variable stiffness models developed in [128, 150] are also possible approaches to
model the SMA wire. The network of wet SMA units to form the actuator array
can be very complex. Usually, fluid flow in SMA array is controlled through Matrix
Manifold and Valve system (MMV) or Matrix Vasoconstriction Device (MVD). In
addition to the usual switches and on–off control valves to control the flow, usually
diodes and check valves are used in the SMA array to stop backflow of current and
fluid. In a networked fluidic system, the impedance of the network does not decrease
in proportion to the number of actuators that are open. The fluidic inertia and storage
greatly influence the effective impedance depending on the number of actuators in
open state, and thus it is complicated to develop control systems for the system. Bond
graph models for the fluidic MMV and MVD systems in wet SMA arrays have been
developed in this context in [44].

Electroactive polymers (EAP) are another category of material that exhibit vari-
ations in stiffness, conductivity and coloration under influence of electrical and/or
chemical loading. Their ability to change shape under electrical or chemical loading
and also their ability to recover large strains makes them suitable for use in microac-
tuators. These materials are especially suitable for development of artificial muscles.
A detailed bond graph model of EAP actuator and experimental results are given
in [18].

5.4.15 A Note on Memristor and Memcapacitance

These authors feel that the hysteretic behavior SMA can be modeled in a better way
by using bond graph elements which have some kind of memory. In fact, the father
of bond graph modeling, H.M. Paynter, had hinted at existence of such an element
with memory as far back as 1961. Paynter drew the tetrahedron of state (Fig. 5.121)
[106] linking the two power variables, namely effort (e) and flow ( f ), and the two
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Fig. 5.121 Paynter’s tetrahe-
dron of state showing relation
of state variables and consti-
tutive relations [106]
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∫
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R

state variables. He drew five directed edges out of which two are definition of the
states given as

p =
∫

edt and q =
∫

f dt (5.154)

and the other three define the constitutive relations for I-, C-, and R-elements as
follows:

ΦI (p, f ) = 0,

ΦC (q, e) = 0,

ΦR(e, f ) = 0. (5.155)

The sixth edge of the tetrahedron of state is undefined. Paynter drew an undirected
hidden line as shown in Fig. 5.121 to highlight this missing relation.

In 1971, Leon Chua, an electrical engineer, was trying to derive a rigorous math-
ematical foundation for electronics. From symmetry arguments, he reasoned that for
the sake of the logical completeness of circuit theory, there should be a fourth passive
element in addition to the already known inductance, capacitance, and resistance.
The complete quartet of elements adapted from [25, 133] is shown in Fig. 5.122.
The fourth element, linking the charge q and flux ϕ was termed a memristor (short-
hand for memory resistor) by Chua [25]. The memristor would behave as a resistor
that could remember what current had flowed through it before. It is evident that
the memristor is the element that Paynter has indicated by the hidden line in the
tetrahedron of states [106].

Memory of a single variable means introduction of a state. This state is an internal
state of the memristor. The one-port or two-terminal memristor constitutive relation
for electrical network is then defined as

ϕ = M (q)

⇒ dϕ

dt
= d M (q)

dq

dq

dt

⇒ V = R (q) i (5.156)
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Fig. 5.122 The fundamental
two-terminal circuit elements
[25, 133]
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where R (q) = d M (q) /dq is a charge modulated resistor and the internal state
q = ∫

idt . As we can understand, the memristor in this case is a charge modulated
resistance. The value of resistance can become positive and negative depending upon
the definition of the function, and hence it can act as a dissipater or as an internal
energy source.

Chua and Kang [26] generalized the memristor concept to a much broader class of
nonlinear dynamical systems which they called memristive systems. The constitutive
relation for a memristive element is defined as

V = R (q, i, t) i

q =
∫

f (q, i, t) dt (5.157)

As is evident from Eq. 5.157, a memristive element is no more a charge modulated
resistance. In most physical systems, the functions R (.) and f (.) do not explicitly
involve time in case where we obtain a time invariant nonlinear memristive system.

Oster and Auslander [101] formally introduced the memristor as a one-port ele-
ment in bond graph theory. The memristor is denoted by symbol M and its constitutive
relation is defined as

ΦM (p, q) = 0 (5.158)

Depending on which form is required for modeling, Eq. 5.158 can be written,
respectively, in impulse controlled form and charge controlled from as
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Fig. 5.123 Equivalent rep-
resentation of memristor in a
bond graph
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q = F(p) or p = G(q) (5.159)

Taking time derivatives, one can write

dq

dt
= d F(p)

dp

dp

dt
⇒ f = W (p) e with p =

∫
edt (5.160)

or
dp

dt
= dG(q)

dq

dq

dt
⇒ e = M (q) f with q =

∫
f dt (5.161)

Thus, the internal states in impulse controlled form and charge controlled forms
of memristor are impulse and charge, respectively. The function M (q) is called
incremental memristance and function W (p) is called incremental memductance.
If M (q) or W (p) is constant then one obtains an ordinary resistor (which has no
memory). It is also seen that a memristor, like a resistor, is causally neutral, i.e.,
it can receive either effort or flow as the input variable. However, from modeling
point-of-view, one can always impose a preferred causality.

A memristor can be always modeled as a displacement or impulse modulated
resistance by using an available state of the system or an added state (see Fig. 5.123).
However, an added state is always required when we have a memristive element as
defined in Eq. 5.157.

Oster and Auslander [101] gave some examples of physical systems where a
memristor element is present. A tapered dashpot (an airplane strut) can be modeled
as a memristor or as a displacement modulated resistance. They also show that an
electrochemical system containing a membrane rectifier, i.e., an electrolytic cell
whose electrical resistance depends on the electrolyte concentration between two
charged membranes, is better modeled with a memristor element.

It has been shown in [26] that the current–voltage characteristics of some devices
like thermistors, Josephson junctions and neon bulbs can be modeled using the mem-
ristive element. Recently, electrical switching in thin-film devices has attracted a lot of
attention because such a technology can increase the speed of memory circuits many
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fold as compared to conventional switches made of complementary metal-oxide-
semiconductors. The resistance switching and charge transport in such devices is
argued to be due to atomic rearrangement. Such behavior has also been experimen-
tally observed in various material systems, organic films containing charged dopants,
metal oxides like titanium dioxide (TiO2), and various perovskites. It has been stated
in [133] that multistate and binary switching do indeed show dynamical negative dif-
ferential resistance in some cases, i.e., the memristive element can act like an energy
source under certain conditions.

A fast low-power switch was created in early 2000s at Hewlett-Packard (HP)
Laboratories in which two nanoscale titanium dioxide resistor layers were placed
together and the current through one was used to toggle the resistance of the other
layer. Titanium dioxide in its pure state is a semiconductor. However, when it is
heated, some oxygen escape leaving electrically charged bubbles that make it behave
like a metal. In the low-power switch developed at HP, the upper layer was made from
pure titanium dioxide and the lower layer was made from oxygen depleted metal.
When a positive voltage is applied across the switch, the charged bubbles are pushed
up from the metal into the upper semiconductor layer which reduces the electrical
resistance and makes the switch behave as a conductor. When the voltage is applied
in opposite polarity, the charged bubbles are pushed back to the lower layer and the
switch behaves as a high-resistant semiconductor. The interesting part of this device
was that if the voltage is switched off at any time, the oxygen bubbles remain trapped
where they were and the resistance remains frozen till the voltage is reapplied. The
instant the voltage is reapplied, the device wakes up remembering its past resistance.
This is exactly a memristor. Other similar behaviors are observed where atomic scale
movements are involved. Therefore, memristor and memristive elements are usually
associated with dynamics in the nanoscale. It has also been shown that a single-celled
organism like P. polycephalum can memorize a specific pattern of events it faces and
change its behavior to anticipate a future event [95].

Chua had already speculated that the behavior of synapses, which are the gaps
between nerve cells across which impulses must pass, looked similar to memristor.
In fact, the impulses pass through an ion channel where potassium and sodium ion
pass through membranes of cells and thus the synapses can alter their response
according to the frequency and strength of the signals. Memristors are almost always
present where micro- or nanoscale ionic transport phenomena are involved. Research
in memristor suggests it might be possible to exponentially increase the computing
power and even create an artificial or electronic brain.

The success of memristors has motivated the search for new devices like mem-
capacitors and meminductors [33, 34]. A memcapacitor can store data without
dissipating any energy. There has been already some success in making physical
memcapacitors [71].

The charge-controlled form of the constitutive relation of a memcapacitor is
defined as [10]

V = DM (x, q, t) q (5.162)
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Fig. 5.124 Equivalent repre-
sentation of memcapacitor in
a bond graph MC

Charge controlled form
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where V is voltage, DM is inverse of capacitance CM , q is charge and the internal
state is governed by the differential equation

ẋ = F (x, q, t) . (5.163)

In terms of bond graph, we can write the time invariant charge-controlled form
of the constitutive relation as

e = KM

(
x,

∫
f dt

)∫
f dt with x =

∫
F

(
x,

∫
f dt

)
dt (5.164)

where KM is inverse of capacitance or equivalent stiffness. If we consider a case
where the current through the capacitor is switched off then not only the potential
across the capacitor stays frozen but also the capacitance till the current again starts
flowing through the capacitor.

A physical equivalent system for a memcapacitor is a usual parallel plate capacitor
in which the distance between the plates is modulated through an exogenous state
(memory variable).

The equivalent bond graph model of the memcapacitors derived from the SPICE
model given in [10, 69] is shown in Fig. 5.124 where MC denotes the one-port
memcapacitor element. Note that the first integral used to compute the charge is not
essential because the charge is a state variable associated with the integrally causalled
C-element. Thus, in essence, there is one added internal state. The usual hysteretic
behavior of the memcapacitors has been simulated with this model in [10].

In contrast to the quasistatic phase transformation model used to develop the
SMA wire bond graph model, a dynamic model should ideally contain a few mem-
ory variables or internal states. The first internal state should remember the history
of temperature change (to determine the direction of temperature change) and the
second should remember the martensite fraction. For example, consider that the tem-
perature has been gradually increased to T = Tx (TAS < Tx < TAF ) and martensite
is being transformed to austenite. If the temperature T is suddenly reduced before the
phase transformation to austenite is complete then the martensite or austenite frac-
tion should remain frozen till the lower reverse transformation temperature is reached
(T < TM S) or the temperature is increased above the previous highest temperature
(T > Tx ). This is the case of a partial hysteresis cycle. Thus, one needs a mem-
ory variable for martensite fraction and also for direction of transformation. Since
martensite fraction influences the stiffness of the SMA wire, the memory variables
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are to be modeled as part of a memcapacitor. In the same vein, if the heat liberation
or absorption during the phase transformation is to be modeled then one needs the
rate of change of martensite fraction or rate of phase transformation with respect
to time. Phase transformation is never instantaneous; it is dependent on how much
time the material has been held at a temperature. Thus, time explicitly enters into
the picture. As a consequence, use of a memristor (more specifically, a memristive
element), with its constitutive relations expressed in terms of martensite fraction rate
and time, seems appropriate. Although we are not going to develop such a model at
this stage, we encourage the readers to think about it and other similar models where
internal or dummy memory variables (e.g. Bouc-Wen model) are needed.

5.5 Bearings and Rotors

Bearings allow constrained relative motion between two or more parts. Bearings are
usually classified according to the type of relative motion, the principle of operation,
and the type of load that can be supported. In this book, we will model two very
commonly used bearings, namely rolling element bearings and journal bearings. We
will also model an active magnetic bearing which eliminates friction between the
constrained parts.

5.5.1 Rolling Element Bearings

In a rolling element bearing, round elements are placed between the two pieces. The
relative motion between the two pieces causes the round rolling elements to roll. This
way, the only friction is encountered as the rolling resistance at the contact of the
rolling element with the pieces. A ball bearing is a common type of rolling element
bearing. The constrained pieces are called inner and outer races between which there
are a set of balls. There is a grove in each race and the balls rest and roll within these
grooves. In addition, the balls are kept inside a cage which maintains the distance
between the balls as they roll. Under load, a ball deforms or flattens at its points of
contact with the races which causes the contact zone to be a patch rather than a point.
Roller bearings use rollers or cylinders in place of balls so that the bearing can carry
higher load at the cost of more friction. A typical rolling element bearing is shown
in Fig. 5.125 where some balls or rollers are placed between the rolling elements.
Under load in a particular direction, the rolling elements are either compressed or
released from compression. The rolling elements cannot be under tension even when
the gap between the inner and outer races at the location of the ball is larger than the
ball diameter.

Each ball/roller can be modeled as a spring with some material damping. The
spring forces can be decomposed into orthogonal components (x and y components)
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Fig. 5.125 General schema
of a rolling element bearing
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and summed up. The resultant force acts in opposite directions on the inner and the
outer races.

The cage frequency is calculated as

ωc = ωs

2

(
1 − Db

Dp

)
(5.165)

whereωs is the shaft speed, Dp is the pitch circle diameter and Db is the ball diameter.
If there are nb number of balls then the position of jth ball ( j = 1..nb) is

φ j = 2π ( j − 1)

nb
+ ωct + φ0 (5.166)

where φ0 is the initial position of the first ball at t = 0.
The contemporary compression of jth ball is then given by

δ j = (xi − xo) cosφ j + (yi − yo) sin φ j − c (5.167)

where c is the radial clearance, and position variables are as shown in Fig. 5.125. If
balls are precompressed, then c should be negative.

The force due the compression of the jth ball is given by Hertzian contact theory:

f j = kbδ
n
j , (5.168)

where the usual value of n = 1.5 for ball bearings and 1.1 for roller bearings.
Note that the force is directed toward the center of the shaft. Therefore, the net

forces in x and y directions due to contact of all the balls is given as

fx = kb

nb∑
j=1

δn
j γ j cosφ j , (5.169)

fy = kb

nb∑
j=1

δn
j γ j sin φ j , (5.170)
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Fig. 5.126 General bond
graph model of a rolling
element bearing
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where γ j is a switched variable which takes care of the loss of contact or looseness
of the jth ball. It is defined as

γ j =
{

1 if δ j > 0,
0 otherwise.

(5.171)

Thus, the total ball elastic force can be written as

{
Fxs

Fys

}
= φbs (xi − xo, yi − yo) (5.172)

where Fxs and Fys are force components in x and y directions, respectively, x and
y represent displacements of the races denoted by subscripts i and o for inner and
outer races, respectively, and φbs is a function described in Eqs. 5.169 and 5.170.

The damping forces can be determined by selecting a damping coefficient for
each ball as λi Kb where λi is a material constant and Kb is the ball stiffness. The
damping force components in x and y directions are given as

{
Fxd

Fyd

}
= φbd (ẋi − ẋo, ẏi − ẏo) . (5.173)

The elastic forces and damping forces can be modeled in a bond graph as two-port
C- and R-fields, respectively, as shown in Fig. 5.126.

If the constitutive relations for the C- and R-fields are combined together as follows

{
Fx

Fy

}
= φb

(∫
(ẋi − ẋo) dt,

∫
(ẏi − ẏo) dt, ẋi − ẋo, ẏi − ẏo

)
(5.174)

then the ball forces can be represented by a two-port RC-field which offers both
stiffness and damping.

A better model of the rolling element bearing with inclusion of various faults
is given in [97] where multibody dynamics of healthy and faulty rolling element
bearings were modeled using vector bond graphs.
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Fig. 5.127 A rigid rotor
mounted symmetrically on
two bearings
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As an example, let us consider a rigid rotor system shown in Fig. 5.127 where it
is assumed that the rotor shaft is massless and rigid and the rotor disk is thin and
massive (a point mass). The shaft is supported on ball bearings on its two sides.

For ease of modeling, an inertial coordinate frame x, y, z is chosen whose origin
is at the mass center of the disk at its undeflected position. Note that the coordinate
frame is not moving. The deflections of the rigid shaft in x and y directions at the
left bearing support are, respectively, given as

ẋl = ẋ − φy L1 (5.175)

ẏl = ẏ + φx L1. (5.176)

Likewise, the deflections of the rigid shaft at the right bearing support are

ẋr = ẋ + φy L2 (5.177)

ẏr = ẏ − φx L2. (5.178)

Let the rotor spin velocity φ̇z = Ω be constant and externally governed by the
drive. We assume that the drive is not influenced by the motion of the load (i.e., lateral
and rotational motions of the disc). From symmetry of the circular disc, x, y, and z
axes are principal axes. The rotary inertias of the disk about these principal axes x,
y, and z are Ixx , Iyy and Izz , respectively. Note that Ixx = Iyy and this relation does
not change even if the disk is rotated by any amount about the z-axis.

The boundary conditions are important in modeling of a rotor system. For ball
bearings with a single row of balls, the shaft is free to rotate about x-axis and it is
also free to rotate by the other two axes by small amounts. This is equivalent to a
pin joint. For small rotations about x- and y-axes, the bearings offer no restraining
force. However, the bearings restrain lateral motions in x and y directions. Note that
in case of roller bearings, the bearings also restrain rotations about x- and y-axes.

Assuming the outer race of the bearing to be rigid and fixed to the ground, the bond
graph model of the rotor shaft system can be given as shown in Fig. 5.128. Kinematic
relations derived in Eqs. 5.175–5.178 are used in the model to determine the relative
velocities of the shaft with respect to the outer races at left and right bearing supports.
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Fig. 5.128 Bond graph model
of a rigid rotor mounted
symmetrically on two bearings 0
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The bearings are modeled by RC fields whose constitutive relations are defined in
Eq. 5.174.

Note that in addition to inertial forces at the disk and support forces at the bearings,
a gyroscopic coupling exists between the two rotational motions. Letting x̂ , ŷ, and ẑ
be the unit vectors, the gyroscopic moments are derived as

Mx x̂ + My ŷ = IzzΩ ẑ × (
φ̇x x̂ + φ̇y ŷ

) = −IzzΩφ̇y x̂ + IzzΩφ̇x ŷ

⇒ Mx = −IzzΩφ̇y and My = IzzΩφ̇x .

These conservative moments are represented by the GY element in the bond graph.
Note that the bond graph model appropriately transforms the bearing forces to the
forces and moments acting on the rotor disk mass center.

Several detailed models of rotor dynamic systems are available in the literature.
A pendulous flywheel’s model based on rigid body dynamics is given in [60]. Bond
graph models of some basic rotor dynamic systems like Jeffcott rotor and Stodola–
Green rotor can be found in [107]. Another model of Jeffcott is given in [27].

5.5.2 Journal Bearing

Journal bearing is the most common type of plain bearing in which a shaft or journal
rotates in a slightly larger bore of a bearing, usually with some form of lubricant. In
fluid lubrication bearings, fluid dynamic effect eliminates surface-to-surface contact
between the journal and the bearing and thus reduces friction. If the lubricant fluid is
supplied by an external pump to maintain fluid pressure inside the bearing and thus
supports the journal then the bearing is said to be hydrostatically lubricated. If there
is no external pump and the fluid pressure is maintained by the rotation of the journal
then the bearing is said to be hydrodynamically lubricated. As the journal rotates
within the bearing, a wedge is formed between the journal and the bearing. When
the lubricant is forced through this wedge, the fluid pressure produces the force to
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Fig. 5.129 Schema of a
journal bearing and the fluid
film in it
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support the journal. After passing through the wedge, the fluid expands which causes
a drop in pressure and possible cavitation (at below atmospheric pressure). At this
zone, the low pressure is utilized to suck in lubricant from the supply line so that the
lubricant leaking from the bearing sides can be replenished.

While the hydrodynamic force lifts the journal, the journal center also shifts
horizontally in the direction of rotation (see Fig. 5.129). The line that passes through
the journal center ‘o’ and bearing center ‘O’ is called the attitude line and the angle
made between the attitude line and the vertical line is called attitude angle (ψ). The
distance between the journal and bearing centers is called eccentricity (e). In steady
operation of a rotor with static load and no dynamic forces like unbalance forces,
the attitude angle and eccentricity are fixed. In Fig. 5.129, the extent of oil film with
positive pressure is measured from the attitude line and is given by angles θ1 and θ2.

The pressure distribution along the bearing length and circumferential directions
changes depending upon bearing geometric features. For a perfectly circular bearing,
if the bearing length B to diameter D ratio is less than 1, i.e., B/D < 1, then the
so-called short bearing assumptions are applicable. Otherwise, the so-called long
bearing or finite bearing assumptions are taken. Most of the common journal bearings
are usually short. In a short bearing, it is assumed that the fluid pressure at both ends
along the length of the bearing is the atmospheric pressure. Moreover, it is assumed
that the extent of positive pressure fluid-film zone is θ2−θ1 = π and in the remaining
part or the cavitations region, the fluid pressure is same as the atmospheric pressure.
On the other hand, for a long bearing, the variations in fluid pressure along the bearing
length is neglected and the fluid film is assumed to be full, i.e., devoid of cavitations.
A finite bearing approximation combines both short and long bearing assumptions.
Thus, the boundary conditions have to be suitably selected for the bearing under
consideration. In this book, we will consider that short bearing approximation is
applicable. A schematic representation of pressure distribution with short bearing
approximation is shown in Fig. 5.130.
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Fig. 5.130 Pressure distribution in a journal bearing in a circumferential and b axial directions.

If Ω is the journal angular speed, z is the position measured along the bearing
axis (or length), B is the bearing length, μ is the dynamic coefficient of viscosity
of the lubricant, θ is an angular position measured from the attitude line as shown
in Fig. 5.129, ψ is the attitude angle, and ε = e/c is the eccentricity ratio, where
c is the bearing clearance (difference between bearing and journal radius), then the
pressure distribution under short bearing assumption is as

p (z, θ) = (z − B)

2

(
12μcε̇ cos θ − 6μ

(
Ω − 2ψ̇

)
cε sin θ

)
(c (1 + ε cos θ))−3

(5.179)
where the attitude angle is given by

ψ = tan−1

(
π

4

√
1 − ε2

ε

)
. (5.180)

The forces acting on the journal are found as
∫

pd A where the integration is
taken over the extent of the positive pressure zone defined by angles θ1 and θ2 (see
Fig. 5.129) as follows:

θ1 = tan−1 2ε̇

ε
(
Ω − 2ψ̇

) , θ2 = θ1 + π. (5.181)

The force components along r -direction (attitude line, as shown in Fig. 5.129) and
s-direction are

Fr = D

2

∫ b

0

∫ θ2

θ1

p (z, θ) cos θdθdz (5.182)

Fs = D

2

∫ b

0

∫ θ2

θ1

p (z, θ) sin θdθdz (5.183)

For steady operation, Holmes [57] linearized Eqs. 5.182 and 5.183 about the equi-
librium point defined by ε = ε0 and
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ψ = ψ0 = tan−1

⎛
⎝π

4

√
1 − ε2

0

ε0

⎞
⎠ .

At steady operation of a journal bearing with constant shaft load P (mostly self-
weight) and constant speed Ω , the relation between the load (called load bearing
capacity) and the eccentricity is given as

P = μΩ (D/2) B3ε

4c2
(
1 − ε2

)2
√
π2

(
1 − ε2

) + 16ε2
. (5.184)

The equilibrium point ε = ε0 is found by solving Eq. 5.184. Because ε̇ = 0 and
ψ̇ = 0 in steady operation, one finds θ1 = 0 and θ2 = π . Then, the fluid-film forces
are shown to be

{
Fs

Fr

}
=

[
Kss Ksr

Krs Krs

]{
r
s

}
+

[
Rss Rsr

Rrs Rrs

]{
ṙ
ṡ

}
(5.185)

where

Kss = 4
P

c
ϕ (ε0) , Ksr = −π P

c

1 + 2ε2
0

ε0

√
1 − ε2

0

ϕ (ε0) ,

Krs = π
P

c

√
1 − ε2

0

ε0
ϕ (ε0) , Krr = 8

P

c

1 + ε2
0

1 − ε2
0

ϕ (ε0) ,

and

Rss = 2Krs/Ω, Rsr = Rrs = −2Kss/Ω, and Rrr = −2Ksr/Ω.

The stiffness and damping matrices along fixed x-y axes are obtained after planar
rotational transformation. The transformation of stiffness matrix is given as

[
Kxx Kxy

Kyx Kyy

]
=

[
cosψ − sinψ
sinψ cosψ

] [
Kss Ksr

Krs Krs

] [
cosψ sinψ

− sinψ cosψ

]
(5.186)

and the damping matrix is similarly transformed under assumption that ψ̇ = 0.
The stiffness and damping matrices are used to define the constitutive relations

for a linear bond graph C-field and a linear R-field with constant parameters.
For dynamic simulation, neither the load nor the speed can be assumed to be

constant. The integrations of Eqs. 5.182 and 5.183 can be performed under certain
assumptions to yield closed form expressions for fluid-film forces [89] which when
transformed to x-y frame are expressed as follows:
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Px = μDB3

4c2

((
Ω − 2ψ̇

)
εF2 − 2ε̇F1

)
, (5.187)

Py = μDB3

4c2

((
Ω − 2ψ̇

)
εF3 − 2ε̇F2

)
, (5.188)

with

F1 = 1(
1 − ε2

)5/2

[
ψ̄

2
+ sin 2ψ̄

4
− 2ε sin ψ̄ + ε2ψ̄

]∣∣∣∣
ψ2

ψ1

F2 = 1(
1 − ε2

)2

[
1

2
sin2 ψ̄ + ε cos ψ̄

]∣∣∣∣
ψ2

ψ1

F3 = 1(
1 − ε2

)3/2

[
ψ̄

2
− sin 2ψ̄

4

]∣∣∣∣
ψ2

ψ1

where ψ̄ is a dummy variable with its limits ψ1 and ψ2 expressed as functions of
eccentricity ratio and the extent of fluid film (θ1 and θ2) as follows:

ψi = tan−1

√
1 − σ 2

i

σi
, σi = 1

ε

(
1 − 1 − ε2

1 + ε cos θi

)
, for i = 1, 2.

The above-derived fluid-film forces are nonlinear and it is no more possible to
separate the stiffness and damping parts in it. In a general form, the forces are
expressed as {

Fx

Fy

}
= ΦRC

(
ε, ε̇, ψ, ψ̇,Ω

)
, (5.189)

where ΦRC is a function which defines the constitutive relations of a nonlinear two-
port RC-field element with Ω as a modulating signal.

Note that

e =
√

x2 + y2, ε = e/c, ε̇ = x ẋ + y ẏ

εc2 ,

ψ = tan−1

(
π

4

√
1 − ε2

ε

)
and ψ̇ = x ẏ + yẋ

ε2c2 .

Thus, if drag moment Mz or T is also included in the formulation, one can rewrite
Eq. 5.189 as ⎧⎨

⎩
Fx

Fy

Mz

⎫⎬
⎭ = ΦRC (x, ẋ, y, ẏ,Ωz) (5.190)
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Fig. 5.131 General bond
graph model of a journal
bearing
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which is represented in bond graph form as a three-port nonlinear RC-field in
Fig. 5.131. The calculation of drag moment can be consulted in [20]. Note that if
drag forces or rotational dynamics are neglected then the model reduces to a two-
port modulated RC-field [123].

Bond graph modeling has been used in [54] to study a rotor system stabilizing
scheme using a combination of a squeeze film damper and a plane journal bearing. A
further detailed bond graph model of journal bearings is given in [20] where a 3-port
R-field element is used to represent hydrodynamic bearing constitutive relations
in r–s coordinate frame and a transformation matrix is used to convert x–y frame
motions to r–s coordinate frame. The developed bond graph model is good enough
to simulate most key phenomena in dynamics of rotors supported on journal bearings
like half-frequency whirl and resonant oil whirl (or whip).

5.5.3 Magnetic Bearing

A magnetic bearing supports the load using magnetic levitation and there is no
physical contact between the bearing and the load. Due to lack of physical contact
or friction, there is no mechanical wear in a magnetic bearing. Magnetic bearings
can operate at very high speeds. Magnetic bearing are maintenance free because
they run without lubrication. They can also operate in a vacuum such as in flywheel
energy storage systems used in space applications. Magnetic bearings usually require
backup bearings during initial startup conditions. Backup bearings also guard against
unforeseen power or control system failures. In a maglev system, magnetic propulsion
is used in addition to supporting or levitating a load.

A magnetic bearing requires continuous power input and an active control, and
thus it is also called an Active Magnetic Bearing (AMB). Permanent magnets may be
used in a magnetic bearing to carry the static load and additional electromagnets are
activated only when the levitated object deviates from its static equilibrium position.
The equilibrium of an open loop magnetic bearing is intrinsically unstable (proof
given by Earnshaw’s theorem) because the attractive force increases as the load is
brought closer to the magnet. This is equivalent to a negative mechanical stiffness. In
addition, the electromagnetic domain is mostly conservative and there is almost no
damping in the system (except for eddy current losses in the magnetic domain). Thus,
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any oscillation set in the system (say, due to unbalance in a rotor) tends to remain
undamped. The goal of the control system is thus twofold: counter the negative
mechanical stiffness and introduce damping into the levitating force.

When two magnetic bearings are used at two ends of the shaft to levitate a rotor
mounted on the shaft, similar bearing forces can be actively generated to control
the cylindrical mode of vibration of the rotor whereas oppositely directed active
forces can control the conical mode of vibration. In hybrid force and moment control
approach, it is possible to generate couple moments by placing two closely spaced
magnetic bearings at each end of the shaft and thus control the second and higher
bending modes. In this book, we will discuss on modeling the magnetic levitation.
Based upon this model, one can build models of different magnetically levitated
rotor-bearing systems and interface suitable control algorithms.

A magnetic bearing used to support a rotor contains several electromagnets placed
along the periphery of the bearing. A simple electromagnet consists of a coil of
insulated wire wrapped around an iron core. When an electric current (i) flows in a
wire it creates a magnetic field (B, also called magnetic flux density) around the wire
where the field is oriented according to the right-hand rule as shown in Fig. 5.132a.
When current flows through two closely spaced current carrying wires, the magnetic
fields add up as shown in Fig. 5.132a. This principle is used to augment the strength
of the magnetic field.

If a current carrying wire is wound into a coil with many turns of wire compacted
side by side then the magnetic field is concentrated along the center of the coil and
creates a strong magnetic field there as shown in Fig. 5.133. A coil resembling the
shape of a straight tube is called a solenoid and if this straight tube is bent into a
donut shape then it is called a toroid.
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Fig. 5.134 Magnetic field in
an electromagnet
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In an iron-core electromagnet, a core of ferromagnetic material is placed inside the
coil. This produces much stronger magnetic fields (many thousands of times of the
strength of the field generated by the coil alone) due to the high magnetic permeability
of the ferromagnetic material. In most applications of electromagnets, the iron core is
in the form of a loop (or magnetic circuit) and the loop is sometimes broken by small
air gaps. One such field through an iron-core electromagnet and a ferromagnetic
bar placed near it is shown in Fig. 5.134. The iron core reduces the resistance (or
reluctance in magnetism) to the magnetic field, and thus a stronger magnetic field can
be sustained if most of the magnetic field’s path is within the iron core. Such types
of electromagnets are widely used in many electric and electromechanical devices,
e.g. electric motors and generators, electrical transformers, relays, magnetic locks,
electric bells, loudspeakers, magnetic data storage and recording equipment, MRI
machines, mass spectrometers, particle accelerators, maglev trains, and magnetic
bearings.

In the kind of electromagnet shown in Fig. 5.134, the magnetic field strength B
is almost constant around the magnetic circuit (sections B-B and C-C) and almost
zero outside it. If the core has more or less constant cross-section area throughout
its length then the field in the core is roughly constant. Some of the magnetic field
lines do not pass through the entire ferromagnetic core (they are called leakage flux
BL ) and they do not contribute to the force generated by the electromagnet. In the
air gaps, the magnetic field lines spread out and then curve back (together called
fringing fields BF ), respectively, when leaving and entering the next core material.
Thus, the field strength reduces in the air gap. However, if the length of the air gap
is small then the field in the air gap can be approximated to be the same as that in
the core. The B field increases with increase in the electric current through the coil.
However, it saturates at a certain value and further increase in current through the
windings does not increase the field strength.
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Fig. 5.135 Bond graph model
of the magnetic field in an
electromagnet
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If the number of turns of the winding is n and current is i then the magnetomotive
force generated (unit in Ampere turns) is given by

M = ni. (5.191)

Let us break the magnetic circuit shown in Fig. 5.134 into three distinct parts:
electromagnet with mean core length Le and magnetic permeability μe, air gap with
fixed gap length Lg and magnetic permeability μ0, and the levitated part with mean
core length Ll and magnetic permeability μl . Let us assume the cross-section areas
of the electromagnet, the air gap, and the levitated object are different and are given
by Ae, Ag and Al , respectively. If the Ampere’s law is applied with assumption of
negligible leakage flux and fringing flux then one obtains

ni =
(

Le

μe Ae
+ Lg

μ0 Ag
+ Ll

μl Al

)
φ. (5.192)

where φ is the constant magnetic flux through the core and the air gap and L =
Le + Lg + Ll . If Ae = Ag = Al = A then we have constant flux density B = φ/A
which is uniformly distributed over any cross-section. Then, one obtains

ni = B

(
Le

μe
+ Lg

μ0
+ Ll

μl

)
= (

He Le + Hg Lg + Hl Ll
)
. (5.193)

where the magnetic field intensity H is related to the flux density B as follows:
μ = B/H . Note that the permeability (μ) of the core material (electromagnet and
the levitated object) varies with the magnetic field and its value must be obtained
from the core material B–H hysteresis curve.

For bond graph modeling of the magnetic circuit, we can choose the magneto
motive force ni as the effort variable and the rate of change of magnetic flux φ̇ as
the flow variable. In that case, Eq. 5.192 defines the constitutive relation of three

C-elements as shown in Fig. 5.135 where terms
Le

μe Ae
,

Lg

μ0 Ag
and

Ll

μl Al
are reluc-

tances of different segments of the magnetic circuit.
Let us now consider model of an electrical transformer as shown in Fig. 5.136

where E is an externally applied voltage, RE is the circuit resistance on the primary
side and RL is the load on the secondary side.
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Fig. 5.136 Schematic rep-
resentation of an electrical
transformer circuit
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For primary side, from Faraday’s law of induction, we can write

V1 = −n p
dφ1

dt
= −n pφ̇1. (5.194)

Combining the above equation with that for the magnetomotive force M1 = n pi1,
we obtain a conservative equation where V1i1 = M1φ̇1 which can be modeled as a
gyrator in bond graph form. Interested readers may see [144] for example of bond
graph modeling of eddy current devices where the electromagnetic induction has
been discussed in details. The negative sign is adjusted in power direction, as shown
in Fig. 5.137.

Likewise, we can write the following relations for the secondary side:

V2 = ns
dφ2

dt
= ns φ̇2 (5.195)

and M2 = −nsi2. Note that contrary to the primary side where V1 is an applied volt-
age, V2 is the generated voltage in the secondary side (i.e., the sense of measurement
are different). If both these are treated in a single reference frame (e.g., supplied
voltage) then the sign change between Eqs. 5.194 and 5.195 is not necessary.

The difference between the magnetomotive forces in the primary and the sec-
ondary side is responsible in driving the magnetic flux through the iron core. This
can be represented in bond graph form as shown in Fig. 5.138 where the reluctance
is taken to be L

μA with L , μ and A being the mean core length, magnetic permeabil-
ity of the core and the constant core cross-section area, respectively. Further note
that continuity of flux means φ̇1 = φ̇2 = φ̇ which is why a 1-junction is used in
Fig. 5.138.
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Fig. 5.138 Bond graph model
of flux storage in iron core
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In addition to the conservative transformation of electrical energy to magnetic
domain and its conservative storage in the core in the form of magnetic flux, one
also needs to model the losses in the electrical and magnetic circuits. The electrical
losses due to ohmic heating can be assumed to be modeled with the resistances in
the primary and the secondary sides. The magnetic losses due to flux leakage, and
effects such as eddy current and hysteresis for AC supply also have to be included.
For the time being, we will simply represent all these core losses as a simple resistor
RC which will be detailed further as we proceed. We further assume that the coils
are suitably clamped so that they are not displaced by Lorentz force. The bond graph
model of the transformer can now be developed as shown in Fig. 5.139.

One often finds equivalent circuits of electrical transformers in electrical engi-
neering text books. Let us now see how we can obtain an equivalent electrical circuit
of the system through bond graph method. For this purpose, we introduce some
generally known equivalence (called transformer and gyrator equivalence) in bond
graph theory [91].

When two gyrators appear one after the other, as shown in Fig. 5.140, we can
readily see that

e2 = a f1, e1 = a f2,

f3 = e2/b, f2 = e3/b

⇒ f3 = (a/b) f1, e1 = (a/b) e3 (5.196)

Thus, two gyrators combine to produce the effect of a transformer (TF) element.
Likewise, two transformers combine to a single transformer and a transformer and a
gyrator combine to a single gyrator.
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Fig. 5.142 Equivalence of
a 0-junction surrounded by
gyrators elements with same
moduli
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Let us now see how a gyrator combines with a C-element as shown in Fig. 5.141.
For the given causality,

f2 = e1/a,

e2 = k
∫

f2dt = k

a

∫
e1dt

⇒ f1 = e2/a = k

a2

∫
e1dt. (5.197)

Thus, the relation between variables f1 and e1 is that for an integrally causalled
I-element with inertia a2/k. In fact, this equivalence is true if other causal form
is used. We leave the reader to prove it. Likewise, it can be proved that a gyrator
combined with an I-element yields a C-element and a gyrator combined with an
R-element yields an R-element.

Finally, let us see what happens when a gyrator is present in all bonds connected
to a junction element (1 or 0). From Fig. 5.142, we can derive the following relations:

For 0 junction:

e5 = e6 = e7 = e8, (5.198)

f5 − f6 − f7 − f8 = 0. (5.199)

For gyrators:

e5 = a f1, e6 = a f2, e7 = a f3, e8 = a f4 (5.200)

e1 = a f5, e2 = a f6, e3 = a f7, e4 = a f8 (5.201)

From Eqs. (5.198) and (5.200),

f1 = f2 = f3 = f4, (5.202)

and from Eqs. (5.199) and (5.201),

e1 − e2 − e3 − e4 = 0. (5.203)

As a result, the relationships between external ports satisfy the constraints imposed
by a 1-junction. Thus, a 0-junction with gyrators of same modulus all around it is
effectively a 1-junction. It can be likewise shown that a 1-junction with gyrators of
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same modulus all around it is effectively a 0-junction. More such equivalences and
their use in system modeling can be consulted in [91].

Once these equivalences have been established, let us modify the bond graph
model of the transformer given in Fig. 5.139 by replacing the 1φ̇ junction by a 0-
junction with gyrators of equal modulus n p in all bonds connected to the 0-junction.
The resulting model is shown in Fig. 5.143.

We can now combine two consecutive gyrators to transformers and combine the
remaining gyrators with C- and R-elements and obtain a revised bond graph model
as shown in Fig. 5.144 and then to a further reduced form as shown in Fig. 5.145.

The equivalent electrical circuit whose bond graph model can be given as in
Fig. 5.145 is shown in Fig. 5.146. In fact, this is the equivalent circuit of a real
transformer when the magnetic circuit has been referred to the primary side electrical
circuit.

Let us now turn our attention back to the basic problem, i.e., the magnetic bearing.
We have so far established the framework to model the magnetic domain.
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Fig. 5.147 Schema of a
single-sided magnetic bearing
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To start with, let us consider a single-sided magnetic bearing as shown in Fig. 5.147
and develop its model. This model can be extended for two-sided interaction. It is
assumed that in the equilibrium configuration, x0, i0 and F0 are the nominal air gap,
current and force (self weight), respectively, and ū is the potential across the coil.
Variables x , i , and F represent the deviations from the operating (nominal) values.

In [147], a simplified two-port model (see Fig. 5.148) was developed based on the
assumption that core losses and leakage flux are negligible. Further to that, it can be
seen from Eq. 5.192 and the bond graph model in Fig. 5.135 that the reluctance of
the iron core can be neglected in comparison to that of the air gap.

From Fig. 5.147, the effective mean length of the flux path through the air gap is
2x̄ because the flux passes through the air gaps on the left and on the right. Thus,

nı̄ = 2x̄

μ0 A
φ̄ (5.204)

where μ0 is the magnetic permeability of air. In another form,

B̄ = φ̄

A
=

(nμ0

2

) ı̄

x̄
. (5.205)

The coil voltage

ū = n
dφ̄

dt
= n A

d B̄

dt
. (5.206)

The force developed is then given as

F̄ = A

μ0
B̄2 = n2μ0 A

4

ı̄2

x̄2 . (5.207)
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Fig. 5.149 Equivalent lin-
earized AMB two-port model
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In [147], the above equations were linearized about the operating point with
variables x , i , u, and F representing the deviations from the operating (nominal)
values. This yields the linearized equations of the form

F = ki i + ks x (5.208)

u = L
di

dt
+ ki ẋ(ẋ = v) (5.209)

Note that in the first equation, the term ks introduces a negative stiffness because
variable x is defined in x̄ = x0 − x with a negative sign. This is consistent with
the dynamics of magnetic bearings where the attractive force increases as the gap
reduces. In Eqs. 5.208 and 5.209, L = n2 Aμ0/(2x0) is the inductance, ki = Li0/x0
is the force–current factor and ks = ki i0/x0 is the force-displacement factor. Note
that the term ki ẋ in Eq. 5.209 is the back EMF and the term and ki i in Eq. 5.208 is
the current induced force. Thus, the parameter ki is actually a transduction factor
and it can be modeled as the modulus of a gyrator (GY) element. The equivalent
representation of Eqs. 5.208 and 5.209 can be given as shown in Fig. 5.149 [147] in
which the left part is the electrical side and the right part is the mechanical side where
the force due to transduction (Ft ) is added with the force due to force-displacement
factor to yield the total magnetic pulling force.

In bond graph form, the linearized model of one-sided magnetic bearing can be
given as shown in Fig. 5.150. Note that the self-weight or gravity force is not modeled
because it is assumed to be equal to F0 and they cancel out each other in nominal or
equilibrium configuration around which the model has been linearized. Note that for
u = 0 and all other states initialized to zero (i = x = ẋ = 0), the system remains in
static equilibrium. Note that the inputs and states here are deviations from the nominal
operating values. If the system is disturbed from this equilibrium configuration (by
giving an input disturbance or some nonzero initial values to states) then it becomes
unstable due to the negative mechanical stiffness. Therefore, the input voltage has to
be controlled to maintain equilibrium.

The two-sided active magnetic bearing schematic is shown in Fig. 5.151 where
x0 is the nominal air gap and the currents through the two magnets are i1 and i2. It is
assumed that both the magnets have same geometric dimensions and same number of
turns in the coil. It is further assumed that the rotor does not tilt. The electromagnets
are assumed to be current controlled.
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Fig. 5.151 Schema of a two-
sided AMB
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Then, the force from the top and bottom magnets, respectively, can be written as

F1 = φ2
1

μ0 A
, (5.210)

and

F2 = φ2
2

μ0 A
, (5.211)

with the corresponding magneto motive forces (MMFs) given as

M1 = 2 (x0 − x) φ1

μ0 A
, (5.212)

and

M2 = 2 (x0 + x) φ2

μ0 A
. (5.213)

The forces can be written in terms of the currents as

F1 = n2μ0 A

4

i2
1

(x0 − x)2
(5.214)

and

F2 = n2μ0 A

4

i2
2

(x0 + x)2
. (5.215)

Thus, the equation of motion for the rotor is obtained from force balance and it is
given as [153]

mẍ = n2μ0 A

4

i2
1

(x0 − x)2
− n2μ0 A

4

i2
2

(x0 + x)2
− mg. (5.216)

The bond graph model of the system [153] can be drawn as shown in Fig. 5.152
where the constitutive relations for the two-port C-fields are defined in Eqs. 5.214
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Fig. 5.152 Bond graph model
of a lossless two-sided AMB SF:i1
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Fig. 5.153 Bond graph model
of a two-sided AMB including
the losses and secondary
effects as equivalent capacities
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and 5.215 using which the output power variables (F1, F2 and then φ̇1 and φ̇2)
can be computed in terms of input power variables (ẋ , ni1 and ni2). Note that one
port of each C-field is differentially causalled because we are considering a current
controlled configuration. Further note that losses have not been modeled.

However, the secondary effects such as flux leakage, fringing flux, reluctance of
the core material, and eddy current loss etc. cannot be neglected in practice and they
should be included in the model for design of reliable and robust controllers. The
secondary effects have been characterized in a structural manner in [153] and then the
resultant reduced model has been used to devise a sliding control algorithm. Although
the authors of [153] consider a discretized model of the core, flux leakage and the
fringing losses, they finally reduce the model to structure with a lumped capacitance
Ceq (containing core compliance, fringing compliance, etc.) and a lumped resistance
R that models eddy current and other losses. In addition, they consider the trans-
duction between electrical and magnetic domains to be nonideal and introduce an
efficiency factor α which is 1 under the ideal case. Thus, this nonideal transduction
cannot be represented by a GY element and rather, the MMF αni is modeled as an
effort source. The model of the magnetic bearing-rotor system is then given as shown
in Fig. 5.153.

Note that in this model containing the losses, all ports of the C-fields and other
storage elements are integrally causalled. In fact, the resistance R introduces a time
constant (time constant for eddy current losses) into the system and thus avoids
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the differential causalities present in the previous model (Fig. 5.152). The magnetic
fluxes are state variables in the revised model whereas they were not so in the previous
model that did not include losses. The time constant of the system is also influenced
by the value of the Ceq parameter.

From the bond graph model given in Fig. 5.153, we obtain

φ̇1 = αni1 − M1

R
= αn

R
i1 − 2

(
x ′

0 − x
)

μ0 AR
φ1, (5.217)

φ̇2 = αni2 − M2

R
= αn

R
i2 − 2

(
x ′

0 + x
)

μ0 AR
φ2, (5.218)

where

x ′
0 = μ0 A

2Ceq
+ x0.

The force balance equation on the mass point yields

mẍ = φ2
1

μ0 A
− φ2

2

μ0 A
− mg. (5.219)

If the core losses like fringing flux and the flux leakage are neglected (i.e., α = 1)
and the magnetic permeability of the core is assumed to be much larger than μ0
then Ceq = ∞ and as a consequence x ′

0 = x0. In addition, if the control system
bandwidth is much less as compared to the bandwidth of eddy current dynamics (see
[153] for details) then the eddy current losses can be neglected (R = 0). Under these
conditions, Eqs. 5.217–5.219 can be combined and reduced to Eq. 5.216 which was
derived previously for the idealized active magnetic bearing.

5.5.4 Source Interaction in Rotor Dynamics

A mechatronic system needs a holistic design approach [24]. Rotors used in mecha-
tronic systems need to be designed along with the driving motor. This constraint is
more important in systems with low power supply, which is usual as we move toward
miniaturization of products.2

In an ideal vibrating system, excitation (energy source) is not influenced by the
response of the system. On the contrary, when the excitation is influenced by the
response of the system, the excitation is said to be a nonideal source and overall
system is a nonideal vibrating system. All dynamic systems are inherently nonideal
[5]. However, we rarely study nonideal system dynamics and usually, we idealize
the system models. This approach is fine as long as the drives or actuators in the
system have access to sufficient input power. However, if power supply is limited

2 A part of this section is taken from these authors’ previous work published in [121, 126].
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Fig. 5.154 A heavy rotor
mounted on a flexible shaft
which is supported on two
ideal bearings and is driven by
a nonideal (DC) motor Motor
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then neglecting the source–system interaction (i.e., not performing a holistic design)
can lead to major design problems. Modern micromechanical systems usually contain
small power sources and thus it is important to consider them as nonideal systems. In
emerging application areas such as medical robotics and flexible space manipulators,
rotating tools supported on flexible shafts are used as end effectors to perform a
variety of tasks such as grinding, drilling, blowing, gyro stabilizing, etc. If improperly
designed, these devices may produce undesirable performance. We will show one
such application here.

In terms of mathematical modeling of a nonideal system as compared to the
corresponding ideal system, an additional equation is required to describe how the
energy source interacts with the rest of the dynamic system [122]. More precisely, to
describe a nonideal dynamic system model one needs to have an additional degree of
freedom compared to its ideal counterpart. Arnold Sommerfeld [131] discovered a
phenomenon, better known as the Sommerfeld effect [11, 99], which is characterized
by the jumps in the system response at critical values of power input to the source. He
conducted an experiment consisting of an unbalanced rotor driven by a DC motor
which was connected with a nonideal energy source and supported on an elastic
foundation. Sommerfeld’s observation was that the structural response of the system
to which a nonideal electrical motor is connected may act like energy sink under
certain conditions so that a part of the energy supplied by the source is spent to
vibrate the structure rather than increasing the drive speed [37]. The same problem is
also encountered in unbalanced rotor systems with flexible shaft and it requires great
deal of control action to increase the spin speed of the rotor beyond its transverse
vibration natural frequencies [35, 126]. Sommerfeld effect is also encountered near
stability thresholds [120, 122]. Note that any drive with limited power supply or
without feedback compensation is nonideal. Even a three-phase induction motor is
a nonideal drive [92].

As an example, we consider a simple rotor model shown in Fig. 5.154 and assume
that the flexible shaft is massless and it is supported on two identical rigid bearings.
Furthermore, following assumptions are taken: a rigid rotor disk is fixed at the middle
of the shaft, the rotor-shaft system is driven by a DC motor, the shaft has a uniform
circular cross-section, the disk is mounted with its plane perpendicular to the shaft
axis, the center of mass of the rotor disk has an eccentricity, and the torsional vibration
of the rotor shaft are neglected. The stiffness of the shaft, the internal (material
damping) and the aerial (external damping) are referred to the disk center which
yields a regular Jeffcott/Laval rotor model.
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Let us consider the original and deflected positions of the rotor disk as shown in
Fig. 5.155 where e is the eccentricity of the mass center.

The coordinates of the mass center (xm , ym) of the disk can be obtained from the
coordinates of the geometric center (x , y) of the disk as follows:

xm = x + ecos (θ+φ) , ym = y + esin (θ + φ) , (5.220)

where θ is the angle of rotation of the rotor disk, e is the constant eccentricity, and φ
is a constant phase corresponding to the initial position of the mass center of the disk.
The velocity and acceleration relations are obtained by successive differentiation of
Eq. 5.220 with respect to time as follows:

ẋm = ẋ − eθ̇sin (θ+φ) , ẏm = ẏ + eθ̇cos (θ+φ) , (5.221)

ẍm = ẍ − eθ̈sin (θ+φ)− eθ̇2cos (θ+φ) , (5.222)

ÿm = ÿ + eθ̈cos (θ+φ)− eθ̇2sin (θ+φ) . (5.223)

Multiplying both sides of Eqs. 5.222 and 5.223 by mass of the element, the inertial
forces referred to the geometric center can be written as

mẍ = mẍm + meθ̈sin (θ + φ)+ meθ̇2cos (θ + φ) , (5.224)

mÿ = mÿm − meθ̈cos (θ + φ)+ meθ̇2sin (θ + φ) . (5.225)

Let us now consider the material or internal stiffness and damping in a shaft
segment. In Fig. 5.156, xr , yr and zr represent a body-fixed coordinate system, and
x, y and z represent an inertial coordinate system with same origin. Note that for
symmetric stiffness, frame rotation has no influence. If Ri is the coefficient of internal
damping then the force due to it may be calculated by coordinate transformation from
rotating to fixed frame as follows [9, 127]:
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Fig. 5.156 Material or inter-
nal damping in rotating frame
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ẋ
ẏ
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(5.226)

The first part of the force generated due to internal damping is dissipative (i.e., it
adds to external damping, Re); whereas the second part is a nonpotential positional
force field called circulatory force [50]. Such circulatory forces (and its equivalent
form called a follower force) appear in variety of other dynamic problems [28, 70,
124]. Note that the last term in Eq. 5.226 gives circulatory forces which is a position
dependent restoring force [134], but the stiffness matrix is asymmetric. The stiffness
matrix in linearized model of journal bearing given in Eq. 5.185 is anti-symmetric,
which means it has a symmetric and an asymmetric part. Thus, journal bearings also
give rise to circulatory forces and these circulatory forces are indeed responsible for
hydrodynamic instability in journal bearings. More details on this can be found in
[9, 123].

Because the rotor disk is at middle of the shaft and the shaft is symmetrically
mounted on rigid or ideal bearings, it can be assumed that the disk does not rotate
about its diameters under action of unbalance induced centrifugal forces. Thus, we
can neglect the rotary inertia of the disk about its diametral axis and the associ-
ated degrees of freedom. The equations of motion can finally be written in inertial
coordinates as follows:

mẍ + (Re + Ri ) ẋ + Ri θ̇ y + K x = meθ̈sin (θ+φ)+ meθ̇2 cos (θ+φ) , (5.227)

mÿ + (Re + Ri ) ẏ − Ri θ̇x + K y = meθ̈cos (θ+φ)− meθ̇2 sin (θ+φ) , (5.228)

Ir θ̈ + Rr θ̇ = τm − τl (5.229)

where m is the mass of the disk, Ir is the rotary inertia of the shaft–disk system about
the spinning axis, Re is the external damping, and Ri is the internal damping referred
to the geometric center of the disk, Rr is the damping to the spinning shaft (due to
bearings and medium), K is the shaft stiffness referred to disk geometric center, τm is
the torque developed by the DC motor, and τl is the torque due to source loading by
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Fig. 5.157 Bond graph model
of the shaft–disk system
coupled with DC motor

the nonconservative (circulatory) forces. The last equation models the rotor-motor
interaction and is present due to the nonideal source assumption. Note that these
equations of motion are same as that for a rigid unbalanced rotor mounted on a soft
foundation or bearing. The circulatory force (internal damping induced force) in this
case can be generated due to the antisymmetric bearing stiffness matrix [9, 123].

The source loading torque can be determined from the bond graph model of system
as has been presented later. It is given as

τL = Ri (x ẏ − yẋ)+ ((Re + Ri ) ẋ + K x) esin (θ + φ)

− ((Re + Ri ) ẏ + K y) ecos (θ + φ) . (5.230)

The causalled bond graph model of the rotor-motor system shown in Fig. 5.157
is synthesized from the velocity relations given in Eq. 5.221 and the internal damp-
ing induced forces given in Eq. 5.226. The subscripts labeling 1-junctions describe
various velocity points.
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In the bond graph model, Rr is the external torsional damping offered to the
spinning shaft (due to bearings and the medium), Ir is the rotary inertia of the shaft–
disk system about the spinning axis, Vs is the voltage supply to the DC motor, μm

is the motor characteristic constant, and Rm is the armature resistance of the motor.
The two modulated gyrators model the circulatory forces as per Eq. 5.226 and the
two modulated transformers model the eccentricity effect as per Eq. 5.221. The rest
of the bond graph model is self-explanatory.

The state variables associated with the integrally causalled storage elements I and
C are p and Q, respectively, with the subscripts indicating the bond numbers in the
model given in Fig. 5.157. The state equation for the rate of angular momentum (i.e.,
torque) of the shaft derived from the bond graph is

ṗ12 =
(

Vsμm

Rm
− μ2

m p12

Ir Rm

)
− Rr

p12

Ir
− (Re + Ri ) e2 p12

Ir

−
(

K Q5 + (Re + Ri )
p1

m

)
esin θ +

(
K Q16 + (Re + Ri )

p21

m

)
ecosθ

+ Ri y
( p1

m

)
− Ri x

( p21

m

)
(5.231)

The torque supplied by the motor is

e24 =
(

Vsμm

Rm
− μ2

m p12

Ir Rm

)
. (5.232)

The drive is loaded by contributions from various components [121]: the load

due to damping on the rotation is Rr
p12

Ir
, the couple moment due to shifting of

elastic and damping forces from geometric center of the shaft to the mass center of

the rotor is
(

K Q5 + (Re + Ri )
p1

m

)
e sinθ −

(
K Q16 + (Re + Ri )

p21

m

)
ecosθ , the

additional damping load due to rotation of the mass center of the rotor with respect

to the geometric center is (Re + Ri ) e2 p12

Ir
and the source loading due to circulatory

forces is Ri x
( p21

m

)
− Ri y

( p1

m

)
.

Therefore, the source loading torque, excluding that from rotational damping, is
given as

τL =
(

K Q5 + (Re + Ri )
p1

m

)
esinθ −

(
K Q16 + (Re + Ri )

p21

m

)
ecosθ (5.233)

+ (Re + Ri ) e2 p12

Ir
− Ri y

( p1

m

)
+ Ri x

( p21

m

)

which can be written in a form given earlier in Eq. 5.230 with the assumption that
the term e2 is negligible for small eccentricity. Otherwise, (Re + Ri ) e2 + Rr can be
considered as the effective rotational damping in Eq. 5.230.
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The overall unbalance response of the rotor system is superposition of free and
forced vibration responses. For free vibration response, it will be assumed that e = 0
in Eqs. 5.227, 5.228 and 5.230. Use of a complex variable q = x + iy converts
Eqs. 5.227 and 5.228 to a compact form

mq̈ + (Re + Ri ) q̇ + (
K − i Ri θ̇

)
q = 0. (5.234)

At steady state, the shaft speed is constant given as θ̇ = ωr . Let us assume a
nondecaying solution of the form q = q0eiωt existing at the exact stability threshold
(i.e., at the marginal stability condition), where q0 is the complex amplitude of the
free response and ω is the whirl frequency. Substitution of the assumed solution into
Eq. 5.234 and separation of the real and the imaginary parts gives

−mω2 + K = 0, (5.235)

(Re + Ri ) ω = Riωr . (5.236)

From Eqs. 5.235 and 5.236,

ω = ωn = ±√
K/m, (5.237)

ωr = ωn (1 + Re/Ri ) , (5.238)

where,ωn is the critical speed of the undamped shaft. The marginal stability at θ̇ = ωr

yields the stability threshold speed, ωth of shaft as follows:

ωth = ωn (1 + Re/Ri ) (5.239)

where the system is stable for θ̇ < ωth and unstable for θ̇ > ωth.
The Sommerfeld effect is primarily observed during passage through resonance

[35, 126]. It is readily seen from Eq. 5.239 that the stability threshold is higher than
the critical speed of the system for external damping parameter Re > 0. Thus, the
passage through resonance occurs in a stable operating regime. The steady-state
response of the system in a stable regime (ωr < ωth) is the pure forced vibration
response (the transients die out with time).

The steady-state unbalance response of a discrete rotor-disk system is a syn-
chronous circular motion about the stable equilibrium [138] which is given as
x = Bcos (ωr t + ψ1) and y = Bsin (ωr t + ψ1), where ψ1 is an arbitrary phase
and

B = meω2
r√(

K − mω2
r

)2 + R2
eω

2
r .

(5.240)

The mechanical power drawn from the motor during steady-state synchronous
whirl is expressed as
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Wm = τmωr = μm (Vs − μmωr ) ωr

Rm
, (5.241)

and the mechanical power dissipated during the steady-state synchronous whirl (at
any point on the circular orbit of radius B) is given by the sum of the product of
the effort and flow variables in bonds connected to R-elements in the bond graph
model as

Wd = (Re + Ri ) B2ω2
r + Rrω

2
r . (5.242)

Under steady whirl and spin, the supplied mechanical power has to be equal to
the dissipated power [126]. This leads to

μm (Vs − μmωr ) ωr

Rm
= (Re + Ri ) B2ω2

r + Rrω
2
r , (5.243)

which with use of Eq. 5.240 can be further simplified into a fifth-order polynomial
equation in ωr as follows:

m2((μ2
m + Rm Rr )+ Rme2(Re + Ri ))ω

5
r − m2μm Vsω

4
r

− (μ2
m + Rm Rr )(2mK − R2

e )ω
3
r + Vsμm(2mK − R2

e )ω
2
r

+ K 2(μ2
m + Rm Rr )ωr − K 2Vsμm = 0. (5.244)

All real positive roots of Eq. 5.244 which when substituted into Eq. 5.240 result
in real positive whirl orbit amplitudes are admissible solutions. Some of the pos-
sible roots of Eq. 5.244 correspond to stable solutions whereas others are unstable
(saddles). The stable solutions satisfy

d

dωr
(Wm − Wd)

∣∣∣∣
ωr =�r

< 0, (5.245)

where �r is an admissible solution obtained from Eq. 5.244. Use of Eqs. 5.241 and
5.242 in inequality 5.245 and subsequent substitution of B from Eq. 5.240 yields

d

dωr

((
Vsμm

Rm
− μ2

m

Rm
ωr

)
ωr − Rrω

2
r − (Re + Ri )m2e2ω6

r(
K − mω2

r

)2 + R2
eω

2
r

)∣∣∣∣∣
ωr =�r

< 0,

(5.246)

which must be satisfied by every solution lying on the stable branch [126].
All real positive roots of Eq. 5.244 are allowable solutions, which may be substi-

tuted into Eq. 5.240 to obtain the corresponding whirl orbit amplitudes. Equation 5.244
has odd number of real roots and at least one of the roots is real and nonzero. By
applying Descarte’s rule of signs, with 2mK > R2

e , the number of positive roots is
either 3 or 1. Multiple solutions of this kind lead to the highly complex nonlinear
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Fig. 5.158 Variations in steady-state a rotor spin rate and b flexural vibration or whirl amplitude
with supply voltage

phenomenon called the Sommerfeld effect, which is a kind of jump phenomena
[126].

Following representative values are considered for numerical studies: m = 2 kg,
K = 8 × 104 N/m, e = 10−3 m, Re =150 N.s/m, Ri =50 N.s/m, Rr = 2 ×
10−5 Nms/rad, μm = 0.1 Nm/A, Rm = 40Ω and Ir = 0.004 kg.m2. For the chosen
values of m and K , Eq. 5.237 gives ωn = 200 rad/s. The steady-state characteristic
is defined by the following nondimensional quantities: the nondimensional voltage
V ∗ = Vs/ (μmωn), the nondimensional rotor spin speed ω∗

r = ωr/ωn , the nondi-
mensional whirl amplitude β = Bω2

n/g, and the nondimensional branch stability
indicator (see L.H.S of the inequality 5.246.) λ = (

ω2
n/

(
mg2

))
d (Wm − Wd) /dωr ,

where g is the acceleration due to gravity. For the given data, the domain of stability
of free vibrations obtained from Eq. 5.239 [9] is ω∗

r < (1 + Re/Ri ) = 4.
The nondimensional rotor spin speed (positive real roots of Eq. 5.244) is plotted

against the nondimensional supply voltage in Fig. 5.158a where the branch between
points marked as ‘b’ and ‘c’ is unstable. In the coast-up operation (i.e., while voltage
is gradually increased to increase the rotor speed), the rotor spin speed is entrained
at values near the natural frequency ( ω∗

r = 1) for a considerable range of voltage
(points ‘a’ to ‘b’ in Fig. 5.158a). As the supply voltage is gradually increased further,
the rotor spin speed suddenly jumps to a much higher value (to point ‘d’). In the
coast-down (i.e., while voltage is gradually decreased to reduce the rotor speed)
operation, a similar jump from point ‘c’ to point ‘a’ is observed.

The amplitudes are calculated from Eq. 5.240 and are plotted against the supply
voltage in Fig. 5.158b. Points ‘a’ to‘d’ in Fig. 5.158a are mapped to corresponding
locations in Fig. 5.158b. As the rotor spin rate jumps from a lower value to a higher
value, the amplitude jumps from a higher value to a lower value. The opposite occurs
when the rotor speed jumps from a higher value to a lower value. From Fig. 5.158a,
we find that some speeds (between points ‘b’ and ‘c’) are never reached in steady
state, neither during coast-up nor during coast-down operation. This is the distinct
characteristics of the Sommerfeld effect.
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Fig. 5.159 Time evolution of
the rotor spin speed and whirl
amplitude during coast-up
operation
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Let us now have a look at the transient response of the system and investigate
the passage through resonance phenomenon. We introduce nondimensional variables
γ = ω2

n

√
x2 + y2/g and� = θ̇/ωn for plotting the results. In steady state, lim

t→∞γ =
β and lim

t→∞� = ω∗
r . All simulation results are obtained with common arbitrarily

selected initial values as x = 0.001m, y = 0, θ = 0, ẋ = ẏ = 0 and θ̇ = 0.
For simulation, the supply voltage was chosen as Vs = 150 V (i.e., V ∗ = 7.5).

For this supply voltage, the rotor has to spin through the resonance to a higher speed
slightly beyond point ‘d’ as shown in Fig. 5.158 and the predicted steady-state whirl
frequency and amplitude of synchronous whirl are ω∗

r = 3.757 and β = 4.363,
respectively. The stability boundary for this data (i.e., Re = 150 N s/m and Ri =
50 N s/m) is at ω∗

r = 4. Naturally, stable capture in the steady state is expected.
The corresponding simulation results plotted in Fig. 5.159 show convergence of the
transient response to the predicted steady-state values.

In initial phases shown in Fig. 5.159, higher whirl amplitude region corresponds
to the passage through resonance [35], i.e., the period during whichω∗

r ≈ 1. Because
the supply voltage is higher than the threshold required to pass through the resonance
(i.e., point ‘b’ in Fig. 5.158), the spin rate increases to a stable value and consequently
the whirl amplitude reduces.

Often the mass of the shaft cannot be neglected. Moreover, there can be more than
one rotor disks. In these cases, distributed parameter rotor-shaft models are required.
A finite element bond graph model of rotor-shaft system has been developed in
[98]. The models are derived from the beam model with additional parts to include
gyroscopic, rotating material damping, centrifugal, and other forces. Sommerfeld
effect is also observed in such systems. Readers may consult [32, 93, 125] for further
details.
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5.5.5 Shape-Memory Alloy Based Control of Passage
Through Resonance

The resonance conditions must be avoided in startup and rundown operations of
a rotating machine working beyond the critical speed [63]. The large transverse
vibration amplitudes during passage through resonance can damage the rotor shaft,
the bearings and other equipment like turbine blades, couplings, etc. When the drive
motor has sufficient power one can accelerate through the resonant frequencies during
coast-up operation. However, when the motor has limited power then there is a
possibility of getting caught in the resonant regime for a considerable time because
near the resonance the drive energy is spent to increase the transverse vibration
amplitudes rather than to increase the spin speed [110, 141]. As can be see from
Fig. 5.158, the amplitudes are much higher during passage through critical speeds in
spin-up (coast-up) operation as compared to that during coast-down operation.

One of the approaches to solve this problem is to modulate the resonant frequen-
cies themselves. In coast-up operation, if the rotor is brought to a speed somewhere
below the first critical speed and suddenly the first critical speed is lowered below
the current rotor speed then the rotor has passed through its modified critical speed
and its speed can be smoothly increased further to the desired operating speed. In
the rundown operation, as the rotor speed approaches the modified critical speed,
the critical speed can be switched to a value higher than the current rotor speed.
The easiest approach to change the critical speeds is to switch the stiffnesses of the
rotor shaft or the bearings or foundations. The shaft stiffness switching was investi-
gated in [151] and the foundation or suspension stiffness switching was studied in
[35, 55, 56]. However, switching the stiffness through conventional means such as
with a hydraulic suspension is complicated because of the slow response time, large
space requirement and difficulty in control, etc.

Use of memory materials for controlling the response at critical speed was pro-
posed in [96, 146]. In [96], use of SMA wires was proposed to change the stiffness
of a rotor support or the bearing stiffness during runup and rundown so that passage
through critical speeds can be avoided. Similar stiffness scheduling schemes to pass
through critical speeds have also been considered in [130] and demonstrated through
experiments in [155].

In the experimental implementation made in [76], the effective stiffness of the
support is controlled by varying the loading on a pair of elastomer O-rings which
support the rolling element bearings as shown in Fig. 5.160. The stiffness of the O-
rings is strongly influenced by the loading on the elastomer which is applied by a
set of multiloop SMA wires on two sides of the bearing which provide the clamping
force. The temperature of the SMA wires is controlled through Ohmic heating and
measurements from thermocouples are used to modulate the power supply to the
heating elements.

A laboratory test rig shown in Fig. 5.161 was designed at Swansea University
based on the above-discussed principle [76]. It was found from impact testing that
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Fig. 5.160 The schema of
the rotor-bearing test rig at
Swansea University

Elastomer O-ring

SMA wire

Ball bearing

Rotor shaft

Fig. 5.161 Photograph of
the rotor-bearing test rig at
Swansea University (Cour-
tesy: Dr. S. Jana [76])

there is significant shift in the natural frequency of the shaft and bearing assembly
upon activation of the SMA wires.

Some sample results showing passage through resonance during coast/run-up
operation with and without stiffness modulation are shown in Figs. 5.162 and 5.163.
These results are obtained from the bond graph model given in Fig. 5.157 which is
also a valid model for an eccentric rotor on rigid shaft mounted symmetrically on
flexible supports or bearings. The rotor system considered for these results is driven
by a DC motor (nonideal source) and the first critical speed of transverse vibrations
is about 200 rad/s when the SMA wires are hot. In cold state, the first critical speed
of transverse vibrations is 150 rad/s. The stiffness is switched through forced cooling
of the SMA wires as the rotor speed reaches about 160 rad/s.

Although results do not show it, the rotor speed may be held constant at 175 rad/s
for some time to allow the SMA wires to cool by switching off the power to the
heating elements so that the austenite phase is fully transformed to martensite phase.
The inset in Fig. 5.162 shows that for the system without stiffness switching, the rotor
speed gets stuck at the resonance conditions (at spinning speed of about 200 rad/s)
for considerable duration of time and the vibration amplitudes are large during that
period. The stiffness switching produces smooth passage through resonance.
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Fig. 5.162 Variation in rotor
speed during passage through
resonance with and without
pedestal stiffness modulation

Fig. 5.163 Variation in rotor
flexural vibration amplitude
during passage through res-
onance with and without
pedestal stiffness modulation

Figure 5.163 shows that the stiffness modulation significantly reduces the mag-
nitude and duration of high amplitude transverse vibrations. The inset in Fig. 5.163
shows the transverse vibration displacements during the passage through resonance
with and without stiffness modulation.

During runup operation, the bearing stiffness reduction just before the resonance
condition also lowers the rotor stability threshold speed (see Eq. 5.239). Thus, it is
required to switch the rotor stiffness back to the higher value (i.e., reheat the SMA
wires) as soon as the rotor speed has crossed the critical speed. Note that when
springs are connected in mechanical series, the overall stiffness is lower than the
lowest stiffness of all the springs. As a consequence, the elastomer layer reduces the
overall support stiffness and, consequently, the stability threshold. This is a price that
has to be paid for achieving smooth passage through resonance.
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Part II
Advanced Topics and Applications

‘‘Experiment without theory is blind; theory without experiment is lame.’’
–Immanuel Kant

This part discusses some of the intelligent mechatronic system applications. Most
innovations in the mechatronics field have been done by automobile and aerospace
industries. We have dedicated a chapter on vehicle mechatronic systems where we
discuss advanced applications like antilock and regenerative braking systems,
automatic transmission, and hybrid vehicles with fuel cells.

An intelligent mechatronic system can adjust itself with the changing
environment, e.g. when some of its components fail or the system parameters
change. This requires online fault detection, its isolation, parameter estimation,
and then taking re-medial measures according to the identified situation. Such
systems are safe and robust. The second chapter in this part deals with fault
detection, isolation and system reconfiguration.

Mechatronics is an integral part of robotics. Three chapters of this part are
devoted to modeling and control of robotic systems: two of them introduce the
basic concepts of robot kinematics, dynamics, and controller development, and the
third discusses space robot modeling and controller design.

An intelligent transportation system comprising a set of intelligent autonomous
vehicles is discussed in one of the chapters. Fault tolerant control laws for vehicle
operation in healthy and faulty situations are developed. Bond graph approach is
used for modeling, monitoring, and controlling the vehicle. Furthermore, modes of
operation of a train of vehicles forming a platoon are studied to obtain the
reconfiguration scenarios under different fault conditions.

One chapter of this part addresses model-based fault detection and isolation of
networked control systems. A telerobotics system is considered, whose behavior is
represented by a hybrid model, including the continuous, discrete, and stochastic
aspects of the system components.



The last chapter concerns a virtual reality application. A basic vehicle driving
simulator system is developed therein with the controlled Stewart platform,
vehicle model, human–machine interface for human-in-the-loop simulation, and
graphics display for visual feedback.
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Chapter 6
Vehicle Mechatronic Systems

Vehicle, aircraft, and spacecraft industries lead the innovations in mechatronics
research. Mechatronization of vehicles has been one of the major developments
of our time [25]. Mechatronized vehicles use increasing numbers of mechatronic
components (sensors, actuators, controllers) as replacement for mechanical, electri-
cal, hydraulic, and electronic units or act to integrate their functions in a more useful
and coordinated manner. Designing such mechatronic components and evaluating
their performance in real vehicle applications is a challenging task. These systems
need a high degree of reliability and hence the integration of electrical, mechan-
ical, control engineering, and software technologies must be thoroughly designed
and tested. This is the reason why hardware-in-the-loop systems (HIL systems) are
being used throughout the development process for complex vehicle mechatronic sys-
tems. Systematic and automated testing of all electronic control units (ECUs) both
as individual components and within the overall system can be performed through
the HIL system. Modern automobile systems are using intelligent sensors and actua-
tors. These intelligent units perform various additional tasks such as communication
and decision making. The reliability of these intelligent systems needs thorough
testing before commercialization. In hardware-in-the-loop simulation (HIL simula-
tion or HILS) the behavior of the vehicle is simulated by software and hardware
models. Real vehicle components (ECUs and other electronic/control units) are then
connected via their electrical interfaces, to a vehicle dynamics simulator (virtual
vehicle), which reproduces the behavior of the real-time environment. One such case
has been illustrated in the final chapter of this book.

HILS allows early testing of ECU control algorithms and circuits even before a
prototype vehicle has been produced or while the vehicle is being simultaneously
developed. This cuts the total development time. Moreover, HILS reduces the number
of expensive field trials, allows testing under simulated extreme or hazardous con-
ditions and simulation of faults (e.g., brake failure) and environmental effects (e.g.,
skidding on snow), and maintains repeatability/reproducibility of tests. Software-in-
the-loop simulation (SILS) is a precursor to HILS. It is a virtual prototyping step,
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i.e., it allows one to test the control logic by plugging in the control software code
to the vehicle model. At this time, it is important to note that the accuracy of the
SILS/HILS, and consequently the prototype development, is highly dependent on the
accuracy of the vehicle model along with the control architecture. SIMPACK Auto-
motive and Saber are two well-known software suites for HIL and SIL simulation.
This chapter is devoted to modeling and simulation of complex vehicle mechatronic
systems individually and integrated with the full vehicle dynamics model.

Some of the vehicle mechatronic systems are so simple that we often overlook
them, e.g., speed, fuel and other indicators, central locking system, automatic door
closure system, rear and side view mirror positioning systems, headlight position-
ing system, warning buzzer, heating/air-conditioning regulation system, electronic
massage system at lumbar support, power seat adjuster, power window regulator,
communication with traffic routing systems, etc. And then there are complex mecha-
tronic systems like multi-point fuel injection systems, air–fuel ratio control system,
microprocessor controlled catalytic converter system for emission control, power
assisted steerings, active and semi-active suspension systems, automatic transmis-
sion system, hybrid drive systems and power trains, anti-lock and regenerative brakes,
cruise control or automatic navigation system, self-diagnostic (early troubleshooting
and warning) system, voice command system, driver alarm at low coefficient of fric-
tion and risk of aquaplaning, counter-steering by active bearing kinematics in case
the friction coefficient is different on wheels on opposite sides, fault accommodation
(load, side wind, brake squeal, crossfall of road), etc.

Most of these vehicle mechatronic systems are simple electronic or electro-
mechanical systems which do not require much of control action. On the other
hand, critical vehicle mechatronic systems use microprocessors to carry out com-
plex processing. Bond graph modeling allows easy integration of vehicle model with
mechatronic systems [31, 45–47]. We will discuss a few of those complex systems
in this chapter.

6.1 Model of a Four Wheel Vehicle

A road vehicle constitutes a multibody system. The vehicle body, each wheel, each
axle, gear box, differential, etc. can be each considered as a 6 DOF rigid body. These
rigid bodies are constrained by means of various joints. In the present case, we reduce
the degrees of freedom of the system by neglecting trivial dynamics. We assume that
the engine, differential, etc. are rigidly mounted on the vehicle body. Wheels are
rigidly fixed to the axles which are attached to the body through suspension systems.

The schematic representation of the full vehicle model1 is shown in Fig. 6.1.

1 This section is partly adapted from these authors’ previous works published in [6, 8].
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Fig. 6.1 Four wheel vehicle
model

6.1.1 Word Bond Graph Representation

The word bond graph representation of the full vehicle model is shown in Fig. 6.2
where bonds represented by two parallel lines are multi-bonds. In the word bond
graph, the global system is decomposed into six subsystems. These are: vehicle
body, suspension, wheel, steering, antilock braking system, and differential. The flow
variables at the interface of different subsystems are marked in Fig. 6.2. The com-
plementary power variables or generalized effort variables (force for linear velocity
and torque for angular velocity) are not shown in Fig. 6.2 to maintain clarity of the
figure. The four wheels are connected to the vehicle body through suspensions. The
steering and ABS (a brake system) are coupled with the axle by scalar bonds.

Likewise, scalar bonds connect the differential to the rear wheels and the vehicle
body. The model architecture and its submodels are developed in line with those
presented in [19, 28, 57].

6.1.2 Tire Slip Forces and Moments

The tire forces and moments from the road surface act on the tire as shown in Fig. 6.3.
The tire characteristics play an important role in the dynamic behavior of vehicles.
The forces acting along x, y, and z axes are longitudinal force Fx, lateral force Fy and
normal force Fz, respectively. Similarly, the moments acting along x, y, and z axes
are overturning moment Mx, rolling resistance moment My and the self-aligning
moment Mz, respectively [62].

The longitudinal slip arises due to application of torque about the wheel spin-
axis. In actual case, as the vehicle speed cannot be measured, the longitudinal slip is
calculated by measuring the wheel speed and acceleration [56]. The longitudinal slip
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Fig. 6.2 Word bond graph of four wheel vehicle model

Fig. 6.3 Tire forces and
moments

ratio is defined as the normalized difference between the circumferential velocity
and the translational velocity of the driven wheel [40]. It is expressed as:

σx =

⎧⎪⎪⎨
⎪⎪⎩

θ̇wyrw − ẋw

θ̇wyrw

(
during traction, assuming θ̇wy〉0

)
ẋw − θ̇wyrw

ẋw
(during braking, assumingẋw〉0)

(6.1)

Lateral wheel slip is the ratio of lateral velocity to the forward velocity of wheel
[58]. It is given as:

σy = tan α = ẏw

ẋw
(6.2)

If the longitudinal slip ratio σx and lateral slip ratio σy are known then for small
slip ratios, the longitudinal force Fx and lateral force Fy can be, respectively, approx-
imated as Fx = σxCx and Fy = σyCy where, Cx and Cy are longitudinal tire stiffness
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(coefficient) and cornering coefficient, respectively. However, these linear relations
are invalid for large slip ratios.

The empirical magic formula based on experimental data is adopted for the devel-
opment of tire–road friction model. It gives more accurate results for larger slip
angles. It is also applicable to a wide range of operating conditions. Longitudinal
slip velocity develops longitudinal force Fx, whereas side slip velocity and cam-
ber angle γ generate side force Fy and self-aligning moment Mz. Pacejka’s magic
formula states that longitudinal force, side force, and the self-aligning moment are
functions of longitudinal slip and side slip, respectively. Though this formula does
not consider the velocity dependence of friction, it is used here for its simplicity. It
is given as:

yo = D sin
[
C tan−1

{
Bxi − E

(
Bxi − tan−1 (Bxi)

)}]
(6.3)

where output variable, yo : Fx, Fy or Mz and input variable, xi : σx or σy.
Ply-steer, rolling resistance, and conicity effects may cause slight variation in the

function in Eq. 6.3, but these variations may be neglected. The constant parameters
(B, C , D, E) can be determined by measuring the tire forces and moments by sophis-
ticated equipments. This formula is unsuitable when snow and ice start significantly
affecting the vehicle performance.

The tire friction models are generally nonlinear in nature. The coefficient of fric-
tion (Fig. 6.4) is

μ =
√

F2
x + F2

y

Fz

where longitudinal force Fx and side force Fy can be found out under particular
conditions of constant value of linear and angular velocity from the most widely
used static magic formula (Eq. 6.3) given by Pacejka [58] and Fz is the normal force.
However, one main disadvantage of this model is its inability to describe low slip
effects and large forward and side slip effects during wheel lockup.

Another friction model often used to model tire forces is given by Burckhardt as
follows [55]:

μ(σx, ẋc) =
[
C1

(
1 − e−C2σx

)
− C3σx

]
e−C4σx ẋc (6.4)

where constant parameters C1, C2, C3, and C4 are determined from experiments.
These parameters for asphalt dry road conditions are given in [55]. The normal load
at the tire is kept constant for using this model. This model considers the velocity
dependence of friction force. The main drawback of this model is the nonlinearity
of its parameters which are difficult to estimate.
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Fig. 6.4 Friction coefficient versus slip ratio curves for different road surfaces

6.1.3 Vehicle Body

The vehicle body is considered a 6 DOF rigid body. Wheel axles and wheels are
attached to the body. Wheel axles are attached to the body through suspension sys-
tems. The vehicle body motion is described by three linear displacements along
body-fixed x, y, and z axes and the rotational motion of the body can be defined
by the three Cardan angles. The Newton–Euler equations of the vehicle body with
attached body fixed axes aligned with the principal axes of inertia are as follows:

∑
Fx = mc ẍc + mc(żcθ̇cy − ẏcθ̇cz), (6.5)∑
Fy = mc ÿc + mc(ẋcθ̇cz − żcθ̇cx), (6.6)∑
Fz = mc z̈c + mc(ẏcθ̇cx − ẋcθ̇cy), (6.7)∑

Mx = Jcxθ̈cx + θ̇czθ̇cy(Jcz − Jcy), (6.8)∑
My = Jcyθ̈cy + θ̇cxθ̇cz(Jcx − Jcz), (6.9)∑
Mz = Jczθ̈cz + θ̇cyθ̇cx(Jcy − Jcx). (6.10)

The equations for three linear velocities of left-front suspension reference point
(point 1 in Fig. 6.1) in the moving system of axes are
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Fig. 6.5 Bond graph model of vehicle body

ẋ1 = ẋc + z1θ̇cy − y1θ̇cz, (6.11)

ẏ1 = ẏc + x1θ̇cz − z1θ̇cx,

ż1 = żc + y1θ̇cx − x1θ̇cy.

The equations for the three angular velocities of left front suspension reference
point are similarly expressed. Likewise, the equations for three linear velocities and
three angular velocities of other suspension reference points can be derived.

It is assumed that the aerodynamic effects, although considered in the model, are
not very significant and that the vehicle is symmetrical with respect to its longitudinal
axis. The bond graph in Fig. 6.5 models the vehicle body inertia and transformations
of the three linear and three angular velocities into velocities at relevant suspension
reference points. The vehicle body is modeled as a rigid body with six degrees of
freedom, i.e., pitch, roll, yaw, heave, surge, and sway motions. The rigid body motion
is described with respect to a coordinate system rotating and translating with it. This
local coordinate frame attached at the center of mass of the body is assumed to be
aligned with the inertial principal axes. The inertias are coupled by a pair of gyrator
rings (Euler junction structure), one for translational and the other for rotational
velocities, according to Eqs. 6.5–6.10.
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Three sets of forces and moments act on the body. First, the weight of the body and
the aerodynamic forces (modeled by Raero element) in the inertial frame act on the
vehicle body model in non-inertial frame through coordinate transformation (CTF)
[21]. Second, engine torque which is in a different body-fixed frame (wheel frame) is
transformed twice to act on the body (through the differential). Lastly, the suspension
forces and moments (constraint forces) acting in the inertial frame are transformed
to get forces in the body-fixed direction. Then these forces are multiplied with the
moment arms. The forces at all the four corners of the body are added together to get
the suspension force acting at the center of gravity of the body. For display purposes,
the angles of rotation in the inertial frame are obtained by integration of the angular
velocities in the body-fixed frame after CTF.

6.1.4 Suspension System

Depending on the desired behavior of the vehicle, various types and forms of suspen-
sions are used. Single wheel suspension system is the only option when an indepen-
dent suspension system is required. Suspensions which can damp the vertical motion
only slightly, due to the axle stiffness or axle fixed in a hinge point, are some typical
single wheel suspension system arrangements. In real vehicles, the wheels are not
connected to the car body only by an axle but through suspension systems which form
a link between the vehicle body and the wheels. Suspension systems contribute to a
car’s smooth running and safe acceleration or braking. There are several suspension
systems, e.g., McPherson, pseudo-McPherson, trailing arms, multi-arms, etc. [49]. A
suspension system can be approximated by simple linear spring-damper suspension
system which corresponds to energy storage and energy dissipation at each corner
of the vehicle body while allowing free rotation of the wheel about the axle (y-axis).

The suspension system is used for the attachment of car body and wheel in a vehi-
cle. The forces are calculated in the suspension for connecting two body components.
In the bond graph model [6] given in Fig. 6.6, the C- and R-elements, which are in
parallel, model the energy storage and dissipation due to relative motion between the
car body and the wheel. The values of the stiffness and damping in the z-direction are
the actual suspension stiffness and damping parameters, whereas much higher values
of stiffness and damping in the longitudinal and lateral directions are considered to
implement the constraints which limit the relative motions in x and y directions.

6.1.5 Wheels

The wheels are modeled by their mass, rotary inertia, radius, and tire stiffness. The
tire is the most important of the wheel components. So tire forces and moments play
an important role in vehicle dynamics. Tire forces are necessary to control the vehicle.
As the tires are the only means of contact between the road and the vehicle, they
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Fig. 6.6 Bond graph model of suspension system (Linear motion is on left and angular motion on
right)

are the key factors determining the vehicle handling performance. Tire models are
broadly classified as physical, analytical, and empirical models. The physical models
are constructed to predict tire elastic deformation and tire forces. In such models,
complex numerical methods are required to solve the equations of motion. Analytical
models are not useful at large slip and at combined slip. Empirical models based on
experimental correlations are generally more accurate. Here, both longitudinal and
cornering forces and self-aligning moment are modeled empirically as per Pacejka’s
magic formula [58].

The bond graph model of wheel is shown in Fig. 6.7. The wheel is modeled as
a rigid body with six degrees of freedom. Similar to vehicle body, the inertias are
coupled by a pair of gyrator rings, one for the translational and the other for the
rotational velocities.

The wheel vertical dynamics is decoupled from longitudinal and cornering dynam-
ics. The suspension force (Fz) and wheel radius (rw) are used to modulate longitudinal
and cornering dynamics. Kt and Rt represent the vertical stiffness and damping of
tire. The MR-element which is used for modeling road–tire interactions is modu-
lated by the normal reaction, i.e., the suspension force (Fz). Kinetic phenomenon
and weight of the wheel are considered for the unsprung mass vertical dynamics.
The tire–road interactions and braking action are considered for wheel longitudinal
and cornering dynamics. The cornering force and self-aligning moment are depen-
dent on vertical load and lateral slip angle, while the longitudinal force is dependent
on vertical load and longitudinal slip rate. The characteristic relations for the MR-
element are given according to Pacejka’s magic formulae (Eq. 6.3) or the composite
slip based formulation [68].

In Fig. 6.7, the numbers shown within the circles identify the ports for interfacing
this submodel to other submodels. Ports 1–6 are connected to the corresponding
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Fig. 6.7 Bond graph model of a wheel

velocities of the suspension reference point. The braking torque is applied on the
front wheel through port 7 and the engine torque is transmitted to the rear wheel
through the same port (port 7). Port 8 (shown as a dotted bond) is present only for
front wheels. This port is used to interface the front wheel model to the anti-roll bar
model, which constrains the relative roll between two front wheel axles.

6.1.6 Steering System

One basic feature of a good vehicle is its directional stability, which is the ability to
steer smoothly. The steering action is achieved by rotating the front wheels of the
vehicle around the vertical axis. Vehicles do not steer both the front wheels by an
equal amount. While negotiating a curve the inner tires of the car will follow a circle
with smaller radius than the outer tires. This distinction comes from the Ackermann
steering concept. If a and b are the distances of front and rear wheels from vehicle
c.g., c is half track width, θ is wheel angle, δ is steering angle and subscripts st, I
and r refer to steering, left and right wheels respectively, then the rates of change of
wheel steering angles in terms of steering input at the center are

θ̇1 =
[

(a + b) cos2 θl + c tan θl cos2 θl

(a + b) cos2 θst − c tan θst cos2 θst

]
θ̇st (6.12)
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(a) (b)

Fig. 6.8 Bond graph model of steering system with (a) torque input and (b) angular velocity input

θ̇r =
[

(a + b) cos2 θr − c tan θr cos2 θr

(a + b) cos2 θst + c tan θst cos2 θst

]
θ̇st (6.13)

We are directly modeling the input from the human operator. The moment applied
on the steering wheel about the z-axis is supplied as shown in Fig. 6.8a. The actual
rate of rotation of the steering wheel is measured by a yaw rate sensor. It is assumed
that the human vision system prescribes the desired rate of rotation. A feedback yaw
rate controller may be developed where the controller action can mimic the driver’s
response to the consequences of steering. The steering model output is used to rotate
the front wheels by applying torques on the front axle (and reactive torques on the
vehicle body). The rotary inertia Jst of the steering wheel is represented by I-element.
The remainder of the system comprises mechanical transmission to the front axle.
The rate of rotations of left and right wheels about the z-axis are represented at 1θ̇l
and 1θ̇r

junctions. These are interfaced to the front axle model through ports 9 and
10. The modulated transformer (MTF) moduli are determined from Ackermann’s
formulae given in Eqs. 6.12–6.13 (see ref. [8] for details).

In experimental investigations, steering wheel rotations (driver inputs) are mea-
sured. The model in Fig. 6.8a may be modified to the form shown in Fig. 6.8b to take
the rate of steering wheel rotation as the input. The transformer with modulus μstw
is used to scale steering wheel rotation to steering rotation.

6.1.7 Slider-Crank System

An internal combustion engine with crank shaft and connecting rod is shown in
Fig. 6.9. The thermodynamic process of the engine transforms heat into mechanical
power.

The inertia of the slider, crank, and piston are negligible with respect to that of
the rest of the system, i.e., flywheel, transmission shaft, gears, vehicle mass, and
tires. Thus, a simple kinematic model may be developed by neglecting the inertias
of the slider, crank, and piston. Note that it is possible to develop a full model of
the slider-crank system along the lines of the model developed for the seven-body
mechanism (Andrew’s mechanism).

For the simplified model, the relationship between angular velocity of crank shaft
and linear velocity of piston as well as the relationship between torque and force are
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Fig. 6.9 An internal combus-
tion engine with crank shaft
and connecting rod

obtained from the kinematic relations. The velocity of the piston is given as

ẋP = r sin θ1θ̇1 + l sin θ2θ̇2, (6.14)

where θ1 (angular position of the crank) and θ2 are the angles shown in the figure, r is
the crank radius, and l is the length of the connecting rod. From kinematic analysis,
it follows that

r sin θ1 = l sin θ2 and θ̇2 = (r/ l) cos θ1[
1 − (r/ l)2 sin2 θ1

]1/2 θ̇1. (6.15)

Substitution of θ2 and θ̇2 from Eq. 6.15 into Eq. 6.14 yields the angular velocity
of crank shaft θ̇1 in terms of velocity of piston as

θ̇1 = 1

r

[
(r/ l) sin 2θ1

2
[
1 − (r/ l)2 sin2 θ1

]1/2 + sin θ1

]−1

ẋP. (6.16)

This relation between two flow variables (ẋP and θ̇1) is represented by a MTF
element in bond graph model, with the angular position of the crank shaft as the
modulating variable. The transformer modulus is

μT = 1

r

[
(r/ l) sin 2θ1

2
[
1 − (r/ l)2 sin2 θ1

]1/2 + sin θ1

]−1

. (6.17)
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6.1.8 Engine

The engine model comprises different energy domains: thermal, hydraulic, mechan-
ical, and chemical. In the following, each energy domain is separately considered to
develop the engine model in a step-by-step manner.

6.1.8.1 Engine Thermodynamics

We will first derive the thermodynamic relations for a collapsible chamber. It is con-
venient to consider pseudo-power variables in thermodynamic formulations [20, 32,
39, 48]. In a pseudo-bond graph, the product of the effort and flow variables does
not yield a power variable. However, all rules for true bond graphs are applicable to
pseudo-bond graphs and the energetic consistency is maintained by including addi-
tional sources (this part is tricky and should be properly handled). On the other hand,
true bond graphs of thermodynamic systems are inherently energetically consistent
(and preferred) but may lead to very complex model structure and constitutive rela-
tions [70–73] (See the section on solid oxide fuel cell modeling at the end of this
chapter).

The control volume contains mass m in a variable volume V and with energy E .
At this time, we assume that ideal gas law is applicable. Note that this approximation
can represent the real case with the use of virial coefficients. The gas pressure,
temperature, and enthalpy are denoted by P , T , and H , respectively.

When heat δQ is introduced into a thermodynamic system containing unit mass,

d E or dU = δQ − pdV, (6.18)

where U is the internal energy. From definition of specific heat at constant volume,

Cv = ∂u

dT

∣∣∣∣
V

= δQ

dT

∣∣∣∣
V

where u is the specific internal energy. The temperature of

the gas can be written as (U and E are given the same status)

T = E

mCv
. (6.19)

From ideal gas law,
PV = m RT (6.20)

which can be written in the form

P = RE

V Cv
, (6.21)

where R is the characteristic gas constant.
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Fig. 6.10 Pseudo-bond graph
model of a collapsible gas
chamber with mass and heat
transfer ports

C

T

PP
.

E

m V.
.

We define ṁ, V̇ and Ė as the flow variables and P , P , and T as the corresponding
effort variables. Obviously, the product of complementary power variables (effort
times flow) is not power. Thus, we have pseudo-power variables with which we can
construct a pseudo-bond graph.

The pseudo-bond graph given in Fig. 6.10 is a three-port C-field in which the
power variables are labeled in the bonds. This C-field was introduced initially in
[34] and later used in [7, 26] to simulate an engine. In integral causality, this C-field
receives information of three flow variables ( ṁ, V̇ and Ė) and computes the effort
variables as follows:

T (t) =

t∫

0

Ė (τ ) dτ + E0

⎛
⎝

t∫

0

ṁ (τ ) dτ + m0

⎞
⎠Cv

, (6.22)

P (t) =
R

⎛
⎝

t∫

0

Ė (τ ) dτ + E0

⎞
⎠

⎛
⎝

t∫

0

V̇ (τ ) dτ + V0

⎞
⎠Cv

. (6.23)

The state variables are time integrals of flow variables m, V , and E ,for which
corresponding initial values at t = 0 are prescribed as m0, V0, and E0, respectively.
For a given position of the crank shaft, the volume of the chamber is known. For
example, if at t = 0 the piston is at top dead center with θ = 0, then the initial
condition may be prescribed as V0 = Vc, where Vc is the clearance volume. At
start-up, the pressure and temperature inside the chamber are the same as that of
the atmosphere, i.e., P = P0 and T = T0. Then, the other initial values for state
variables are obtained from back calculation as

m0 = P0V0

RT0
and E0 = m0CV T0. (6.24)

Note that it is possible to create a true bond graph model of the collapsible chamber.
Although the true bond graph model is slightly complicated, it gives the right physics
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Fig. 6.11 Bond graph model of the piston and crank shaft connected to the engine

of the system (the growth of entropy, irreversibility of the system, entropy of mixing,
and so on). The true bond graph model of the collapsible chamber is given at the end
of this chapter where it is used to model the cathode and anode channels of a solid
oxide fuel cell.

6.1.8.2 Mechanical Work

The mechanical work output from the engine is used to rotate the crank shaft which is
in turn connected through the transmission system to the end load (wheels in contact
with ground). The force balance equation for the piston is

P0 AP − P AP − RP ẋP − μTτc = 0, (6.25)

where AP is the cross-sectional area of the piston, P0 is the atmospheric pressure
acting on the free side of the piston, RP is the resistance between the piston and
the cylinder, μT is the transformer modulus defined in Eq. 6.17, and τc is the load
torque. The bond graph model of mechanical coupling with the engine is given in
Fig. 6.11. Note that the left side TF-element scales effort variable pressure P to
force FP = −P AP (positive force is in upward direction) and at the same time, it
scales flow variable ẋP to another flow variable V̇ = −AP ẋP (positive piston velocity
reduces gas volume).

The heat generated due to friction should be ideally added to the metallic body.
This calls for the use of RS-element (the name suggests resistance + source [69])
in place of R-element. The two-port RS-element shown in Fig. 6.11 receives two
information: flow variable ẋP and body temperature Tb. The resistance between the
piston and the cylinder depends upon many factors such as the body temperature, level
of lubrication, age of the piston rings and engine unbalance forces. If temperature
is too high, then the resistance increases and engine seizure may take place. The
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Fig. 6.12 Valve timing dia-
gram for a two-stroke engine

RS-element uses the two input information to compute two outputs: the resistance
force (RP ẋP) and the rate of heat generation (RP ẋ2

P) due to the resistance.

6.1.8.3 Mass and Heat Transfer

The mass transfer into the chamber takes place during the suction phase and mass
transfer out of the chamber takes place during the discharge phase. These phases
are governed by the cam position which in turn depends on the angular position
of the crank shaft. A typical valve timing diagram in shown in Fig. 6.12 in which
TDC and BDC refer to top and bottom dead centers, respectively. The timings may
change for different engines. In four stroke engines, intake, compression, combustion,
and exhaust strokes complete during two crankshaft rotations, i.e., two crankshaft
rotations are needed per working cycle of the engine. This is the commonly used
cycle in vehicles. The exhaust and intake durations are comparatively large in a four-
stroke cycle and thus the engine efficiency increases and the pollution level falls.
Consequently, the valve timing diagram is different for the four-stroke engine.

For the flows to take place, it is not just enough to have the valve open. The
pressure difference must be so that the flow takes place in the desired direction (into
or out of the chamber). Nozzle flow equation [26, 34] is used to model flow through
the valves.

The critical pressure ratio in Nozzle flow equation is given as

Pcr =
(

2

γ − 1

)γ /(γ−1)

, (6.26)

where γ is the ratio of specific heat at constant pressure and specific heat at constant
volume. This critical pressure determines the flow choking condition (or the so-called
von misses asymptote). The pressure ratio is considered as
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Pr =
{

Pd/Pu if Pd/Pu > Pcr,

Pcr if Pd/Pu < Pcr,
(6.27)

where Pu and Pd refer to pressures in the upstream and downstream sides, respec-
tively.

The mass flow rate of air fuel mixture through the suction valve is given as

ṁi = AviCdi P0√
T0

√
2γ

R (γ − 1)

[
P2/γ

r − P(γ−1)/γ
r

]
, (6.28)

where Pr = P/P0 or Pcr (as defined in Eq. 6.27), Avi is the full valve opening area
of the inlet valve and Cdi is the coefficient of discharge of the inlet valve (a function
of the cam position or crank shaft position θ ). The fuel mass flow rate is ṁf = αṁi
where α the fuel-air ratio, and ṁi = ṁf + ṁa where ṁa is the air mass flow rate.
The fuel air ratio α is controlled by the throttle valve position, i.e., the pressure on
the accelerator or gas pedal. It is necessary to separately keep track of the fuel intake
to model the combustion phenomenon.

The discharge mass flow rate is governed by a similar equation:

ṁo = AvoCdo P√
T

√
2γ

R (γ − 1)

[
P2/γ

r − P(γ−1)/γ
r

]
, (6.29)

where the chamber is the upstream side and atmosphere is the downstream side
(Pr = P0/P or Pcr), Avo is the full valve opening area of the exhaust valve and Cdo is
the coefficient of discharge of the exhaust valve which is again a function of the cam
position.

From definition of enthalpy,

H = U + PV, (6.30)

which gives
d H = dU + PdV + V dp. (6.31)

For unit mass of gas at constant pressure, d H = dU + PdV = δQ, from which
the specific heat at constant pressure is defined as

CP = ∂ H

dT

∣∣∣∣
P

= δQ

dT

∣∣∣∣
P

. (6.32)

The mass transfer also introduces energy convection into or out of the chamber.
The rate of heat convected into the chamber is given as

Q̇i = ṁiCPT0. (6.33)
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Note that the specific heat at constant pressure, CP, used in the above expression
changes depending upon the air–fuel ratio. Likewise, the rate of heat taken out with
exhaust is

Q̇o = ṁoCPT . (6.34)

Further noting that δQ = dU + PdV ,

dU = δQ − PdV or Ė = Q̇ − PV̇ . (6.35)

The total energy balance equation is then given as

Ė = Q̇c + Q̇i − Q̇o − PV̇ − λgb (T − Tb) , (6.36)

where Q̇c is the heat released due to combustion, λgb is the overall heat transfer
coefficient between the gas and body (cylinder + piston), and λgb (T − Tb) is the
heat transferred to the body.

The metallic body also exchanges heat with the environment. The heat balance
equation for the metallic body is given as

mbCpb Tb (t) = mbCpb T0 +
t∫

0

(
λgb (T (τ ) − Tb (τ )) − λba (Tb (τ ) − T0)

)
dτ,

(6.37)

or Tb (t) = T0 + 1

mbCpb

t∫

0

(
λgb (T (τ ) − Tb (τ )) − λba (Tb (τ ) − T0)

)
dτ,

where mb is the mass of the body, Cpb is the specific heat capacity of the body and
λba is the overall heat transfer coefficient between the body and the environment.

The bond graph model of the heat and mass transfer part of engine model is
shown in Fig. 6.13. The two modulated R-elements (MR-elements) model the inlet
and outlet flows (as per Eqs. 6.28 and 6.29) and the 0H junction models the material
balance. The heat balance, given in Eq. 6.36, is modeled at 0T junction. The model
of heat transfer to body and then to environment is marked in the figure wherein
0T b junction models the heat balance in the metallic body, the C-element represents
the heat capacity of the metallic body, and resistances Rgb and Rba model the heat
transfers between gas–body and body–atmosphere, respectively.

6.1.8.4 Combustion

Combustion of fuel takes place through ignition. In gasoline or Otto cycle engines,
the air–fuel mixture is ignited through a spark-plug. In diesel cycle or compres-
sion ignition engine, the gas pressure and temperature are tremendously high at the
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Fig. 6.13 Bond graph model of heat and mass transfer in the engine

top-dead center after the compression stroke and spontaneous ignition takes place.
Combustion causes sudden increase in pressure which drives the piston towards the
bottom dead center. This phase is known as the power stroke.

The combustion of fuel releases energy into the gas. The amount of energy released
depends upon many factors, e.g., type of the fuel (its calorific value), pressure and
temperature of the air fuel mixture, mixture quality, spatial uniformity in distribution,
engine speed, and so on. The heat of combustion is the energy released as heat when
a hydrocarbon is completely combusted with oxygen under standard conditions.
Usually, complete combustion never takes place. Some part of the hydrocarbon fuel
is fully combusted to form CO2, whereas some part is partially combusted to CO
and some fuel remains unburnt. Other parasitic reactions also happen during this
time. The combustion phenomenon occurs so fast that it is difficult to model it
with other dynamics. The time constant difference is so severe that one needs a
multi-scale simulation approach. However, an approximate model can be developed
by considering experimental values of combustion efficiency. We assume that an
efficiency map is available and decides the combustion efficiency η based on the state
of the system. Note that combustion efficiency is different from engine efficiency.

We assume that the air–fuel mixture is dry, but some amount of water forms as a
by-product of combustion process. Then, the lower heating value (LHV) of the fuel
is considered as the heat of combustion. For gasoline, it is typically 44.40 MJ/kg.
If qhc is the heat of combustion or the calorific value, the heat released during the
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combustion process is
Qc = ηmfqhc, (6.38)

where η is determined from the efficiency map [24] and mf = ∫
ṁf dt = ∫

αṁidt
is the mass of the fuel contained in the control volume. A detailed model of fuel
injection system can be consulted in [1].

Although the combustion process is extremely fast, we still need to introduce a
rate of combustion so that we can model it using a bond graph. The rate of combustion
is determined by chemical kinetics, i.e., the spontaneity of reactions. The difference
between the Gibb’s free energy of the reactants and the products decides the reaction
progression rate. There are many substeps involved in a chemical reaction and usually
a few of those substeps are the rate determining factors [75]. This issue will be
addressed at the end of this chapter. In any case, whatever way the combustion rate
is modeled, it makes little change to the overall dynamics of the vehicle. We assume
that the reaction rate is constant and it takes place during an extremely small time
interval �t (close to an impulse function) so that

Q̇c =
{ ηmfqhc

�t
for θt < θ < θt + �t θ̇ ,

0 otherwise,
(6.39)

where θt is the crank angular position when the piston has just passed the top dead
center.

The bond graph model of combustion phenomenon along with the heat and mass
transfer is given in Fig. 6.14. The part used to model combustion is given in a block
diagram form. The accelerator pedal pressure modifies the α parameter value (fuel–
air ratio) and the total fuel inlet during suction is obtained by integrating (

∫
block)

the fuel mass flow rate (ṁf ). This information is then used to model the heat input
rate due to combustion (MSF:Q̇c) as per Eq. 6.39. Note that the fuel efficiency map
is also used in determination of Q̇c. It is assumed that any unburnt fuel is discarded
completely with the exhaust. This is why, the state associated with the

∫
block is

initialized to zero at the start of the simulation and every time after the exhaust is
completed.

6.1.8.5 Integrated Model

The complete model of the single cylinder engine is given in Fig. 6.15. It is possible
to change the valve timings and convert this model into a four-stroke engine. The
engine output is torque applied onto the crank shaft.

The crank shaft is connected to the flywheel and the transmission shaft through
a clutch. The torque output from engine blocks can be applied on the crank shaft. A
V8 engine configuration has been developed later in this section.
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Fig. 6.15 Integrated bond graph model of the single cylinder internal combustion engine
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Fig. 6.16 A cut-out of a
single lay shaft transmission
gearbox

6.1.9 Gearbox

A typical transmission gearbox for the rear wheel drive vehicle is shown in Fig. 6.16.
The input shaft, output shaft, and lay shaft rotate with angular speeds ω1, ωo and ω2−3,
respectively. The housing block is mounted on the vehicle body with suspensions and
it can roll with angular velocity of ωb (although this small rotation can be neglected,
it is still included in the model). The roll stiffness and roll damping to the block are
Kb and Rb, respectively.

The bond graph model of gearbox is shown in Fig. 6.17. It is adopted from the
model developed in [28]. The engine torque from the crank shaft acts on the gear
inertia J1 and on the housing block as a reaction torque. The frictional resistances at
the input and output shafts are Ri and Ro, respectively. The total reaction torque acting
on the housing is summation of reaction torque due to two pairs of gears, reaction
torque of input and output torques, and reaction torque due to relative rotation of lay
shaft with respect to block housing. All the reaction torques are summed up at the
1ωb junction (which has multiple copies so as to maintain the clarity of the figure,
but can be merged to a single junction) where the rotary inertia of the housing block
is modeled.

The roll of the gear box housing and vehicle body roll are constrained by the gear
box housing suspension. The linear stiffness and damping of this suspension can
be expressed as an effective torsional stiffness and damping, which is modeled by
C: Kbe and R: Rbe elements at the 1-junction representing the relative roll velocity
between the vehicle body and the gear box housing.

The relative angular speed of gear1 (ω1) with respect to housing (ωb) is trans-
formed to obtain the angular speed of the lay shaft ω2-3 by using the transformer
with modulus −r2/r1. Similarly, the relative angular speed of the lay shaft with
respect to housing (ω2-3 − ωb) is transformed to obtain the angular speed of the
output shaft ωo by using the transformer with modulus −r3/r4. The backlash (see
Chap. 3) and gear-mesh stiffness and damping between two pair of gears are modeled

http://dx.doi.org/10.1007/978-1-4471-4628-5_3
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Fig. 6.17 Bond graph model of transmission gearbox

as torsional spring and damper in series connection (C: Ki-j and R: Ri-j, where i and
j enumerate the gears). Moreover, the element R: R2-3b models the reaction from lay
shaft bearings. The bearing generates torque due to torsional damping depending on
the relative angular velocity between the lay shaft and the gear box housing. More
detailed models of the bearings (rolling element bearings and journal bearings) are
given in the previous chapter.

6.1.10 Differential

The power transmission to the wheel axles is achieved through different mechanisms
such as fluid coupling (discussed later in this chapter), locked differential, planetary
gear set with bypass clutches (also detailed later in this chapter), and controlled clutch
modulations. The planetary gear set and differential are the most widely used.

The schematic representation of a planetary gear set or epicyclic differential is
shown in Fig. 6.18. The angular velocities are denoted by symbol ω, the radii by r
and the subscripts s, c, p, and r, respectively, indicate sun, carrier, planet, and ring
gears.

The angular velocity of the planet as seen from a fixed frame fixed to the ring gear
is the sum of the angular velocity of the carrier and the angular velocity of the planet
as seen from a frame fixed to the carrier. The relative angular velocity between the
carrier and the sun gear is related to the planet’s angular velocity as follows:

ωc − ωs

ωc + ωp
= −rp

rs
. (6.40)
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Likewise,
ωc + ωp

ωc − ωr
= rr

rp
. (6.41)

From these kinematic relations, the bond graph model of the planetary gear set is
constructed as shown on the left of Fig. 6.19. The planets are not separately powered
and their inertia and resistance to rotation may be neglected. Thus, the 0P junction
may be omitted from the model and the reduced model is shown on the right of
Fig. 6.19. This model may be arrived at in a straightforward manner by combining
Eqs. 6.40 and 6.41 so that the kinematic relation used to create the model becomes

ωc − ωs

ωc − ωr
= −rr

rs
or

ωs − ωc

ωc − ωr
= rr

rs
. (6.42)

The negative sign in the TF modulus may be explained as follows: assume that the
carrier is locked (ωc = 0). Then the planets will rotate opposite to the sun. The ring
gear has internal gear teeth which means it will also rotate in the opposite direction
to the sun gear’s rotation.
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The bond graph model shown in Fig. 6.19 can be drawn in various forms by using
transformer equivalences. For example, if TF-elements are introduced all around
the topmost 0-junction, the resulting equivalent model assumes the form shown in
Fig. 6.20.

The bevel gear differential or conventional differential is similar to the planetary
gear system. The sun and the ring gears are the two bevel gears and the carrier holds
the planets. A general schematic representation of the differential with unequal bevel
gears and its bond graph model are shown in Fig. 6.21. The bond graph model is
derived from the kinematic relation

ωc − ω1

ωc − ω2
= −r2

r1
or

ω1 − ωc

ωc − ω2
= r2

r1
. (6.43)

In most differentials, r1 = r2 which gives ω1 −ωc = ωc −ω2 or ω1 +ω2 = 2ωc.
Thus, the bond graph model of symmetric differential reduces to the form shown in
Fig. 6.22.
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This bond graph model explains a lot of physics of the differential. It is under-
stood from the model that half of the engine torque is transmitted to each wheel.
Furthermore, if any of the wheels are free to rotate (e.g., slips on an icy road) then
the reaction torque from that wheel becomes zero, i.e., the torque on the other wheel
also becomes zero. Consequently, the other wheel does not spin and the slipping
wheel spins at the same speed as that of the input shaft.

From the preceding discussion, we find that if one wheel of a vehicle does not
develop any frictional tire force then the other wheel which may be on a surface
with very good grip cannot develop any driving force. As a result, the vehicle cannot
move. To remedy this problem, some differentials have a clutching mechanism. If any
wheel slips beyond a threshold value, the corresponding bevel gear in the differential
is clutched to the carrier. Thus, the differential is controlled by the wheel slip. Such
type of differential is called a limited-slip differential.

6.1.11 Transmission Line

The bond graph model of a complete vehicle with V8 engine is shown in Fig. 6.23.
Engines E1 to E8 are connected to the crank shaft. The crank shaft drives the cam
which is assumed to consume little power and hence is modeled in the signal domain.

The state vectors associated with the eight engines are to be initialized appro-
priately. If the piston of the first engine is assumed to be at top dead center at the
start-up then the position for successive engines has to be changed accordingly so as
to correspond with 45◦ crank rotation. The initial volumes are calculated from piston
positions and then the initial gas mass and energy are calculated.

All vehicles require some kind of start-up device to rotate the engine. Usually,
there is a start-up electric motor (called self-motor) which draws power from the
electric battery. We have considered that the self-motor initially supplies a fixed
angular velocity (ωst) for a few cycles of engine rotation. The detailed model of self-
motor can be developed and appended to the model given in Fig. 6.23. A flywheel
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Fig. 6.23 Integrated model of a vehicle with engine and transmission line

is used on the crank shaft to maintain constant output speed. Without the flywheel,
the engine would fail to rotate when the self-motor is turned off. The flywheel is an
accumulator of energy which allows the engine to rotate through the bottom and top
dead centers without getting locked there. The flywheel rotary inertia is modeled in
Fig. 6.23 by I: Jfw element.

The engine is coupled to the gear box through a clutch. The gear box and the
differential are suspended from the vehicle body. The clutch may be of different
types and it may be absent in some designs (see the fluid-coupling and power-split
device in this chapter). In mechanical friction clutch, usually dry-friction and stick-
slip friction models [33] are used. The clutch torsional stiffness and damping are
modeled by C: Kc and R: Rc elements in the bond graph model. The values of
parameters Kc and Rc depend upon the pressure on the clutch pedal (unclutched,
partially clutched, or fully clutched state). In a detailed friction model, the clutch
force is modeled according to the normal pressure and the effective coefficient of
friction which is a function of the slip ratio (the ratio of output to input speed). Details
of such friction models are given earlier in this chapter during discussions on tire
forces.

In Fig. 6.23, C: Kt and R: Rt elements model the torsional stiffness and damping
offered by the long transmission shaft between the gear box (usually located at the
front of the vehicle) and the differential. The universal coupling and other minor
components have been neglected in this model.

6.1.12 Engine Dynamics Simulation

The engine is simulated at 30 % throttle position when the engine is disengaged from
the driveline. The fuel injected is high at the engine start-up and then it is regulated
as per the throttle position. The self-motor is operated for first three engine cycles at
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Table 6.1 Parameter values used in simulation of the V-8 engine model

Sub-system Parameter values

Engine Ap = 5 × 10−3 m2 Rp = 0 N s/m r = 0.08 m
l = 0.2 m Cdi = 0.01155 Cdo = 0.01
Avo = 0.008 m2 Avi = 0.008 m 2 Cpb = 459.8 J kg−1K−1

mb = 10 kg λb = 1 Wm−2/K λba = 0.04 Wm−2/K
Jfw = 10 kg m2 ωst = 5 rad/s

Clutch Kc = 106 N m/rad Rc = 0.1 N m s/rad
Gear box r1 = 0.05 m r2 = 0.1 m r3 = 0.05 m

r4 = 0.1 m J1 = 1 kg m2 J2−3 = 2 kg m2

J4 = 2 kg m2 Jb = 100 kg m2 Kb = 105 N m/rad
Rb = 103 N m s/rad R2−3b = 0.01 N m s/rad Ro = 0.01 N m s/rad
Ri = 1 N m s/rad K1−2 = 106 N m/rad R1−2 = 103 N m s/rad
K3−4 = 106 N m/rad R3−4 = 103 N m s/rad

Propeller shaft Kt = 106 N m/rad Rt = 103 N m s/rad
Atmosphere Patm = 105 N/m2 Tatm = 300 K
Gas properties Cv = 720 J kg−1K R = 287.05 J kg−1K γ = 1.41
Fuel ṁf = 0.01 kg/s qhc = 4.73 × 107 J kg−1

(a) (b)

Fig. 6.24 Simulated dynamics of engine start-up

high fuel load. The crank shaft is connected to a large flywheel and clutches separate
the engine from any other load. The engine parameters [7] are given in Table 6.1.

The time evolution of gas pressure in two engines is shown in Fig. 6.24a. The
variation in crank shaft speed and torque during the initial start-up stage is shown in
Fig. 6.24b. The time gap between the two pressure responses in the first cycle (d1)
is large. As the engine speed increases, this phase gap reduces. Gradually, a steady
engine speed is reached.

The spikes in the crank-shaft speed and torque seen in the initial phase are due to
the self-motor action. Once the crank-shaft has started rotating at a sufficient speed,
the kinetic energy stored in the flywheel or other components of the transmission
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(a) (b)

Fig. 6.25 a Engine steady-state results and b P-V diagram

line are sufficient to sustain the engine revolution. The self-motor is then switched
off.

The steady crank-shaft speed and torque are shown in Fig. 6.25a. Because only an
inertia load is there, at steady state the engine torque is nearly zero (except some little
torque required for overcoming damping forces). This is a no-load engine simulation.

The pressure–volume (P-V diagram) curve for one of the engines is shown in
Fig. 6.25b where the path between a to b is the expansion stroke, path b to c is the
suction and discharge phase, path c to d is the compression stroke, and path d to a
is combustion phase. The inset in Fig. 6.25b shows the details during suction and
exhaust phases taking place around 1bar cylinder pressure. The exhaust takes place
in the path between point B and point A in the inset. During the path between points
A and B in the inset, the pressure difference is not conducive to either exhaust or
suction. From point B to point C in the inset, suction takes place.

The steady-state P-V diagram for all engines is the same. Note that the steady-state
maximum pressure is only about 40 bars because the engine is running unloaded.
Moreover, the thermodynamic efficiency is less in this condition. The maximum
cylinder pressure increases to around 80–100 bars under full throttle (first gear) and
load.

If a 4-stroke engine is simulated then the PV-diagram becomes different. The
expansion stroke is from point a (TDC or top dead center) to point c (BDC or bottom
dead center). Then in the exhaust stroke, the piston moves from BDC to TDC with
little change in pressure (marginally above atmospheric). The suction stroke takes
the cylinder from TDC to BDC where the pressure also remains more or less constant
(a little above atmospheric) and it is then followed up by compression stroke (BDC
to TDC) and combustion. Thus the four-stroke engine’s PV-diagram has a smooth
path between points a to c followed by two approximately constant pressure lines
from BDC to TDC and back to BDC and finally the path from points c to a via
point d.
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6.1.13 Clutch

A clutch is used to connect the driving shaft to a driven shaft, so that the driven shaft
may be started or stopped at will, without stopping the driving shaft. Thus, a clutch
provides an interruptible connection between two rotating shafts. A clutch allows a
high inertia load to be started with a small power. The clutch allows disengagement
of the drive when brakes are applied on the driven shaft and thus continue the engine
to run at no load. Clutches are also used during gear change so that sudden transient
loads on the engine are avoided.

Clutches are of various kinds: friction clutch, dissipative viscous coupling, torque
converter, etc. The detailed modeling of torque converter will be discussed later in this
chapter. For the time being, a clutch can be modeled as a device which produces slip-
dependent torque. The basic bond graph model of a clutch is a modulate R-element
where the modulating signal indicates the pressure applied on the clutch. In a dry
friction clutch, the friction pad is made of cotton and asbestos fibers woven or molded
together and impregnated with resins or other binding agents. In many friction discs,
copper wires are woven or pressed into the facings to give them added strength.
Some friction discs use ceramic-metallic facings. Grooves are cut on the disk to assist
cooling and also to avoid vacuum creation at high speeds such that disengagement
is not hampered.

The schematic drawing of a friction clutch (a single plate dry clutch) is shown
in Fig. 6.26 where the clutch plate is interposed between the flywheel surface of the
engine and pressure plate. The engine flywheel, a friction disc called the clutch plate
and a pressure plate are the basic components of a clutch. When the pressure plate is
attached to the flywheel it rotates at the same speed as the crankshaft. When the driver
pushes down the clutch pedal the pressure plate moves away from the friction disk
and power transmitted through the clutch is interrupted. When the driver releases the
clutch pedal, power is transmitted through the clutch. Springs in the clutch push the
pressure plate against the friction disk. This pushing force determines the maximum
frictional force between the friction disk and the flywheel, and determines the slip
between the two. In separate arrangements, more number of mating surfaces are used
for transmitting the torque.

Two basic types of clutch are the coil-spring clutch and the diaphragm-spring
clutch. The coil spring clutch, which has a series of coil springs set in a circle, uses
coil springs as pressure springs. At high rotational speeds, centrifugal forces on the
coil springs and the lever of the release mechanism cause problems in the operation
of this kind of clutch. Diaphragm type springs are used to avoid such problems. In
diaphragm type design, the centre plate, on which the friction facings are mounted,
consists of a series of cushion springs. These cushion springs are radially crimped
(wavy) so that the crimping is progressively squeezed flat as the clamping force is
applied to the facings. This arrangement enables gradual transfer of the force. When
the clamping force is released, the plate springs back to its original crimped state.
The power is transmitted from the plate to the hub through coil springs interposed
between them. These springs are carried within rectangular holes or slots in the hub
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Fig. 6.26 Schema of a friction
clutch

Fig. 6.27 Elemental area on
friction plate

dr
dθRo

Ri

and plate. These heavy coil springs set in a circle around the hub smooth out the
torsional vibrations and reduce transient loading of the plate and the engine.

Two basic formulations are followed to model friction clutches. Uniform pressure
assumption is made for a new clutch whereas uniform wear is assumed for a worn
out clutch.

If the friction disk is an annulus with external radius Ro and the internal radius is
Ri (Fig. 6.27) then the uniform pressure distribution yields p0 = N/

(
π
(
R2

o − R2
i

))
where N is the force applied on the clutch. The maximum transmissible torque is
then given as

Tmax =
Ro∫

Ri

2π∫

0

μs p0r2dθdr = 2μs

3

(
R3

o − R3
i

R2
o − R2

i

)
N . (6.44)
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where μs is the coefficient of static friction. For dynamic modeling, a stick slip
formulation is used or Stribeck effect is separately included. A better way is to use
empirical models (like tire force calculation with Pacejka or Burckhardt formulations
given in Eqs. 6.3 and 6.4, respectively). Thus, the clutch model is given by slip ratio
instead of absolute value of the slip. As a consequence, the bond graph model is a
two-port modulated R-field where the modulating signal is the applied force. The
slip at any point at distance r away from the center of the annulus and angle θ from a
reference radial line is given as σ = (ωir − ωor) /ωir = (ωi − ωo) /ωi, where ωi is
the input shaft speed and ωo is the output shaft speed. Thus, the slip ratio is constant
at all points on the surface, which means the instantaneous coefficient of friction at
a given slip ratio is also constant. Thus, the instantaneous torque transmitted is in
given as

T (σ ) = 2μ (σ)

3

(
R3

o − R3
i

R2
o − R2

i

)
N . (6.45)

In uniform wear assumption, the wear rate is given according some established
theories for the wear in a mechanical system. It is assumed that the wear rate Rw is
proportional to the pV factor where p refers the contact pressure and V the sliding
velocity. Then

Rw = kpV (6.46)

where k is a constant of proportionality. If the relative angular velocity between the
drive and driven shaft ω = ωi − ωo then the relative linear velocity at any point on
the face of the clutch at distance r from the centre of the annulus is V = ω/r . Thus,
combining these equations and assuming a constant angular velocity ω

Rw = kpωr ⇒ pr = Rw/ (kω) = K (6.47)

where K is another constant. The largest pressure Pmax occurs at the smallest radius
Ri and thus K = pmax Ri . The pressure at any point at a distance r from the centre
of the annulus is, thus,

p = pmax
Ri

r
. (6.48)

The axial force N is obtained as

N =
Ro∫

Ri

2π∫

0

pmax
Ri

r
rdθdr = 2πpmax Ri (Ro − Ri ) (6.49)

⇒ pmax = N

2π Ri (Ro − Ri )
.

The maximum transmissible torque is calculated as



6.1 Model of a Four Wheel Vehicle 469

Solenoid

P S P

CV

X X

C

Clutch

Return
spring

Plunger Cavity Spool

Fig. 6.28 Cut-out of an amplifier valve

Tmax =
Ro∫

Ri

2π∫

0

μs pmax
Ri

r
r2dθdr = μsπpmax Ri

(
R2

o − R2
i

)
(6.50)

⇒ Tmax = μs N

(
Ri + Ro

2

)
= μs N Rav

where Rav is the average radius of the friction pad annulus.
Because the slip ratio is constant, the formulation based on slip ratio yields instan-

taneous torque transmission as

T (σ ) = μs (σ ) N Rav. (6.51)

6.1.13.1 Clutch Pressure Control

The pressure plate (See Fig. 6.26) is moved in appropriate direction to control the
normal reaction at the friction planes. This actuation is usually performed through
electro-hydraulic valve actuator, which is also called an amplifier valve. The schema
of an amplifier valve is shown in Fig. 6.28. In this figure, the clutch model has been
simplified to include only the essential dynamical parts [28].

The solenoid is controlled through pulse width modulated (PWM) current signal.
In some recent designs of amplifier valves used in direct electronic shift control,
which use more powerful solenoid to provide more flow throughput, the spool is not
required. Such designs are used in active suspensions and antilock brake systems
(ABS), which are described in details in later sections of this chapter.

The model of the solenoid has been already developed in Chap. 3. Suitable control
of the duty cycle of the PWM solenoid valve sets the plunger displacement which
causes variations in the solenoid cavity pressure. When the spool valve is moved to

http://dx.doi.org/10.1007/978-1-4471-4628-5_3
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extreme right position in Fig. 6.28, the resistance to flow between the line (port P or
pump) and the clutch (port C) becomes small and thus maximum pressure is applied
on the clutch. When the spool valve moves to extreme left position in Fig. 6.28,
the flow path between the line and the clutch is closed, but the flow path between
the line (port P) and the vent (V) is fully open. This causes minimum pressure on the
clutch and disengages the clutch. In intermediate positions, the leakage resistances
decide the amount of pressure applied on the clutch. The position of the spool valve
is controlled by the plunger.

The bond graph model of this electro-hydraulic actuator [28] is given in Fig. 6.29.
The plunger/solenoid displacement and line pressure are the inputs to this model.
The solenoid displacement is obtained from the model of the solenoid’s electro-
magnetic domain (See Chap. 3). The plunger position controls the passage resistances
(modulated R-elements) between the pump and the cavity and the cavity and the
sump. The cavity fluid compliance is modeled by element Cs . The pump (line) and
sump pressures are denoted by Pl and P0 , respectively. The transformers with moduli
A and 1/A, where A is the exposed cross-sectional area of the spool where the pressure
acts, transform the pressure to force on the spool. The spool inertia, compliance
and frictional resistance are modeled for the spool dynamics. The pressure of the
fluid in the spool chamber (between line, clutch and vent) is represented at junction
0c, where Cc models the fluid compliance. Two modulated R-elements control the
passage resistances between the spool chamber and the clutch cavity and between
the spool chamber and the vent. The modulating signal is the position of the spool.
The flow through the hydraulic line (pipe) between the spool chamber and the clutch
cavity is modeled by accounting for the fluid inertia and damping (skin-friction and
viscous losses). The fluid compliance in clutch cavity is modeled by Cc element and
Rl represents leakage resistance. The pressure in the clutch cavity applies force on the
clutch plate. In the bond graph model, Ap is the effective frontal area of the pressure
plate, and the I-, C-, and R-elements used to model the clutch plate represent the
clutch or piston inertia, effective structural compliance (including the return spring)
and the structural damping, respectively.

An actively controlled wet clutch allows easier control of torque transfer. It is a
key part of active limited slip differential which significantly improves the vehicle
dynamics and traction control. A detailed bond graph model of active limited slip
differential can be consulted in [30].

6.1.13.2 Automatic Clutch During Gear Shift Process

Manual clutching is required during gear shifting. An automatic transmission system
uses a torque converter whose details are given later in this chapter. A schematic of a
four-speed automatic transmission system is shown in Fig. 6.30a (torque converter is
excluded). It consists of reverse, low and high range clutches. A single shift actuator
called a dog actuator is used in this design [28]. This type of design is simple, easy
to maintain and does not require synchronizers. The turbine of the torque converter
effectively acts as the synchronizer. The dog actuator is positioned appropriately (on

http://dx.doi.org/10.1007/978-1-4471-4628-5_3
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Fig. 6.30 a Clutch actuator in automatic transmission and b torque and speed drop transients during
shifting process

the splined shaft) to either engage with the second or the third gear or with none of
them. The first and fourth gear operations are performed by engaging the respective
clutches. The output is then connected to the differential.
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In this type of design, the torque drop can be significant during a slow shift
process. That is why electronic (microcomputer controlled) shifting mechanisms are
used. These shifting mechanisms ensure quick gear shift with minimal torque-drop
(See Fig. 6.30b). Moreover, it can be tuned to adapt the shift execution and shift
scheduling according to different driving conditions. Faster shift is recommended to
improve fuel efficiency whereas slower shift gives better drivability.

The bond graph model of the shift system in an automatic transmission system
shown should include the inertias at the input and output of the transmission sys-
tem and should also include the hydraulic control systems required to engage the
clutches and the dog actuator. The effective inertia between the input and output of
the transmission system can be represented as a two-port I-field. In this case, there
is no inertia cross-coupling and hence the off-diagonal terms in the mass matrix are
zero (in effect, we have two independent single port I-elements). In the bond graph
model given in Fig. 6.31, the transformers model various gear ratios (indicated by
first subscripts u and d for up and down sides, respectively, and second subscripts h,
l and 2/3 for low, high and second/third gears, respectively). The gear mesh stiffness
and damping are modeled for second and third gears (dog actuator part) so that the
model remains in integral causality. Note that transformer moduli μu2/3 and μd2/3
have to be switched suitably depending upon the dog actuator position, e.g., to zero
when the dog actuator does not engage with either second or third gears. The modu-
lated R-elements model the clutches where the pressures applied on the clutches are
the modulating variables. The clutches thus allow different amounts of slip between
the up and down sides of the automatic transmission device depending upon the
pressure applied by the amplifier valves. The bond graph model given in Fig. 6.31
is applicable to both layshaft automatics and planetary automatic transmission (see
later sections for details) with clutches and bands [12].
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Fig. 6.32 Bond graph model of differential

6.1.14 Integrated Four Wheel Vehicle Model

The post-clutch section of a rear-wheel driven vehicle is modelled in Fig. 6.32 as a
source of effort. The input torque is applied at a 0-junction representing the differ-
ential, which implies same torque but different velocities in the two traction wheels.
The main gear box and differential gearbox (two MTFs) are not modeled here.

Note that the modular model developed here keeps the option open to include
detailed engine and transmission system models.

6.1.15 Simulation Results for Four Wheel Model

The normal loads or load transfer on the wheels vary due to pitch, yaw and roll
motions. At high speeds, aerodynamic forces can as well affect the load transfer.
Therefore, the load on each wheel, which is the deciding factor of maximum braking
and driving torques, is influenced by various factors; broadly the operational condi-
tions (speed, steering angle, . . .) and the environmental conditions (wind speed, road
condition, . . .). Initially, to get an idea about the handling dynamics of the vehicle,
vehicle centre of mass trajectory in inertial frame and variation of normal loads on the
wheels are studied. The parameter values used in the simulation of full vehicle model
are taken from [6]. The developed vehicle model is further validated by comparing
the results with experimental manoeuvre data available in literature [8].

6.1.15.1 Steering Response of the Vehicle

It is fundamental requirement that a vehicle should show under-steer characteristics
above a certain value of linear speed. This would help the driver in safe maneuvering
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(a) (b)

Fig. 6.33 a Speeds for left and right front wheels; and b Vehicle centre of mass trajectory in inertial
frame

of the vehicle at high speeds. On the contrary, if a vehicle starts over-steering then the
driver needs to quickly make clockwise and anticlockwise steering wheel rotations,
which is both uncomfortable and unstable. Here, the vehicle operating speed is chosen
as 50 km/h (13.88 m/s) and we desire the vehicle to under-steer at this speed.

For simulating the steering response, the vehicle is steered with a fixed steer-
ing angle of 0.1 rad after an initial straight run for 12 s by which time the vehicle
has reached a steady speed of 13.88 m/s. The variations in wheel speeds during
maneuvering are shown in Fig. 6.33a. The result shows under-steer characteristics
(Fig. 6.33b) with steady mean speed of 13.67 m/s and 0.446 m/s difference in speeds
between inner and outer wheels. At steady turning radius of r = 42.9 m, kine-
matic analysis with half track width c = 0.7 m gives difference in wheel speeds as
2c

√
ẋ2

v + ẏ2
v/r = 2 × 0.7 × 13.67/42.9 = 0.446 m/s which matches the simulated

results.

6.1.15.2 Slalom Manoeuvre

The test data of [19] are used validate the developed four wheel model. In [19],
slalom manoeuvre test was carried out on the vehicle at fixed vehicle speed of 50 km/h
(13.88 m/s) and the steering wheel angle and the yaw rate were measured. The steering
wheel angle was maintained between ±100◦ and the gear ratio between the steering
wheel and axle rotation was 25:1. With this small change in axle orientations, the
under-steered vehicle’s linear speed remains almost constant at 50 km/h.

The experimental steering angle values (δstw in Fig. 6.34) at fixed time intervals
were obtained from the graphs in [19] and were used as input ( θ̇ref = dδstw/dt) in
the developed four wheel bond graph model. The simulated yaw rates are compared
with the experimentally obtained yaw rates of [19] in Fig. 6.34. Moreover, the results
obtained in [19] from a reduced order vehicle model are also plotted in Fig. 6.34 for
comparison. It is found that the two models accurately predict the actual handling
behavior of the vehicle.
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Fig. 6.34 Comparison of
vehicle’s yaw rate during
slalom maneuver at vehicle
speed of 50 km/h with the
test and simulation results of
Drozdz and Pacejka

6.2 Suspension Systems

Vehicle suspension systems are designed to provide good riding comfort and manoeu-
vrability which means reduction of the force transmitted to the driver/vehicle while
maintaining good tire contact with the ground. Better riding comfort requires a
suspension system with a low natural frequency. On the other hand, to have good
handling, a suspension system should have high natural frequency. In order to have a
comfortable ride, the suspension system should have a low natural frequency which
would filter out the high frequency inputs on rough roads. But to have good handling,
the vehicle should have a suspension system with a high natural frequency, so as to
filter out the relatively low-frequency cornering motions. Weight or load transfer
under braking or acceleration, which causes pitching movements, known as dive or
squat depending on their direction, is another point to consider during a suspension
design. The load transfer between the inner and outer wheels while negotiating a curve
also influences suspension performance. These contrasting requirements have been
addressed from many angles to develop various advanced passive, active and semi-
active suspension systems. Various solutions to the conflicting requirements have
been proposed. The development of vehicles with a lower centre of gravity, springs
with rising stiffness, added springs to increase stiffness in roll without increasing it
too much in bump, all have led to much improved ride and handling of vehicles. But
as the demand for improved fuel economy, greater payload, better on- and off-road
ability, higher speed and for greater comfort, continue to increase in a competitive
automobile market, the designer needs to continually optimize the suspension perfor-
mance and find a solution to the ride/handling constraint according to the prevailing
market demand.

Vehicle suspensions are designed not only to reduce the shock fed back to the rider
and machine, but also to keep the wheels in better contact with the ground. A pneu-
matic tire acts like an air spring and little damping is offered due to the deformation
of the rubber. Therefore, entire effective damping to road inputs is provided by the
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Fig. 6.35 Elements of passive
suspension system

Unsprung mass
(wheel+axle)

ms

ks cs

mu

V(t)
kt

Sprung mass
(1/4 body mass)

Suspension

x

y Tire

Road input

suspension system between the axle and the vehicle body. Consider a vehicle suspen-
sion without dampers. When the wheel goes over a bump, the suspension spring is
compressed and then it causes the vehicle body to go up. The vehicle body continues
to go up and pulls the wheels up with it, even when the wheel has crossed over the
bump. Then the vehicle body falls under it own weight from the peak height and
the up-down motion continues. Thus, tire-road contact is lost in some periods which
means loss of traction and steerability. The suspension damper is used to absorb the
potential energy stored in the suspension spring when the vehicle encounters a bump
so as to avoid excessive vertical motion of the vehicle body and also loss of tire
contact with the ground. However, dampers and springs must be correctly matched
to each other. If the damping is too little then the wheel continues bouncing for long
durations. On the other hand, too much damping reduces the ride comfort because
the damper acts as a rigid strut when excitation frequencies are large and transmits
the entire road disturbance to the vehicle body.

Suspension systems may be broadly divided into two categories: passive systems
composed of springs and dampers where the stiffness and damping may be controlled
with little use of external power and active systems where suspension forces are
completely generated by actuators requiring large amounts of power from an external
source. Some suspension systems are mixed in the sense that large amount of power
from the external source may be needed for shorter time durations and very little
power is required to operate the suspension at other times.

Passive suspension is composed of springs, shock absorbers and linkages that
connects the wheels (or axles) to the vehicle. There are various types of passive
suspensions constructions. The spring may be a coil spring, leaf spring, torsion
beam, air/liquid spring, etc. The shock absorber gives damping to the system and
usually, the energy is dissipated by forcing hydraulic fluid through orifices. The
suspension configuration may be dependent type or independent type. In independent
suspensions, motion of the wheels on opposite sides are not coupled. Examples
of dependent suspension type are Watt’s linkage and Panhard rod. Examples of
independent suspension type are MacPherson strut, double wishbone suspension,
multi-link suspension, swinging arm suspension, etc. The general schematic model
of a suspension system is shown in Fig. 6.35, which is often called a quarter car
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Fig. 6.36 Liquid spring
schematic diagram

model. In this model, the sprung mass refers to one fourth of the vehicle body mass
(including passengers and other loads) and unsprung mass refers to the mass of the
wheel and the axle. The pneumatic tire usually has a much larger stiffness and low
damping coefficient. Therefore, only tire stiffness is considered in the quarter car
model.

Designers have been continuously striving to optimize the suspension perfor-
mance for better handling and rider comfort, and higher payload. There is a con-
siderable body of literature related to the design of vehicle suspension systems in
both passive and active modes. Passive systems can be non-adjustable and non-
controllable, or adjustable and non-controllable. Active systems provide a range of
adjustment and controllability that provide a quality ride over a wide range of road
conditions. These systems can be mechanical, hydro-mechanical, hydro/pneumatic-
mechanical, and pure hydraulic in various configurations. Active suspension tech-
nology allows to change the suspension’s natural frequency and damping in real
time depending upon user preferences and thereby it provides a solution to the
ride/handling constraint. Active components consume very little power, which is
spent in driving control mechanisms for stiffness and damping selection. Usually,
auxiliary stiffness and damping chambers are provided in air and liquid springs and
the stiffness / damping selection mechanism consists of a set of controlled valves.

6.2.1 Passive Liquid-Spring Shock Absorber

Liquid shock absorbers are compact, light weight suspension struts which reduce the
suspension play and they are generally used in very heavy load applications, such
as heavy military vehicles, landing gear suspension in aircrafts and space shuttles.
The schematic diagram 2 of a liquid spring is shown in Fig. 6.36. The liquid flow
through orifices produces damping, whereas; the cushioning effect comes from the
fluid’s compressibility.

2 A part of this section is taken from these authors’ previous work published in [65].
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Silicone based fluids, which have smaller bulk modulus, are non-corrosive, and
are considered stable, are considered suitable for liquid springs.

6.2.1.1 Mathematical Model

It is usually sufficient to assume that the thermodynamics plays a very minor role
in liquid spring dynamics. Therefore, one may assume isothermal operation. The
internal damping in compressible liquids is dependent on the strain-rate. This leads
to the direction dependent instantaneous anisotropic pressure. The resultant force
on the piston is a superimposition of force due to isotropic fluid pressure (P) and
rate dependent pressure (Pd ). The isotropic pressure leads to elastic force and the
anisotropic pressure leads to damping force on a surface.

Change in isotropic pressure developed due to change of volume is given by

�P = −β

(
�V

V0

)
= −β

(
m
ρ0

− V
)

(
m
ρ0

) = −β

(
1 − ρ0V

m

)
= −β

(
1 − ρ0

ρ

)
,

(6.52)
where �V is the reduction in volume with respect to free space volume V0, ρ is the
instantaneous fluid density, ρ0 is the free space fluid density, m is the mass contained
within the control volume, and β is the fluid’s Bulk modulus. Taking free space
pressure as reference, the gage isotropic pressure (compression is taken as positive
pressure) P = −�P .

From classical fluid mechanics, we know that

(2μ + 3B) ∇.q = σxx + σyy + σzz + 3P, (6.53)

∇.q = ε̇xx + ε̇yy + ε̇zz, and B = −2

3
(μ − μ1),

where q is the velocity vector of stream lines, μ is the coefficient of viscosity, μ1
is referred to as the second viscosity coefficient or elongational viscosity, B is a
dependent parameter, σxx , σyy, σzz are the normal stresses in Cartesian coordinate,
εxx , εyy, εzz are the linear strains in Cartesian coordinate, and superposed ‘.’ denotes
time derivative, i.e. ε̇xx , ε̇yy, ε̇zz are rate of linear strains. For isotropic case, i.e.
incompressible fluids,

σxx + σyy + σzz = −3P. (6.54)

The anisotropic pressure or stress on an infinitesimal element is given by

σi j = μ

(
∂qi

∂x j
+ ∂q j

∂xi

)
+ μ1δi j∇.q, (6.55)
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where δ is the Kronecker delta. The component of the viscous force (Fi ) per unit
volume (total volume V ) in the direction of the rectangular coordinate xi in a small
cubical fluid element is given by

Fi

V
= ∂

∂x j

[
μ

(
∂qi

∂x j
+ ∂q j

∂xi

)
+ μ1δi j∇.q

]
. (6.56)

Note that ∇.q = ∂ ẋ/∂x = ∂ V̇ /∂V , where x is the position of the fluid element,
and ∂ V̇ /∂V is the local volumetric strain rate. For unidirectional flow without shear
(due to movement of piston) in direction x, Eq. 6.55 is written as

σxx = μ1
∂ ẋ

∂x
. (6.57)

A linear velocity gradient for the flow stagnation inside the chamber is assumed
with boundary conditions ẋ(0) = 0 and ẋ(x p) = ẋ p, where the position of the
piston with respect to the casing is x p and the velocity of the piston is ẋ p. Assuming
Newtonian fluid, Eq. 6.57 reduces to

Pd = −σxx = −μ1

(
ẋ p

x p

)
= −μ1

(
V̇p

Vp

)
, (6.58)

where Vp is the control volume. Similar integer and non-integer order non-linear
relations can be derived for Stoksian fluids. For the liquid-spring, Eq. 6.58 can be
represented in a bond graph model as a state dependent damper (R-element) with
damping coefficient equal to μ1/Vp, p = 1, 2. Note that μ1 = μB − 2

3μ,where μB
is the bulk viscosity, and μ1 is a non-linear function of density, ρp (ratio of the two
state variables, i.e. m p/Vp, p = 1, 2).

6.2.1.2 Spring Stiffness

When the pressure on both sides of the piston is same, the net resultant force (F) is
the difference between the forces acting on the top and bottom surfaces of the piston.
Thus,

F = P Ap − P
(

Ap − Ar
) = P Ar . (6.59)

For a single liquid spring (see Fig. 6.36), the equilibrium condition is defined
by P Ar = W , where P is the equilibrium pressure. Consider the unloaded liquid
spring, in which the charging pressure is Pc and the piston rests at one end. When the
load W is applied, and Pc < P , then the piston moves down (or the cylinder moves
up, depending upon whether the piston or the cylinder is fixed) so that the resultant
volume of fluid inside the cylinder reduces and thereby increases the pressure to P
from Pc. The amount of required displacement, y, is obtained from
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P = β

(
1 − ρ0

ρ

)
,

which gives what should be the value of ρ, i.e. what should be fluid volume V for a
constant charged mass m. Note that initial volume is Ap (H − t) and hence

m = Ap (H − t)
βρ0

(β + Pc)
(6.60)

The stiffness of the spring is given as

K = −∂ F

∂x
(6.61)

If x is the current displacement of the spring given in quasistatic fashion then the
net restoring force acting on the piston is

F = P Ar = −β Ar

(
V0 − V

V0

)
. (6.62)

For any additional displacement dx , the volume change is �V = Ar dx which
results in restoring force

F + d F = −β Ar

(
V0 − (V − Ar dx)

V0

)
= −β Ar

(
V0 − V

V0

)
− β Ar

(
Ar dx

V0

)
.

(6.63)
Thus,

K = −∂ F

∂x
= −β A2

r

V0
. (6.64)

Equation 6.64 indicates that the stiffness of the liquid spring can be changed on
the fly by varying the fluids bulk modulus or the volume being strained. This insight
will be used later to develop a semi-active suspension.

6.2.1.3 Bond Graph Model of Elementary Liquid Spring

The bond graph model of the isothermal liquid spring is given in Fig. 6.37a, in which
the relations for C-fields are governed by Eq. 6.52, isotropic and anisotropic pressures
are denoted with subscripts i and d, respectively. Each two-port C-field receives

two flow informations, f = [
ṁ V̇

]T
from which it calculates to effort variables

e = [
P P

]T = ΦC

(∫
ṁdt,

∫
V̇ dt

)
, where function ΦC (.) represents Eq. 6.52.
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(a) (b)

Fig. 6.37 a Isothermal liquid-shock absorber model and b its compact form

The R-elements on the left and right side of the model in Fig. 6.37a represent strain
rate dependent damping according to Eq. 6.58. The TF-elements model the resultant
force acting on the piston due to the pressure on both sides of the piston according
to Eq. 6.59.

The flow through the orifices is modelled by Rn element in the bond graph model.
The wall friction is modelled by Rp element, the input excitation is given by Sf:V (t)
element and the I-element models the mass of the piston.

Note that the flow through the orifice is assumed to be dependent on only the
difference of isotropic pressures in the two control volumes. However, the exact
volume being strained is less than that contained in the control volume. On the
expanding side, some volume is being filled by the liquid flowing through orifices
whereas on the compressing side, some liquid is being squeezed out through the
orifice. Therefore, considering the effective volumetric strain rate,

Pd = −μ1

(
ρpV̇p − ṁ p

ρpVp

)
= −μ1

(
ρpV̇p − (

ρpV̇p + ρ̇pVp
)

ρpVp

)
= μ1

(
ρ̇p

ρp

)
.

(6.65)
Note that for a control volume with no mass transfer (m p = ρpVp = constant),

ρ̇p

ρp
= − V̇p

Vp
,

i.e. Eqs. 6.58 and 6.65 give identical results. Furthermore, it is assumed that the shear
flow losses due to the coefficient of viscosity, μ, and wall friction losses in the orifice
are included in evaluating the orifice discharge coefficient, Cd , which is usually a
nonlinear function of the average coefficient of viscosity and the fluid density. Then
the isothermal liquid spring model considering the strain relaxation due to orifice
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flow is given in Fig. 6.37b, where the RC-field elements are used to represent the
combined pressure given by Eqs. 6.52 and 6.65. The constitutive relation for the
RC-fields is given by

Pi = β

(
1 − ρ0

ρ

)
+μ1

(
ρ̇p

ρp

)
= β

(
1 − Viρ0

mi

)
−μ1

(
V̇i

Vi

)
+μ1

(
ṁi

mi

)
, (6.66)

where mi and Vi are state variables and i = 1, 2 represents the two control volumes. In
Eq. 6.66, rate of states appearing in the right-hand side, which represent damping, lead
to an implicit form and consequently an appropriate integration scheme is required
for simulation.

The flow through the orifices, modelled by Rn element, is assumed to be governed
by Bernoulli damping relation. It leads to a flow characteristics

f = Cd

√|�P|sign(�P), (6.67)

where the coefficient of discharge Cd = n.Φo (d, L , ρ, T ), Φo is a non-linear func-
tion, d is orifice diameter, n is number of orifices, L is the length of each orifice, ρ is
average density of fluid (a constant here), and T is the fluid temperature. There are
various expressions for Φo available in literature for sharp orifices and small bore
orifices.

6.2.1.4 Model Initialization

The change in average density of fluid in shock absorber is only due to change in
intrusion of the piston rod. Therefore, coefficient of discharge in orifices remains
almost constant and the total discharge coefficient including number of orifices and
their dimensions can be used in the model.

The model states need to be initialized appropriately before simulation. From the
given piston rod area (Ar ), the steady state pressure may be calculated as P0 = W/Ar .
Then, one may assume an initial piston position (say, in middle of the suspension) and
prescribe the initial volumes in two chambers (states associated with C-fields). Using
Eq. 6.52, determine the initial volumetric strain at the given equilibrium pressure P0
and then determine charging or initial density, ρ, of the fluid as follows:

(
�V

V0

)
=

(
1 − ρ0

ρ

)
,

where ρ0 is the free space density of the fluid. Once the charging fluid density is
known, multiply with initial volumes to calculate the initial mass of fluid in each
chamber (other states of the C-fields).
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Fig. 6.38 Liquid spring
damping characteristic

6.2.1.5 Damping Characteristic

The bond graph model given in Fig. 6.37b is modified to study the damping char-
acteristics of the liquid-spring. First of all, the ground excitation is set to zero, i.e.,
V (t) = 0. Thereafter, the load inertia (I:W/g) is substituted by a source of flow.
The cyclic displacement is given as x = A sin(ωt). Taking derivative with time, we
get the expression for the source of flow as ẋ = Aω cos(ωt). This cyclic velocity is
given at the source of flow which substituted the load inertia.

The parameter values chosen for the liquid spring are as follows: piston diameter
is 10 cm, piston rod diameter is 5 cm, internal height of the spring (excluding piston
height) is 80 cm, orifice discharge coefficient is 10−2 kg.Pa−1/2, β =109 Pa, and the
fluid density is 970 kg/m3.

We consider ±10 cm displacement (A = 0.1 m) cyclic loading at various frequen-
cies to evaluate damping performance. The results for 2cst viscosity silicone fluid are
given in Fig. 6.38. The stiffness characteristics is obtained by choosing a very small
value of frequency, ω = 0.01 rad/s. This is a quasi-static analysis where damping
effects are almost absent. The stiffness characteristics is found to be linear within the
considered range of deflections. As the frequency of excitation increases, more and
more energy (the area enclosed by the hysteresis curve) is dissipated by the damper.
Note that the energy dissipated for positive velocities and negative velocities is not
the same because of the asymmetry in volumetric strain in the two control volumes.

6.2.2 Active Suspensions

Active suspensions use separate actuators and sensors for each wheel. Usually, these
suspensions consume great deal of power to provide near perfect shock isolation. The
actuators provide independent force on the suspension to improve the riding/handling
characteristics. An active or semi-active suspension must perform the following tasks:
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(a) support the vehicle body at the desired ride height, (b) minimize vertical shock
transfer to the sprung mass, (c) correct the suspension level when the vehicle is
cornering during a curve negotiation, and (d) provide pitch control when the vehicle
accelerates or brakes. For example, when the front wheels of the vehicle go over a
bump, the actuators on the front suspension act in such a way that the vehicle does not
heave or pitch; the distance between the axle and the vehicle is changed appropriately
by the actuator force. When the rear wheels pass over the same bump, the actuators
on the rear suspension act the same way. Modern active suspension designs include
self-levelling suspension and height adjustable suspension features. In racing cars
operating at high speeds, the vehicle is lowered to improve its aerodynamic perfor-
mance by using the adjustable suspension feature. Such activities require a properly
programmed microprocessor or microcomputer to decide on the state of the vehicle
from available measurements.

However, achieving all these also requires significant amount of energy, say to
operate the pump continuously in a hydraulic/pneumatic active suspension system.
Active suspensions are expensive and are thus found in high-end luxury vehicles.
Moreover, they require frequent maintenance and the fuel efficiency of the vehicle is
reduced due to the added mass and other complications. However, the pitch, cornering
and weight change effects may be accommodated slowly because one has sufficient
time at hand. On the other hand, controller response to ground excitation needs to
be very fast. Thus, it is useful to separate these tasks and provide a fast acting (and
large power consuming) actuator and a slow acting actuator. Further note that the
large power consuming fast acting actuator (if electrical) can be made regenerative,
i.e., generate some power to compensate for the power consumed at other times.

Dampers maintain contact between the wheel with the road by preventing the
wheel from continuing upward motion at the crest of a bump. The stiffness and
damping of the suspension must be properly matched to obtain the desired suspen-
sion response. If damper is offers too little damping then the suspension continues to
bounce long after the actual ground excitation. On the other hand, too much suspen-
sion damping causes the damper to act as a rigid strut to high-frequency excitations
and thus transmits the shock input to the vehicle body which reduces the ride comfort.

In a high bandwidth or fully active suspension system (See Fig. 6.39), an actuator
is connected between the sprung and unsprung masses of the vehicle. Such a system
aims to control the suspension over the full bandwidth of the system, which may
be broadly divided into two resonant frequency ranges of a typical vehicle, namely
the rattle-space frequency (10–12 Hz) and tire-hop frequency (3–4 Hz). The fully
active suspension system requires actuators with a wide bandwidth which consume
large amounts of power. When low band-width actuators (typically around the rattle
space frequency) are used, the actuator is placed in series with the spring and the
damper shown in Fig. 6.39. Such systems are known as slow-active or band-limited
suspensions. Under high frequency input (corresponding to wheel-hop frequency),
the actuator acts as a rigid strut and reduces the system to a stiff passive suspension.
Thus, one achieves significant reduction in body roll and pitch during cornering
and braking manoeuvres. Moreover, the energy consumption is lower than a high
bandwidth system.
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Fig. 6.39 Schematic repre-
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6.2.2.1 Hydraulic Active Suspension

Hydraulic servo-mechanisms are often used to control active suspensions. Hydraulic
power generated by a pump is easily distributed to the suspensions from a common
source. On board sensors continually monitor the vehicle motion (ride level) and a
computer or microprocessor operates the hydraulic servos of each wheel’s suspen-
sion. This feedback mechanism generates suspension forces to regulate body lean,
dive, and squat during various driving maneuvers.

The power required to drive the pump reduces the overall fuel efficiency of the
vehicle. Moreover, hydraulic systems have slow response and thus the feedback
system may become unstable under certain conditions.

6.2.2.2 Regenerative Electromagnetic Suspension

Electronically controlled active suspension system (ECASS) technology has been
developed by L-3 Electronic Systems based on the 1990s design made at the Univer-
sity of Texas Center for Electromechanics. The ECASS-equipped vehicle provides
exceptional performance in terms of absorbed power (comfort) and directional sta-
bility during tough maneuvering conditions. In this design, linear electromagnetic
motors are used in place of hydraulic cylinders. Electromagnetic motors have fast
response time than conventional fluid-based damper suspension systems and thus
produce smooth variation of suspension force. This quick response aids to virtually
eliminate all unwanted movement the body of a car such as roll elimination by auto-
matic stiffening of the suspension when cornering. Therefore, ECASS technology
gives the driver a greater sense of control.

Moreover, when the suspension is withdrawing power, the motor can be used as a
generator (See discussions on regenerative braking in later sections of this chapter).
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The power produced through the regeneration action is stored in the battery pack,
which improves the overall fuel efficiency of the vehicle.

6.2.2.3 MR-Fluid Damper

Active hydraulic suspensions implement some kind of control over the suspension
stiffness and damping. As far as liquid springs are concerned, they use Silicone
fluid which is also a good carrier for synthesis of Magneto-Rheological fluids (MR-
fluids). In MR-fluids with Silicone base, variable percentage of micron sized iron
particles coated with anticoagulants is used as an additive. The viscosity of the
MR-fluid and consequently the fluid flow through orifice is controlled through actu-
ation of magnetic fields in semi-active liquid-spring suspensions. In some recent
designs, the damper has a cylinder containing an MR fluid and a sliding piston
assembly with a number of concentric annular flow gaps formed between concen-
trically mounted flux-rings positioned on the piston core. The sliding piston forms a
chamber at either end of the assembly. Information from different sensors measuring
suspension extension, steering angle, vehicle acceleration and road profile is used to
calculate the optimum stiffness for the instantaneous state. The damper increases the
overall MR damping and turn-up ratio for a given piston size by utilizing multiple
flow gaps. Although the direction of the suspension force cannot be controlled by
using MR-fluids, the heavy power requirement to sustain the magnetic field means
such dampers fall in the active suspension category.

6.2.2.4 Design Guidelines

In [38], Karnopp reasons that the conventional damping element between the sprung
and unsprung masses in a conventional suspension is in the wrong place because
it produces a suspension force depending upon the relative velocities between the
sprung and unsprung masses. An optimal suspension should apply a damping force
on the sprung mass proportional to the velocity of the sprung mass. The control
architecture of the suspension system is shown in the quarter car model given in
Fig. 6.40a. In the quarter car suspension model, one usually assumes a constant linear
vehicle velocity ẋ and from the road profile, the vertical excitation is calculated as

V (t) = ẏ = ẋ
dy

dx
. An equivalent passive configuration of the controlled system in

Fig. 6.40a is shown in Fig. 6.40b where a damper attached to the inertial frame applies
the feedback force. However, in reality, when one end of the damper is attached to the
vehicle body (sprung mass), there is no place to attach the other end of the damper to
the inertial frame with zero inertial velocity or the ground. Thus, such a conceptual
damper is termed a sky-hook damper.

The sky-hook damper is just a conceptual notion; it means that an equivalent
force resulting from this conceptual damper should be applied on the sprung mass.
However, the force cannot be supplied by an external actuator; the actuator itself must
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Fig. 6.40 Concept of shy-hook damper
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Fig. 6.41 Implementation of shy-hook damper

be carried by the vehicle. Thus, if the actuator is an integral part of the vehicle, it has
to be mounted between the sprung and unsprung masses. This actuator generates a
damping force proportional to the absolute velocity of the sprung mass, but applies
it both to the sprung and the unsprung masses (See Fig. 6.41).

The bond graph model of the quarter car model of the active suspension system is
shown in Fig. 6.42a. The bond graph model has four state variables, one controlled
source and one sensor.

We can test the structural controllability of this system by assigning preferred
derivative causalities to storage elements while allowing both direct and inverse
causalities for controlled sources. The resulting bond graph in preferred derivative
causality is shown in Fig. 6.42b. It is found that all storage elements can be assigned
derivative causality and hence the system is structurally controllable when the actu-
ation is made between the sprung and unsprung masses. However, note that if the
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Fig. 6.43 Configuration and frequency response of passive suspension

wheel loses contact with the ground, the portion within the dotted lines shown in
Fig. 6.42b should be removed. In that case, the I-element representing inertia of the
unsprung mass would be integrally causalled and thus the system becomes struc-
turally uncontrollable. Thus, the active suspension system is controllable as long
as the wheel remains in contact with the ground and that must be ensured by the
controller under normal operation. It is left to the reader to evaluate that the system
remains observable when the wheel is in and not in contact with the ground.

The suspension performance undergoes significant improvements with implemen-
tation of sky-hook damper concept. Figure 6.43 schematically shows the conventional
suspension system with a rigid wheel and a sprung mass, its equivalent mechanical
system and its frequency response. The adjustment of damper parameter can change
the frequency response from the curve shown in solid lines to the curve shown in
dotted lines. However, as amplitudes at low-frequency excitation (most notably at
the resonant frequency) reduce, the amplitudes grow for high frequency excitations.

The schematic representation of the active damper with solid wheels, its equivalent
mechanical model with sky-hook damper, and the frequency response are shown in
Fig. 6.44. The active damping with sky-hook damper concept greatly reduces the
low-frequency amplitudes (including at the resonant frequency) and also the high
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Fig. 6.44 Configuration and frequency response of active suspension

frequency amplitudes, although this reduction becomes marginal for much higher
frequencies.

To compare the performance of fully active and passive suspension systems, the
parameter values of the suspension are taken from [17] as follows: ms = 240 kg,
mu = 36 kg, ks = 16,000 N/m, cs = 980 Ns/m and kt = 160,000 N/m (See
Fig. 6.41). The transfer function between the input velocity and output velocity (of
the sprung mass) is found to be

H(s) = 18,148s + 29,629

s4 + 31.3s3 + 4,955s2 + 18,148s + 296,296
. (6.68)

The fully active system generates a suspension force Fs = αs x + αd ẋ − αsky xs

where x = (xs − xu), xs is the deflection of the sprung mass, xu is the deflection of
the unsprung mass, αs is the stiffness coefficient that leads to a force proportional
to relative displacement of sprung and unsprung masses, αd is a direct damping
coefficient that leads to relative velocity-dependent force, and αsky is the sky-hook
damping coefficient that leads to a force proportional to absolute velocity of the
sprung mass. For the fully active suspension with αs = ks , αd = cs and αsky =
2,000 Ns/m, the transfer function between the input velocity and velocity of the
sprung mass is found to be

H(s) = 18,148s + 29,629

s4 + 39.64s3 + 4,955s2 + 5,5185s + 29,6296
. (6.69)

Note that the suspension system model has four state variables. However, only
three of them (partial state feedback) are used for establishing the suspension feed-
back force u = Fs . Chalasani [17] proposed a full state feedback of the form
u = −4,800X1 − 1,524X2 + 1,248X3 + 958X4 and compared the frequency
responses of the fully active and passive suspension systems. Karnopp [36, 38]
showed that the sky-hook damper configuration (with the suspension force as a
function of three state variables) produced remarkably similar response to the active
configuration of [17].The frequency response of passive and active suspension sys-
tems are compared in Fig. 6.45. Note that in Fig. 6.45, G(s) = H(s)s, which is
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Fig. 6.45 Frequency response for acceleration of sprung mass

the transfer function between the ground excitation velocity and acceleration of the
sprung mass. It is found that the active suspension suppresses the shock transmission
around the dominant resonant frequency.

The frequency response in Fig. 6.46 shows the shock velocity transmission to the
sprung mass. In the active suspension, the input velocity is directly transmitted to the
sprung mass (gain = 1) in the complete low frequency range and there is significant
attenuation immediately after the first resonant frequency of the corresponding pas-
sive system. It shows that the controller developed from a physical idea (sky-hook
concept) gives as good a performance as a full-state feedback system developed from
pole-placement.

Based on these ideas, Karnopp [38] proposed two contrasting versions of active
suspensions shown in Fig. 6.47. The controller of the first one utilizes only the sprung
mass velocity measurement while that of the second one uses velocity measurements
of both the sprung and unsprung masses. The first configuration combines a slow-
active or low-bandwidth load leveling system with semi-active force generator for
high-frequency content absorption. The second configuration uses a single broad-
band actuator for absorption of both low-frequency and high-frequency excitations.
Karnopp [38] suggests that the first configuration results in more practical systems
than the second one.

The fully active second configuration can be achieved by a hydraulic contraption
shown in Fig. 6.48a. Note that although this contraption can be used to provide any
desired suspension force, the hydraulic actuation of valve positioning means slow
response. We will have a further look at the hydraulic actuation later in this section.
The bond graph model of the hydraulic actuation is given in Fig. 6.48b. In the bond
graph model shown in Fig. 6.48b, the MR-element models the valve. It receives the
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velocity of the sprung mass as the modulating term and accordingly channels the
flow through the valve (see the spool valve and hydraulic actuator models given in
the previous chapter).
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6.2.3 Semi-active Suspensions

Semi-active systems can only change the parameters of the shock absorber (e.g.,
viscous damping coefficient, spring stiffness), and do not add energy to the suspension
system. The regulation of the suspension force is through passive interaction, e.g.,
with a spring or a dashpot. Thus, the line of action of the control force is fixed.
Semi-active suspensions are less expensive to design and manufacture. They usually
consume negligible amount of energy and thereby do not compromise with the fuel
efficiency of the vehicle. Recent developments in semi-active suspension design
has narrowed the performance gap between semi-active and fully active suspension
systems.

6.2.3.1 Solenoid/Valve Actuated Semi-active Suspension

The basic semi-active suspension consists of a solenoid valve which manipulates the
fluid flow inside the hydraulic damper. The solenoids are computer controlled. The
control algorithm is developed by using the Sky-Hook damper technique of Karnopp
[38]. It is also possible to control the stiffness of the suspension through a switched
connection to an auxiliary volume.

In semi-active suspensions, the full suspension force is not generated by an
actuator. Usually, hydraulic semi-active suspensions use control valves to chan-
nel hydraulic fluid flow in the proper direction by modulating control valves.
The main idea is to modulate the energy dissipation in a passive damper through
the sensed variables. The power dissipated by the hydraulic damper is given as
Pd = Fd (ẋu − ẋs) = Fd Vr where Vr is the relative velocity between the sprung
and unsprung masses. For the power dissipation to be positive, which is what the
suspension is meant to do, it is required that the instantaneous values of Fd and Vr

must be of the same sign. However, all control systems have some feedback delay
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Fig. 6.49 Damper force generation for tension command

and actuation delay. Therefore, it is highly possible that the relative velocity may
become of wrong sign than what is required to dissipate power. Thus, hydraulic
semi-active suspension systems reduce the active component of force to near zero-
value whenever the relative velocity is of wrong sign. Two different control laws
are used depending upon whether the command is to generate tension of compres-
sion. When tension command is required, the control law should produce near-zero
compression for wrong sign (negative values) of relative velocity. Likewise, when
compression command is required, the control law should produce near-zero tensile
force for wrong sign of velocity. This fact is schematically illustrated in Fig. 6.49.
The forces and velocities must lie in the first and third quadrants such that the power
is dissipated.

Two kinds of damper force generation schemes are shown in Fig. 6.49. In one
of the cases, the damping force is independent of relative velocity (except around
zero velocity). Such forces can be generated by electromagnetically loaded pres-
sure control valves which open or close at pre-designed pressure differences. The
second form considers that the generated damping force is strongly related to the
relative velocity. Such force generation may be produced by varying valve openings
(effectively, valve resistance) through electromagnetic actuation. Although these two
forms of force generation seem radically different from each other, it has been shown
[36] that the overall suspension performance remains similar.

It is seen from Fig. 6.49 that if the system is designed to switch at ẋ = 0 (from
tension to compression command) then it is possible that the force may change sign
and instead of dissipating power, power will be imported into the system. Thus,
designing a control system for semi-active hydraulic systems is not so trivial. It is
usually advisable to shift the switching point from ẋ = 0. In the literature, one
finds numerous examples of force control, resistance control , and switching control
(between two resistance laws). These kinds of semi-active systems with limited
force regulations have been found to yield comparable performance to fully active
suspensions.
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Fig. 6.50 Different configurations for generating hydraulic semi-active damper forces

There are many configurations to produce controllable forces in semi-active
hydraulic suspensions. The principal goal is to dissipate energy as the hydraulic
fluid is forced through a controlled valve. Some configurations can use multiple
valves. A few basic configurations given in [36] are shown in Fig. 6.50.

In the first configuration (Fig. 6.50a), check valves regulate flow through a sin-
gle controlled valve used for both tensile and compressive force generation. The
minimum pressure in either cylinders of the damper is the reservoir pressure. The
check valve may be an electromagnetic poppet valve used for pressure regulation
or a position controlled spool valve. The use of a single valve to control both ten-
sile and compressive damper forces requires the actuator to respond fast enough
so that the relative velocity does not change sign in between command generation
process and thus import energy into the system. To overcome this issue, the other
two configurations were proposed.

The second configuration shown in Fig. 6.50b uses separate control valves for con-
trolling tensile and compressive forces. This configuration has the added advantage
that the actuators need not have fast response time; the check valves being fast passive
systems provide quick switching around ẋ = 0. The third configuration (Fig. 6.50c)
is a step ahead with two more control valves and the control valves used to control
tension and compression forces are mechanically coupled. The coupling has a sym-
metric part (i.e., when one control valve position is increased in tension control part,
the corresponding control valve position in compression control part increases) and
an anti-symmetric part (i.e., when one control valve position is increased in tension
control part, the corresponding control valve position in compression control part
decreases). The symmetrically coupled control valves change the slope of the force
versus velocity curve (i.e., stiffen or soften the damping) and the anti-symmetrically
coupled control valves shift the force versus velocity curve to tension or compression
side.

More details on design of active and semi-active suspensions can be consulted in
[37, 38]. It is noteworthy that semi-active suspensions, which seem to have many
limitations, indeed produce comparable performance to much costlier and resource
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intensive fully active suspension systems. The so-called adaptive suspension, which
uses a single control valve, is discussed next in detail.

6.2.3.2 Adaptive Suspension

Passive liquid spring suspensions belong to the pure hydraulic category. They dif-
fer from other hydraulic suspensions in the fact that a conventional hydraulic fluid
is not generally used and separate subsystems are not used to control stiffness and
damping. Passive liquid springs for sensitive military equipment use check valves
instead of orifices in the piston, which allow flow only when designed preload shock
is exceeded, and perform as rigid mountings under normal operations. Thus, the
design of passive systems is fixed with respect to specific objectives. On the other
hand, active and semi-active suspension technologies provide the ability to change
the suspension’s natural frequency in real time, in response to the operating envi-
ronment and control inputs. Hence, it is possible to produce a suspension with low
natural frequency when the ride quality is of primary concern and increase the sus-
pension natural frequency when the operating conditions require it. With the ability
to change natural frequency on the fly, the vehicle designer can confront the con-
flicting requirements of a soft compliant ride and a stable safe-handling vehicle with
high-load-capacity.

An adaptive suspension allows reconfiguration of the device to suite required
bounce and jounce behavior. One may select a compliant suspension configuration
on rough roads, whereas a hard suspension behavior can be selected for high-speed
maneuvers on smooth highway roads. The reconfiguration of the suspension com-
ponents may be automatic or manual.

The components and configuration of a compressible liquid adaptive suspension
system are shown in Fig. 6.51. We consider a quarter car model in which MV /4
(one-fourth of the vehicle body mass MV ) is the sprung mass, Max is the unsprung
mass (axle and wheel mass taken together), Kt is the tire stiffness, Vc1 and Vc2 are
volumes of two small surge protection accumulators, and VA is the volume of a
properly designed large accumulator. The Rate and Damping valves are ON/OFF
type, i.e., two position 2-way valves. The external valve is always open; however, no
flow takes place through it as long as the damping valve is closed.

The liquid spring shown in Fig. 6.51 does not have holes or annular gaps in the
piston. The damping is achieved by a regulated piston valve which connects the
control volumes between the two sides of the piston. The working principle is exactly
similar to that of the passive liquid spring.

As we know from the preceding section, the liquid spring’s stiffness depends on
the volume of liquid. The total liquid volume is given as

V = Vs + Vc1 + Vc2 + VAδr , (6.70)

where δr is a binary variable. When the rate valve is open, δr = 1, otherwise δr = 0.
Thus, the rate valve is used to govern the stiffness of the suspension system. Note
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Fig. 6.51 Adaptive liquid
spring suspension system
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that several auxiliary volumes and rate valves may be used to obtain a wide range of
stiffness selection.

The flow between the control volumes is given as

f = (
Cdp + δeCde

)√|�P|sign(�P), (6.71)

where Cdp is the coefficient of discharge through the piston valve, Cdd is the coef-
ficient of discharge through the external damping valve, and δe is a binary variable
governed by the On/OFF state of the damping valve: δe = 1 when the damping valve
is open, otherwise δe = 0.

The bond graph model of the adaptive liquid spring suspension is shown in
Fig. 6.52. Two modulated R-elements in the model represent the external valve (Re)
and the rate valve (Rr). The rate valve must be properly controlled such that the
spring stiffness does not vary suddenly because it would then suddenly change the
equilibrium position of the piston. The new C-element (CA) models the auxiliary
volume. There is no pressure volume flow rate port in this new C-element because
it has a constant volume. The bottom part of the model includes representations for
the tire stiffness and the unsprung mass.

The damping valve in combination with the external and piston valves selects the
damping level depending on the stiffness of the system (i.e. whether the rate valve
is open or closed). The piston and external valves are used to dissipate energy (i.e.
provide damping). The flow-pressure gains of the valve (if the flow is governed by
linear relation) or coefficients of discharge, and the pressure differential breakpoints
(where δe and δr are modulated) can be adjusted to achieve desired jounce and
bounce. This is accomplished without the fuel-consuming power requirements of
active suspension technology, since the compressible liquid spring is always reacting
passively to road inputs at whatever stiffness has been selected for the moment. The
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Fig. 6.52 Bond graph model
of adaptive liquid spring
suspension

only power consumed is the small amount required by the stiffness selection control
mechanism.

6.3 Anti-Roll Bar and Ride Height Management

When a vehicle takes a sharp turn at high speed, the inertial and centrifugal forces
push down the part of the vehicle on the outside of the turn and lift up the part of
the vehicle on the inside of the turn. Under severe conditions, the wheels on the
inside of the turn may completely lift up from the road. The body roll or lean causes
positive camber of the wheels on the outside of the turn and negative on the inside.
Whether the wheels completely lift up or not, the normal reaction distribution on the
wheels and camber angles change. These changes lead to loss of traction/braking
(road holding) and steering during sharp turns. To avoid this, the suspensions’ roll
stiffness should be increased. Increasing roll stiffness of the suspension also increases
the stiffness of the suspension in the vertical directions and results in uncomfortable
drive. Thus, some sort of mechanism is required which would increase the effective
roll stiffness[27] of the suspension while maintaining save level of compliance in
vertical direction.
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6.3.1 Passive Anti-Roll Bar

The mechanism in question, called an anti-roll bar, turns out to be very simple. Anti-
roll bar, also called stabilizer bar and anti-sway bar, is part of the vehicle suspension
system designed to reduce the roll of the vehicle while it takes a sharp turn. Anti-
roll bar is normally a U-shaped round bar which connects the two front or two
rear suspensions of the vehicle. Some vehicles have anti-roll bars for front and rear
wheels. The bar is hinged to the vehicle frame using pivoting rubber mounts such
that it can rotate about its own axis. Figure 6.53 shows the scheme of the anti-roll
bar and its mounting on the vehicle frame.

When the vehicle takes a turn, the front (and rear) suspension strut on the outside
of the turn is pushed up, i.e., it compresses. This applies a torsion moment on the anti-
roll bar (the moment or lever arm d is shown in Fig. 6.53) which also pushes down the
suspension on the inside of the turn. As a result, the vehicle body remains parallel to
the road. In this way, the weight on the wheels of the vehicle is evenly distributed and
the vehicle’s tracking performance remains comparable to that while the vehicle runs
on a straight path. Improved tracking performance also means comfortable handling
and safety during cornering.

Anti-roll bar configuration influences the understeer or oversteer behavior of the
vehicle. It is known that the slip angles (the simplest form of tire side force repre-
sentation) determine whether a vehicle understeers or oversteers. If the cornering
coefficient of the front wheels is lower than that of the rear wheels, then the rear
wheels stick more to the road and the vehicle under steers. On the other hand, if the
cornering coefficients of the front wheels are larger than that of the rear wheels, then
under action of the same centrifugal force, the rear wheels slip more to the outside of
the turn and the vehicle oversteers. Usually, for better handling of the car, understeer
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characteristic is required because it gives the driver enough time to adjust steering in
one particular direction. If a vehicle oversteers, then this adjustment is uncomfortable
because the driver has to turn the steering wheel in reverse directions (clockwise and
anticlockwise) in quick succession. The load distribution on the wheels also affects
the cornering force. The proportion of the total roll stiffness (from the combined
effective stiffness offered by the suspension springs and the anti-roll bar on both the
axles) offered by the front and rear axles determines the loads transferred to the inside
and outside wheels in a turn. If the roll stiffness on the front wheel is large, then the
load distribution on the left and right front wheels would be more even whereas it
would be uneven on the rear wheels. Because the linear velocity of the wheel on the
inner side of the turn is smaller than that of the wheel on the outer side of the turn,
the slip angle for the front wheel on the outer side of turn becomes larger than that of
the wheel on the inner side and the vehicle understeers. On the other hand, if the roll
stiffness on the front wheel is small compared to that of the rear wheel, the vehicles’
understeer is reduced.

Note that the anti-roll bar is an absolute necessity in any vehicle because without it,
the driver will have a lot of difficulty to take a turn. At the same time, if the suspension
level equalizing effect is too much then the independence between the suspension
members on both sides of the vehicle is lost. For example, if one wheel of the vehicle
falls into a pit due to which the suspension on that side extends temporarily, then
the anti-roll bar transmits the same effect to the suspension on the other side of
the vehicle and results in unwanted extra pitch. Likewise, a wheel hitting a bump
causes the wheel on the other side to lift up. Thus, there must be a balance between
the level of body roll control offered by the anti-roll bar and independence of the
suspensions. It is usually difficult to do much about this issue while using a passive
anti-roll bar system. This is why, active and semi-active anti-roll systems have been
developed which retain full independence between the suspensions on the two sides
of the vehicle.

6.3.2 Active Anti-Roll and Ride Height Management System

The basic layout of a semi-active anti-roll system developed by Automotive Products
is shown in Fig. 6.54. This system has a very fast response time. It effectively elim-
inates braking dive (forward pitch) and cornering roll by independently controlling
all four suspensions. Moreover, this design allows the use of very soft suspension
springs and thus, significantly improves the ride comfort. It also provides the self-
leveling capability which adjusts the vehicle height upon load change, such as extra
passengers boarding or leaving the vehicle.

The Automotive Products anti roll system has a damper valve between a gas
spring and the piston. There are four such suspension systems, each for a wheel.
All of these suspension struts are connected to a common high pressure hydraulic
pump, which is driven by the engine. The high pressure reservoir is the same one
used to operate other hydraulic systems such as the brakes. Each suspension unit
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Fig. 6.54 Schema of anti-roll system developed by Automotive Products

has a ride-height sensing control valve through which fluid flows in or out to adjust
the suspension length and thus, vehicle’s ground clearance. The level correction
is a slow process, i.e., it has a long response time. This is not a problem because
the load change only takes place few times at considerably larger intervals. On the
other hand, adjustments to road irregularities and inertia-induced loads (braking,
cornering) require quick response. The Automotive Products anti-roll system acts
as purely passive suspension (provided by the pneumatic parts) for such fast load
changes. The active part (hydraulic part) is only used for level adjustment and thus
the power and fast response time requirements are reduced.

The pendulous mass allows the device to determine whether the suspension motion
is due to inertial effects (pitch, roll) or due to road unevenness. The inertia effects
cause the suspension arm tilt and the spool valve is actuated through the linkages to
force hydraulic fluid into/ out of the cylinder. Road unevenness moves the suspension
arm vertically and thus the hydraulic part is not actuated. Then the gas spring and
the valve damper provide the suspension damping.

In some forms of semi-active suspensions, the power required to pump the
hydraulic fluid is generated from wheel movement due to road shocks. To harness the
required power through regeneration, the vehicle must be run for some distance. As
the vehicle encounters road unevenness, the suspension damping action is provided
by charging a high-pressure chamber through fast acting check valves. Thus, the
correct ride-height is obtained only when the vehicle has traveled some distance.

A fully active ride height adjustment system uses many sensors and actuators with
a microprocessor-based control system. The load on the vehicle, velocity, accelera-
tions in three linear axes, and angular accelerations (pitch and roll) are the sensed
variables. In such a design, the vehicle weight is entirely supported by actuator gen-
erated forces. These actuators, besides providing compliant ride and good maneu-
verability, also manage roll, pitch and ride-height variations. However, supporting
the entire vehicle on actuators consumes a lot of power. More details on such active
suspension systems are already given in the previous sections of this chapter.
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6.4 Power Steering

In a vehicle with manual steering, the driver has to supply the required steering
moment to orient the steerable wheels in the desired direction. To overcome the huge
force required to turn the wheels, mechanical advantage is provided in the form of
steering gear and linkage. Still, the driver has to apply significant effort especially
when the vehicle speed is low and the load is heavy.

Modern vehicles being bigger and heavier require huge traction and braking force.
Therefore, the contact patch between the wheel and the road needs to be increased.
This is why such vehicles use wider and low-pressure tires. However, as the vehicle
gains more grip on the ground, it requires more effort to steer it. The huge physical
strength required to drive such vehicles with manual steering is an impediment to
older, handicapped, and other less-able drivers. Power-assisted steering (PAS) was
introduced for this purpose. In PAS, an auxiliary actuator adds on power to the driver
supplied power on the steering wheel. The auxiliary actuator may be pneumatic,
hydraulic, or electric.

6.4.1 Drive-by-Wire System

In a drive-by-wire or steer-by-wire power steering system, the auxiliary actuator
provides the full force to move the wheels and the driver power is not used in the
process (See Fig. 6.55). The actual rotation of the steering wheel and the wheel
rotation are measured and compared in a controller which then commands the electric
or hydraulic actuator to generate the torque required to steer the wheels. Moreover,
the controller also commands a feedback motor to generate a much smaller reaction
torque which is felt by the driver. In essence, the driver gets the feeling of being
actually able to steer the wheels with much reduced effort. Note that a simple torsion
spring does not give the correct feedback moment to the driver. The controller has
to take additional factors, such as the load on the wheels and the vehicle speed, into
account to calculate the correct moment feedback to the driver.

6.4.2 Integral Power Steering

In integral power steering systems, a torsion bar is attached to the end of the worm
shaft. When the driver rotates the steering wheel, the torsion bar twists. This twist may
be used as a torque sensor. In power assisted hydraulic/pneumatic steering systems,
as the torsion bar twists, it moves a spool valve slightly away from its neutral position.
This allows fluid flow from a high-pressure fluid reservoir into the hydraulic actuator
or power cylinder. The piston in the power cylinder moves and adds power to the
steering axle. The power cylinder is connected to the steering linkage in linkage-type
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Fig. 6.55 Drive-by-wire or
Steer-by-wire fully active
power steering system

power steering systems. In rack and pinion-type power steering systems, the power
cylinder is a part of the rack, i.e., the rack motion is due to the force applied by the
driver and the hydraulic piston.

The hydraulic cylinder and its control through spool valves have been already
discussed in the previous chapter. The only difference is that in the previous chapter
the spool valve is actuated by a solenoid with current control whereas in power
steering applications, it is moved in proportion to the steering wheel rotation by
mechanical means. Note that hydraulic actuators have slow response time. Therefore,
electrical actuators are the better option. In this chapter, we will deal with electric
power assisted steering (EPAS) systems. Note that the bond graph models for EPAS
systems developed in this chapter can be readily changed to hydraulic power assisted
systems by suitable replacement of the actuator component model by the hydraulic
cylinder and spool valve bond graph models of the previous chapter.

6.4.3 Differential-Type Power Steering

A simple configuration of an EPAS, as shown in Fig. 6.56a, has been proposed in [47].
This EPAS system uses a differential which allows an electric motor to add power to
the power provided by the driver without forcing the wheel from the driver’s hands.
Such a system has also been developed in [53].

The forces resisting the steering motion are the self-aligning moments (Mz) on the
two wheels and the moments created by the cornering forces (Fc) and the mechanical
trail of the contact patch (ε). The contact patch trails the vertical axis of rotation of the
wheel as shown in Fig. 6.56b. The mechanical trail is due to the elastic deformation
of the tire by hydrodynamic forces (and elastic waves) at tire road interface [50]. The
bond graph model of the EPAS system with the differential is shown in Fig. 6.57.



6.4 Power Steering 503

δl
δr

Fcr

Fcl

εl

Mzl
MzrRack and pinion

Differential

Motor

Steering wheel

ωs

ωmωc

Mz

ε

ω

V

(a) (b)

Fig. 6.56 Schematic representation of (a) differential type power steering system and (b) mechan-
ical trail

Fig. 6.57 Bond graph model
of differential type EPAS

Se

I

01

R

MSe

I

1

R

GY

μ..
1 I

TF

TF

1 MRTF

Mz

Fc
ε..

Steering
wheel

Gear

Gear

Motor Rotor

Pacejka’s
tire model

Differential
TF

Rack-pinion
δ
.
δ
.

R

The top left part of the bond graph model represents the torque applied on the
steering wheel, and the rotary inertia and damping offered by the steering column.
The rotation of the steering wheel is scaled by a reduction wheel. The bottom left
part of the model concerns the assistance provided by an electric motor, whose input
voltage is modulated depending upon the rotation of the wheel about the vertical
axis (δ). This modulation may be done through various means, the most common
of them being the scheme for pulse-width-modulation control of geared DC motors.
This simple model does not consider separate values of δ for the two wheels. The
differential is represented by the 0-junction. Pacejka’s magic formula is used as
the constitutive relation for the MR-element which generates the tire’s self-aligning
moment, cornering forces, and other forces as has been discussed during the wheel
model development given previously.
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Fig. 6.58 Schematic repre-
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Fig. 6.59 Bond graph model of the EPAS system

6.4.4 Electric Power-Assisted Steering Model

A more accurate bond graph model of the EPAS system is given in [49]. The schematic
representation of the considered EPAS is shown in Fig. 6.58. Such systems are now
in use in many hybrid electric vehicles.

The EPAS system consists of a principal actuating line (steering wheel, steering
column, torsion bar and the pinion), and a secondary actuating line (electric motor,
reduction gears, drive column, and another pinion). The bond graph model of this
system is shown in Fig. 6.59.

The steering wheel torque input, steering wheel and column inertia, and the resis-
tance are modeled at the 1-junction in the top left part of the bond graph model.
Likewise, both the pinions are assumed to be of the same size and thus their rotations
must be the same. They are modeled at a 1-junction with a combined rotary inertia
and damping. The torsion bar is modeled by a C-element representing the stiffness of
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the torsion bar. The twist of the torsion bar is fed to the controller (not shown in the
model) which modulates the voltage supply (MSe-element) to a DC motor. The DC
motor model includes coil inductance, resistance, motor characteristics (GY:μ), rotor
inertia and damping, and the reduction gear. The model given in [49] also includes
transmission efficiency, which is modeled by an MR-element. Here, we use a gear
mesh coupling for that purpose. This coupling may be used to simulate backlash in
the transmission.

The rack and pinion gear ratio (combined for both the pinions) is modeled by a
TF-element. The rack inertia and linear resistance are modeled at a 1-junction and
two MTF-elements modulated by the pinion rotation angle (See steering model) are
used to couple the rack motion to the motion of the wheels. The modulation law
for the two MTF-elements should take into account the steering linkage geometry,
camber angle, and steering axle inclination [18]. The wheel model has been already
developed in this chapter and it gives the reaction forces to the rack motion. Note
that some of the inertias and resistances considered in this detailed model are so
small with respect to the stiffness of the coupling elements that they may be lumped
together to create a much simplified (or reduced order) model of the EPAS system.

6.5 Antilock Braking System

The tire, suspension, and brake system interaction is the most important from the
point of vehicle safety. Therefore, suspension and brake systems are the major and
critical areas of mechatronization.3

From the slip–friction curve discussed previously in this chapter, it is known that
coefficient of friction increases with the increase of slip to a maximum value and then
decreases to a minimum value. The longitudinal slip ratio is defined as the normalized
difference between the circumferential velocity and the translational velocity of the
driven wheel,

σx =

⎧⎪⎪⎨
⎪⎪⎩

θ̇wyrw − ẋw

θ̇wyrw

(
during traction, assuming θ̇wy〉0

)
ẋw − θ̇wyrw

ẋw
(during braking, assuming ẋw〉0)

(6.72)

where ẋw is the linear speed of the wheel, θ̇wy is its angular speed, and rw is the radius
of the wheel. The tire friction force (or the coefficient of friction) are obtained from
the empirical formulas by Pacejka [58] or Burckhardt [14, 15], as has been discussed
in this chapter. It is easily seen from the slip-friction curve shown in Fig. 6.60 that
if the wheel gets locked (σx = 1) then the coefficient of friction becomes small and
the wheel starts sliding. Consequently, the steering control is lost, which is totally
undesirable. Hence, to increase steerability and lateral stability of the vehicle and

3 A part of this section is taken from these authors’ previous work published in [6, 8].
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Fig. 6.60 Friction coefficient
versus slip ratio curves for
different road surfaces

to decrease the stopping distance during braking, the slip value must be maintained
within a range to get the high value of friction force. As the slip dynamics is very fast
and at any value after the peak of the friction curve is open loop unstable, the slip
value is kept within a certain range which is also called sweet–spot. The sweet–spot
varies for different reasons such as tire type, tire pressure, tire temperature, road
conditions.

ABS as a vehicle autonomous system can be used to improve stability and to
reduce longitudinal stopping distance while maneuvering under braking condition.
Antilock braking system is suitable for dangerous braking conditions such as braking
on icy or wet asphalt roads or for panic braking situations. Upon braking, when the
wheel starts slipping, i.e., the slip ratio increases to a maximum desired value, the
braking torque is to be reduced and consequently, the speed of the wheel increases,
i.e., the slip ratio decreases. Again when the slip ratio meets a minimum desired
value, the braking torque is increased and the process continues. The control of
ABS is a combination of slip and wheel acceleration control. In wheel acceleration
control, the wheel angular velocities are measured and slip is controlled indirectly
by changing the speed of the wheels. Slip cannot be kept in an acceptable range for
conventional ABS. This is the main drawback for this system. Lots of testing and
tuning are required for every ABS algorithm.

Some brake controllers receive direct, fast, and continuous information about
dynamic events in the tire contact area from a tire sensor, which is generally embed-
ded inside the tire tread and measures tread deformation, tire pressure, tire tempera-
ture, etc. The tire sensor output is used to distinguish between straight line driving or
cornering and to determine the μ-split conditions (i.e., differential grip on opposing
wheels as a function of road condition and normal load transmitted from the suspen-
sion). For example, tire sensors can identify if one of the wheel is offering higher
grip as opposed to the wheel on the opposite side. This allows independent brake
control for each wheel.
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Fig. 6.61 a Schema of wheel under braking condition and b its bond graph model

The schema of a quarter car model and its bond graph model are shown in
Fig. 6.61a,b, respectively. The equations of motion for rotational and linear dynamics
of the quarter car model during braking are given by

(
mw + mc

4

)
ẍ = −Fx′ − Caero ẋ2 (6.73)

Jwyθ̈wy = Fx′ rw − τb (6.74)

where mw is the mass of the wheel, mc is the mass of the car body, Fx′ is the braking
force due to friction, Caero is the aerodynamic drag coefficient, Jwy is the rotary
inertia of wheel and the axle, τb is the brake torque applied on the axle by brake
pedal force, and rw is the radius of the wheel.

In the bond graph model, the inertia ( mw) of the wheel and the vehicle body (mc) is
modeled by I-element at a 1-junction. Similarly, the rotary inertia (Jwy) is modeled
at another 1-junction. The three-port modulated R-field implements Burckhardt’s
formulae, i.e., Fx′ = μ (σx , ẋc) Fz , where the friction coefficient varies as shown in
Fig. 6.60. The normal reaction force on the wheel, Fz = (mw + mc/4) g, modulates
the R-field as an external signal input. The regenerative braking force modeled in
the bond graph will be discussed in later sections of this chapter. For the time being,
it may be assumed to be zero source of effort.

6.5.1 Antilock Braking Algorithm

The main components of ABS are brake servo, lever arm, cable, return spring, rod,
cam, rotors, and brake pads. The schema of an ABS is shown in Fig. 6.62a. The ABS
controller controls the voltage that is fed to the motor. The resistance is in series
with the motor. The lever arm is connected to the motor. The cable is connected to
the arm at one end and to the lever with cam at the other end. The return spring is
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Fig. 6.62 a) Schema of an ABS and b the flow diagram for ABS algorithm

used to bring back the brake shoes to their parked state. The flowchart for the ABS
algorithm is shown in Fig. 6.62b.

The longitudinal slip is controlled between maximum and minimum values and
accordingly brake force signal (and ultimately braking torque) varies as follows:

τ =
⎧⎨
⎩

τprevious if σlow ≤ σx ≤ σhigh
τmax if σx < σlow
0 if σx > σhigh

(6.75)

A comparison between the bond graph model of mechanical equivalent brak-
ing system (Fig. 6.62a) and the conventional hydraulic braking system is shown in
Fig. 6.63. In hydraulic braking system, the pedal force Fpedal is represented by the
Se-element (Fig. 6.63b). The fluid flow through supply or hold valve is modeled by
a resistive element Rsv. The C-element connected with 0 junction, which determines
pressure of brake cylinder, indicates the brake fluid compressibility Kβ (a function
of bulk modulus and fluid volume). Rrv is the resistance in the pressure relief valve
and atmospheric pressure is indicated by the zero-valued Se-element. Braking torque
depends on the area of the brake cylinder and the radius of the brake drum.

In the bond graph model (Fig. 6.63a) of the mechanical equivalent braking system
[42] shown in Fig. 6.62a, the controlled voltage from the ABS controller is fed to
the motor. The motor torque ( τm) generated is represented by an Se-element. The
resistive element connected to the 1-junction denotes mechanical losses ( Rlm). The
cable stiffness is represented by C-element connected to the 0-junction. The return
spring having stiffness Kre is represented by a C-element. The other end of the return
spring is anchored to the ground by a zero-valued source of flow. The output braking
torque is applied on the wheel.
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Fig. 6.63 Bond graph models of (a) mechanical equivalent braking system; and (b) hydraulic
braking system

Fig. 6.64 Schema of the
bicycle vehicle model

6.5.2 Bicycle Vehicle Model

A bicycle model of the vehicle is an improvement over the quarter car model because
it includes the steering and cornering dynamics. The bicycle model works perfectly
well when the turning radius is large in comparison to the wheel base length. This
model does not take into account the roll, pitch, and heave motions and the suspen-
sion dynamics is neglected. Thus, the load transfer during maneuvering and braking
cannot be included in this model. As the road is considered to be flat, the motion of
the vehicle is planar. A schematic of the considered vehicle is shown in Fig. 6.64.

6.5.2.1 Kinematic Relations

The kinematic relations may be used to construct the backbone of the bond graph
model of the bicycle [8]. Thereafter, the wheel rotations and longitudinal and lateral
slip calculations may be inserted into the backbone model. It is assumed that only
the front wheel is steered (by steering angle δ). The word bond graph of the bicycle
model is shown in Fig. 6.65.



510 6 Vehicle Mechatronic Systems

Fig. 6.65 Word bond graph
of bicycle model

The model has to be developed in non-inertial frame. Note that a steered vehicle
(bicycle in this case) is a nonholonomic system, i.e., the constraints on the motion
are not integrable. This means, it is not possible to explicitly write down constraint
relations as functions of displacements. However, the constraints are expressed in
terms of velocities.

Let inertial reference frame be given by X-Y axes in Fig. 6.64 and x-y axes are
body fixed (at the center of mass of the bicycle and aligned with the principal axes of
the vehicle body). The velocity components along normal and tangential directions
to the plane of rotation of the front wheel are

vnfr = (ẏ + θ̇cza) cos δ − ẋ sin δ (6.76)

vtfr = (ẏ + θ̇cza) sin δ + ẋ cos δ (6.77)

where ẋ , ẏ and θ̇cz are the two linear and angular velocities in the body-fixed frame,
a and b are geometrical dimensions shown in Fig. 6.64, and δ is the front wheel
steering angle.

Likewise, velocities normal and tangential to the plane of rotation of the rear
wheel are

vnrr = (ẏ − θ̇czb)

vtrr = ẋ (6.78)

From Newton-Euler equations (Eqs. 6.5–6.10) with ż = θ̇cx = θ̇cy = 0, one
obtains
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Fig. 6.66 Bond graph model of bicycle vehicle model

mv ẍ = mvθ̇cz ẏ +
∑

Fx (6.79)

mv ÿ = −mvθ̇cz ẋ +
∑

Fy (6.80)

where
∑

Fx and
∑

Fy are the external forces acting on the vehicle body in respective
directions (aerodynamics forces, and cornering and longitudinal forces due to tire–
road interaction) and mv = mc + 4mw.

6.5.2.2 Bond Graph Model

In the word bond graph of the bicycle vehicle model shown in Fig. 6.65, CTF blocks
represent necessary coordinate frame transformations. Maintaining the model struc-
ture defined in the word bond graph, the complete bond graph model as shown in
Fig. 6.66 can be drawn using Eqs. 6.76–6.80.

The vehicle inertia (I: mv) is modeled in the moving frame at 1ẋ and 1ẏ junctions.
The rotary inertia (I: Jv) is modeled at another 1-junction. The transformer elements
(TF) are used to calculate the tangential and normal velocities at tires according to
Eqs. 6.76–6.78. The terms mvθ̇cz ẏ and −mvθ̇cz ẋ in Eqs. 6.79 and 6.80 are conser-
vative pseudo-forces which can be implemented by a gyrator (GY) element in the
bond graph model. The flow detectors (Df) connected to velocity points in the inertial
frame are not present in the actual system, i.e., the actual system is not instrumented
with an inertial sensor. These flow detectors are simply added to plot the positions
of the vehicle center of mass in the inertial frame and also to modulate the MTF
elements in the part of the junction structure. The external source of effort (SE:τE )
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supplies the engine torque after passing through reduction gears to the rear wheel
(differential is not included in bicycle model). The rotary inertia of the two wheels on
the rear axle and that of the axle itself (2Jw) are modeled by I-element at 1θ̇wrr

junc-
tion. Similarly, the rotary inertia of wheels and axle are modeled at 1θ̇w f r

junction.
The port number 7 shown within a circle is used to interface this model to the model
of the brake system (see Fig. 6.63). The engine is assumed to be fully disengaged
from the rear wheel during braking.

The two modulated 3-port R-fields (MR-elements) implement Pacejka’s magic
formulae for tangential and cornering tire forces. The normal forces (Fz) on front and
rear wheels are assumed to be constant because roll, pitch, and heave motions due to
suspension dynamics are not included in bicycle model. The constant normal forces
on the front and rear wheels are mvgb/ (a + b) and mvga/ (a + b), respectively.
First of all, the velocity of the contact patch on the tire, the longitudinal velocity of
the tire, and the lateral velocity are used to compute the longitudinal and lateral slip
ratios. Thereafter, Pacejka’s magic formula is used to compute the longitudinal and
lateral tire forces and the reaction moment on the drive. The self-aligning moment is
not included in the bicycle model. Thus, the MR-element, as causalled in the model,
receives the information of three generalized flow variables, and computes three
generalized effort variables.

The CTF block (set of TF-elements modulated by trigonometric functions of θcz

in Fig. 6.66) transforms velocities in the body-fixed frame to the inertial frame and
then the velocities in the inertial frame are integrated to plot the vehicle position as
seen by an inertial observer. This transformation is given by

{
Ẋ
Ẏ

}
=

[
sin θcz cos θcz

cos θcz − sin θcz

]{
ẋ
ẏ

}
. (6.81)

6.5.3 ABS Performance Simulation

It has been mentioned before that a lot of trial and testing is required before finalizing
an ABS controller. Implementation of ABS on the planar bicycle model should be
tested to fine-tune and test the ABS control algorithm. Once the controller imple-
mentation (program) is found to be satisfactory, it can be ported to a full four-wheel
vehicle model. The controller testing may be performed on a simulation model. The
model parameters to be used in the simulation of the bicycle vehicle model are given
in Table 6.2 where C1 to C4 are Burckhardt formula parameters. These parameters are
used to compute the tire–road friction coefficient μ during braking and the parameter
D of the Pacejka formulae is taken as D = μFz. The table lists the nominal value
of parameter D, which varies according to the slip ratio as the brakes are applied.
Subscripts fr and rr are used to identify the front and rear wheels, respectively.

Some simulation and test results for ABS system are available in [42]. Considering
the fact that steering effect was not considered in [42], the steering angle in the bicycle
model was kept zero. The vehicle weight and the initial linear and angular velocities
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Table 6.2 Parameter values of bicycle vehicle model.

Subsystem Parameter values

Vehicle body mv =1,600 kg Jv = 100 kg m 2 a = 1.0 m b = 1.0 m
Wheel Jw = 15 kg m2 rw = 0.3 m Bfr = 8.33 Cfr = 1.2

Dfr = 6278.4 Efr = −2 Brr = 10.19 Crr = 1.2
Drr = 6278.4 Err = −2 C1 = 1.029 C2 = 17.16
C3 = 0.523 C4 = 0.03

Antilock brake σlow = 0.04 σhigh = 0.5 Kca =104 N/m Kre = 106 N/m
rbd = 0.15 m Rlm = 0.04 N s/m la = 1 m μm = 0.4 N m/A
Raero = 0.1 kg/s

Fig. 6.67 Vehicle speed,
wheel speed, and wheel slip
ratio as obtained from the
bicycle model during full
braking by ABS

of the wheels are taken to be the same as those in [42] and the rear wheel of the vehicle
is considered to be freely rolling. With these adjustments to match the scenarios, the
ABS bicycle model developed in this section is nearly equivalent to that given in
[42].

Figure 6.67 shows the results obtained from the developed ABS bicycle model.
One observes almost linear variations in the forward linear wheel speed and a regular
pattern of deceleration and acceleration of the wheel angular speed. The slip ratios
are initially maintained within a bound and as the vehicle slows down, their maxi-
mum values approach unity (i.e., wheel locking). However, the maneuverability is
important when the vehicle speed is sufficiently high immediately after panic brak-
ing. The low slip ratios during this time allow the driver to steer the vehicle while
the brake pedal is still fully pressed.

6.5.4 ABS Performance While Braking and Maneuvering

The ABS is meant to provide better maneuverability while brakes are applied on the
steered wheel. To evaluate the maneuverability of the vehicle under braking situation,
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a particular scenario has been considered here. First of all, the vehicle starts from
rest and it is brought to a steady linear speed of 50 km/h over a straight path. Then
it is steered at t = 12 s to follow a circular path with a constant steering angle of
0.1 radians (about 5.6◦). The steering action causes a decrease in the vehicle linear
speed. Once the vehicle linear speed is stabilized and it moves at constant speed over
the circular path, front wheel brakes are applied at t = 17 s. The ABS tries to control
the slip ratio between 0.2 and 0.25, i.e., σlow = 0.2 and σhigh = 0.25. Note that
to handle large side and forward slips during wheel lockup, a composite slip-based
formulation [68] developed by the U.S. department of transportation (DOT) has been
used to compute tire forces. We encourage the readers to see [68] and appreciate how
important it is to correctly model tire–road interaction forces. Note that the results
obtained by using Pacejka’s magic formula are not very far away from the results
obtained by using composite slip-based formulation.

Figure 6.68a shows the predefined path (2.5 m wide lane) over which the vehicle
is supposed to move and the actual paths taken by the vehicle under two different
braking conditions: the first when ABS is used and the second when a conventional
mechanical brake is used. In the ABS, slip control strategy to keep the slip ratios
between 0.2–0.25 (i.e., the sweet-spot) is applied. Initially, a sustained brake force is
applied till the slip ratio becomes 0.2 and then the slip control algorithm takes over.
The result shows that the vehicle veers off from the lane due to application of the
conventional brake, whereas it stays within the lane till it stops when ABS is used.

The results in Fig. 6.68b show the change in slip ratios due to braking. The slip
ratios for ABS remain within 0.2–0.25 and thus the vehicle is able to follow the
steering. On the other hand, the slip ratio quickly approaches a value of 1.0 due to
application of conventional brake. This causes the wheels to lock up and thus the
vehicle cannot steer. Any rotation of the vehicle after the steered wheels are locked
is purely due to the initial yaw momentum at the time of braking.

Figure 6.68c shows the vehicle speed variations due to steering and braking and
Fig. 6.68d shows the angular velocity of the front wheel under the same condition.
The wheel locks up due to application of conventional brake as soon as the wheel
speed becomes zero. However, on application of ABS there is an initial sudden drop
in wheel speed (till the slip ratio becomes 0.2) and then the wheel speed decelerates
and accelerates much like the results shown in Fig. 6.67. The linear speed of the
vehicle reduces almost linearly to zero in both case; the deceleration (see Fig. 6.68c)
being slightly faster for ABS compared to the conventional brake. This deceleration
almost doubles when brakes are applied both on the front and the rear wheels. With
the ABS based on slip control mechanism, the vehicle stops faster and at a shorter
distance.

6.5.5 Sliding Mode ABS Control

Pulsating effect (see wheel angular speed in Fig. 6.68d) is one of the major issues
in Anti Lock Braking system while in operation. This leads to passenger discomfort
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Fig. 6.68 a Vehicle center of mass trajectory in inertial frame; b wheel slip ratio; c vehicle speed;
and d wheel speed for ABS and conventional braking system

during braking. To reduce this pulsating effect and yet maintain the same perfor-
mance parameters, sliding mode ABS controllers have been proposed. Sliding Mode
Control (SMC) is a high-speed switching feedback control that switches between two
values based upon some rule. Sliding-mode ABS controllers are designed knowing
the optimal value of the desired slip ratio. Brake pressure is increased, decreased,
or held during the operation. A problem of concern here is the lack of direct slip
measurements. The goal is to obtain a control algorithm which allows the maximal
value of the tire–road friction force to be reached during emergency braking and to
maintain the friction level around the sweet-spot in the friction-slip curve without
variation.

The sliding surface may described as

S = (σx − σdes) (6.82)

where σdes is the desired slip ratio.
We can design the controller based on the quarter car model of the vehicle. Then

taking ẋw ∼= ẋ , differentiation of Eq. 6.72 with respect to time during braking period
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gives

σ̇x = ẋw
(
ẍw − θ̈wrw

) − (
ẋw − θ̇wrw

)
ẍw

ẋ2
w

= rw
(
θ̇w ẍw − θ̈w ẋw

)
ẋ2

w
. (6.83)

Substituting expressions for ẍw and θ̈w from Eqs. 6.73 and 6.74 in the above
equation gives

σ̇x = − 1

ẋw

[(
Fx′ + Caero ẋ2

w

)
(1 − σx)

me
+ Fx′r2

w

Jwy

]
+ rwτb

ẋw Jwy

= f
(
θ̇wy, ẋw

) + g (ẋw) τb. (6.84)

To evaluate stability, the Lyapunov function can be written as

VL = S2

2
= (σx − σdes)

2

2
.

For stability of the sliding motion, the first derivative of the Lyapunov function
has to be negative definite and the second derivative must be positive definite. V̇L is
negative definite iff

[
f
(
θ̇wy, ẋw

) + g (ẋw) τb
]
⎧⎨
⎩

< 0 ∀S > 0,

= 0 ∀S = 0,

> 0 ∀S < 0.

(6.85)

which is satisfied if a controller gain η > 0 is defined such that

Ṡ = −η. sgn (S) (6.86)

where sgn(.) is the signum function.
Using Eqs. 6.85 and 6.86, and noting that Fx′ = μ(σx, ẋc)Fz, me = mc/4 + mw

and ẋc ∼= ẋw (as the suspension stiffness in the longitudinal direction is very high),

τb = Jwy

rw

[(
μ(σx, ẋc)Fz + Caero ẋ2

w

)
(1 − σx)

me
+ μ(σx, ẋc)Fzr2

w

Jwy

]
− Jwy

rw
ηẋc sgn (S)

= q
(
θ̇wy, ẋc

) − kg ẋc sgn (S) , (6.87)

where kg = ηJwy/rw. Sliding motion occurs when states
(
θ̇wy, ẋc

)
reach the sliding

surface. Equation 6.87 defines the simplest sliding mode controller which calculates
the braking torque to be applied on the axle so that the desired slip ratio is maintained
at the tire–road interface.
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Fig. 6.69 Comparison of
sliding mode ABS controller
results in [51] with the present
model

A sliding mode ABS controller with integral feedback has been proposed very
recently in [51]. Although the sliding mode controller developed therein has a dif-
ferent structure, it can be used to validate the controller developed in this section. A
quarter car model with the wheel weight and one-fourth of the vehicle weight as the
load on the wheel is used in [51] to test the controller. Moreover, Dugoff’s tire model
is used therein with dry asphalt road condition and the wheel slip is maintained at
0.15 on the sliding surface.

By considering zero steering angle, half-vehicle weight and freely rolling rear
wheel, the bicycle model developed in this chapter becomes equivalent to that of a
quarter car model. The vehicle weight and the initial linear and angular velocities
of the wheels are taken to be the same as those in [51] and the parameters reported
in [51] were used to simulate the bicycle model of the vehicle. In [51], the initial
linear velocity is taken to be 20 m/s (72 km/h) and the results are plotted for 1.7 s
duration. The same settings have been used in our simulations. An initial brake force
is applied until the slip ratio reaches 0.15 and then SMC takes over. A comparison
of the simulation results is given in Fig. 6.69.

The result shows that the vehicle linear velocity reduces linearly. After initial
increase in slip ratio due to mechanical braking action, the SMC controls the slip
ratio at the desired value of 0.15. As a consequence, after the initial drop in wheel
angular speed due to mechanical braking, the wheel angular speed reduces linearly.
Thus, the passenger feels a smooth braking action instead of the pulsating effect felt
due to standard ABS application.

6.6 Regenerative Braking System

With mechanical friction brakes, the kinetic energy turns into heat energy and gets
dissipated into the environment. Hybridization of vehicle driveline has led to the
possibility of accumulating energy due to decrease in vehicle’s momentum during
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Fig. 6.70 Schematic repre-
sentation of a cone and belt
CVT

braking and consequently make use of that accumulated energy to drive/accelerate
vehicle whenever it is intended. This type of a braking process is called regenerative
braking. Regenerative braking improves vehicle’s fuel economy, especially in city
driving conditions, where frequent braking is required. To apply regenerative braking,
an algorithm has to be designed to distribute the braking force into regenerative
braking force and frictional braking force.

The main drawback of regenerative braking is that the generated electricity must
be closely matched with the supply. Thus, the voltage developed by the generator
must be closely controlled. By comparing the estimated regenerative brake torque
with the maximum braking torque required to stop the vehicle, decisions are taken on
the use of the type of braking in different situations. A continuously variable trans-
mission (CVT), which is an automatic, step-less, smooth transmission system from
which infinite number of gear ratios can be obtained within the limits (Fig. 6.70), is
required to maintain constant speed at the generator input for various output veloc-
ities during regenerative braking process. Alternatively, a power-split device may
be used. The regenerative braking force is usually insufficient during panic braking
which is why additional braking force has to be provided by mechanical brakes. Pure
mechanical brakes can lock up the wheels and thus compromise vehicles’ directional
stability. Thus, to ensure quick braking while maintaining vehicle maneuverability,
the mechanical braking part can be performed by an ABS.

Note that standard ABS schemes cannot be used in conjunction with regenerative
braking because that would require fast switching of the CVT ratio during braking
and reduce the life of CVT. However, a sliding mode ABS control can be interfaced
in parallel with regenerative braking and thus the advantages offered by both can be
harnessed.

The schema of regenerative braking system is shown in Fig. 6.71. An electric
vehicle setup is considered for this analysis on regenerative braking. The vehicle is
considered to have rear wheel drives. The drive torque is applied to the differential
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Fig. 6.71 Schema of regener-
ative braking

through motor, CVT, and final reduction gear. The electric motor itself acts as the
generator during regenerative braking. The semiconductor switch in the transmission
line behaves like a clutch. CVT is used to maintain the generator input speed con-
stant during regeneration. During regenerative braking, the vehicle uses the motor as
generator and its output is used to charge the regenerative battery. The braking of the
vehicle is performed by using both regenerative and ABS for the present study. Pedal
input, vehicle’s longitudinal velocity and CVT ratio are used as input for calculation
of regenerative braking and maximum braking torque. When the brake is applied,
the controller unit calculates the required torque and its distribution.

6.6.1 Regenerative Braking Algorithm

An algorithm is required to decide on how to distribute the braking force between
regenerative braking and friction or antilock braking in an emergency braking situa-
tion. The emergency braking is differentiated from normal or slow braking from the
brake pedal position or force. The flow diagram as shown in Fig. 6.72 is used here
to decide on distribution of braking forces depending on various input parameters.
If the regenerative braking force Freg is less than the required maximum braking
force Fbf then both regenerative and antilock braking will work in union. If regener-
ative braking force Freg is more than the required maximum braking force Fbf , then
regenerative braking alone will carry out the job.

In the present study, the regenerative braking torque applied at the wheels with
final reduction gear ratio G is calculated as

Tw = iGTregW = Fregrw (6.88)
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Fig. 6.72 Flow diagram of regenerative braking

Fig. 6.73 Bond Graph model of regenerative braking

where W is the weight factor for state of charge (SOC) whose value is constant up
to a certain percentage of SOC and after that value of SOC it decreases linearly [76].
The value of the regenerative torque Treg is a constant determined from the motor
characteristics curve. The CVT ratio is modulated as i = ωmrw/ (ẋvG), where ωm is
the desired generator speed. The desired generator speed is a fixed value such that the
voltage developed is the required charging voltage, e.g., about 13.8–14.4 V charging
voltage for a 12 V (12.6 V open-circuit voltage at full charge) battery. The CVT
ratio is accordingly modulated to maintain constant input speed at the generator end.
When the vehicle is driven at constant speed, the CVT ratio is maintained constant
as 0.58 (as per data in [76]) so that it works like a simple reduction gear and during
regeneration process, the CVT ratio is varied within the range 0.58–2.47.

The bond graph developed for the regenerative module is shown in Fig. 6.73.
Voltage of the main battery, represented by SE-element, is used to drive the vehicle.
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The semiconductor switch denoted by TF-element (μsc) is modulated and it acts like
a clutch. This is also used as a means to model the pulse width modulation-based
control of input power. The power supply is disconnected (μsc = 0) when brakes
are applied. The R-element at the 1-junction represents armature resistance, which
decides the current required for driving the vehicle and for charging the battery
in the regeneration process. Here the regenerator-battery is modeled as a bank of
high-capacity capacitors represented as a single equivalent capacitor. The motor or
generator is modeled as a modulated gyrator. The TF-element used to modulate the
CVT ratio (μcvt) has a constant value in the forward path (i.e., motor mode) and its
value is modulated continuously during regeneration process (generator mode) to
maintain constant speed at the generator input. During charging and boosting (i.e.,
when additional power is required, the capacitor is connected to the main energy
source), the charging capacitor or battery is connected to the armature by a semicon-
ductor switch represented by a modulated TF-element (μsb). This semiconductor
switch also protects the battery against loss of charge (when charging voltage is
below a certain limit) and overcharging (when charging voltage is above a certain
limit).

6.6.2 Validation of Regenerative Braking

The model parameters used in the simulation of the quarter vehicle model are taken
from [76]. The validation of the regenerative braking has been performed by compar-
ing the results with those reported in [76]. The vehicle weight and the initial linear
and angular velocities of the wheels are taken to be the same as those in [76]. With
these adjustments to match the scenarios, the quarter vehicle model with regenerative
braking system developed here is nearly equivalent to that presented in [76].

Figure 6.74 shows a comparison of the results reported in [76] with those obtained
from the developed regenerative quarter car model. The vehicle speed (Fig. 6.74a)
almost matches with the simulation and experimental test results given in [76]. The
CVT ratio and battery SOC with conventional CVT control and CVT REGEN control
are compared with results from the same source in Fig. 6.74b,c, respectively. The CVT
ratio with REGEN control increases much faster than the conventional CVT control
process. The battery SOC increases during regeneration process. The battery SOC
increases marginally more with CVT REGEN control than that with conventional
CVT control.

It is seen from Fig. 6.60 that coefficient of friction between the road and the wheel
increases with the increase in slip ratio. Yeo et al. [76] showed that the time taken
to stop the vehicle is nearly 13.6 s. As a result of this, the distance covered after
applying brake is nearly 74.3 m. The time and stopping distance are higher as the
value of slip ratio is only 0.01, i.e., the slip ratio is not controlled and the coefficient
of friction value between the road and the wheel is very less. In order to avoid this
problem, we consider regenerative antilock braking in the next step.
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Fig. 6.74 Comparison of (a) vehicle speed, (b) CVT ratio, (c) battery SOC and (d) slip ratio for
conventional CVT control and CVT REGEN control with the results of [76]

6.6.3 Modified Full Vehicle Model

The word bond graph representation of the full vehicle model is shown in Fig. 6.75.
Some of the bonds in the word bond graph are multi bonds[10]. In the word bond
graph, the global system is decomposed into eight subsystems. These are: vehicle
body, suspension, wheel, steering, antilock braking system, differential, drive, and
regenerative braking system. The four wheels are connected with the vehicle body
through suspensions. The steering, anti roll bar, and ABS are coupled with the axle
by scalar bonds. Likewise, scalar bonds connect the differential to the rear wheels and
the vehicle body. Body weight and aerodynamic forces are connected to the vehicle
body by vector bonds. Scalar bonds connect the main battery and the regenerative
battery to the differential through motor/generator, CVT, and reduction gear. CTF
blocks [49] indicate coordinate frame transformations.

Following static analysis, the normal loads acting on the front and rear wheels
when the vehicle is moving in a straight path are given by

Nfr,rr = mc

4
g + mwg ± h

4a
Fd (6.89)
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Fig. 6.75 Word bond graph model of full vehicle with regenerative braking

where, Fd = mc ẍ +Caero ẋ2, a is the half-wheel base length (considering mass center
is at middle), h is the height of the mass center, and Caero is the aerodynamic drag
coefficient. In dynamic analysis, the normal reaction at any wheel is obtained from
the values of the tire stiffness and deflection.

6.6.4 Performance of SMC-Based ABS with Regeneration

The sliding mode ABS control produces smoother variations in wheel rotational
speed as compared to the conventional ABS system, thereby improving passenger
comfort. This also means it is possible to obtain almost constant input speed at the
generator input while smoothly varying CVT ratio. This concept was verified through
simulation of the quarter car model. Because the wheel speed varies smoothly with
SMC-based ABS, the CVT ratio is calculated from the expression i = ωm/

(
θ̇wG

)
for all values of slip ratio. The vehicle was brought to a steady longitudinal speed
of 25 m/s (90 km/h) and then SMC ABS brake with regeneration was applied to the
front wheels. The SMC tries to keep the slip ratio at the optimal value 0.2 while
keeping the braking force bounded within an upper and a lower force limits till the
sliding surface is reached around 0.04 s after application of brakes. The initial action
of SMC ABS is similar to conventional braking till the vehicle slip ratio reaches 0.2
after which the sliding mode controller truly takes over.

The results in Fig. 6.76a show the variation of vehicle speed and wheel slip ratio
during braking by combined SMC based ABS and regenerative braking. Slip ratio
plot shows that the SMC algorithm is able to maintain the slip ratio at 0.2. It is seen
from Eq. 6.89 that there will be no load transfer between the wheels if the term h
vanishes. To compare the actual results with those obtained without considering load
transfer, the value of h was artificially taken to be zero for the later simulation. It is
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Fig. 6.76 a Vehicle speed, wheel speed, slip ratio, b CVT ratio, c battery SOC and d vertical
deflection of front suspension for CVT REGEN control during load transfer

observed that the vehicle stops 0.4882 s earlier due to load transfer effect than that
obtained from a model which neglects load transfer. Figure 6.76b shows the variation
of CVT ratio during regeneration process.

The variation of CVT ratio with load transfer consideration is somewhat steeper
than that without load transfer consideration. Figure 6.76c shows the variation of
battery SOC. The change in battery SOC is less when load transfer is considered.
The deflection of front suspension in the vertical direction with and without load
transfer is shown in Fig. 6.76d. Note that there is some additional deflection of the
suspension even when load transfer is neglected. This is due to the fact that the
brake torque applied on the wheels to stop its forward movement is applied in the
reverse sense on the vehicle and this reactive couple moment being a free vector is
translated to the center of gravity; thereby producing forward pitching of the vehicle.
The 4.02 cm initial deflection of the suspension is due to the static load. The load
transfer causes extra deflection of 4.2 mm during braking and once the vehicle stops,
the suspensions regain their initial configuration.



6.7 Hybrid Vehicles 525

6.7 Hybrid Vehicles

A hybrid vehicle uses two or more different power sources. The most used type
called hybrid electric vehicle (HEV) combines an internal combustion (IC) engine
with electric motors. In hybrid vehicles, the mechanical separation of the motor from
the drive train offers various design innovations.

Some pollution-free green vehicles use propulsion by compressed air. An IC
engine is used to compress the air when the pressure in the cylinder falls below
a certain limit. Because the IC engine is not directly coupled with the drive, it is
possible to operate it at full efficiency during compression of the air. Such systems
are much more efficient than battery charged hybrid vehicles.

6.7.1 Classification of Hybrid Vehicles

Hybrid vehicles may be classified according to their power train configuration, fuel
type, and mode of operation. In a parallel HEV, the electric motor and the internal
combustion engine can individually or together drive the vehicle. The internal com-
bustion engine may be operating on petroleum, diesel, bio-fuels, alcohol, etc. We
will not go into the details of fuel types but rather concentrate on the drive train types
and operation models.

A full hybrid or strong hybrid vehicle can run by drawing power from just the
engine, just the batteries, or from both. Thus, high-capacity battery pack is needed to
provide sufficient power for battery only operation. The usual approach while both
power sources are driving the vehicle is to use a PSD. Alternatively, automatically
controlled clutches may be used so that the appropriate clutch is engaged when power
is drawn from one source. However, when there is no power-split device and both
the sources are driving the vehicle, the electric motor must run at the same speed as
that of the IC engine.

Some HEVs use regenerative braking (and regenerative suspensions) or kinetic
energy recovery system (KERS) to store energy in a battery pack and then use that
energy for boosting the vehicle speed under demand, such as assist during overtaking.
These types of vehicles are termed mild parallel hybrids. Due to lack of sufficient
motor power, a mild hybrid vehicle cannot be driven solely by the electric motor.

A series-parallel HEV uses a PSD to draw the power from an IC engine and one
or more electric motors in any desired ratio. The IC engine is the primary power
source. The power-split device is akin to a planetary gear set. The electric motor acts
as a generator to charge the batteries during braking. When vehicle requires a speed
boost, the electric motor is operated and engaged to the power-split device. The IC
engine can be automatically shut down when the vehicle is not moving (such as at
traffic signals) and later it may be restarted by the electric motor. This reduces fuel
consumption and emissions.
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Series-hybrid vehicles are driven by the electric motor which draws power from a
battery pack. Although there is an engine, the vehicle power train has no mechanical
connection with it. The engine runs a generator when the charge in the battery pack
depletes due to use. Because the series-hybrid vehicle is purely driven by electric
energy, the battery must be powerful enough to store and deliver large power on
demand. Cyclic charging and discharging batteries reduces their life. Therefore,
super-capacitors have been developed and combined with battery bank for use in
series-hybrid vehicles. A variant of series-hybrid or parallel-hybrid vehicle is called
plug-in hybrid electrical vehicle which has much larger energy storage capacity. The
batteries of a plug-in HEV may be charged from the mains electricity supply at home
to minimize the fuel consumption by the IC-engine.

The fuel cell hybrid vehicle is an electric vehicle where a fuel cell and a battery
pack are together used as the power source. The fuel cell uses hydrogen as fuel. Any
other fuel, such as methane, that can be reformed to hydrogen may be used in some
fuel cells. More details of fuel cells are given in the previous chapter. The fuel cell
voltage and power output varies with the load (current drawn). Thus, it is seldom
used to directly drive the electric motors. Instead, it is used to charge the electric
battery when it is depleted.

6.7.2 Power-Split Device

The PSD distributes the power produced by two separate sources. To divide the
power efficiently, a planetary gear system is used (Fig. 6.77). The size of PSD used
in modern vehicles is typically smaller than a soccer ball. The three basic components
of the epicyclic planetary gear are: the central Sun gear, the Planet carrier which holds
one or more peripheral planet or pinion gears that mesh with the sun gear, and an
outer ring gear with inward-facing teeth that mesh with the planet gears. Each of
the gears (or carriers) can rotate in different ways and thus provide a wide range of
power options. In hybrid vehicle transmissions, the planetary carrier is connected to
the IC engine and rotates the ring gear and transmits power to the sun gear through
the planet gears (Fig. 6.78). At the same time, the electrical motor is connected to the
ring gear which drives the vehicle. When braking, the ring gear drives the electrical
motor as a generator. Series arrangement of these units can be used to increase the
gear ratio.

The power-split device allows the vehicle to operate like a parallel hybrid because
the electric motor can power the car by itself, the IC engine can power the car by
itself, or both can power the car together. At the same time, the PSD also allows
the car to operate like a series hybrid because the IC engine can operate at its peak
efficiency independent of the vehicle speed and the excess power can be used to
charge the batteries. The power-split device also behaves like a CVT, as has been
discussed previously in the context of regenerative braking. It may also be noted
that when the sun gear is held fixed, the electric motor connected to the ring gear
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Ring gear

Planet carrier

Sun gear

Fig. 6.77 Schematic representation of power-split device (PSD)

Fig. 6.78 Dissociation of the drive train: sun gear connected to generator, planet carrier connected
to engine, and ring gear connected to motor

Fig. 6.79 Schematic repre-
sentation of the links in the
power-split device 1 2

3

4

transmits power to the planet carrier thereby powering to start the IC-engine, which
means the vehicle does not need a separate starter motor.

The schematic representation of a planetary gear system is shown in Fig. 6.79
where links 1–4, respectively represent the sun gear, planet gear(s), ring gear, and
planet carrier or arm.

From Fig. 6.79, the angular velocities may now be written as [3]

ω1/4 = ω1 − ω4,

ω3/4 = ω3 − ω4, (6.90)
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where ωi is the absolute angular velocity of the i-th link and ωi/j is the angular
velocity of the i-th link with respect to j-th link. Rearrangement of Eq. 6.90 yields

ω1 − ω4

ω3 − ω4
= ω1/4

ω3/4
= − N3

N1
, (6.91)

where N1 is the number of teeth in link 1 and N3 is the number of teeth in link 3. Note
that the velocity ratios ω1/4/ω3/4 = −N3/N1 because of the reversal in direction of
rotation between link 1 and planet gears.

Using subscripts ‘s’ for sun, ‘r’ for ring, ‘p’ for planet gear, and ‘a’ for arm or
planet carrier, we can write from Eq. 6.91

ωs − ωa

ωr − ωa
= − Nr

Ns
,

⇒ Nrωr + Nsωs = (Ns + Nr ) ωa . (6.92)

Let us define the form factor as

n = Ns/Np.

To ensure that the gears mesh properly, their pitch circle diameters must match
properly, i.e., ps +2pp = pr , where p indicates pitch circle diameter and subscripts
identify the gears. From this geometric constraint, we can write

Ns + 2Np = Nr . (6.93)

Combining Eqs. 6.92 and 6.93, we obtain a kinematic constraint

nωs + (2 + n) ωr − 2 (1 + n) ωa = 0. (6.94)

This kinematic constraint can be used to construct the bond graph model of the PSD
given in Fig. 6.80.

In hybrid synergy drive (HSD) technology developed by Toyota motors, power-
split devices are arranged to form series and parallel hybrid configurations. These two
configurations are schematically illustrated in Fig. 6.81, where sun, planet carrier, and
ring gears are marked as S, C, and R respectively. MG1 and MG2 are two electrical
motors/generators and IC is the internal combustion engine. The load is transferred
to the driven wheels through the differential.

Usually, MG1 is used as a starting boost device and charger for electric batteries.
MG2 drives the vehicle. While braking, MG2 acts as generator (regenerative braking).
This configuration allows the IC engine to operate at its peak efficiency speed. The
third generation Toyota HSD uses Ravigneaux gearset (having a small and a large
sun gear, and a common carrier gear with two independent planetary gears) which
is also commonly used in automatic transmission systems. The bond graph model
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Fig. 6.81 a Toyota serial hybrid system and b Toyota parallel hybrid HSD configuration for four
wheel drive system

of the parallel hybrid configuration (Fig. 6.81b) is given in Fig. 6.82. It combines the
models for engine, regenerative braking, PSD, differential (gear box may as well be
included), wheels and the vehicle body with suspensions. The model of the series
hybrid configuration can be drawn in the same way.

6.8 Automatic Transmission

Automatic and semi-automatic transmissions free the driver from working on the
clutch and gears so that the driver can concentrate more on the traffic. This greatly
reduces stress on the driver especially on long drives and congested roads. A semi-
automatic transmission is partly a manual transmission in which there is no clutch. It
is also known as clutch-less manual transmission or automated manual transmission.
In this system, there in no clutch pedal. Sensors, actuators, and microprocessor-
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Fig. 6.82 Bond graph model of the power train in parallel hybrid vehicle configuration

based controllers are used to engage the drive with the transmission. The automatic
clutching is quick and smooth.

A fully automatic transmission further relieves the driver from the job of changing
gears. Such vehicles have only the brake pedal and accelerator pedals. Using sensed
inputs from these pedals, gear ratios are automatically changed. The controller auto-
matically selects the gear based on vehicle speed and throttle pedal position. A
schematic diagram of the automatic transmission and its basic bond graph model are
given in Fig. 6.83.

6.8.1 Components of Automatic Transmission System

The key feature of an automatic transmission is a set of planetary gear sets. Auxiliary
devices are used to engage these planetary gear sets. Those are a torque converter, a
set of bands, and wet-plate clutches to lock parts of the gear set, hydraulic systems
to control the clutches and bands, and a gear pump to pressurize the hydraulic fluid.

To achieve more gear ratio options, compound planetary gears are used. A com-
pound planetary gear set usually has one common ring gear connected to the trans-
mission and two sun gears and two sets of planets on two planet carriers. This com-
bination produces four forward gear ratios and one reverse gear ratio. To achieve
these gear ratios, some of the gears have to be held fixed and some are to rotate at
same speed. Clutches and bands are used to engage gears so that they can be fixed
or connected serially. The bands wrap around sections of the gear train and connect
to the housing. The bands are actuated by hydraulic cylinders to shift clutches.
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A gear pump supplies fluid to the transmission cooler and the torque converter. A
spring loaded valve is operated by a governor. The governor rotates at the same speed
as the transmission shaft and thus the valve opening is proportional to the vehicle
speed. The fluid flow from the pump to the turbine is thus passively controlled by
the vehicle speed.

The transmission line contains several shift valves which supply hydraulic pres-
sure to the clutches and bands to engage each gear. The shift valve determines when
to shift from one gear to the next or previous gear. One arrangement of the clutches
and bands in the compound planet configuration is shown in Fig. 6.84.
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Electronically controlled transmissions monitor vehicle speed, engine speed,
throttle position, pressure on the brake pedal, and accelerator pedal and control vari-
ety of peripheral devices such as regenerative and antilock braking system, active
suspension system, etc. Usually, a fuzzy logic controller is used to correlate the inputs
to outputs in predefined zones.

The torque converter is a fluid coupling which can introduce slip between the
engine and the transmission. This allows the engine to operate independently of
the transmission. The amount of slip depends on the resistance offered by the fluid
coupling. If the resistance is large, there will be no slip whereas if the resistance is
small, there will be appreciable slip. This resistance is changed by changing the fluid
pressure in the coupling (much like the pressure in a mechanical friction clutch).
Conventional fluid couplings are inefficient. Therefore, the torque converter is com-
posed of a centrifugal pump, a turbine and a stator. The centrifugal pump is connected
to the flywheel of the engine. As it turns, it draws fluid at its center and this fluid
impinges on the blades of the turbine and flows along its blades to exit at turbine
center. The turbine is connected to the transmission. The stator blades redirect the
fluid returning from the turbine so that it does not enter the centrifugal pump. In this
way, the efficiency of the torque converter is increased. When the pump and turbine
rotate at the same speed, there is no torque transmission because the relative velocity
of impinging jet on turbine blades is zero. Thus, the engine power is wasted. Some
vehicles use a lockup clutch which locks the turbine and the pump of the torque
converter to eliminate the slip.

6.8.2 Bond Graph Model of Automatic Transmission

A complete model of the NAVISTAR 4700 series 4x2 rear wheel driven truck, pow-
ered by a turbocharged, inter-cooled engine, and equipped with a four speed auto-
matic transmission is given in [44]. This model considers the pitch-plane dynamics
of the vehicle with tire forces, aerodynamic loading, suspension dynamics, and slope
of the road profile [43]. The global or top-level view of the model is given in Fig. 6.85.
The driver sends commands to the engine by varying the throttle/accelerator position
and the mode of drive (parking, overdrive, normal. . .). The brake pedal position is
also sensed. These commands influence the engine output and the gear selection in
the drive train. The driver can also directly influence the vehicle dynamics through
steering (which is not included in pitch-plane model) and selection of compliance
level (active suspension parameters).

The drive train is composed of the pump, torque converter, planetary gears, trans-
mission shaft and the differential. The word bond graph model of the transmission
system is shown in Fig. 6.86. The speed of the transmission shaft is measured. This
information along with the measured engine speed and throttle position decide the
gear shift logic according to which the transmission ratio of the compound planetary
gear is selected. Clutches and bands of the compound planetary gear are actuated to
realize the desired transmission ratio.
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6.8.3 Torque Converter Model

The bond graph model of the torque converter is shown in Fig. 6.87. The engine power
is controlled by the fuel injection controller and modeled according to [4]. The engine
torque is applied on the pump where the rotary inertia of the impeller and the flywheel
are modeled together. The RMGY-element couples the pump to the turbine. RMGY
is a defined bond graph element which has been used in [44]. The power scaling
gyrator (PGY) element defined in [41] is similar to RMGY. This element acts like a
modulated gyrator in which power is not conserved (the R in RMGY signifies loss
of power). A linear RMGY-element has thus two gyrator moduli (μ1 and μ2) which
are defined in its constitutive relation:

e1 = μ1 f1 and e2 = μ2 f2,

e1 f1 �= e2 f2 if μ1 �= μ2. (6.95)

In the torque converter, the stator is connected to the casing by a one-way clutch.
The stator design ensures that the torque converter acts as torque multiplication device
at low turbine speeds. The fluid coupling applies forward and reactive torques on
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the turbine and the pump, respectively. These torques are functions of the pump and
turbine speeds which is why the coupling is represented by a GY element. The non-
power conserving RMGY-element used to model the losses in the fluid coupling has
a nonlinear constitutive relation which is adopted from the static modeling methodol-
ogy proposed in [3, 27, 64]. The parameters in this relation are empirically obtained
by curve-fitting the quasi-static experimental data. The curve fitting is performed
between the torque ratio and the speed ratio during steady operation. Likewise, the
capacity factor is another parameter used in the constitutive relation and it is also
curve fitted with the speed ratio as a free variable. The functional relationships thus
obtained through curve-fitting are valid for quasi-static operation, i.e., these func-
tions do not model the influence of large transients due to sudden variations in the
input (engine speed) or the load.

The capacity factor or the coefficient of absorption in torque [3] is defined as

K = ωi√
Ti

= Φk

(
ωT

ωi

)
= Φk (ω̄) (6.96)

where ωi is the angular speed of the input shaft (impeller pump or engine speed), Ti

is the input torque on the impeller, ωT is the output (turbine or transmission shaft)
speed, Φk is the fitting function and the non-dimensional number ω̄ = ωT /ωi is
called the sliding velocity.

The torque ratio[44] is defined as

λ = TT

Ti

= ΦT

(
ωT

ωi

)
= ΦT (ω̄) (6.97)

where ΦT is the fitting function. When the sliding velocity approaches 1, the lock-up
clutch interlocks the impeller and turbine. In this case, the torque ratio and sliding
velocity are both taken to be 1.

The constitutive relation of the nonlinear RMGY-element [44] representing the
fluid coupling is given as follows:

Ti =
(

ωi

ΦK (ω̄)

)2

(6.98)

TT = ΦT (ω̄)

(
ωi

ΦK (ω̄)

)2

(6.99)

where the input variables are ωi and ωT and the computed variables are Ti and TT .
A block diagram representation of the calculations needed in the RMGY-element is
shown in Fig. 6.88.
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Fig. 6.88 Block diagram model of RMGY-element’s constitutive relation

6.8.4 Gear Shift Logic and Transmission System Model

The bond graph model of the transmission system is shown in Fig. 6.89. The turbine
model (see bond graph model of torque converter in Fig. 6.87) is connected to a 1-
junction where two modulated R-elements model the losses. One of the R-elements
represents power loss incurred in charging the pump and the second one represents
the loss due to churning of transmission fluid. The torque loss due to churning
depends on the gear number (how many clutches and bands are involved and in what
configuration) and is a nonlinear expression with linear and quadratic terms.

Gear inertias are lumped with inertias of shaft segments. The springs and dampers
in parallel model the gear mesh stiffness and damping along with the torsional stiff-
ness and damping of lay shafts. The RMTF-element is a non-power-conserving
transformer which includes internal dissipation [44]. The power scaling transformer
(PTF) element defined in [41] is similar to RMTF. The name RMTF suggests it is
a MTF with resistance which receives a pair of flow and effort information in two
bonds to compute the complementary power variables in those bonds. This defined
two-port element (see power variables in Fig. 6.89) has a separate torque ratio and
speed ratio:

ω2 = μωω1 and τ1 = μτ τ2, (6.100)

where μω and μτ are two scaling constants termed speed ratio and torque ratio,
respectively. If τ1ω1 ≥ τ2ω2,one introduces power loss into the model. The inputs
to the RMTF-element are the turbine speed and the load torque and its outputs are
the load on the turbine and the speed of the output shaft.

The power loss takes care of loss of efficiency during gear shifts. In the model
developed by [44], it is assumed that the speed ratio varies linearly during a gear
shift. The efficiency loss is modeled by varying the torque ratio. Before the gear shift
and after completion of the gear shift, the speed and torque ratios are the same, i.e.,
μω = μτ . During the gear shift, μτ ≤ μω. A blending function (see Fig. 6.90 for a
gear downshift) is thus used to implement this feature. Note that the shift duration is
typically less than 0.08 s.

In automatic transmissions, the decision regarding gear shift is taken according to
the driver demand (accelerator pedal position, brake pedal position) and the current
speed of the vehicle. Usually, a shift-logic chart (included in the code embedded in
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the microprocessor) is used to take this decision. One such chart is shown in Fig. 6.91
where solid lines indicate the up-shift and dashed lines indicate downshift margins,
respectively, and ωs and ωm , respectively, represent the output shaft speed and a
reference maximum output speed. For example, if the drive shaft connected to the
differential rotates at 10 % of the peak speed (ωs/ωm = 0.1) and the throttle position
(accelerator pedal) is held fixed at 50 %, which corresponds to point A in Fig. 6.91,
then the compound planet is engaged in a way to produce the lowest forward gear
ratio (1st gear). If the throttle position is not changed then the transmission ratio is
held at 1st gear till the vehicle accelerates and its speed increases to a value so that
ωs/ωm > 0.35 (point B in Fig. 6.91) at which point the gear up-shift from 1st to 2nd
gear is automatically effected. A detailed experimental automatic shift logic map
may be consulted in [27].

The transmission efficiency has also been included in the differential model given
in [44]. Like the transmission system, ideal speed reduction and non-ideal torque mul-
tiplication based on a predefined gear efficiency map has been considered. Although
we do not go through the entire model development process given in [44], it is worth
mentioning here that the authors of that paper could validate their model with exper-
imental results and produced a reduced order model (mostly removal of small rotary
inertias of gears and gear mesh stiffness and damping) which produced comparable
results to the full model. Note that a much complete and accurate model of the drive
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train components is developed in [3] in library form by using AMESim software,
which also supports bond graph modeling.

6.9 Fuel Cells

The heat engine is highly polluting and responsible for effects such as ozone layer
depletion and greenhouse effect. In this context, fuel cells, which are efficient and
environmentally friendly power-generating systems that produce electrical energy by
combining fuel and oxygen electrochemically, are being used as alternative energy
sources.

A battery is an energy storage device, which contains the reactant chemicals. The
electrodes in a battery take part in the chemical reaction. A battery must be discarded
once the reactants are depleted (unless the battery is rechargeable). On the other
hand, a fuel cell is an energy conversion device where the reactants are continuously
supplied and the products are continuously removed. The electrodes and electrolyte
do not participate in the chemical reaction but they provide the surfaces on which
the reactions take place and they also serve as conductors for the electrons and ions.
Therefore, a fuel cell is a thermo-electrochemical device, which converts chemical
energy from the reaction of a fuel with an oxidant directly and continuously into
electrical energy.

The basic components of a general fuel cell are two porous electrodes, i.e., anode
and cathode, which are separated by a solid or liquid electrolyte. The electrolyte is
impervious to gases. Fuel is supplied to the anode side and air is supplied to the
cathode side. The oxidation reaction is made possible by conduction of ions through
the electrolyte. Many challenges have to be overcome before its successful imple-
mentation of a fuel cell. Many issues regarding suitable materials for the electrolyte,
interconnects, gas seals, and electrodes have to be addressed. There are also issues
regarding cell stack design and life span improvement that warrant immediate atten-
tion. Computer control of fuel cell stack for load variation with minimum response
time, better stack design, cyclic endurance, and power conditioner for utility services
are other issues involved in a fuel cell design. Developing robust controller for inte-
grated fuel cell systems is also a major challenge.
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Table 6.3 Different types of fuel cells and their application areas.

Application
Area

Power
requirement (W)

Advantages Type of fuel cell

Portable
electronic
equipment

Small vehicles,
home applications

Power generation,
Heavy vehicles

<100W

1 kW to 100 kW

100 kW to 10 MW

High energy
density, fast
recharging

Zero emission, high
efficiency

High efficiency,
non-polluting,
quiet operation

P
E

M
F

C

1W

1kW

100kW

A
F

C

S
O

F
C

M
C

F
C

P
A

F
C

10MW

Power scale

6.9.1 Classification of Fuel Cells

There are many types of fuel cells currently under research and development. Fuel
cells are classified according to the electrolyte used. The major types of fuel cells
are Molten carbonate fuel cells (MCFCs) where electrolyte is a mixture of molten
alkali carbonates that conducts carbonate ions, low temperature (80–100◦ C) Proton
exchange membrane fuel cells (PEMFCs) where a polymer membrane that con-
ducts protons (or hydrogen ions) is used as an electrolyte, phosphoric acid fuel cells
(PAFCs) where phosphoric acid is used as electrolyte that conducts protons, Alkaline
fuel cells (AFCs) where the electrolyte is an aqueous solution of alkaline hydrox-
ide which conducts hydroxyl ions and solid oxide fuel cells (SOFCs) where the
electrolyte is a ceramic that conducts ions at high temperatures (800–1,000◦ C).

The electrolyte substance is specifically designed so that it is an electrical insulator
(electrons cannot pass through it) and specific ions can pass through it (e.g., protons
for PEMFC and oxygen ions for SOFC). The electrons freed during ionization are
forced to travel through the external load and upon reaching the cathode side, they
reunite with the ions which have passed through the electrolyte to complete the
reaction.

Different types of fuel cells produce different amounts of power. Their suitability
to specific applications is governed by the power requirement by the target application
and operational constraints. The suitability of different fuel cell types for different
application areas are given in Table 6.3. PEMFC and SOFC are the most important
types because they can cater to wider ranges of application areas. Thus, we will
specifically consider these two fuel cell types in this chapter. Other bond graph
models of fuel cells can be consulted in [13].

http://dx.doi.org/10.1007/978-1-4471-4628-5_6
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Fig. 6.92 Schematic diagram of a single cell of SOFC

6.9.2 Solid Oxide Fuel Cell

SOFC provides considerably high system efficiency in comparison to other fuel cell
systems with cogeneration [67]. Expensive catalysts, which are needed in the case of
proton-exchange fuel cells (platinum) and most other types of low temperature fuel
cells, are not needed in SOFCs. Moreover, light hydrocarbon fuels, such as methane,
propane, and butane, can be internally reformed within the anode because of the
high operating temperature. SOFCs have a wide variety of applications from use as
auxiliary power units in vehicles to stationary power generation with outputs ranging
from 100 W to 2 MW. SOFCs are also coupled with gas turbines in order to improve
their efficiencies. The SOFC is also used in combined heat and power systems.4

An SOFC is made up of four layers, three of which are ceramics (see Fig. 6.92).
A single cell consisting of these four layers stacked together is typically only a few
millimeters thick. Hundreds of these cells are then stacked together in series to form
a stack. The ceramics used in SOFCs do not become electrically and ionically active
until they reach very high temperature. The electrolyte represents the media through
which ions migrate from one electrode to the other; thus causing a voltage difference
between the anode and the cathode, and consequently an electric current through
an external load. Yttria stabilized zirconia (YSZ), which is a ceramic material, is
usually used as the electrolyte material.

In the cathode side of the SOFC, oxygen molecules can diffuse to the catalyst and
combine with free electrons to form negatively charged oxygen ions. The electrolyte
membrane is an electrical insulator. Only the negatively charged oxygen ions can
conduct through the membrane. The conducted oxygen ions combine with hydrogen
on the anode side to form water and liberate the electrons. These electrons in the
anode side travel through the external circuit to the cathode side to complete the
cycle.

The reaction taking place in a SOFC is given as

4 A part of this section is taken from these authors’ previous work published in [71–73].
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Cathode : O2 + 4e− → 2O2−

Anode : 2H2+2O2− → 2H2O + 4e− + Heat (6.101)

The reaction takes place at the so-called triple phase boundary (TPB), where
electrons, ions, and gas phase coexist. The typical material of the anode is Nickel-
Yttria stabilized Zirconia cermet. The cathode must be porous in order to allow
oxygen molecules to reach the electrode/electrolyte interface. The most commonly
used cathode material is lanthanum manganite. It is often doped with strontium and
referred to as lanthanum strontium manganite (LSM). The interconnect serves the
purpose of connecting cells together to form a stack and it also acts as a collector
of the electrical current. It functions as the electrical contact to the cathode while
protecting it from the reducing atmosphere of the anode.

6.9.3 Chemical Equilibrium

For any isolated thermodynamic system undergoing a general process which does not
have any particular restrictions, the sign of the change in entropy of the universe given
by the second law of thermodynamics determines its spontaneity. However, many
practical processes occur under the conditions of constant temperature and pressure.
For reactions occurring at isothermal and isobaric conditions, the sign of the change
in Gibbs function of the reaction gives the information about the spontaneity of the
reaction.

Consider a hydrostatic system in mechanical and thermal equilibrium but not in
chemical equilibrium. Suppose that the system is in contact with a reservoir at tem-
perature T and undergoes an infinitesimal irreversible process involving an exchange
of heat δQ from the reservoir. The process may involve a chemical reaction. There-
fore, the entropy change of the universe is dS0+dS, where the entropy change of the
reservoir is dS0 and the entropy change of the system is dS. During the infinitesimal
irreversible process, the internal energy of the system changes by an amount dU ,
and an amount of work pdV is performed by the system. Therefore, according to the
first law,

dQ = dU + pdV . (6.102)

According to the second law of thermodynamics, an irreversible process leads to
the increase in the entropy of the universe. Thus, we may write dS0+dS > 0. Since
dS0 = −δQ/T , we have

−dQ

T
+ dS > 0 or dQ − T dS < 0

⇒ dU + pdV − T dS < 0. (6.103)
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Fig. 6.93 Variation of the
Gibbs function of the reaction
with the reaction advancement

By definition, the Gibbs function G is given as G = U + pV − T S, which on
differentiation gives dG = dU + pdV + V d p − T dS − SdT . When the conditions
of constant temperature and pressure are imposed, the change in Gibbs function is
given by

dG = dU + pdV − T dS (6.104)

From Eqs. 6.103 and 6.104, it is clear that the condition for the process to be
irreversible and occur spontaneously is dG < 0. Conversely, the non-spontaneity
of an isothermal and isobaric process can be identified by the condition dG > 0.
Therefore, if dG for a isothermal and isobaric chemical reaction system is negative,
it means that the process will occur irreversibly until the equilibrium is reached at
which, the Gibbs function G will become minimum, i.e. dG = 0 (refer to Fig. 6.93).

6.9.4 Bond Graph Model of Chemical Reaction Kinetics

Consider two reactants and product in the example reaction

2A + B
k+�
k−

2C, (6.105)

where k+ is the forward reaction rate coefficient and k− is the reverse reaction
rate coefficient. The progress or advancement of a reaction can be represented in
terms of mole numbers as ni (t) = ni (0) + νiξ (t), where ξ (t) is the reaction
advancement coordinate with ξ (0) = 0 and νi is the stoichiometric coefficient of
the i th species. The stoichiometric coefficients of the species in this example reaction
(refer to Eq. 6.105) are νA = 2 , νB = 1 and νC = 2.

The time variation of the number of moles of the three species are related as
dnA = −νAdξ , dnB = −νBdξ and dnC = νCdξ . As these quantities are perfect
differentials, their integrations give the following:
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nA(t) = nA(0) − νAξ (t) ,

nB(t) = nB(0) − νBξ (t) ,

nC(t) = nC(0) + νCξ (t) ,

where ξ (0) = 0.
The reaction advancement coordinate may be thought of as a generalized displace-

ment whose time derivative defines the reaction rate [35]. The corresponding effort,
which drives the reaction, is called affinity. The Gibbs free energy is the maximum
amount of non-expansion work that can be extracted from a closed system through
a completely reversible process. The change in Gibbs free energy of a system which
is maintained at constant temperature and pressure is given as

dG =
(∑

i∈P

μiνi −
∑
i∈R

μiνi

)
dξ, (6.106)

where subscript i is used to represent the sums over the product and the reactant
components and μ is the chemical potential. In this example, P=

[
A B

]
and R=[C].

The affinity of the reaction is given by

A =
∑
i∈R

μiνi −
∑
i∈P

μiνi , (6.107)

where the quantity AF = ∑
i∈R

μiνi is defined as the forward affinity and the quantity

AR = ∑
i∈P

μiνi is defined as the reverse affinity. Therefore, Eq. 6.106 can be written as

dG

dξ
= −A. (6.108)

The affinity may be defined as a generalized effort variable in the bond graph
model. At the equilibrium, the affinity of the reaction is zero, i.e., dG/dξ = 0 or
A = 0 and AF = AR.

The reaction rates are defined by the law of mass action. The law of mass action
states that the rate of an elementary reaction (a reaction that proceeds through only
one mechanistic step) is proportional to the product of the concentrations of the
participating molecules. Therefore, the net rate of the reversible chemical reaction
considered in Eq. 6.105 is given as

ξ̇ = k+c2
AcB − k−c2

C, (6.109)

where c refers to the concentration of the species ‘i’. The concentration of a specific
component is defined as the ratio of the number of moles of that component to the
total number of moles of products and reactants.
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Fig. 6.94 The bond graph
model of an isothermal and
isobaric chemical reaction

The true bond graph model for the kinetics of the reaction (refer to Eq. 6.105) is
shown in Fig. 6.94. The effort and flow variables in the model are chemical potential
and mole flow rate, respectively. The chemical potential of the component ‘i’ is given
as

μi = μi,0 (T, p) + RT ln

(
ci

c�

)
, (6.110)

where ci is the concentration of the component ‘i’, c� is the reference concentration
(usually taken as unity) and μi,0 is the standard chemical potential. Equation 6.110
can be written in terms of number of moles ‘n’ as

μi = μi,0 (T, p) + RT ln

(
ni

n�

)
, (6.111)

which forms the constitutive relation for the C-elements of the bond graph model.
From Eq. 6.110, the concentrations of the reacting species can be represented in

terms of their chemical potentials as

ci = exp

(
μi − μi,0 (T, p)

RT

)
. (6.112)

The effort in the bond number 7 shown in Fig. 6.94 denotes the forward affinity
of the reaction and is given by e7 = AF = 2μA + μB. Similarly, the effort in bond
number 8 denotes the reverse affinity of the reaction and is given by e8 = AR = 2μC.

The non-equilibrium part of the chemical reaction kinetics is represented as an
R-field whose inputs are the forward and reverse affinities and the output is the
reaction rate. The constitutive relation of the R-field is formulated using the mass
action law. From Eqs. 6.109 and 6.112, the flows in the bonds numbered 7 and 8 are
given as
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f7 = f8 = ξ̇ = k+ exp

(
2μA − 2μA,0

RT

)
exp

(
μB − μB,0

RT

)
− k− exp

(
2μC − 2μC,0

RT

)

= k+ exp

(−2μA,0 − μB,0

RT

)
exp

(
AF

RT

)
− k− exp

(−2μC,0

RT

)
exp

(
AR

RT

)
,

where, ξ̇ has the unit of mol s−1. This resistance field satisfies the Onsager reci-
procity requirements [54]. Moreover, the network representation [61] of the chem-
ical reactions helps in integrating the kinetic (rate laws defined by Eq. 6.109 ) and
thermodynamic (affinities as defined in Eq. 6.107 as driving forces) points of view.

6.9.5 SOFC Modeling

Different levels of modeling of the SOFC system are possible. One has to consider
spatial distribution of pressure, temperature and concentration. Such models are
complex to solve and usually need a combined thermal and computational fluid
dynamics (CFD) model. A full model involves slow (hydraulic and thermal) and fast
(reaction, diffusion, . . .) phenomena and therefore, multi-scale models are needed
[23]. Fast dynamics is generally related to microscopic level. Let us consider a
so-called zero-dimensional macroscopic model of the SOFC system. Such a model
is good enough to develop the SOFC control system.

The assumptions for the model are

• The water formed due to the reaction is in the vapor form. All the gases involved
are assumed to be ideal. This assumption is valid because of the low pressure and
high operating temperatures.

• The fuel considered in this model is pure hydrogen. The oxidant is air with oxygen
and nitrogen as its primary constituents.

• As the cell is well insulated, the heat loss to the surrounding is neglected.
• As the fast dynamics are irrelevant from the control perspective, the diffusion

process is modeled through an approximation.

6.9.5.1 Storage of a Two-Species Gas Mixture

The SOFC channels on the anode side contain the hydrogen and water vapor, while
the cathode side has nitrogen and oxygen. On the anode side hydrogen is consumed in
the electrochemical reaction and the water vapor is produced, while on the cathode
side oxygen is consumed. The nitrogen on the cathode side does not participate
in the reaction. A storage element capable of representing the energy storage in a
two-species gas mixture is necessary for modeling this scenario.

Consider that a mixture of two gases is contained in a collapsible chamber, which
allows heat transfer from and to the surroundings. It is assumed that individual gases
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Fig. 6.95 Two species of
gases represented in a C-field

can independently flow either into or out of the chamber. Allowing the individual
gas mass flow rates in proportion to their mass fractions in the mixture can also
incorporate the mass flow of the mixture as a whole. The change of internal energy
of the two gases in the mixture in terms of time derivatives is given by

U̇ = ∂U

∂V
V̇ + ∂U

∂S
Ṡ + ∂U

∂m1
ṁ1 + ∂U

∂m2
ṁ2, (6.113)

where subscripts 1 and 2 identify the species, U , V , and S are the total internal
energy, common volume occupied by the species, and total entropy, respectively, m
is the mass and superposed (.) indicates time derivative.

From the well-known thermodynamic relations, ∂U/∂V = −p, ∂U/∂S = T ,
∂U/∂m1 = μ1 and ∂U/∂m2 = μ2, it is evident that the internal energy of the volume
of the gases change due to four distinct power exchanges which can be represented
by the products of the corresponding effort and flow variables. Therefore, the energy
storage in the gas mixture can be represented as a four-port C-field as shown in
Fig. 6.95. This C-field (an extension of the model in [11]) has four power ports: the
flow and effort variables for the mechanical port are V̇ and p, respectively; those for
the thermal port are Ṡ and T , respectively; and those for the material ports are ṁ′s
and μ’s, respectively.

We start from the ideal gas equation of state (pv = RT , v being the specific
volume and R being characteristic gas constant) and the definition of specific heat
capacity at constant volume ( du = cvdT , cv being the specific heat at constant
volume). According to the fundamental thermodynamic relation [77], the change
in the specific entropy (s) of an ideal gas (gas species #1) in terms of the specific
internal energy (u), the specific volume (v), the partial pressure (pi , i = 1, 2) and
the equilibrium temperature ( T ) is given by

ds1 = du1

T
+ p1dv1

T
= cv1dT

T
+ R1dv1

v1
. (6.114)

Integrating Eq. 6.114 from an initial state (indicated by superscript 0) to a final
state with the assumption of constant specific heat capacities and then writing the
specific quantities in terms of the absolute quantities gives
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s1 = S0
1

m0
1

+ ln

⎧⎨
⎩
(

T

T 0

)cv1
(

V m0
1

V 0m1

)R1
⎫⎬
⎭ . (6.115)

Similarly, for gas species #2, which occupies the same volume and is at same
temperature, we obtain

s2 = S0
2

m0
2

+ ln

⎧⎨
⎩
(

T

T 0

)cv2
(

V m0
2

V 0m2

)R2
⎫⎬
⎭ . (6.116)

Multiplying Eq. 6.115 with m1 and Eq. 6.116 with m2, we get the following
expressions for the entropies of the gas species #1 and #2.

S1 − S0
1 m1

m0
1

= ln

⎧⎨
⎩
(

T

T 0

)m1cv1
(

V m0
1

V 0m1

)m1 R1
⎫⎬
⎭ ,

S2 − S0
2 m2

m0
2

= ln

⎧⎨
⎩
(

T

T 0

)m2cv2
(

V m0
2

V 0m2

)m2 R2
⎫⎬
⎭ . (6.117)

The total entropy of a mixture of gases is given by the sum of the entropies of the
individual gases: S = (S1 + S2). Then, the temperature of the gases can be written
as a function of the four state variables ( m1, m2, V and S):

T = T 0eα

(
V

V 0

)−
(

m1 R1+m2 R2

m1cv1+m2cv2

)

×
(

m1

m0
1

)(
m1 R1

m1cv1+m2cv2

) (
m2

m0
2

)(
m2 R2

m1cv1+m2cv2

)

, (6.118)

where α = S

m1cv1+m2cv2
− m1S0

1

m1m0
1cv1+m0

1m2cv2
− m2S0

2

m1m0
2cv1+m0

2m2cv2
.

The internal energy of the gas mixture is obtained as the sum of the internal
energies of both the gases in the chamber, i.e., U = m1cv1T + m2cv2T . The total
pressure in the chamber is then obtained by summing the partial pressures, i.e.,
p = m1 R1T/V + m2 R2T/V , where T is given by Eq. 6.118. The same result can
also be obtained by taking the partial derivative of the total internal energy with
respect to the total volume.
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p = T 0
(

m1 R1+m2 R2

V

)
eα

(
V

V 0

)−
(

m1 R1+m2 R2

m1cv1+m2cv2

)

×
(

m1

m0
1

)(
m1 R1

m1cv1+m2cv2

) (
m2

m0
2

)(
m2 R2

m1cv1+m2cv2

)

. (6.119)

Likewise, the chemical potentials of the gases can be obtained by taking the
partial derivative of U with respect to their corresponding masses. Alternatively, the
chemical potential of gas #1 can be given as μ1 = u1 + p1v1 − T s1 = cv1T +
R1T − T s1 = h1 − T s1. Noting that the specific enthalpy h1 = h0

1 + ∫
cpdT and

s1 = s0
1 + ∫ (

cp/T
)
dT − R1 ln

(
p1/p0

1

)
, we get

μ1 = μ0
1 (T ) + R1T ln

(
p1

p0
1

)
, (6.120)

where μ0
1 (T ) is purely a function of the temperature. The partial pressure of the

gas species #1 and the temperature of the mixture in Eq. 6.120 are written in terms
of the state variables using the earlier expressions (refer to Eqs. 6.118 and 6.119).
The chemical potential of gas #2 is obtained in a similar fashion as μ2 = μ0

2 (T ) +
R2T ln

(
p2/p0

2

)
. Equations 6.118− 6.120 are the constitutive relations of the four-

port C-field as they give the effort variables (μ1, μ2, p and T ) in terms of the
four state variables (m1, m2, V and S), which are obtained by integrating the flow
variables in the bonds of the four-port C-field shown in Fig. 6.95.

6.9.5.2 Bond Graph Model for Convection of a Gas Mixture

An R-field represents the convection of a two gas mixture [22]. The most impor-
tant element in the expanded model of the MR-element is the RS-field element (see
Fig. 6.96). This element receives the downstream side temperature and the informa-
tion of the valve position (x), the upstream side chemical potentials and temperature,
and the downstream side chemical potentials to calculate the mass and entropy flow
rates. Note that all these variables are inputs to the MR-element. To maintain the
clarity of the figure, the connections needed to explicitly show these modulations are
not drawn. In Fig. 6.96, subscripts u and d refer to upstream and downstream sides,
respectively.

The submodel in Fig. 6.96 receives information of six effort variables and com-
putes six flow variables without the use of integration and/or differentiation. There-
fore, this submodel can be represented as an encapsulated R-field (a six-port element
MR in Fig. 6.96). From the continuity equation, the mass flow rate of a particular
gas is the same for the inlet and the outlet side. This reduces the total number of
independent flow variables to four (see Fig. 6.96). Then the constitutive relation of
the nonlinear resistive field element is given as
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Fig. 6.96 Bond graph representation for convection of a two-component gas mixture

{
Ṡu, Ṡd, ṁ1, ṁ2

}T = ΦR

{
(Tu, Td, μ1u, μ1d, μ2u, μ2d)

T
}

. (6.121)

where, ΦR(.) is a vector-valued function.
The overall mass flow rate (ṁ) of the mixture is imposed at the 1ṁ junction by the

modulated RS-field element in Fig. 6.96 and it is given by the linear nozzle equation:

ṁ = K (pu − pd) . (6.122)

Although the total upstream and downstream side pressures are needed to calculate
mass flow rate, they can indeed be calculated from the chemical potentials and tem-
peratures. The individual mass flow rates of the two gases are then realized through
the MTF elements shown in Fig. 6.96 as ṁ1 = ṁw1u and ṁ2 = ṁw2u. The upstream
mass fractions w1u and w2u are obtained from the upstream side storage element (the
C-field in Fig. 6.95), i.e., w1u = m1u/ (m1u + m2u), w2u = m2u/ (m1u + m2u) and
w1u + w2u = 1, where m1u and m2u are the contemporary masses (state variables)
in the upstream side control volume.

The entropy flow rate associate with the mass flow rate is calculated by means
of a transformer element (between junctions 1Ṡ and 1ṁ), which is modulated by
the specific entropy of the upstream side gases. This information of the upstream
side specific entropy can either be obtained directly from the upstream side storage
element or if a standalone scheme is required, it can be calculated from the upstream
side μ’s and T ’s (which are inputs of the MR-element) as

su = cp1w1u + cp2w2u − (μ1uw1u + μ2uw2u)

Tu
, (6.123)

where cp is the specific heat at constant pressure.
The entropy flow rate from the upstream side is given as Ṡu = ṁsu. The R-field

represents the change in the intensive variables between the upstream and the down-
stream sides. The temperatures, pressures, and the chemical potentials of the gas mix-
ture in the upstream and the downstream sides are imposed by the storage elements
on the corresponding sides. Due to this, there is an enthalpy difference between the
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upstream and downstream sides, which can be represented as the relation between
the changes in the intensive variables by using the Gibbs-Duhem equation [16] as

v (pu − pd) = su (Tu − Td) + w1u (μ1u − μ1d) + w2u (μ2u − μ2d) . (6.124)

This relation is enforced by the 1ṁ-junction in Fig. 6.96. Due to the enthalpy
difference between the upstream and downstream side gases, entropy is generated in
the resistive field. Using the principle of power conservation, the irreversible entropy
generated Ṡgen can be given as

Ṡgen = ṁv (Pu − Pd)

Td
= ṁ (su (Tu − Td) + w1u (μ1u − μ1d) + w2u (μ2u − μ2d))

Td
,

(6.125)

where su (Tu − Td) + w1u (μ1u − μ1d) + w2u (μ2u − μ2d) and Td are effort inputs
to the RS-element and ṁ is calculated internally from the constitutive relation of the
RS-element (see Eq. 6.122). The downstream side entropy flow rate is the sum of the
upstream side entropy flow rate (Ṡu imposed at 1Ṡ-junction by the MTF-element)
and the irreversible entropy generated (Eq. 6.125). This sum is realized by means of
the zero-junction shown in Fig. 6.96.

The upstream and downstream pressures, which are needed in Eq. 6.122, can
either be read directly from the upstream and downstream side storage elements
(C-fields) or can be calculated as functions of μ’s and T ’s (the input variables to the
MR-element) as

p1u = R1Tu

vu1
= p0

u1 exp

(
μ1u

Tu R1
− μ0

1u

T 0
u R1

)(
Tu

T 0
u

)cv1

R1 ,

p2u = R2Tu

vu2
= p0

u2 exp

(
μ2u

Tu R2
− μ0

2u

T 0
u R2

)(
Tu

T 0
u

)cv2

R2 . (6.126)

The total upstream side pressure is pu = p1u + p2u. The total downstream side
pressure can also be expressed similarly.

6.9.5.3 True Bond Graph Model of the SOFC

The true bond graph model of the SOFC is shown in Fig. 6.97. It uses the four-port
C-field for representing the energy storage of the gases inside the anode and cathode
flow channels. It also uses the R-field representation discussed in the last section
for modeling the convection at the inlet and the outlet of the SOFC channels. The
subscripts labeling various elements and power variables are as follows: an (anode),
ca (cathode), H (hydrogen), O (Oxygen), N (nitrogen), W (water), AS (air source),
HS (hydrogen source), M (Membrane electrode assembly or MEA), ai (anode inlet),
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Fig. 6.97 True bond graph model of the SOFC

ci (cathode inlet), ao (anode outlet), co (cathode outlet), I1 (Interconnect on anode
side), I2 (Interconnect on cathode side), PL (polarisation losses), r (reaction), and
ENV (environment).

As the volumes of both the channels remain constant, the mechanical ports of the
C-fields (p-V̇ port of Fig. 6.95) are not shown in Fig. 6.97. The mass and entropy
balances of the anode and cathode channel control volumes are given by the corre-
sponding zero junctions in Fig. 6.97. The 0Tan and the 0Tca junctions give the entropy
balances for the anode channel and the cathode channel control volumes, respectively.
The 0μH , 0μW , 0μO and 0μN junctions give the mass balances for the hydrogen, water
vapor, oxygen, and nitrogen gases, respectively, in the control volumes. The 0TM

junction gives the entropy balance at the MEA solid control volume.
The capacitive elements and fields in the model represent equilibrium thermody-

namics part of the model. As the simulation precedes, the matter inside the control
volume represented by these elements changes reversibly from one equilibrium state
to the next, i.e., the process is assumed to be quasi-static. The R-fields represent
the non-equilibrium parts of the model and they introduce the irreversibilities into
the system. The MR-elements introduce the irreversibility due to mass convection
into the system. The R-field element represented by ‘RS’ in Fig. 6.97 introduces the
irreversibility due to the over-voltage phenomena (ohmic, concentration and activa-
tion losses). The other R-field elements introduce the irreversibilities due to the heat
transfer phenomena.
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The inlet and outlet valve resistances are modeled by the MR-fields described
in Fig. 6.96, where subscripts are used to identify them. The valve resistances in
the MR-fields may be controlled by modifying the variables for the stem positions.
Note that although only hydrogen gas flows through the anode side inlet valve, the
information of chemical potential of water vapor (μW) inside the anode channel
is required for computing the downstream side pressure, which is supplied by an
information bond in Fig. 6.97. Similarly, the additional information of the chemical
potentials of nitrogen and oxygen in the atmosphere are required in the anode channel
outlet valve model to calculate the downstream side pressure, which is provided by
the source of efforts as shown in Fig. 6.97. The downstream side entropy flow is the
sum of the upstream side entropy flow and the entropy generated due to the enthalpy
difference between the upstream and downstream sides (Eq. 6.125).

In this model, the chemical potentials of the gases not only drive the electrochem-
ical reaction but also, along with temperatures, determine the flow of the gases in
and out of the channels. The transformation of power from the chemical domain
into the electrical domain is implemented by the 1ξ̇ junction and the transformers
surrounding it as shown in Fig. 6.97.

The change in the Gibbs free energy of the system is given as

dG = V d p − SdT + μdm. (6.127)

Assuming constant temperature and pressure, the change in the Gibbs free energy
of the reaction is obtained as

dG = ∂G

∂nW
dnW − ∂G

∂nH
dnH − ∂G

∂nO
dnO. (6.128)

Note that the temperature and the pressure of the system may change during the
system’s dynamics. However, Eq. 6.128 is assumed to be valid for each instantaneous
values of pressure and temperature of the system. The reaction coordinate (ξ ) is
defined such that dnH = −νHdξ , dnO = −νOdξ and dnW = νWdξ . Using these
relations and the definition of the chemical potential, Eq. 6.128 can be written as

�G = (μWνW − μHνH − μOνO)�ξ. (6.129)

If unit mole of fuel (hydrogen) is considered then �ξ = 1. Therefore, the change
in the Gibbs free energy per mole of fuel is given by

�G = μWνW − μHνH − μOνO. (6.130)

Note that the chemical potentials are in J.mol−1 in Eq. 6.130. Under reversible
conditions, this change in the Gibbs free energy is converted entirely into electrical
energy. Therefore, from the energy balance, the reversible cell voltage can be obtained
as
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Vr = − �G

ne F
, (6.131)

where the denominator gives the charge of the total number of electrons participating
in the reaction per mole of the fuel and F is the Faraday’s number. Equation 6.131
can further be written in terms of the partial pressures of the reactant and the product
gases and is called the Nernst equation. The Nernst equation is used to calculate the
effect of the change in the partial pressures of the reacting species on the reversible
cell voltage. Note that the minus sign in Eq. 6.131 is required to obtain a positive
value of voltage because the change in the Gibbs free energy per mol as defined in
Eq. 6.130 is negative (as the free energy of the products is less than the free energy
of the reactants).

The chemical potentials are calculated in J.kg−1 in the anode and cathode channel
C-fields of the model. The three transformers shown in the effort activated bonds
around the 1ξ̇ junction have factors of ‘1,000/Mi ’ in order to convert the chemical

potentials into J.mol−1. The 1ξ̇ junction shown in Fig. 6.97 enforces the following
relationship, which defines the negative of the change in Gibbs free energy per mol
of fuel for the reaction.

− �G = νH MHμH + νO MOμO − νW MWμW

1,000
(6.132)

The reversible cell voltage, which is defined by the Nernst equation, is realised by
means of a transformer element (with modulus ne F) in Fig. 6.97. When the reaction
system is in equilibrium, the change in the molar Gibbs free energy (�G) is zero.
Therefore, the reversible voltage as predicted by the Nernst equation is also zero.
When the reaction system is forced out of equilibrium (i.e., when the concentrations
of the reactants and the products differ from the equilibrium concentrations), the
reversible open circuit voltage (Vr ) can be calculated by using the Nernst equation.
However, the reaction cannot proceed as the circuit is not closed. But once the circuit
is closed (as we try to draw current from the cell), the irreversibilities come into play
and result in voltage losses.

The mole flow rate of the reaction (ξ̇ ), which can be considered as the reaction
rate, is related to the mole flow rates of consumption and production of the reactants
and products, respectively, as

ξ̇ = ṅr
W

νW
= − ṅr

H

νH
= − ṅr

O

νO
. (6.133)

The reaction mole flow rate and the current (i) are related as

i = ξ̇ne F. (6.134)

Therefore, the relations between the mass-flow rates (in kg.s−1) of hydrogen,
oxygen, and water vapor taking part in the reaction and the current drawn by the load
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are given as

i = 1,000ne Fṁr
W

νW MW
= −1,000ne Fṁr

H

νH MH
= −1,000ne Fṁr

O

νO MO
(6.135)

and they are realized through the 1ξ̇ junction and the set of transformers in the bonds
surrounding it as shown in Fig. 6.97. The current, i , drawn by an un-modeled external
load is represented by a source of flow.

The theoretical open-circuit voltage (Vr) is the maximum voltage that can be
achieved by a fuel cell under specific operating conditions. However, the voltage of
an operating cell, which is equal to the voltage difference between the cathode and
the anode, is generally lower than this. As current is drawn from a fuel cell, the cell
voltage falls due to the internal resistances and overvoltage losses. The electrode
overvoltage (η) losses are associated with the electrochemical reactions taking place
at the electrode/electrolyte interfaces and can be divided into concentration (ηact)

and activation (ηconc) over-voltages. The actual cell voltage is generally obtained by
subtracting all the voltage losses from the open circuit voltage.

Three different kinds of voltage losses or overvoltages contribute to the cell irre-
versibility. Activation overvoltage refers to the overpotential required to exceed the
activation energy barrier so that the electrode reactions proceed at the desired rate.
The anodic and the cathodic activation overvoltages are governed by the Butler-
Volmer equation [9], which for a transfer coefficient value of 0.5 are given as

ηact,an = 2RTM

ne F
sinh−1

(
0.5i

i0,an

)
(6.136)

andηact,ca = 2RTM

ne F
sinh−1

(
0.5i

i0,c

)
. (6.137)

It is clear from Eqs. 6.136 and 6.137 that the contribution of the activation over-
voltage to the overall voltage loss is significant at low currents.

The Ohmic overvoltage ( ηohm) is due to the resistance to the transport of ions
in the electrolyte and to the flow of electrons through the electrodes and current
collectors. It is governed by the Ohm’s law:

ηohm = i Rohm. (6.138)

where Rohm is the resistance per unit area. The ohmic overvoltage comes into play
typically at the middle range of current densities within which the fuel cell is usually
designed to operate.

The reactants, i.e., hydrogen and oxygen, in the flow channels have to diffuse
through the porous anode and cathode, respectively, to reach the electrode-electrolyte
interface where the reaction occurs. Similarly, the product of the reaction, i.e., water
vapor, which is formed at the anode electrolyte interface, has to diffuse through the
porous anode so as to reach the flow bulk in the anode channel. If the cell is functioning
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Fig. 6.98 Schematic repre-
sentation of the variation of the
partial pressures of hydrogen
and water vapor through the
anode, and oxygen through
the cathode

reversibly, the partial pressures of the reactant and the product gas species are the
same at the flow bulk in the gas channels and at the TPB where the actual reaction
takes place. But when current is drawn from the cell, the partial pressures of the gas
species at the TPB differ from their corresponding partial pressures in the bulk due to
limitations imposed by the diffusion process (refer to Fig. 6.98). The voltage lost due
to this pressure difference between the bulk and the TPB is called the concentration
overvoltage.

The concentration overvoltage is obtained by subtracting the Nernst voltage
obtained by using the partial pressures at the flow bulk and those at the TPB. It
is assumed that the pressure loss of hydrogen alone is significant and is responsible
for the concentration overvoltage. With this assumption

ηconc = RTM

ne F
ln

(
pH,b

pH,TPB

)
, (6.139)

which may be further simplified [70] to a form

ηconc = RTM

ne F
ln

(
iL

iL − i

)
= − RTM

ne F
ln

(
1 − i

iL

)
, (6.140)

where iL is the limiting current. The concentration overvoltage is significant only at
high currents. From Eq. 6.140, it can be understood that the concentration overvoltage
is very less when i � iL. It becomes significantly high when the value of the current
approaches the limiting current. Note that Eq. 6.140 is not valid for i = iL.

All these overvoltages are modeled by the RS-field shown in Fig. 6.97. The effort
output (for the port with current as the flow input) of the RS-field is given as

η = RTM

ne F

(
2 sinh−1

(
0.5i

i0,a

)
+ 2 sinh−1

(
0.5i

i0,c

)
− ln

(
1 − i

iL

))
+ i Rohm

(6.141)
and the flow output (for the port with temperature as the effort input), i.e., the entropy
flow rate which goes to the heat transfer part of the model, is given as
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ṠPL = i R

ne F

(
2 sinh−1

(
0.5i

i0,a

)
+ 2 sinh−1

(
0.5i

i0,c

)
− ln

(
1 − i

iL

))
+ i2 Rohm

TM
.

(6.142)

The 0TM junction shown in Fig. 6.97 represents the temperature of the MEA solid.
Convection is an important means of heat transfer in an SOFC as the gases flow
through the anode and the cathode channels. Due to the ideal gas assumption and
the low velocities, the flow in a fuel cell is usually laminar. The bond graph model
shown in Fig. 6.97 includes the convective heat transfers between the anode and
cathode channel gases, the MEA, and the interconnects. The R-fields, Rcv2 and
Rcv4, model the convective heat transfers between the gases and the MEA and the
R-fields, Rcv1 and Rcv3, model the convective heat transfers between the gases and
the interconnects denoted by I1 and I2, respectively, in Fig. 6.97. The constitutive
relations of the R-field, Rcv1, is given as [52]

Ṡ3 = λan Ac (TI1 − Tan)

Tan

and Ṡ4 = λan Ac (TI1 − Tan)

TI1
. (6.143)

The constitutive relations for the other R-field elements defining the convection
heat transfer (Rcv2, Rcv3 and Rcv4) are defined in a similar fashion. The thermal
capacity of the MEA is represented by the compliance element CM in Fig. 6.97. The
constitutive relation of thermal capacity [69] of CM element is given as:

TM = T 0
M exp

(
SM − S0

M

mMcM

)
. (6.144)

The thermal capacitance of the interconnect plates are represented by the two
capacitive elements CI 1 and CI 2 which are governed by the same constitutive relation
given in Eq. 6.144.

The enthalpy of the reaction is given as

�H = �G + T �S. (6.145)

where the part T �S is released as heat when the fuel cell operates reversibly. Under
irreversible operation (under all realistic circumstances), the change in the Gibbs
free energy of the reaction (�G) is not completely converted into useful electrical
work. Rather, some of it ends up as heat energy. These irreversibilities, which are
called overvoltages, give rise to entropy generation and are taken care by the RS-field
element in the model. In order to account for the entropy change of the reaction, the
entropy flow rate is added to the MEA by means of a modulated source of flow in
Fig. 6.97:
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Ṡr = ṁr
H (hH − μH)

Tan
+ ṁr

O (hO − μO)

Tca
− ṁr

W (hW − μW)

Tan
. (6.146)

where the specific enthalpies are expressed as follows [5]:

h = R
(

a1T + a2T 2 + a3T 3 + a4T 4 + a5T 5
)

+ h0. (6.147)

The values of the coefficients a1 · · · a6 and h0 for the different gases are available
in thermodynamics handbooks. The source of flow MSf: derivative of Ṡr is modulated
with signals i (to calculate ṁr

H, ṁr
O and ṁr

W according to Eq. 10.54), μW, μH, μO, Tan
and Tca (the latter five are calculable from state variables). Note that these modulating
signals are not shown in Fig. 6.97 to maintain the visual clarity of the figure.

Unlike the pseudo-bond graphs, the energetic consistency of the true bond graph
presented in Fig. 6.97 is apparent. The continuity of energy flows across different
domains and across different interfaces is ensured because the effort and the flow
variables correspond to the power variables in the corresponding energy domains
throughout the bond graph model. All the storage elements in the global model
given in Fig. 6.97 are in integral causality. There is no causality violation at any
place in the junction structure. This ensures the energy consistency in the model.
Moreover, this integrally causalled model does not have algebraic or causal loops,
which ensures that this model is well computable.

6.9.5.4 Static Characteristics

The model needs extensive initialization before simulation. Readers may refer to
[70–72] for the parameters used in the simulations and the procedure to calculate
initial values of state variables. The fuel utilization (FU) and oxygen utilization (OU)
are two of the most important control variables of the fuel cell. Fuel utilization ( ζf )
is defined as the ratio of the mass flow rate of the fuel taking part in the reaction to
the mass flow rate of the fuel supplied to the cell. Oxygen utilization ( ζo) is defined
as the ratio of mass flow rate of oxygen consumed by the reaction to the mass flow
rate of oxygen supplied to the cell. According to the operational requirement of the
SOFC, FU must be maintained constant. Normally, FU of 0.8–0.9 is desired. Usually,
a value of 0.8 is chosen for the FU and a value of 0.125 is chosen for the OU.

Figure 6.99 shows the reversible cell voltage as a function of the fuel utilization
(FU) with the system pressure as the parameter. The FU is defined as the ratio of
fuel mass consumed in the reaction to the supplied fuel mass. From these curves, it
is evident that the reversible cell voltage decreases with the increase in the FU and
also that increasing system pressure results in increased Nernst voltage. However,
this increase is quite small compared to the added complications of operating the
cell at high pressure and temperature. Therefore, the cell pressure is usually kept
slightly above the atmospheric pressure. For economical viability the cell is operated

http://dx.doi.org/10.1007/978-1-4471-4628-5_10
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Fig. 6.99 Characteristic
curves showing the varia-
tion of Nernst voltage as a
function of FU

Fig. 6.100 The polarisation
curve showing the contribu-
tion of various voltage losses

below 0.9 FU value. Note that a low FU is economically unviable. Some other static
characteristic curves of the SOFC can be referred to in [70–72].

The power density and the polarization curves for a cell operating at 1,073 K
and 1 bar with undepleted air (zero OU) and FU of 0.03 are shown in Fig. 6.100,
where the various internal cell voltage losses are also indicated. For the cell under
consideration, it can be seen from Fig. 6.100 that the ohmic and the activation losses
are the major losses while the concentration voltage loss is minimum. Concentration
losses cause the cell potential to drop to zero sharply with a concave curvature at a
current density called the limiting current density [2]. For the cell and the operating
conditions chosen in this work, no concave curvature is observed as high ohmic
and activation losses cause the cell voltage to drop to zero much before the limiting
current density (iL = 10 A/cm2) is reached.



558 6 Vehicle Mechatronic Systems

Fig. 6.101 A Schema of
the SOFC System with heat
exchangers

6.9.5.5 Fuel Cell Control

In a hydrogen-fed SOFC system, the anode and cathode outlet gases go to an after-
burner, where all the remaining hydrogen is combusted, from where they pass through
two pre-heaters which are used for heating the inlet hydrogen and air streams. A
schematic representation of the full SOFC system is shown in Fig. 6.101. The exhaust
gases from the anode and the cathode sides are fed to an afterburner where all the
remaining hydrogen is combusted. The exhaust gases from the afterburner first pass
through a hydrogen heat exchanger, HX1, where they lose some of their heat energy to
the fuel cell inlet hydrogen stream and then they enter another heat exchanger, HX2,
where they heat up the fuel cell inlet air and are then released into the atmosphere.

The afterburner and the heat exchangers are modeled using the pseudo-bond
graph approach (the effort and flow variables are T and Ḣ , respectively) as shown
in Fig. 6.102. As a usual assumption, the hydraulic storage is neglected in heat-
exchanger design [29]. It may be assumed that the hydraulic resistance has been
already modeled at the fuel cell exit. As the afterburner and the heat exchanger models
are obtained from the first law analysis, it is convenient to represent their dynamics in
terms of pseudo-bond graphs. The energy balance equations used in the afterburner
modeling are represented in a pseudo-bond graph. To maintain compatibility, the
heat exchanger is also modeled as a pseudo-bond graph.

The CAB element in the afterburner section marked in Fig. 6.102 represents the
thermal capacitance of the afterburner gases. The two modulated sources of flows to
the left of the CAB element give the afterburner inlet enthalpy flow rate (Ḣabi) and the
enthalpy flow rate due to the hydrogen combustion reaction in the afterburner (Ḣr).
These flow sources are modulated by the signals of the fuel cell outlet gas species
mass flow rates and the cathode gas temperature (which come from the true bond
graph model of the fuel cell shown in Fig. 6.97). All the hydrogen gas coming out
of the fuel cell is consumed in the instantaneous combustion reaction taking place
at the afterburner, which is justified from the fact that the combustion reaction time
constant is sufficiently small compared to the other dynamics in the system.
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Fig. 6.102 Pseudo-bond graph models of the afterburner and heat exchangers

The coupling element for thermo-fluid (CETF) systems is used to describe con-
vection of multi-component gas mixture (Fig. 6.103). The afterburner outlet enthalpy
flow rate, which is also the hot fluid inlet enthalpy flow rate of the hydrogen heat
exchanger (HX1), is given by the CETF element. The CETF element is modulated by
the afterburner outlet species mass flow rates. The heat exchanger is assumed to be
an ideal one in which the pressure and the mass flow rates do not change between the
inlet and outlet sides. The thermal capacitances of the hot and cold fluids of the heat
exchanger, HX1, are represented by Ch and Cc elements, respectively, in Fig. 6.102.
The capacitance of the solid wall separating the two fluids may be included later in
the model. The cold fluid inlet enthalpy flow rate is given by the CETF element which
is modulated by the anode inlet mass flow rate signal (ṁi

an), whereas the cold fluid
outlet mass flow rate is given by the MSf element which is modulated by the signals
of the anode inlet mass flow rate (ṁi

an) and the temperature of the cold fluid. The
heat transfer rate between the hot and the cold fluids of the hydrogen heat exchanger
(HX1) is modeled by the MR-element (modulated with mass flow rate signals) using
the NTU formulation as the constitutive relation. The air heat exchanger (HX2) is
also modelled in a similar fashion. The temperatures defined by the cold fluid thermal
capacitances (Cc) of the heat exchangers HX1 and HX2 are given as those of the
anode and the cathode inlet temperatures (Tai and Tci , respectively) to the SOFC
bond graph model shown in Fig. 6.97. The chemical potentials of the gas species
at the channel inlets (μH,ai, μN,ci and μO,ci) are represented as functions of these
temperatures.

In addition to the constant FU requirement, another requirement for the fuel cell
operation is to maintain constant cell temperature despite the changes in the load
so as to prevent thermal cracking of the membranes. This is usually achieved by
manipulating the cathode inlet mass flow rate (i.e., manipulating the OU). In this
work, the constant cell temperature requirement is achieved by means of introducing
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Fig. 6.103 Expanded form of CETF element for multi-component gas mixtures

a PI controller, which manipulates the cathode inlet mass flow rate around a preset
value.

6.9.5.6 SOFC Bond Graph Model with Control System

The true bond graph model discussed before is further improved to include more
detailed representation of the overvoltages, inclusion of the conduction and radiation
heat transfer effects in the cell, and representation of the flow resistance by isentropic
nozzle flow equation rather than a linear flow relation.

The MEA solid is represented by three control volumes; one each for the anode,
the cathode, and the electrolyte. The temperatures of the solid anode, cathode, and
electrolyte control volumes are represented by the junctions ‘0an,s’, ‘0ca,s’, and ‘0el ’,
respectively.

It is assumed that the entropy generated due to the ohmic resistance is added to
the solid electrolyte. The ohmic resistance is modeled by the resistive field RSO

between the 1i junction and the 0el -junction in Fig. 6.104. The inputs to this field are
the current (i) and the electrolyte temperature (Tel). The outputs are the overvoltage
(ηohm) and the entropy flow rate (Ṡel), which are calculated as

ηohm = i Rohm

and Ṡel = i2 Rohm

Tel
(6.148)

The activation and the concentration overvoltages at the anode are modeled by
the resistive field element RSan

A,C between the 1i -junction and the 0an,s-junction in
Fig. 6.104. The inputs to the resistive field are the current and the anode temperature.
In addition, this element is modulated with the signals of gas species partial pressures.
These signal bonds are not shown in the figure for maintaining the visual clarity. The
outputs of the field are the total anodic overvoltage (ηan) and the entropy generated
(Ṡact,conc,an) due to the anodic overvoltages.
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Fig. 6.104 True bond graph model of the closed-loop SOFC System

Similarly, the activation and the concentration overvoltages at the cathode are
modeled by the resistive field element between the 1i -junction and the 0ca,s-junction
in Fig. 6.104, where the 0ca,s -junction represents the common temperature of the
cathode solid.

As the SOFC operates at high temperatures, thermal radiation is a significant
mode of heat transfer. The radiation heat transfer between the solid anode and the
interconnect is modeled by the field element Rrd1 and that between the solid cath-
ode and the interconnect is modeled in Fig. 6.104 by the field element Rrd2. The
constitutive relations of the field element Rrd1 are given as

Ṡrd1,an,s =
(
σ Ac/Tan,s

) (
T 4

an,s − T 4
I1

)
((1/εan) + (1/εin) − 1)

(6.149)

and Ṡrd1,I1 = (σ Ac/TI1)
(
T 4

an,s − T 4
I1

)
((1/εan) + (1/εin) − 1)

, (6.150)

where Ṡrd1,an,s and Ṡrd1,I1 are the entropy flow rates at the solid anode and the
interconnect sides, respectively. The constitutive relations of the R-field element
Rrd2 are similar.

The mass flow rates through the valve resistances are given by the isentropic
nozzle flow equations. The overall mass flow rate of the gas mixture is given by the
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formulae for the mass flow through an isentropic nozzle as

ṁ = A (x)
pu√
Tu

√
2γ

R(γ − 1)

√(
pd

pu

)2/γ

−
(

pd

pu

)(γ+1)/γ

, (6.151)

where the valve areas are given by A (x) = Ax by assuming linear valve characteris-
tic, i.e., the coefficient of discharge varies linearly with the valve stem displacement.

6.9.6 SOFC Control

If all the valve displacements are varied proportionally to the current (in the case
of a change in load current) then the steady-state operation with the desired values
of OU, FU, and channel pressures can be maintained [72]. Note that the reaction
mass flow rates are functions of current only. But the temperature of the gases in the
channels will not remain constant, i.e., they would vary from their initial steady-state
values when the load current changes. Hence, it is necessary to measure both the
chamber gas temperatures. The control strategy proposed in this work consists of a
primary controller, which simultaneously controls the four valves by varying their
valve displacements in order to maintain constant FU and OU.

However, the above-mentioned control action does not ensure constant cell tem-
perature. The usual method followed for controlling the SOFC temperature is the
manipulation of the excess air supplied to the cell. For this purpose, a secondary
PI temperature controller, which manipulates the air ratio around the value set by
the primary controller, is added. The cathode chamber gas temperature is compared
with the set point value of the temperature and the objective of the PI controller
is to reduce the temperature error signal by manipulating the flow through cathode
chamber inlet and outlet valves by means of varying their valve displacements. It is
assumed that the economic cost of increased airflow is insignificant with respect to
other operational costs.

The outputs of the primary controller are the four valve displacements (see [72]
for details). The secondary controller acts only on the cathode inlet and outlet valves
by means of manipulating their valve displacements (xci and xco) in order to vary
the OU. The modified expression for the cathode inlet valve displacement is given
by the sum of the displacements due to the primary controller (x1

ci) and the output of
the PI controller.

The block diagram of the above control strategy, with both the primary and sec-
ondary controllers, is shown in the model given earlier in Fig. 6.104, where the control
logic for the blocks FC1, FC2, FC3, and FC4 are given in [72].

The dynamic response (see [70, 71, 73–75] for parameter values and other details)
of the open-loop fuel cell to step changes in the load is shown in Fig. 6.105. The
load current changes from 100 A to 80 A after 500 s (0 s indicates a reference time in
steady-state operation) and again to 90 A after 2,000 s. The open-loop response shows
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Fig. 6.105 Response of the open-loop SOFC System

Fig. 6.106 Response of the closed-loop SOFC System

sharp variations in cell temperature and differential pressure (pressure difference
between anode and cathode channels). These are detrimental to cell life. Moreover,
the FU drops and compromises the cell efficiency. The dynamic response of the
closed-loop fuel cell to the same step changes in the load is shown in Fig. 6.106.
The OU is varied by the controller so as to bring back the cell temperature to the
initial steady-state value. The results show that there is very little change in the
partial pressures of the reactants and the product. The voltage increase in this case
can be attributed to the decrease in the cell losses due to the lower current density.
The pressure difference between the anode and the cathode chambers is small (about
62 Pa). In fact, the pressure difference cannot be made absolutely zero.

From these results, it is evident that the temperature and the pressure control
requirements are conflicting and some tradeoff between them may be required. The
maximum allowable pressure difference value depends on the strength of the mem-
brane support and the age of the fuel cell. In the considered design, the pressure
difference, obtained from the simulations (62 Pa) is small. If, in some case, the pres-
sure difference turns out to be large enough then a third controller which resets the
temperature set point of the PI controller when the chamber pressure crosses a certain
limit may be added in order to retain the pressure difference within the allowable
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limits. Additionally, the temperature control can also be accomplished by varying the
temperature of the input fuel and the air by controlling cold air flow rate to external
heat exchangers.

6.9.7 Proton Exchange Membrane Fuel Cell

The general schematic diagram of a PEMFC is given in Fig. 6.107 . The hydro-
gen diffuses to the anode catalyst (usually, platinum) and it breaks into protons and
electrons (zone 6 in Fig. 6.107). The polymer electrolyte (ionomer) membrane is
electrical insulator. Only the protons conduct through the membrane to the cathode.
The electrons travel through the external circuit to reach the cathode catalyst (diffu-
sion zone) where oxygen reacts with the electrons and the protons conducted through
the electrolyte to form water.

The reaction taking place in a PEMFC is given as

Anode : 2H2 → 4H++4e−

Cathode : O2+4H++4e− → 2H2O + Heat (6.152)

PEMFC is fundamentally different from SOFC due to the type of the reac-
tion and the operating temperature. In a PEMFC, hydrogen ions (protons) dif-
fuse and conduct through the membrane electrode assembly (MEA, which is
anode+membrane+cathode) whereas in an SOFC, oxygen ions conduct. Thus, the
MEA material and properties are fundamentally different. Moreover, PEMFC is a
low temperature cell whereas SOFC is a high temperature cell (requires initial heating
to start the reactions). The typical PEMFC operating temperature range is 50–120◦C
with nafion membrane and 120–200◦ C with polybenzimidazole (PBI) membrane,
the later normally referred to as high-temperature PEMFC. The platinum catalyst
is intolerant to impurities like carbon monoxide which is why PBI membranes are
being used. PBI membrane allows use of impure hydrogen supply and reduces the
operating cost. Depending on the temperature range, the water supplied/produced
to/in the cell can be liquid or vapor form.

Each cell of a PEMFC produces around 1.1 volts (open circuit voltage). Several
cells are stacked together to form a PEMFC stack which develops sufficient voltage.
Bipolar plates (zone 1 in Fig. 6.107) are used to separate the cells, provide hydrogen
and oxygen distribution channels, and are used as terminals to extract the current for
the external load.

PEM fuel cells have the highest energy density (see Table 6.3). They also have
very fast start-up time (fraction of a second). Thus, they are suitable for use in
hybrid electric vehicles, portable power (electronic equipment), and backup power
applications.

It may also be noted that a PEMFC has comparable cell efficiency (about 50–70 %)
with an SOFC (about 60–70 %). However, PEMFC control requires additional energy.

http://dx.doi.org/10.1007/978-1-4471-4628-5_6
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Fig. 6.107 Schematic diagram of a cut-away of a single PEMFC

SOFC on the other hand allows recuperation of energy from the high temperature
exhaust. When overall efficiency is calculated, it turns out to be about 30–50 % for
PEMFC system and about 50–60 % for SOFC system.

6.9.8 PEMFC Control

Water is not just a product of the reactions in a PEMFC but a necessity to start
the reaction. A PEMFC fails to function when the hydration level falls below a
minimum threshold and it also fails (efficiency drops) when hydration levels become
too high (called flooding of the cell). Thus, water and air management is a key feature
of PEMFC control. The membrane must be hydrated to control the rate of protons
conducting through the electrolyte. At the same time, water is produced as the product
of the reaction. Thus, the water must be evaporated and drained at precisely the same
rate as it is produced by the reaction.

If water is removed in excess then the membrane dries up which increases the
resistance to flow and eventually may lead to formation of cracks in the membrane.
Any crack in the membrane leads to direct contact between hydrogen and oxygen
molecules (called a gas "short circuit") and the heat generated by the uncontrolled
exothermic reaction would damage the fuel cell. On the other hand, if the water
is removed too slowly then the electrodes will flood which would prevent the flow
of reactants to the catalyst and stop the reaction. Thus, water content management
is the most crucial control parameter in PEMFC operation. To do so, water vapor
is usually added to the feed (hydrogen) stream and the air (oxygen) flow rate is
changed to remove water vapors. This is a tricky task to achieve properly, because of
the limitations of the sensors and actuators. Relative humidity sensors measure the
inlet/outlet humidity and it is not possible to obtain the right estimate of the hydration
level in the membrane electrode assembly from these measurements. Moreover,
actuators such as enthalpy wheel and gas/gas or water/gas membrane humidifier are
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Fig. 6.108 Schematic diagram of PEMFC stack control and input/output conditioning

slow and/or inaccurate. Electroosmotic pumps are found to be somewhat efficient in
this regard. Thus, it is not possible to obtain correct measurements (sensor limitation)
and at the same time, it is not possible to apply correct corrective action (actuator
limitation). This is why, fuzzy-logic controllers are found to be more suitable for
PEMFC systems.

Maintaining the right cell temperature is also an important factor in the PEMFC
system. The reaction between hydrogen and oxygen is highly exothermic and a large
quantity of heat is generated at the reaction site. At the same time, if temperature
is not correct, protons do not conduct and reactions do not start. Once the reaction
starts, locally high temperatures develop at the reaction sites. However, the same
temperature must be maintained throughout the cell. Any difference in temperature
across the cell can lead to thermal cracking of the membrane and lead to gas short
circuit. This is the same for all kinds of fuel cells. More information on this aspect
has been given during discussions on SOFC control. Thus, the cell temperature
must be above some minimum value and it must be kept constant to avoid large
thermal transients. If there is sudden load change, then the thermal transients must
be controlled and the system should transit to new uniform temperature operation as
slowly as possible.

The start-up and control circuit for a PEMFC system is shown in Fig. 6.108. The
starter battery is used to raise the cell temperature to the operating temperature. The
reformer receives some hydrocarbon fuel and supplies hydrogen (may be impure if
PBI membrane is used) to the PEMFC stack. The air blower and water supply to the
stack perform to tasks: control the cell temperature and control the hydration level.
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The feed water to the PEMFC stack must be pure and free from ions. The purest
form of water is called DI (de-ionized) water. DI process at the DI bed removes
organic and inorganic ionizable particles from water by a two-phase ion exchange
process. Cation and anion resins are used to remove, respectively, the positive and
negative ions and replace them with H+ ions and OH− (hydroxyl) ions. These ions
then combine to form pure water. Resistivity (the level of difficulty for a solution to
carry an electrical charge) of the water is used to measure the quality of DI water.

The heat exchanger is used to maintain the cell temperature. The cooling rate
depends upon the temperature of the supplied water and the air flow from the air
blower.

6.9.9 PEMFC Bond Graph Model

We will develop a static one-dimensional model of the PEMFC. This static model
is based on the models developed in [63] and [60]. The following assumptions are
made to develop a simple one-dimensional PEMFC model: the input gases are pure
hydrogen and oxygen, the gasses in the anode and cathode channels are in homoge-
neous distribution (no spatial variation in concentration, pressure, and temperature),
the pressure in the cell is constant (entry and exit cell pressures are constant and
equal), the gas diffusion is solved in steady state and there are no parasitic reactions.
This model is much simpler from the SOFC model developed before in the sense that
variations in the cell pressure (and thus, partial pressures), mass (concentration), etc.
are not considered. The variation in hydration level occurs very slowly and thus has
been neglected in model formulation. The model only considers thermal transients
and can be used for obtaining static characteristics of the cell. A model for full tran-
sient analysis has to be based on the true bond graph formulation developed for the
SOFC model.

Pseudo-power variables are used in the model developed in [63] and [60]. We will
keep the model structure almost similar to the cited sources and make minor changes
wherever necessary.

6.9.9.1 Thermochemical Submodel

The hydraulic effort variable pressure (p) is considered in bars and the flow variable
volume flow rate (D) is considered in m3/s. Note that the product of effort and flow
variables does not yield power due to inconsistency in units. The gas molar flow
(Jigas considered in mol/s) and molar volume (Vm in m3/mol) are used to compute
the volume flow rate as follows:

Dgas = Jigas Vm, (6.153)
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where Vm = 10−5 RT/Pgas and the factor 10−5 is used to convert the pressure unit
from bar into Pa. Note that the subscript ‘gas’ may refer to H2 or O2.

The theoretical or reversible cell voltage is given as the potential difference devel-
oped between the anode and cathode sides which is given by Nernst equation as

E = Ec − Ea = − �G

ne F
= �Gc − �Ga

ne F
, (6.154)

where subscripts c and a, respectively, refer to the cathode and anode, G is the Gibbs
free energy, ne is number of electrons participating in the reaction per mole of fuel
and F is the Faraday’s number. The current generated by the reactions is given as

i = ne F Ji . (6.155)

In SOFC model, the change in Gibb’s free energy has been expressed in terms of
specific volumes (in gas mixture because pure gases were not considered), molecular
weights and chemical potentials (See Eq. 6.130) and the chemical potentials were
evaluated from reference chemical potential (a polynomial function of temperature),
temperature and pressure ratio between the current and reference state (See Eq.
6.120). The Gibb’s free energies may be alternatively calculated from the standard
reference values as follows:

�Gc = �G0
c − RT

2
ln

(
PO2

)

�Ga = �G0
a − RT ln

(
PH2

)
(6.156)

Note that in the SOFC model, we have used ln
(

PO2/P0
O2

)
and ln

(
PO2/P0

H2

)
which have been simplified here because the pressure is considered in bars and the
reference pressure is 1bar. The Gibb’s free energy at the reference state is calculated
from the enthalpy and entropy at the reference state as

�G0 = �H0 − T �S0, (6.157)

where the enthalpy difference is the theoretically maximum recoverable energy and
T �S0 is the reaction heat (loss from theoretical maximum). �H0 and �S0 represent
changes from the initial state and the final state of the reaction. Therefore,

�H0 = �H0
products − �H0

reactants. (6.158)

The reference enthalpies and entropies can be calculated from

�H0 (T ) = �H0 (T0) +
∫ T

T0

�cp (θ) dθ (6.159)
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�S0 (T ) = �S0 (T0) +
∫ T
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�cp (θ)

θ
dθ, (6.160)

where cp (θ) defines the specific heat at constant pressure as a polynomial function
of the temperature with virial coefficients as parameters.

The bond graph submodel of the thermochemical phenomena in anode channel is
given in Fig. 6.109. The model incorporates Eqs. 6.154–6.160 in a block and its effort
outputs are summed at a 1-junction to produce the Gibb’s free energy change in the
anode side. The 1-junction supplies the information of the rate of moles consumed
in the reaction to the thermochemical model block. A TF-element is used to convert
the change in Gibb’s free energy into the electric potential according to Nernst
equation (Eq. 6.154). The thermochemical reaction block also outputs the reaction
heat (T �S0) from Eq. 6.157 which produces heating of the anode material. The
thermal model supplies the information of local temperature to the thermochemical
model block.

The bond graph submodel of the thermochemical phenomena in anode channel
is given in the similar manner. Because both oxygen and water vapors are involved
in the reactions, there are five power output ports from the thermochemical block
model of the cathode side. According to the reaction given in Eq. 6.152, half mole of
oxygen is consumed per consumption of one mole of hydrogen to produce one mole
of water. Thus, TF-elements with transformer moduli of 1

2 are used to implement
this scaling of variables at the interface to thermochemical model block for cathode
channel.

6.9.9.2 Submodel for Double Layer Capacitor and Overvoltages

In the PEMFC model, the activation, diffusion, and concentration over voltages are
modeled in the same way as the SOFC model. In addition, at the interface between
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electrode and electrolyte, the double layer phenomenon is observed. The double layer
phenomenon is modeled by a capacitor which fixes the dynamics of the activation
phenomena.

The submodel for electrochemical field is shown in Fig. 6.110 where the C-element
models the double layer capacitor and the RS-element models all over-voltages (ηa =
ηact + ηconc + ηdiff ) together. The overvoltages produce heat which is taken as an
output of the RS-element to the thermal part submodel. The constitutive relation for
the RS-element has been already discussed during the development of SOFC model.

6.9.9.3 Overall Bond Graph Model

The overall model of the PEMFC system are shown in Fig. 6.111. In the bond
graph model, the anode chamber thermochemical process submodel is connected to
the double-layer capacitor submodel for anode and membrane (electrolyte) bound-
ary. Likewise, thermochemical process submodel for the cathode channel (note the
TF-elements with 1

2 moduli) is connected to the double-layer capacitor submodel for
cathode and membrane boundary. The reaction heat from anode and cathode chan-
nels and the heat generated due to overvoltages at anode-membrane and cathode-
membrane segments (activation, concentration and diffusion losses) are interfaced
with the thermal domain submodel given at the right of the figure.

The potential difference between cathode and anode potentials (taken between two
double layer capacitors) minus the ohmic losses (i2 R loss) due to internal electrical
resistance of the cell is the net potential applied across the external electrical load.
This electrical load in turn decides the current drawn from the cell and thus the rate
of reaction. The ohmic loss produces heating of the electrolyte which is modeled by
another RS-element and the heat generated is interfaced with the thermal domain
submodel.

The thermal domain submodel is a simple equivalent network model with lumped
capacitances (heat capacity is mass times specific heat) and overall heat transfer
coefficients. Heat transfer to the environment through conduction, forced convection
(cooling), and radiation takes place at the end plates. The environment temperature
(T0) is modeled by sources of effort. Each 0-junction in the thermal domain submodel
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Fig. 6.111 Overall bond graph model of the PEMFC without control components

corresponds to a common temperature point. It is assumed that temperatures in local
segments (e.g., anode, cathode, electrolyte) are uniform. The temperature informa-
tion from these 0-junctions are used by RS-elements (see causality of the S bonds)
to compute the resistances (overvoltages) as functions of temperature. Likewise, the
temperature information are also fed to anode and cathode channel thermochemical
block models to compute the components of Gibb’s free energy on the respective
sides. The temperature difference between local segments drives heat flow between
segments of the cell.
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Chapter 7
Model-Based Fault Diagnosis and Fault
Tolerant Control

7.1 Introduction

Mechatronic systems are complex equipment containing mechanical and electri-
cal subsystems, electronic components, control systems, sensors, and actuators. The
complexity of these systems arises from integration of several components belonging
to different engineering domains. Failure of any component can lead to complete mal-
functioning of the mechatronic device. Failure in some mechatronic systems, such
as autonomous vehicles, can lead to serious accidents and severe economic loss.
Moreover, some faults can occur suddenly without any prior symptom or warning.
Modern mechatronic systems have to ensure improved reliability, availability, main-
tainability, and safety (RAMS). Thus, the design of a complex mechatronic system
has to integrate engineering design with additional functionality such as mainte-
nance, management, and supervision facilities. In such integrated designs, real-time
fault detection and diagnosis algorithms are often embedded into smart or intelligent
mechatronic systems, which provide prompt or early fault detection, classification
of any abnormal system behavior, and prediction of the likely faults (also called
prognostics), and thereby, they minimize the chances of total failure.

Real-time supervision means monitoring the condition of a system at each and
every instant. Automated Fault Detection and Isolation (FDI) procedures are imple-
mented in the supervision platform to ensure the safe operation of the system at all
times. The diagnostic system in an FDI framework has to quickly detect any fault
which can seriously degrade the performance of the system.

A fault is defined as a departure from an acceptable range of an observed variable
or a calculated parameter associated with a system. A fault in a system can lead to
undesired and/or uncontrollable sequence of events which can be catastrophic. Note
that there is a difference between fault and failure: a failure means an irrecoverable
structural change to the system, whereas a fault is a less severe malfunction which
can be tolerated or controlled without requiring immediate replacement of the faulty
component. Faults are of different types which are usually classified according to the
cause of the fault. They are:
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• Gross parameter changes or parametric faults.
• Structural changes or hard failures.
• Malfunctioning of sensors, actuators, and controllers.

A set of tools and methods are used in real-time supervision. These ensure safe
operation of the system in normal situations as well as in the presence of failures
or undesired disturbances. Each tool in a supervision environment is specifically
designed for a specific activity. These activities are:

• Fault detection/monitoring level where deviation from nominal system behavior
is detected and then an alarm state is declared.

• Fault isolation level where one or more faulty component(s) which led to abnormal
system behavior are identified.

• Fault quantification/identification level where the severity of the fault and its type
are determined.

• Fault accommodation level where it is decided whether a fault can be accommo-
dated (tolerated or bypassed by some means) or not and the sequence of events to
be followed based on that decision.

The activities discussed above are sequentially executed. The existence of a fault
(an alarm) is detected at the monitoring level and the other activities are performed
when an alarm is detected at the monitoring level. The steps executed after fault
detection are termed alarm interpretation which classify the actual fault, its charac-
teristics (occurrence time, fault size, consequences, etc.), and the root cause. Fault
characterization and quantification gives the state of the system or severity of the
fault (safe, marginally safe, dangerous, etc.) based on which the decision regarding
whether the fault can be safely accommodated is taken. Fault accommodation may be
performed in two different ways: (1) reconfiguration, i.e., changing the control laws
to activate healthy standby devices offering the same services as the faulty devices
and deactivate the faulty devices, or (2) fault tolerant control (FTC), i.e., continuing
to use the partially malfunctioning devices by changing the control laws and the
associated control problems on-the-fly so that the desired system state is maintained.

Type of fault occurrence is also a factor that influences diagnosis. When a normally
operating system suddenly starts behaving abnormally, it is called an abrupt fault.
When there is gradual drift in the behavior of a system away from its normal behavior,
it is called a progressive fault. In an intermittent fault scenario, the system shows
abnormal behavior for a small duration of time which is repeated arbitrarily and when
the system behavior is in the borderline between normal and abnormal behavior, it
is called an incipient fault.

The design of a fault diagnostic system must satisfy a set of guidelines. These
guidelines may change depending upon the application at hand. Usually, the common
standards that a diagnostic system must satisfy are as follows:

• It should be able to detect and diagnose the fault quickly after or just before the
onset of the abnormal behavior.

• It should be able to differentiate between various failures, classify them, and isolate
the faulty component(s).



7.1 Introduction 579

• It should be robust to various disturbances and uncertainties.
• It should be able to adapt to newer situations and operating conditions, e.g., chang-

ing environmental conditions, normal degradation of components due to wear and
tear, etc.

• It should be able to determine the origin or root cause of the fault, and catalog the
sequence of the fault propagation from the root cause to the detected malfunction,
and provide clear reasons for its actions.

• It should be economical, i.e., should not be requiring heavy resources, should be
easy to implement, and adapt to various situations.

Most of the early approaches for FDI were rule based, where simple prediction
rules are used to determine possible faults in a system and their causes. Rule-based
methods are often incomplete and inflexible. Modern FDI methods are based on
analysis of the underlying model structures and behavior of a system. These are called
model-based FDI methods. Models serve as knowledge representation. A model rep-
resents a large amount of structural, functional, and behavioral information and their
relationship [6, 10, 15, 36, 58, 76, 77, 95, 96]. This knowledge representation is
used to create complex cause-effect reasoning leading to construction of powerful and
robust automatic diagnosis and isolation systems [1, 31, 40, 41, 49, 50, 104, 107].
The model of a system may be qualitative, quantitative, or statistical. Accord-
ingly, three different groups of model-based diagnosis approaches can be identified
[105–107].

A bond graph model represents the model structure (kinematic and dynamic con-
straints), constitutive relations (device functions), sensors, actuators, and control
loop, etc., and the structural, functional and behavioral relationship is established
through causal paths linking the various parts of the model. Thus, a bond graph
model gives an integrated representation of structural, behavioral, and functional
knowledge of a physical system. Conceptual design is a two-step process: (1) trans-
formation of functional requirements to a behavioral description and (2) matching
the physical artifacts or devices to this desired behavioral description. In [113], it has
been argued that “behavioral reasoning breaks preconceived links between functions
and artefacts, allowing for innovative solutions to be found”. The fault diagnosis
is based on the analysis of the underlying structure and behavior of a system [97].
Bond graph representation is used to create complex cause–effect reasoning leading
to construction of powerful and robust automatic diagnosis and isolation systems.
The causal paths yield the interdependency between different dynamic parts of the
system. The causality can be used for qualitative or quantitative reasoning. Various
bond graph-based qualitative FDI methods have been developed, e.g., intelligent
supervisory control systems developed in [61, 110] by integrating bond graph causal
knowledge with artificial intelligence, tree graphs [57, 56], temporal causal graph
(TCG) [28, 29, 65], etc. Bond graph model-based quantitative FDI methods are ana-
lytical redundancy relations (ARRs) [62, 63, 68–70, 83, 84, 86, 87, 100, 101, 117]
parameter estimation [38, 82], trend analysis [85], observer-based methods [88],
unknown input observers [39], etc. A comprehensive coverage of these bond graph
model-based diagnosis methods is available in [88].
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7.2 Quantitative Fault Detection

Formally, model-based fault diagnosis is based on quantitative or qualitative compar-
ison of the available system measurements with a priori information represented by
the mathematical model of the system. Quantitative FDI methods check the consis-
tency between the actual process and its model. They check the differences generated
from the comparison of different model variables with those of the process. These dif-
ferences are called residuals or symptom signals [6, 10, 15, 36, 58, 76, 77, 95, 96].

Generally, a residual is the result of comparison between the measured signals with
their estimations obtained from a mathematical model of the considered system. At
times, observers are used with the system model. However, it is possible to compare
other quantities in place of the measurements and their estimates.

Every residual should be normally zero or close to zero when no fault is present,
but should be distinguishably different from zero when a fault occurs. This is some-
times referred to as the fundamental problem of residual generation. However, in
reality, it is impossible to fully satisfy the fundamental problem of residual genera-
tion because (1) it is impossible to create a perfect mathematical model of a system
(usually, engineering assumptions are necessary in model development), (2) there
are invariably some disturbances to the system, (3) the parameters of the system vary
over time due to normal degradation or wear and tear, and (4) the measurements are
never exact and contain noise. Thus, determination of fault symptoms from residuals
needs various post-processing steps called decision procedure.

The objective of the decision procedure is to minimize the number of false alarms
(i.e., detecting a fault while it is not there) and misdetections (i.e., not detecting a fault
while there is actually a fault). These are two contrasting requirements which have to
be simultaneously satisfied by the decision system. Towards this end, the model-based
FDI scheme needs to be insensitive to modeling uncertainties. However, reducing
the residuals’ sensitivity to modeling uncertainties also reduces their sensitivities
to faults. The right approach is to increase insensitivity to modeling uncertainties
while simultaneously increasing sensitivity to faults. Two approaches followed in
this regard are (1) Active approach, where fault sources are decoupled from modeling
uncertainties and disturbances right during the model development [8, 11, 35, 37,
44, 60, 74, 79, 93, 109] and (2) passive approach, where residuals are bounded by
varying thresholds.

The primary requirements of the FDI system are a residual generator [32–34,
55, 59] and a residual evaluator or decision support system. Residual generators
can be developed using different methods, e.g., observers or bank of observers [14,
16, 17, 27, 30, 33, 54, 60, 75, 109, 111], parity relations [35, 37, 79], analytical
redundancy relations [88, 97, 98] and parameter estimation [11, 13, 47, 49, 99, 116]
based methods. The residual evaluator determines occurrences or the likelihood of
faults. The decision rules are usually tuned for a specific system. The decision rule
may be based on a geometric method such as a simple threshold test on the instanta-
neous residual values or moving averages of the residuals, adaptive thresholds [26,
81, 91], interval models [5, 4, 19, 42, 64, 80, 102, 103], cumulative sums [9],
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Fig. 7.1 A general scheme of
model-based FDI

and statistical methods like generalized likelihood ratio test or sequential probability
ratio test [12, 112]. If residuals are well-designed then the decision-making becomes
easier.

The general schematics of a model-based FDI system architecture is shown in
Fig. 7.1. The FDI procedure compares the actual output from a system with ref-
erence output from an analytical model and the difference between the predicted
and observed values, or the residual, which should be ideally zero during normal
operation of the actual system, is monitored at every time. In this book, analytical
redundancy-based approach is used for residual generation.

7.2.1 Analytical Redundancy Relations

Analytical Redundancy Relations (ARRs) are symbolically written constraints which
are expressed in terms of known variables (measurements and inputs). They repre-
sent various compatibility conditions or constraints between a set of known process
variables [98]. ARRs are static or dynamic constraints which link the time evolution
of the known variables when a system operates according to its normal operation
model. The error or deviation from the constraint model is a residual. The objective
of quantitative diagnosis is to evaluate the residuals and associate the fault symp-
toms with deviations of the residuals. In this book, ARRs are derived from physical
constraint laws expressed in the form of a bond graph model. Thus, the bond graph
methodology has been exploited in this book as a tool for modeling, simulation,
control analysis, and also for diagnosis.
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Fig. 7.2 Bond graph model-based supervision

The general schematics of bond graph model-based supervision system [88] is
shown in Fig. 7.2. In a bond graph-based approach, the known or measured system
variables are the sources (Se and S f ), the modulated sources (M Se and M S f ),
the measurements from sensors (De and D f ), the model parameters (θ ), and the
controller outputs (u). An ARR is a constraint written as

AR R : f (De, D f, Se, S f,M Se,M S f, u, θ) = 0. (7.1)

Usually, an ARR derived from a bond graph model represents some sort of phys-
ical law, e.g., Bernoulli equation in hydraulic domain; Newton’s law in mechanical
domain; Kirchoff’s law in electrical domain. However, ARRs may not always have
some physical meaning.

An ARR is an expression. When values such as parameter values and other mea-
surements are put into this expression, the resulting numerical value of the LHS of
the ARR is a residual. Thus, a residual, r , is obtained from numerical evaluation of
an ARR, i.e.,

r = Eval[ f (De, D f, Se, S f,M Se,M S f, u, θ)]. (7.2)

Thus, for reliable fault detection, ARRs should be well designed. This depends on
the choice and placement of sensors [88]. Well-designed ARRs should be robust (i.e.,
insensitive to disturbances), sensitive to faults and structured (i.e., only a subset of the
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ARRs is not satisfied for a specific fault and thus allowing recognition of its origin).
Structurally independent ARRs are those which cannot be algebraically constructed
from other ARRs. Each structurally independent ARR has a unique (fault) signature.

7.2.2 Fault Signature Matrix

A Fault Signature Matrix (FSM), S, describes the structural sensitivity of each
residual to various faults in physical devices, sensors, actuators, and controllers
[97, 114]. Thus, matrix S forms a structure that links the discrepancies in com-
ponents to changes in the residuals. The elements of matrix S are determined from
the following analysis:

S ji =
{

1, if the i th residual is sensitive to faults in the j th component;
0, otherwise.

(7.3)

A component’s fault is monitorable (in other words its monitorability index
Mb = 1) if at least one residual is sensitive to it. The alarm interpretation or fault iso-
lation is done using the binary FSM. A fault in a component/variable can be isolated
(or its isolatability index Ib = 1) only when it is monitorable and its fault signature
is different from fault signatures of all other variables/components.

7.2.3 Coherence Vector

The residuals (evaluation of the ARRs by using the actual sensor data and the process
parameters) are used to detect the faults in the process. The signal treatment and
feature extraction followed to decide which residuals have deviated from normal
operation is called the decision procedure. The type of decision procedure used to
supervise a system is usually system specific. At any point of time, evaluation of
ARRs gives values of residuals at that time. These residual values are then passed
through a decision procedure. The decision procedure may be different for different
residuals, e.g., functionΘi for the ith residual. The output ofΘi function is a binary
number ci , i.e., 1 (TRUE) or 0 (FALSE), where 0 indicates normal behavior and 1
indicates abnormal system behavior. This binary number is called the alarm state.
The elements, ci (i = 1 . . . n) of the binary coherence vector C = [c1, c2, . . . , cn]
are determined periodically (as per sampling frequency) and are used to generate
the alarm conditions. Thus, C = [Θ1 (r1) ,Θ2 (r2) , . . . , Θn (rn)]. Robust decision
procedures minimize misdetection and false alarms by treating the residual noises.
In the simplest of cases, a common decision procedure called fixed threshold test
(Θ) can be applied on each residual, ri , as follows:

ci = Θ (ri ) =
{

1, if |ri |〉δi ;
0, otherwise.

(7.4)
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where the threshold, δi , is fixed a priori through experience. Note that to account for
modeling uncertainties, process and measurement noises, etc. these thresholds may
be adaptive, i.e., functions of inputs, measurements and time [4, 5, 19, 21, 22, 26,
42, 81, 91, 102, 103].

The coherence vector C is calculated at every step and a fault is detected when
C �= [0, 0, . . . , 0], i.e., at least one residual indicates abnormal system behavior.
The coherence vector C is then matched with the rows of the binary fault signature
matrix S to isolate the fault.

7.3 Bond Graph Model-Based Diagnosis

Obtaining ARRs in closed symbolic form, even when they are well-known physical
laws, is difficult because the elimination of unknown variables from the mathematical
model of the system is not a trivial task [20, 90]. The causal path in a bond graph
model offers a convenient approach to solution of this problem. The procedure for
deriving ARRs from bond graph models is well detailed in the literature [71]. In the
following, we briefly explain that procedure.

In bond graph terminology, we have two kinds of sensors: effort sensor or detector
of effort (De element) and flow sensor or detector of flow (Df element). We further
introduce a sensor element, Ds, which measures a signal without qualitatively assign-
ing the nature of signal, i.e., effort or flow, to the device. The process of deriving
constraints or ARRs is based on inversion of sensor causalities, i.e., the measure-
ments which are outputs in a normal bond graph model used for simulation become
inputs to the constraint model used for diagnosis, i.e., the inputs to the diagnosis
model are the measured signals from the actual plant. The ARRs are the conjugate
power variables of the measured variables in the bonds connected to sensors [71].
This is schematically illustrated in Fig. 7.3. There are three sensors (two De elements
and one Df element) in the model given in Fig. 7.3a and the measurements are y1,
y2 and y3. The causality of those sensor elements are inverted in Fig. 7.3b and the
signal bonds connected to the sensors have been changed to power bonds. This is
equivalent to replacement of De elements by Se elements and Df elements by Sf
elements. The former model is called a behavioral or forward model and the latter
model is called a diagnostic model. From Fig. 7.3b, the ARRs are derived as the
equations for power variables f1, f2 and e3. Note that all storage elements (I- and
C-elements) in Fig. 7.3b are in derivative causality and hence no integration appears
in any of the ARRs. Furthermore, the number of ARRs is equal to the number of
sensors in the model.

Sometimes, sensor causalities cannot be inverted because that would cause viola-
tion of the causality rules at a junction. A sensor whose causality cannot be inverted is
usually a hardware redundancy, i.e., there is/are one or more sensor(s) whose output
can be used to obtain the measurement of the redundant sensor [88]. A formal frame-
work for derivation of ARRs and evaluation of residual structures is given in [83]. In
a diagnostic bond graph [87], a set of substitutions is performed in the bond graph
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Fig. 7.3 a A part of a bond graph model with three sensors and b the bond graph model with
inverted sensor causality

model after inverting the sensor causality. Such a bond graph model can be used for
direct evaluation of residuals.

7.4 Example Application: An Autonomous Vehicle

Autonomous vehicles [3, 94] have been used for various applications such as mate-
rial transfer in industries and ports. There is significant ongoing research focused
on autonomous vehicles with additional sensory system to develop autonomous
guidance systems on general terrains [92]. These systems use sophisticated sen-
sors that can evaluate the surroundings and plan their path. The reconfigurability of
autonomous vehicle is an important issue, as a faulty vehicle may hamper the contin-
uous flow of material in an industry. Therefore, active research is going on in devel-
oping hybrid fault adaptive control of mobile robots [51]. This example concerns a
model-based approach for fault detection and fault tolerant control (reconfiguration)
of an autonomous vehicle.1

7.4.1 System Description

An autonomous vehicle called RobuCar is shown in Fig. 7.4. It is an overactuated
vehicle with four actuated traction wheels and two actuated steering systems. The
vehicle length is 1.836 m, width is 1.306 m, and height is 0.616 m. It has weight
of approximately 310 kg including the batteries. It can have maximum velocity of
18 km/h (5 m/s). Each wheel is driven by a switched DC motor with a power rating
of 900 W, internal resistance of 1.6�, and the input is 48 V. The output is coupled
with a planetary gear system with a gear ratio of 1:13.

1 This example is taken from these authors’ previous work published in [73].
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Fig. 7.4 The RobuCar at
LAGIS, University of Lille1

Fig. 7.5 Planar schematic
(top view) of autonomous
vehicle

The vehicle is equipped with an inertial sensor to measure its longitudinal, lateral,
and yaw velocities. Moreover, the current drawn by each motor is measured by a
Hall-effect sensor and each wheel’s rotation is measured through an encoder.

A two-dimensional model of the autonomous vehicle is shown in Fig. 7.5 where
X-Y is the inertial frame and x-y is the body fixed frame attached to the autonomous
vehicle. Point G is the center of mass (CM) of the vehicle. The locations of the wheels
from the CM of the vehicle are shown in Fig. 7.5. The wheel coordinates with respect
to body fixed frame x-y are: (a, c) for front left, (a,−c) front right, (−b, c) for rear
left, and (−b,−c) for rear right. At any instant the orientation of body-fixed x-axis
with respect to the inertial X-axis is ψ , and δ j is the steering angle of the jth wheel.
The following modeling assumptions are made: (i) the vehicle moves in a plane
surface, (ii) the vehicle is controlled using steering, (iii) each wheel of autonomous
vehicle is independently driven.
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Fig. 7.6 Bond graph model of the autonomous vehicle

7.4.2 Bond Graph Model

The bond graph model of the autonomous vehicle (RobuCar) for directional handling
is shown in Fig. 7.6. It is constructed directly from kinematic relations. Note that bond
graph junction structure is power conservative because of which the dynamics is
automatically represented correctly. The bond graph model in Fig. 7.6 is constructed
in line with the model given by Hrovat [45]. In Fig. 7.6, m is the mass of the vehicle
and J is the polar moment of inertia of the vehicle. ẋ and ẏ are the longitudinal and
lateral velocities of the vehicle CM in the body-fixed frame, and Ψ̇ is the angular
velocity of the vehicle. The longitudinal, lateral, and yaw motion of the CM of
the vehicle are appropriately transformed to generate the longitudinal and lateral
velocities of the wheel axles. The vehicle’s motion is also transformed to the inertial
frame for plotting purposes. Fx and Fy represent, respectively, the force transmitted
to wheels in the x and y directions. The GY element appears due to modeling in
non-inertial frame. More details on the bicycle model are given in Chap. 6.

The bond graph model of the motor and the wheel is shown in Fig. 7.7, where i
represents the current through rotor of motor, μ is the torque constant of motor, Jw

is the polar moment of inertia of wheel about its rotational axis, and r is the radius of
wheel. The longitudinal and lateral velocities of the wheel axle in conjunction with
wheel’s spinning speed generate the longitudinal and lateral slip velocities.

An R field, as shown in Fig. 7.7, then generates the cornering and driving forces
which are further transformed through the same bond graph junction structure to

http://dx.doi.org/10.1007/978-1-4471-4628-5_6
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Fig. 7.7 Bond graph model
of actuated wheels

Table 7.1 Parameter values
of RobuCar

Symbol Parameter Value

m Mass of vehicle 390 kg
J Polar moment of inertia of vehicle 160 kg m2

a Distance as shown in Fig. 7.5 0.96 m
b Distance as shown in Fig. 7.5 0.88 m
c Distance as shown in Fig. 7.5 0.65 m
Vs Motor supply voltage 48 V
im Motor torque constant 0.106 Nm/A
Jw Polar moment of inertia of wheel axle 1.85 kg m2

Rm Motor resistance 1.6�
r Wheel radius 0.22 m
C Cornering coefficient 1000 N
K p1 Gain parameter in Eq. 7.6 0.2
Kd1 Gain parameter in Eq. 7.6 1.0
K p2 Gain parameter in Eq. 7.6 0.1
Kd2 Gain parameter in Eq. 7.6 0.001

generate the forces and moments on the vehicle body. Assuming small side slip, the
constitutive relation for the R field is given as [66, 67, 89]

Fcx = ΦT (ẋc, ẋ, N ) = ΦT (ωr − ẋw cos δ − ẏw sin δ, ẋ, N ) ,

Fcy = Cα = (C/ẋ)ẏc = (C/ẋ) (−ẋw sin δ + ẏw cos δ) , (7.5)

where Fcx is the generated driving force, Fcy is the cornering or lateral force, N is
the normal reaction at the wheel, δ is the steering angle, ω is the wheel spinning
speed, C is the cornering coefficient [66, 67, 89] for a pneumatic tyre with small
side slip, ẋw and ẏw are, respectively, the longitudinal and lateral velocities of the
wheel axle, ẋc and ẏc are, respectively, the longitudinal and lateral velocities of the
wheel contact patch with the road, and ΦT is a function, which is experimentally
determined in line with Pacejka’s formulation [25, 72].

This model is validated through simulation with the parameter values given in
Table 7.1. It is found from the results shown in Fig. 7.8 that at the peak vehicle
operating speed (5 m/s) and a constant front steering angle of 0.1 rad, the vehicle
moves in a steady circular path of radius of 20 m, which means that there is an
understeering characteristic because the vehicle should move on a circle of radius of
18.4 m under neutral steer. Therefore, the vehicle cannot be controlled by developing
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Fig. 7.8 Vehicle CM tra-
jectory for steering angle of
0.1 rad

a control law from purely kinematic considerations, e.g., from instantaneous center
of rotation formulation [51, 108]. This is why a control law given in [53] for hybrid
positional and directional control is used. The control law adjusts the steering angle
as follows:

δ = K p1(yre f − yact )+ Kd1(ẏre f − ẏact )+ K p2(ψre f −ψact )+ Kd1(ψ̇re f − ψ̇act )

(7.6)

7.4.3 Generation of Fault Indicators

First of all, the sensors in the bond graph models shown in Figs. 7.6 and 7.7 are
dualized into sources (i.e., sensor causalities are inverted) and the model is assigned
preferred differential causality. The bond graph model of the wheel with inverted
sensor causalities is shown in Fig. 7.9. There are two flow sensors in each wheel
model: one measures motor current and the other measures wheel angular velocity.
The effort variables in the bonds connected to these sensors in inverted causality are
the ARRs for this part of the system.

Let us consider the left rear wheel. For the current sensor in inverted causality,
the effort in the bond is given as

e = (Se : Vs)− Rm (D f : im)− μ (D f : ω) . (7.7)

The above relation is expressed in terms of known system variables, i.e., sources,
measurements, and parameters of the system. Thus, it is an ARR which is formally
written as
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Fig. 7.9 Bond graph model of
actuated wheels with inverted
sensor causalities

ARR1: Vs − Rmi − μω = 0. (7.8)

The angular velocity sensor in the left rear wheel gives another ARR which is the
effort variable expression for the sensor in inverted causality. It is given as

ARR2: μi − Jwω̇ − rΦT (ωr − ẏwsinδ − ẋwcosδ, ẋw) = 0, (7.9)

where ẋw and ẏw are the velocities of the wheel’s center in the moving frame. For
the rear left wheel, ẋw = ẋ − cψ̇ and ẏw = ẏ − bψ̇ . It is assumed that the steering
angle is measured.

When we consider all four wheels, we get eight ARRs.
The inertial sensor in the vehicle body (See the three flow sensors in Fig. 7.6)

leads to three ARRs, which are essentially the three equilibrium equations (force
and moment balance equations) for a coplanar force system:

ARR9:
4∑

j=1

Fx, j − m
dẋ

dt
+ mψ̇ ẏ = 0, (7.10)

ARR10:
4∑

j=1

Fy, j − m
d ẏ

dt
− mψ̇ ẋ = 0, (7.11)

ARR11:
4∑

j=1

Fx, j d j + Fy, j e j − J
dψ̇

dt
= 0, (7.12)

where

Fx, j = ΦT
(
ω j r − ẏw, j sinδ j − ẋw, j cosδ j , ẋ

)
cosδ j

+ (C1/ẋ)
(
ẏw, j cosδ j − ẋw, j sinδ j

)
sinδ j ,

Fy, j = ΦT
(
ω j r − ẏw, j sinδ j − ẋw, j cosδ j , ẋ

)
sinδ j

− (C1/ẋ)
(
ẏw, j cosδ j − ẋw, j sinδ j

)
cosδ j ,
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Table 7.2 Fault signature
matrix (FSM) of RobuCar

Component Residuals Mb Ib

r1 r2 r3 r4 r5 r6 r7 r8 r9 r10 r11

Rear left motor 1 1 0 0 0 0 0 0 0 0 0 1 1
Rear left wheel 0 1 0 0 0 0 0 0 0 0 0 1 1
Rear right motor 0 0 1 1 0 0 0 0 0 0 0 1 1
Rear right wheel 0 0 0 1 0 0 0 0 0 0 0 1 1
.
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.
.
.
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.
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.

Vehicle body 0 0 0 0 0 0 0 0 1 1 1 1 1

subscript j enumerates the wheels, Fx, j and Fy, j are the forces acting in x and
y directions on the j th wheel center, ΦT is a function defining the experimentally
obtained longitudinal slip forces, d j and e j are the moment arms of the forces about
the mass-center of the vehicle taken with appropriate signs, e.g., d1 = c and e1 = b
where the rear left wheel is enumerated as wheel number 1. These 11 ARRs are
evaluated with sensor data for FDI and if any one of the ARRs is abnormal, then an
alarm is generated.

7.4.4 Fault Isolation

Some form of technological specifications are always provided while designing the
FDI system. One of them is the robustness of the components. Here, we will assume
that the sensors in the RobuCar are robust, i.e., they do not fail. Then, the faults
in all other items other than the sensors will be monitored. Another technological
specification is that only a single component may fail at a time, i.e., the chances of
failure of two components at the same time is nearly zero. This is referred to as the
single fault hypothesis. If more than one component faults have to be detected and
isolated at a time, the FDI procedure has to be designed differently, e.g., structured
residual approach, trend analysis [85], parameter estimation [82], etc.

The ARRs given in Eqs. (7.8–7.10) are structurally analyzed to generate the FSM
or the binary fault sensitivity table as shown in Table 7.2. For example, the variables
appearing in ARR1 given in Eq. 7.8 are Vs , Rm , i ,μ andω. Out of these variables, Vs ,
i and ω are measured variables associated with sensors and sources. Thus, the moni-
tored variables are Rm andμ both of which belong to component motor. Thus, motor
fault (any fault, either in Rm or μ) influences residual r1. No other faults influence
residual r1. Likewise, parameters associated with motor also appear in ARR2 given
in Eq. 7.9. In addition, ARR2 also contains wheel and steering parameters Jw, r , C ,
and δ. Thus, residual r2 is influenced by fault in wheel (tire pressure), wheel road
interface (change in cornering coefficient), and the motor. Likewise, fault symptoms
for all other components is determined and represented in the FSM.

The sensitivity of a residual to a component fault is shown as 1 in Table 7.2 and
insensitivity is shown as 0. When a components fault influences at least one residual
then that fault is said to be monitorable (indicated by monitorability index Mb = 1),
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i.e., at least one residual will show abnormal deviation upon occurrence of that fault.
A specific fault is isolatable (indicated by isolatability index Ib = 1) when the
deviation patterns in residuals are unique in response to that specific fault. This is
equivalent to uniqueness of the fault signature, i.e., the entries in a row of Table 7.2
corresponding to a fault is different from all other rows in the FSM.

From Table 7.2, it is found that each fault has a unique fault signature and thus all
faults are both monitorable and isolatable. However, note that we have not considered
sensor faults in our technological specification. If sensor faults are also included in
the FSM then we cannot isolate any fault. In fact, if sensor faults are to be isolated then
redundant sensors should be added to the system. Such sensor placement problems
are discussed in [85, 88].

7.4.5 Fault Accommodation Through Reconfiguration

A process may continue to operate as long as all of its critical faults can be detected
and it remains observable and controllable. A reconfigurable system usually has
more number of sensors and actuators than desired. The ARRs and the FSM must
be modified every time a system is reconfigured. Moreover, the functional services
offered by the components are organized into coherent subsets, called Operating
Modes (OM), where each OM is associated to a bond graph model [68]. An automaton
specifies the conditions to change from one OM to another [88].

Reconfiguration is possible, only when for failure of one or more base device(s),
there are corresponding redundant devices available in good health. When two or
more devices are redundant with a common base device, they are mutually redun-
dant. The coupling between the supervisory layer and the base devices of the Robu-
Car, considering only the actuator inventory, is represented by the tree-structure in
Fig. 7.10.

In Fig. 7.10, basic functionalities required for system operation are listed and the
associated devices needed to perform those functions are linked in a tree-structure.
Where more than one device is available to perform the same task, branches are
numbered indicating a weight or a hierarchical preference.

Theoretically, a process can operate normally, as long as at least one device is
available for each basic function. When a device fails, the branch associated with
it is removed and the system is reconfigured using the next device, according to
the defined hierarchy, e.g., when rear left motor fails (see the × marks in Fig. 7.10)
during a lane change mission, the control law is reconfigured to the next preferred
operating mode (OM = 3), i.e., a front wheel drive system with rear wheel steering.

7.4.6 Fault Tolerant Control

Fault Tolerant Control (FTC) relates to recovery from fault such that the system
is controlled under actual constraints without replacing part(s) of the faulty system
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Fig. 7.10 Management of operating mode and equipment availability

[10, 48]. FTC approaches can be classified into two categories: passive approach (e.g.
robust control) and active approach (e.g. adaptive control). Active FTC, where plant
faults are diagnosed and estimated and subsequently the controller is redesigned for
fault accommodation [88], and passive FTC through robust overwhelming control
can be both implemented very elegantly by using bond graph model-based approach
[88]. However, in this section, we will limit our attention to fault accommodation
through reconfiguration.

7.4.7 Simulation Results

Two fault scenarios are considered here. The initial control configuration is chosen
as rear wheel drive with front wheel steering and a pre-existing fault in the rear wheel
steering (this information is stored in equipment availability database). In the first
fault scenario, the RobuCar starts from the rest and is supposed to accelerate till it
attends its peak speed while traveling along a straight line. A fault is simulated by
disconnecting the power supply to the rear left wheel motor. This causes the vehicle
to deviate from its straight line trajectory.

The fault detection is done by looking at the residuals. In Fig. 7.11, only the
first two residuals which are sensitive to this fault are shown. Other residuals are
insensitive to rear left wheel motor fault. During the fault, a non-null fault signature
C = [

1 1 0 · · · 0
]

is generated. This fault signature has a unique match in Table 7.2,
from which the rear left wheel motor fault is isolated.

Once this fault is isolated, the equipment availability database is searched and
the reconfiguration automata changes the control law to a new configuration with
front wheel drive and front wheel steering. Simultaneously, both the rear wheels are
disengaged from the drive. Once all these actions are performed, the vehicle starts
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Fig. 7.11 Variation of residuals with time for the first fault scenario

Fig. 7.12 Results of the first fault scenario. a Center of mass position of autonomous vehicle in X
and Y frames in the top view. b Vehicle center of mass velocity in x and y frames versus the time

to follow its desired path as shown in Fig. 7.12a. The corresponding velocities are
shown in Fig. 7.12b. The lateral shift due to the locked-up wheel is recovered in this
process.

In the second fault scenario, a lane change operation is simulated with rear wheel
drive and front wheel steering as the initial control configuration and it is assumed that
all the components are in good health. The vehicle starts from rest and is supposed to
move to a lane 0.5 m to the left of its initial path. During this operation, we simulated
a fault in the rear left wheel motor. By following the aforementioned structural fault
detection and isolation methods, the fault is isolated and a new control configuration
with front wheel drive and rear wheel steering was selected. From the results shown
in Fig. 7.13a, it is evident that the vehicle performs the lane change operation without
any gross anomalies if the time lag between the occurrence of the actual fault and
reconfiguration is within acceptable limits. The actual fault is introduced at 15 s which
is not evident from the vehicle position given in Fig. 7.13a. However, the sharp change
in the acceleration is clearly evident in Fig. 7.13b. The RobuCar is reconfigured at
20 s which causes a sharp change in the lateral velocities. The reconfigured system
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Fig. 7.13 Results of the second fault scenario. a Center of mass position of autonomous vehicle in
X and Y frame in the top view. b Vehicle center of mass velocity in x and y frame versus the time

follows the given control set-points with a slightly higher overshoot in the lateral
direction.

The overactuated RobuCar vehicle considered here offers many reconfiguration
options. The directional handling performance of the vehicle under different actuator
combination situations is used to rank the reconfiguration options in a hierarchical
order of preference. This information is then stored in a decision support system
(a knowledgebase) as a tree-structure and upon detecting and isolating fault(s) in
component(s) of the vehicle, an automata selects the appropriate reconfiguration
option. The fault detection and isolation is implemented by structural analysis of the
residuals, which are evaluated with the ARRs generated from the bond graph model
of the vehicle.

7.5 Diagnosis of Uncertain Systems

Mechatronic systems are composed of elements belonging to multiple energy
domains (mechanical, electrical, etc.). The improvement of their safety depends
on the fault detection and isolation (FDI) procedures, which mainly consist of the
comparison of the actual system behavior with the reference describing the normal
operation for the case of fault detection, or describing different kinds of faults for the
case of fault isolation. The fault diagnosis scheme is composed of characterization
and decision steps. The presence of false alarm, non-detection, and delay in fault
detection, cause degradation of FDI performances. This latter is principally due to
imperfect knowledge of the real value of the system parameters and their random
variations.

Diagnosis of uncertain systems has been the subject of several recent research
works [21, 24, 43, 46, 78]. This interest is reflected by the fact that physical systems
are complex and non-stationary and require more robust and precise diagnosis.

This section deals with the generation of fault indicators and residual thresholds
in the presence of parameter uncertainties by using a bond graph representation in
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Fig. 7.14 a BG model in
integral causality with a
flow sensor. b BG model in
derivative causality with a
dualized flow sensor

linear fractional transformation (LFT) form (as developed in the second chapter).
The bond graph model in LFT form allows the generation of Analytical Redundancy
Relations (ARRs) composed of two completely separated parts: a nominal part, which
represents the residuals, and an uncertain part which serves both for the calculation
of adaptive thresholds and sensitivity analysis. The residuals’ sensitivity analysis,
which is based on the fault detectability indices, is used for residual evaluation. The
developed algorithms are applied on an electromechanical test bench system for
online fault detection and isolation. The research results have been developed in the
PhD thesis supervised by two of authors: Ould Bouamama and Merzouki [23].

7.5.1 LFT Bond Graphs for Robust FDI

In a BG (as in a bipartite graph) can be defined as a set of variables Z = K ∪ X,
composed of known variables (K ) associated with measured variables (De and D f )
and input ones (Se, S f , M Se, M S f ), and of unknown variables X = xa ∪ xd ∪ ẋd ∪
xi ∪ ẋi (variables associated with all the elements of a BG). a, d, i refer respectively
to algebraic, derivative and integral constraints.

The determination of ARRs on a bond graph model is done by elimination of
unknown variables contained in the structural constraints of junctions 0 and 1. The
equations of power balance on the junctions constitute the candidate ARRs [69, 87].

To avoid initial conditions problem which are not known in real processes, ARRs
are directly generated from the BG model in derivative causality. Dualizing effort

(or flow) detector transforms it into a signal source SSe = ∼
De (or SS f = ∼

D f )
modulated by the measured value, as illustrated in Fig. 7.14. This imposed signal is
the starting point for the elimination of unknown variables. Thus, models in integral
causality of Figs. 7.14a and 7.15a are aimed at physical simulation while those in
derivative causality of Figs. 7.14b and 7.15b are used for ARRs generation.

From the BG model of Figs. 7.14b and 7.15b we can write:

SS f +
∑

bi · ei = 0 (7.13)

SSe +
∑

bi · fi = 0
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Fig. 7.15 a BG model in
integral causality with an
effort sensor. b BG model
in derivative causality with a
dualized effort sensor

Fig. 7.16 a Bond graph
model causally correct after
dualizing the sensor. b Bond
graph model with a conflict of
causality (under-constrained)

with i the number of the bonds connected to the junction and bi = ±1 following the
half-arrow orientation.

ARRs generation consists in eliminating unknown variables ei and fi by following
the causal path from a known variable to an unknown one. However, the elimination
of the unknown variable on the considered causal constraint is not always possible.
In the algebraic case where the equation is nonlinear, calculating the variable can be
done only in one way.

Consider first a junction with I and R elements (Fig. 7.16a).
By dualizing the flow detector (on the model of Fig. 7.16a) which becomes a

flow source SS f, I element can be assigned with derivative causality. The ARR of
Eq. (7.14) is then derived by eliminating the unknown variables in junction 1 using
causal paths from known variable SS f (imposed) to the unknown variables

Se − I
d SS f

dt
− R · SS f = 0 (7.14)

In the presence of a C element (Fig. 7.16b), a conflict of causality appears on the bond
graph when trying to put both dynamic elements in derivative causality. It means that
C-element has to stay in integral causality. ARR will depend on initial effort eC(0).

7.5.2 Generation of Robust Residuals

7.5.2.1 General Form of Uncertain ARRs

The generation of robust analytical redundancy relations from a bond graph model
proper and observable is summarized by the following steps:
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1st step: Try to assign a preferred derivative causality on the nominal BG; if it is
possible (the model is over-constrained), then continue the following steps;

2nd step: Build the LFT BG model;
3rd step: Derive ARRs by writing junction equations, as:

∑
bi · fin +

∑
S f +

∑
wi = 0

for a junction 0 and:

∑
bi · ein +

∑
Se +

∑
wi = 0

for a junction 1.
The unknown variables are ein and fin .

4th step: Eliminate the unknown variables by following the causal paths from
sensors and sources to unknown variables;

5th step: Write the uncertain ARRs as follows:

R R A : Φ
( ∑

Se,
∑

S f, De, D f,
∼

De,
∼

D f ,

∑
wi , Rn, Cn, In, TFn, GYn, RSn

)
= 0 (7.15)

where TFn and GYn are respectively the nominal values of TF and GY moduli. Rn,

Cn, In and RSn are the nominal values of elements R, C, I , and RS.
∑

wi is the sum
of modulated inputs corresponding to uncertainties on the elements (See Chap. 2)
related to the considered junction.

7.5.2.2 Generation of Adaptive Thresholds

The generated ARR consists of two parts well separated due to the use of LFT model,
a nominal part noted r :

r = Φ

(∑
Se,

∑
S f, De, D f,

∼
De,

∼
D f , Rn, Cn, In, TFn, GYn, RSn

)

(7.16)
and an uncertain part noted b = ∑

wi with:

wi = Φ

(
De, D f,

∼
De,

∼
D f , Rn, Cn, In, TFn, GYn, RSn,

δR, δI , δC , δRS, δTF, δGY

)
(7.17)

http://dx.doi.org/10.1007/978-1-4471-4628-5_2
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where δR, δI , δC , δRS, δTF, δGY are respectively the values of multiplicative uncer-
tainties on the elements (See Chap. 2) R, I, C, RS, TF, and GY .

The uncertain part of the ARR is used to generate adaptive thresholds under an
envelope form that contains residuals in absence of faults.

Parameter uncertainty can be defined as a slight deviation of the parameter from
its nominal value, without any effect on the functioning of the system. It may be
constant or variable and may vary randomly in a positive or in a negative sense.

From Eqs. (7.15–7.17), it gives

r +
∑

wi = 0 ⇒ r = −
∑

wi

Let us define a threshold of the residual noted a as:

a =
∑

|wi | (7.18)

with r � a.
Thus an adaptive threshold of the residual is generated in the form of an envelope

(Eq. 7.19):
− a � r � a (7.19)

The use of absolute values to generate the thresholds of normal operation ensures
the robustness of this algorithm to false alarms. To control the non-detections and
delays in the detection of the faults, sensitivity analysis of the residuals to faults and
uncertainties allows the estimation of the detectable fault values.

7.5.3 Sensitivity Analysis

Several methods of model-based robust FDI have been developed in recent years
[2, 8, 43, 52, 115], for residual generation and evaluation. Evaluation methods
depend on the approaches used for residual generation, and assumptions on the nature
and type of uncertainties in the model. If we assume that uncertainties are not involved
at the same frequency as faults, filtering methods are well suited. In the case where the
variation of the residual is assumed normally distributed around a known mean value,
statistical methods are used to generate normal operating thresholds. After a judicious
choice of a confidence degree, it is possible to calculate the probability of false
alarms and non-detections [7]. Parity space is used for the fault detection of sensors
and actuators, where the evaluation of the residuals is performed by considering
uncertainties bounded by a norm or an interval. With this method, it is difficult to
find a good compromise between robustness to uncertainty and sensitivity to faults,
since the elimination of the influence of uncertainties in the residual may cause
insensitivity to faults, especially actuators faults [43]. Since it is often difficult to
reduce or eliminate the impact of uncertainties on the residuals using the space

http://dx.doi.org/10.1007/978-1-4471-4628-5_2
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parity, it is useful to exploit the uncertain part of the model to derive thresholds for
normal operation. Unfortunately, in case of parameter dependency, the thresholds
are overvalued and likely differ, then they are usually generated by neglecting the
parameter correlation.

LFT bond graph model allows to generate automatically residuals and adaptive
thresholds; these thresholds provide robustness to uncertainties and are automatically
adapted to changes in the operating modes of the system. The bond graph tool
provides a practical solution to the problem of parameter dependency, because it is
possible to track the spread of the influence of uncertainties in terms of effort or flow
across the model through causal paths.

The sensitivity analysis of residuals to uncertainties and faults depends on sensi-
tivity indices and fault detectability indices, to be defined. They allow control and
improvement of diagnosis performance. In practice, the knowledge of fault detectable
value allows the user to measure the damage that this fault can cause on the system,
and the knowledge of uncertainties that could mask the appearance of faults may
induce additional measurements to control their changes and achieve the desired
performance.

7.5.3.1 Normalized Sensitivity Index

Sensitivity analysis of a residual to a parameter uncertainty can be done by deriving
the uncertain part a of the ARR according to uncertainty δi as shown by Eqs. (7.20)
and (7.21). The result is a power variable (effort or flow), derived using the nominal
value of the parameter. The sensitivity of the ARRs generated from 1-junction and
0-junction are:

Sδi = ∂a

∂ |δi | = ∂
(∑ |wi |

)
∂ |δi | = ∂

(∑ ∣∣δi · ein

∣∣)
∂ |δi | = ∣∣ein

∣∣ (7.20)

Sδi = ∂a

∂ |δi | = ∂
(∑ |wi |

)
∂ |δi | = ∂

(∑ ∣∣δi · fin

∣∣)
∂ |δi | = ∣∣ fin

∣∣ (7.21)

i ∈ {R, C, I, RS, TF, GY } · δi is the multiplicative uncertainty on parameter i.
The normalized sensitivity index of the residual to a parametric uncertainty δi is

the ratio between effort (or flow) given by the uncertainty δi and the effort (or flow)
contributed by all the parameter uncertainties a. Thus, the sum of these indices gives:

∑
SIδi =

∑ |wi |
a

=
∑ |wi |

a
= 1 (7.22)

The residual sensitivity to parameter uncertainty is proportional to the normalized
sensitivity indices, i.e., the residual is most sensitive to the uncertainty that has the
greatest normalized sensitivity index.
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Fig. 7.17 a Bond graph model of a system without fault. b Bond graph model of a system with a
parameter fault

7.5.3.2 Fault Detectability Index

In this section, we focus on two types of faults, parameter fault noted Yi and structural
fault noted Ys . The parameter fault Yi represents a rate of abnormal deviation of the
parameter i of the system from its nominal value. It differs from the multiplicative
parameter uncertainty noted δi , which is a slight deviation rate of the parameter from
its nominal value, without any influence on the normal operating of the system. A
parameter fault causes a degradation of system performances, and may cause its total
failure.

An example of parameter fault is given in Fig. 7.17. The system consists of an
hydraulic system: a tank filled by an external source (a pump). The fluid passes
through a pipe to the outside. The bond graph model of the system without fault is
given in Fig. 7.17a. Figure 7.17b shows the system with a plug in the pipe, considered
as parameter fault because it changes the value of the element R : Rz, but does
not modify the model structure. It is modeled in the same way as a multiplicative
uncertainty, as a percentage of the nominal value of the parameter.

A structural fault noted Ys corresponds to a new effort (or flow) source that causes
a change in the structure of the model (leads to a leakage). Thus, the nominal model
of the system is not conserved and its dynamic is altered by the presence of the fault.
This difference between the system and the model generates an unbalance in the flow,
mass, and energy conservation laws, calculated from junctions 0 and 1 of the bond
graph model. For example, a water leakage in the tank of Fig. 7.18b is a structural
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Fig. 7.18 a Bond graph model of a system without fault. b Bond graph model of a system with a
structural fault

fault. It can be modeled by a flow source S f : Ys . The model structure has changed
from the bond graph model of the system without fault of Fig. 7.18a.

The fault detectability index DI is defined as follows:

Definition 7.1 The fault detectability index DI is the difference in absolute value
between the effort (or flow) provided by faults and those granted by all the uncer-
tainties.

DI = |Yi | · ∣∣ein

∣∣ + |Ys | − a in a junction 1

DI = |Yi | · ∣∣ fin

∣∣ + |Ys | − a in a junction 0 (7.23)

where
(|Yi | · ∣∣ein

∣∣ + |Ys |
)

corresponds to the contribution of all faults. Yi is the rate
of detectable fault on the parameter i , Ys is detectable value of a structural fault, and
a is deducted from the uncertain part of the ARR. ein is the effort brought by element
with nominal parameter value in .

Proposition 7.1 Fault detectability condition

{
if DI � 0 : The fault is not detectable
if DI > 0 : The fault is detectable

Assumption: The effort (or flow) provided to the residual by the occurrence of
multiple faults is greater than the effort (or flow) contributed to the residual by the
occurrence of a single fault.
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Fig. 7.19 Overview of the test bench

Given this assumption, detectable value of a fault can be calculated assuming that
this fault is the only one present in the system. The detectable rate Yi of the fault on
the parameter i can be defined by one of the inequalities (7.24) and (7.25), assuming
Ys = 0.

• From the ARR generated from a junction 1, we deduce:

|Yi | > a∣∣ein

∣∣ (7.24)

• From the ARR generated from a junction 0, we deduce:

|Yi | > a∣∣ fin

∣∣ (7.25)

Given Definition 3.1, Proposition 3.3, and Assumption 3.1, the detectable value
of a structural fault Ys can be defined by the inequality (7.26), assuming Yi = 0.

|Ys | > a (7.26)

7.5.4 Application to a Mechatronic System

The mechatronic test bench of Fig. 7.19, consists of a computer, communicating with
the power part of the system through DSpace acquisition card. The system consists
of a DC motor which delivers a maximum power of 900 W, and equipped with an
incremental encoder on its main axle.

The mechanical part of the system consists of a transmission mechanism
(Fig. 7.20), defined by two moving parts linked to the engine axle by means of
springs of different stiffness. The two parts can communicate through a dead zone
varying between 0 and 0.5 rad. The position of the output axle is measured by an
incremental encoder, which gives the relative position of the external load.
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Fig. 7.20 The backlash mechanism

Fig. 7.21 Bond graph model of the nominal system in preferred integral causality

The bond graph model of the nominal system in integral causality is given in
Fig. 7.21. The mechanical part of the engine is characterized by the viscous friction
fm and inertia Jm . Load part is characterized by friction fs and inertia Js . Reducer
part is represented by TF, and the axles stiffness at the input and output of the reducer
is represented by C : 1

K element. Modulated effort sources d and ds are the disturbing
torques caused by the presence of the backlash. Axle velocities are represented on
the bond graph model of Fig. 7.21 by two flow sensors D f : θ̇e and D f : θ̇s .
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Fig. 7.22 Nominal bond graph model of the system in derivative causality

Fig. 7.23 Bond graph model of the system in derivative causality with dualized flow sensors

7.5.5 Robust FDI Procedure

1st step: Verification of structural properties of the system on the nominal bond
graph model of Fig. 7.21.

On the bond graph model of Fig. 7.22, all dynamic elements are linked by causal
paths to at least one detector, and all the dynamic elements I and C admit derivative
causality on the bond graph model in preferred derivative causality. The model is
thus proper and observable [18].

Dualization of the two sensors (Fig. 7.23), causes a problem of causality on the
part of the system located before the transformer TF.

Since initial conditions are known as the real system is equipped with position
detectors, we can generate two ARRs from both 1-junctions, by keeping the element
C : 1

K in integral causality.
2nd step: The LFT bond graph model of the test bench is given in Fig. 7.24.
Fictive inputs wi (i = 1 . . . 7) (See LFT BG modelling in Chap. 2) are linked to

fictive outputs zi (i = 1 . . . 7) by the following relations:

http://dx.doi.org/10.1007/978-1-4471-4628-5_2
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Fig. 7.24 LFT BG model of the test bench

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w1 = (
δK ·δ j0+δK +δ j0

) · z1; z1= dn

w2 = −δ fm ·z2; z2= f mn
·θ̇e

w3 = −δ Jm · z3; z3= J mn · θ̈e

w4 = −δK · z4; z4= K n · (θe − N · θs)

w5 = (
δK · δ j0 + δK + δ j0

) · z5; z5= dsn

w6 = −δ fs · z6; z6= f sn
· θ̇s

w7 = −δ Js · z7; z7= J sn · θ̈s

where δJm , δ fm , δJs , δ fs represent, respectively, the multiplicative uncertainties on
the inertia and viscous friction of the engine and the load. δK is the multiplicative
uncertainty on the stiffness constant.

Disturbing torques d and ds are considered as known inputs, estimated by
Eq. (7.27), and represented on the bond graph model of Fig. 7.24 by two mod-
ulated inputs, with multiplicative uncertainties δd = δK · δ j0 + δK + δ j0 and
δds = N · (

δK · δ j0 + δK + δ j0

)
. The torque U and the reduction constant N0

are considered well known.
{

d = −4 · K · j0 · 1−e−γβ
1+e−γβ

ds = N · d
(7.27)
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Fig. 7.25 Residuals and fault detectability indices in absence of faults and uncertainties. a Residual
r1, b residual r2, c fault detectability index of r1 and d fault detectability index of r2

3rd step:
On the bond graph model of Fig. 7.24, ARRs of Eq. (7.28) are generated from the

energy balance on the two 1-junctions.

AR R1 : U − f mn
·θ̇e−J mn ·θ̈e−K n · (θe−N 0·θ s)+w1+w2+w3+w4= 0 (7.28)

AR R2 : N0·K n · (θe−N 0·θ s)+dsn − f sn
·θ̇ s−J sn ·θ̈ s−N 0·w4+w5+w6+w7= 0

4th step: The ARRs obtained in the previous step are composed of two separated
parts, given in Eq. (7.29):

r1 = U− f mn
· θ̇e−J mn · θ̈e−K n · (θe − N · θs) (7.29)

a1 = |w1| + |w2| + |w3| + |w4| + |dn|
r2 = N · Kn · (θe − N · θs)− f sn

· θ̇s−J sn · θ̈s

a2 = |N · w4| + |w5| + |w6| + |w7| +
∣∣dsn

∣∣
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Fig. 7.26 Residuals and fault detectability indices in absence of faults and in presence of uncer-
tainties. a Residual r1, b residual r2, c fault detectability index of r1 and d fault detectability index
of r2

7.5.6 Simulation Results

The original backlash is considered as a model uncertainty, whose contributed efforts
are estimated using the equations set (7.27), its variation cannot be associated with
the variation of one of element R, I , and C of a BG model. An abnormal variation of
the backlash is treated as a structural fault, its detectable value is determined using
Eq. (7.23):

• Detectability index DIr1

DIr1 = |Ys | −
∑

|wi |
= |Ys | − (|w1| + |w2| + |w3| + |w4| + |dn|)

DIr1 > 0 =⇒ |Ys | > (|w1| + |w2| + |w3| + |w4| + |dn|)
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Fig. 7.27 Residuals and fault detectability indices in presence of fault. a Residual r1, b residual
r2, c fault detectability index of r1, d fault detectability index of r2

• Detectability index DIr2

DIr1 = |Ys | −
∑

|wi |
= |Ys | − (|N .w4| + |w5| + |w6| + |w7| +

∣∣dsn

∣∣)

DIr2 > 0 =⇒ |Ys | >
(|N .w4| + |w5| + |w6| + |w7| +

∣∣dsn

∣∣)

with

|Ys | =
∣∣∣∣−4.K .

(
j0 + YJ0

)
.
1 − e−γβ

1 + e−γβ

∣∣∣∣ (7.30)

where YJ0 is the fault. In absence of fault YJ0 is equal to zero.
Figure 7.25 shows the residuals and fault detectability indices without any fault and

any uncertainty. Figure 7.26 presents the residuals in presence of modeling uncer-
tainties ( j0 = 0.2 rad which is the maximum backlash allowed on the system in
normal operation) and parameter uncertainties, and in absence of fault

(
YJ0 = 0

)
.
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Fig. 7.28 Profile of the fault Yj

Fig. 7.29 a Position difference between θe and θs . b Reducer input θe and output θs

The fault detectability indices DIr1 and DIr2 are negative as shown in Fig. 7.26c
and d. The residual values are equal to the torque provided by the initial disturbing
torque, estimated by Eq. (7.27).

Figure 7.27 represents the residuals r1 and r2 in presence of fault. The fault is
gradually added to the original backlash j0 (Eq. 7.30) between time t = 4 and 16 s
as shown in Fig. 7.28. The fault detectability index DIr2 becomes positive at the
time t = 6 s (Fig. 7.28d), the fault amplitude at this time is 0.00038 rad (Fig. 7.28).
Indeed, residual r2 begins to detect the presence of the fault at time t = 6 s. The fault
detectability index DIr1 becomes positive at the time t = 7.8 s (Fig. 7.27c), at this
time the residual r1 detect the presence of the fault. So we conclude that the fault
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Fig. 7.30 Residuals and thresholds in normal operation. a Residual r1. b Residual r2

Fig. 7.31 a Position difference between θe and θs . b Reducer input θe and output θs

detectable value is 0.00038 rad, and it will be detected by the residual r2 with a slight
lead over the residual r1.

7.5.7 Experimental Results

On the real system, the residual values in normal operation are not equal to zero
because of parameter uncertainties and the value of the model uncertainty corre-
sponding to an initial backlash j0. The latter causes a slight difference between
the input and output of the reducer as shown in Fig. 7.29a, b. The system being in
normal operation, the residuals (Fig. 7.30) remain inside thresholds and no alarm is
generated.
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Fig. 7.32 Residuals and thresholds in faulty situation. a Residual r1. b Residual r2

The structure of the test bench does not allow introducing a progressive fault to
accurately reproduce the previous simulation. The fault is introduced by removing a
metal plate at the reducer level.

The backlash variation causes a large difference between the reducer input and
output as shown in Fig. 7.31a, b. Overlaying Fig. 7.31a with Fig. 7.32a, b, shows that
the residuals begin to detect the fault as soon as its amplitude becomes slightly higher
0.2 rad, which correspond to the estimated value by the fault detectability indices.

7.6 Conclusion

Modeling is an important step in fault diagnosis scheme design, because the desired
performances depend heavily on the model accuracy. The choice of the bond graph
tool for FDI and robust FDI of uncertain systems is due to its multi-energy aspect,
its causal and structural properties. The bond graph model allows easy derivation
of ARRs and their implementation in real-time supervision [62, 69]. The LFT BG
modeling does not introduce new bond graph elements on the model; therefore,
no change occurs in the order of the model and its structural properties. Structural
analysis can thus be done directly on the deterministic model. The transformation
from the deterministic to LFT bond graph model is easily made by just replacing the
deterministic elements R, I, C, TF, GY and RS by their corresponding LFT parts.

The presented FDI method allows the use of a bond graph model in LFT form to
generate residuals and adaptive thresholds. To improve and monitor the performance
of the diagnosis, a method of residual sensitivity analysis is proposed to estimate the
detectable values of the faults.

The proposed application shows the robustness of the FDI algorithm on mecha-
tronic systems. Indeed, simulation and experimental results show that the algorithm
is robust to false alarms, because residuals remain inside the thresholds when the
system is in normal operation. The performance of the algorithm against the non-
detections and delays in fault detection is controlled by accuracy in estimation of the
system parameters and their uncertainties.
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Chapter 8
Introduction to Robotic Manipulators

8.1 Introduction

Robot is a good example of a mechatronic system. The word Robot has its root in
the Slavic languages and means worker, compulsory work, or drudgery. It was popu-
larized as a word for intelligent machines by the Czechoslovakian playwright Karel
Kapek in play Rossum’s Universal Robot in the year 1921 [8]. A robot is an integra-
tion of mechanical, electrical, and software components that can be reprogramed to
perform a variety of tasks both with and without human intervention. Robot Institute
of America (RIA) defines a robot as: “A programmable multi-function manipula-
tor designed to move material, parts, or specialized devices through variable pro-
grammed motion for the performance of a variety of tasks” [1]. Robotics is the study
of robots design, programing, and control. Robots are gradually entering into our
daily life. Days are not far when they will be part of our family. Essentially, a robot
contains manipulators, sensors, control systems, power supplies, and software all
working together to perform a task. Manipulator provides movement. A robot needs
to be able to move around its environment. Whether by joint movement, or rolling
on wheels, or walking on legs or propelling by thrusters, a robot needs to be able to
move. Sensing is required to sense its surroundings and find its own location. Con-
trol system provides intelligence. This is where programing enters into the picture.
A robot needs to be able to power itself. A robot might be solar powered, electrically
powered, battery powered, etc. At present, the application of robotics is concentrated
in the following areas:

1. Assembly line: Robots are used extensively in manufacturing where task is repet-
itive in nature. The use of industrial robot along with computer aided design
(CAD) systems and computer aided manufacturing (CAM) systems character-
izes the latest trends in the automation of the manufacturing processes.

2. Nuclear power plant: Robots have been developed to handle nuclear and radioac-
tive chemicals for many different uses including nuclear weapons, power plants,
and environmental cleanup. Safety is the main concern in these environments.

R. Merzouki et al., Intelligent Mechatronic Systems, 619
DOI: 10.1007/978-1-4471-4628-5_8, © Springer-Verlag London 2013
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3. Welding: Robots are extensively used in welding as the job is tedious, risky, and
unpleasant.

4. Space, underwater: Here, minimum maintenance requirements are emphasized.
The control in this environment is difficult due to moveable base.

5. Health care: Robots are used to assist the surgeons in carrying out surgery.

8.2 Types of Robots

Robots can be classified based on mobility and manipulation. The aim of mobility is
to transport while the aim of manipulation is to perform an action on the environment.
The mobile robot examples include search and rescue, remote-controlled, tethered,
walking, and running robots (one or more legs). The mobile wheeled robots have the
capability to move around the environment; however, they need terrain to be flat. On
the other hand, mobile legged robots can move in uneven terrain and their study helps
us to understand biological locomotion. The manipulator examples include medical
robots (teleoperated), space shuttle arm (teleoperated), painting robots, industrial
robots (teleoperated and autonomous).

8.3 Basic Terminology

In robotics, one is concerned about location of the object in three-dimensional space.
The objects can be described by two attributes: their position and orientation. In
order to describe the position and orientation of a body in space, we always attach a
coordinate system or frame. To begin with, let us do some preliminaries and look at
the following definitions.

• Velocity: The derivative of position with respect to time.
• Acceleration: The derivative of velocity with respect to time.
• Jerk: The derivative of acceleration with respect to time.
• The kinematics refers to relationship between the positions, and the positions

derivatives of the links of robot. Kinematics is description of motion without
considering forces.

• Manipulators consists of rigid links connected by joints which allow relative
motion of neighboring links. For rotary or revolute joints, relative displacement
between the links are called joint angles and for prismatic joints they are called
joint offsets.

• Forward kinematic: For a given set of joint angles and offsets, it refers to com-
putation of the position and orientation of the tool frame relative to base frame
or represent manipulator position from joint space description to Cartesian space
description.
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• Joint space: Relative coordinates that are referenced to coordinate frames at the
robot joints.

• Cartesian space or Task space: Global or base coordinate frame.
• Inverse kinematic: In this one looks for a set of joint angles θi and offset di

that are required to place the end effector at a location and orientation specified
by transformation matrix with respect to the base coordinate. Because kinematic
equations are nonlinear their solution is not always easy or even possible in closed
form. Question of existence of a solution and multiple solutions arise.

• Jacobian: It specifies a mapping from velocities in joint space to velocities in
Cartesian space. Also, given a desired contact force and moments the calculation
of the set of joint torques that are required to generate them also needs Jacobian.

• Singularity: Region or point at which the Jacobian is singular.
• Dynamic equations of manipulator are needed for the dynamic control of robotic

manipulators. The control problem consists of obtaining the governing equation
for the robotic dynamics in the form of a dynamic model of the robotic manip-
ulator and specifying the control laws to achieve the desired response. A serial
robotic manipulator can be modeled as open loop kinematic and dynamic chain
with several rigid bodies or links connected in series by either revolute or pris-
matic joints. On the contrary, a parallel robotic manipulator has a closed loop
kinematic and dynamic chain, more about which will be discussed in Chap. 13. In
robotics, statics is concerned with a set of joint forces and torques that achieves
a required set of forces and torques for the end effector while keeping the system
under static equilibrium. In robot dynamics, we are concerned with calculating
joint torques to produce given joint positions, velocities, and accelerations. There
are three approaches to arrive at the set of differential equations describing the
dynamics of robotic manipulator. These approaches are: (1) Bond graph dynamic
modeling, (2) Newton-Euler dynamic modeling, and (3) Lagrange dynamic mod-
eling. The other approaches called recursive approaches are: (1) Newton-Euler
recursive formulation and (2) Lagrangian recursive formulation.

The governing equations of manipulator are generally nonlinear coupled
second-order differential equations. Each equation contains number of torque or
force terms. These terms can be classified into four groups: (i) inertial forces or
torques due to the mass or rotary inertia of the links; (ii) reaction forces or torques
generated by acceleration at other joints; (iii) centripetal, gyroscopic, and Coriolis
type forces and torques between joints; and (iv) gravitational or loading type forces
and torques on links. We have seen in earlier chapters that bond graph modeling
considers the flow of energy and information from one system port to another sys-
tem port. Various examples on bond graph modeling of multibody systems have
been discussed in Chaps. 5 and 6. Thus, bond graph representation is especially
useful for modeling of robotic manipulators.

• Linear position control: Most of the manipulators are driven by actuators which
supply a force/torque to result in the desired motion. A primary concern of the
position control system is to automatically compensate for errors in knowledge of
the parameters of the system and to suppress the disturbances, which try to perturb
the system from the desired trajectory. To accomplish this, position and velocity

http://dx.doi.org/10.1007/978-1-4471-4628-5_13
http://dx.doi.org/10.1007/978-1-4471-4628-5_5
http://dx.doi.org/10.1007/978-1-4471-4628-5_6
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Fig. 8.1 Schematic descrip-
tion of accuracy and precision

sensors are monitored by the control algorithm, which computes the force and
torque commands for the actuators. Control algorithm synthesis may be based on
linear approximation of the dynamics of a manipulator.

• Nonlinear position control: Control systems based on approximate linear models
are popular in current industrial robots. Nonlinear dynamics of manipulator if
considered during control synthesis gives better performance.

• Trajectory and force control: While moving in free space, we come across position
control task, whereas force control situation arises when coming in contact with
constraint surface. The aim of the force control is to control forces when the
manipulator touches parts, tools, or work surfaces. Force control is complementary
to position control. Since manipulator is rarely constrained to move in all the
directions simultaneously we have hybrid control problem.

• A robot programing language serves as interface between the human user and
the industrial robot. Robot manipulators differentiate from fixed automation by
being flexible which means programable. An offline programing system is a robot
programing environment which has been sufficiently extended by means of com-
puter graphics by which the development of robot programs can take place without
access to the robot itself.

• Workspace: It is defined as the volume in space that the manipulator can reach.
• In manipulator design factors such as size, speed, load capability, number of joints,

and their geometric arrangements are considered. These considerations impact
upon the manipulator workspace size and, stiffness of manipulator structure. Other
issues are location of actuators, transmission system, internal position, and force
sensor.

• Repeatability: How well a robot can return to the same point.
• Accuracy: How well a robot can move to an arbitrary point in space.
• Precision: The smallest increment with which a robot can be positioned. Accuracy

and precision are schematically explained in Fig. 8.1.

8.4 Manipulator Transformations

As we discussed in introduction, robotic manipulators are used to move parts or
tools in space. When we move parts and tools, there should be some way to represent
where the parts and tools have reached and in what orientation. We can also talk
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about the position and orientation of mechanism. To represent and manipulate the
mathematical quantities representing the positions and orientations, we need to define
a reference coordinate system.

Once the coordinate system is set, we can locate any point in space by a 3 × 1
position vector. Let, A P represents a vector or position vector in space, or ordered
set of three numbers

A P = [
px py pz

]T
.

To describe the orientation of a body, we attach a coordinate system to the body
and then give description of this coordinate system relative to the reference system.
Thus, position of points in a body is described by a vector and orientation of body is
described with an attached coordinate system.

8.4.1 Notations

Coordinate systems are represented with brackets such as {A}, {0}, etc.
Vectors: Let us look at a vector P described in Frame A. To describe it mathematically,
we can use a leading superscript to describe the frame in which the vector is described.
Individual elements of a vector can be described by a trailing subscript as shown in
Eq. 8.1.

A P =
⎡
⎣ px

py

pz

⎤
⎦ (8.1)

Matrix: Original frame of reference is shown by leading subscript while new frame of
reference is given by leading superscript. For example A

B T represents transformation
from frame {B} to frame {A} through a transformation matrix T.

8.4.2 Rotation

Let, there be a vector R as shown in Fig. 8.2 and we need to express R which we
know in Frame {1} in Frame {0}. To do this, let us do a simple construction as shown
in Fig. 8.2.

From Fig. 8.2, we see that if we express R in frame {1} then,

x1 = R cos θ

y1 = R sin θ
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Fig. 8.2 Representation of a
point in two frames

If we express R in frame {0} then,

x0 = x1 cos θ1 − y1 sin θ1

y0 = x1 sin θ1 + y1 cos θ1 (8.2)

In matrix form Eq. 8.2 can be written as

[
x0
y0

]
=

[
cos θ1 − sin θ1
sin θ1 cos θ1

] [
x1
y1

]
(8.3)

or in short, [
x0
y0

]
= [T ]

[
x1
y1

]
(8.4)

Here, [T ] is called transformation matrix. Now if we want to map it from frame {0}
to frame {1}, then we can write

[
x1
y1

]
= [T ]−1

[
x0
y0

]
(8.5)

Now, the question is how to find the inverse of [T ]. If we look at the columns and
rows of [T ], we see that they have a norm of one. Also if we take the dot product
of the columns we find they are orthogonal to each other. So, [T ] is an orthonormal
matrix. Thus, its transpose is its inverse. Thus, if

[T ] =
[

cos θ1 − sin θ1
sin θ1 cos θ1

]

then

[T ]−1 =
[

cos θ1 sin θ1
− sin θ1 cos θ1

]
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This was a simple example of planar case. Now if we assume that there is Z
axis out of the plane and perpendicular to X and Y axes, then a rotation around the
Z axis will not affect the Z position of the vector R. Thus, the three-dimensional
transformation matrix about the Z axis is:

[T ]z =
⎡
⎣ cos θ1 − sin θ1 0

sin θ1 cos θ1 0
0 0 1

⎤
⎦ (8.6)

Similarly, for rotations around the X axis we get

[T ]x =
⎡
⎣ 1 0 0

0 cos θ1 − sin θ1
0 sin θ1 cos θ1

⎤
⎦ (8.7)

For rotations around the Y axis, we get

[T ]Y =
⎡
⎣ cos θ1 0 sin θ1

0 1 0
− sin θ1 0 cos θ1

⎤
⎦ (8.8)

For multiple transformations about Z axis first by γ and then by φ, we simply
multiply by more matrices.

[
T (γ + φ)

]
z =

⎡
⎣ cosφ − sin φ 0

sin φ cosφ 0
0 0 1

⎤
⎦

⎡
⎣ cos γ − sin γ 0

sin γ cos γ 0
0 0 1

⎤
⎦ (8.9)

=
⎡
⎣ cosφ cos γ − sin φ sin γ − cosφ sin γ − sin φ cos γ 0

sin φ cos γ + cosφ sin γ − sin φ sin γ + cosφ cos γ 0
0 0 1

⎤
⎦ (8.10)

Since sin(φ + γ ) = sin φ cos γ + cosφ sin γ and cos(φ + γ ) = cosφ cos γ −
sin φ sin γ , we can write Eq. 8.10 as

[
T (γ + φ)

]
z =

⎡
⎣ cos(φ + γ ) − sin(φ + γ ) 0

sin(φ + γ ) cos(φ + γ ) 0
0 0 1

⎤
⎦ (8.11)

So, if we have multiple rotations about the same axes we can just add the angles
of the matrices. So, now we can rotate a vector to and from an arbitrary angle in
space. What If we want to express it in a translated frame, then how can we do that?
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Fig. 8.3 Representation of
vector in a translated frame

8.4.3 Translating Coordinate Frames

Let, there be a vector R represented in frame {1} as shown in Fig. 8.3. Suppose, we
have another frame {0} which is translated by a distance Δx,Δy from X1 and Y1
axis as shown in Fig. 8.3.

From Fig. 8.3, we can see that

x0 = x1 +Δx

y0 = y1 +Δy (8.12)

or in vector form we can write

R0 = R +ΔR (8.13)

We can write Eq. 8.12 as

⎡
⎣ x0

y0
1

⎤
⎦ =

⎡
⎣ 1 0 Δx

0 1 Δy
0 0 1

⎤
⎦

⎡
⎣ x1

y1
1

⎤
⎦ (8.14)

Equation 8.14 is known as homogeneous form of representation of translation.
What if we have a rotation and a translation? First, we can rotate the frames and then
we can translate.

[
x0
y0

]
= [T ]

[
x1
y1

]
+

[
Δx
Δy

]
. (8.15)
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8.4.4 Homogeneous Transformation Matrices

In homogeneous form of representation, the 3 × 3 rotation matrix can be written as

T1 =
⎡
⎢⎣

C1 −S1 0

S1 C1 0

0 0 1

⎤
⎥⎦ (8.16)

where C1 = cos θ1 and S1 = sin θ1. Similarly, in homogeneous form of representa-
tion, a 3 × 1 displacement vector can be written as

R1 =
⎡
⎢⎣

x1

y1

z1

⎤
⎥⎦

If we have rotation as well as translation then we can write, the new vector as

[R0] = [T1] [R1] + [ΔR] (8.17)

• 4 × 4 Homogeneous Matrix
If we want to perform transformation in three dimension and say we want to per-
form a rotation and a translation with one operation, we can create a homogeneous
transformation matrix as follows.

⎡
⎢⎣

x0

y0

z0

⎤
⎥⎦ = [T1]

⎡
⎣ x1

y1
z1

⎤
⎦ +

⎡
⎣Δx
Δy
Δz

⎤
⎦ (8.18)

where

T1 =
⎡
⎢⎣

C1 −S1 0

S1 C1 0

0 0 1

⎤
⎥⎦

In homogeneous form of representation, Eq. 8.18 can be written as

⎡
⎢⎢⎣

x0
y0
z0
1

⎤
⎥⎥⎦ = [TH ]

⎡
⎢⎢⎣

x1
y1
z1
1

⎤
⎥⎥⎦ (8.19)
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where

TH =

⎡
⎢⎢⎣

C1 −S1 0 Δx
S1 C1 0 Δy
0 0 1 Δz
0 0 0 1

⎤
⎥⎥⎦ .

So in homogeneous transformation matrices, a pure translation looks like

TT =

⎡
⎢⎢⎣

1 0 0 x
0 1 0 y
0 0 1 z
0 0 0 1

⎤
⎥⎥⎦

and a pure rotation looks like

TR =

⎡
⎢⎢⎣

C1 −S1 0 0
S1 C1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦

Homogenous transformations represent three things: (i) describe a frame, (ii) map
from one frame to another frame, and (iii) act as an operator to move within a frame.
Let us see these representations.

1. Transformations describe frames

Frames can be described by a homogenous transformation matrix

A
B T =

⎡
⎢⎢⎣

A PBorgX
A
B R A PBorgY

A PBorgZ

0 0 0 1

⎤
⎥⎥⎦

where A
B R =

⎡
⎣ C1 −S1 0

S1 C1 0
0 0 1

⎤
⎦. Columns of A

B R are the unit vectors defining the direc-

tions of the principal axes of {B} in terms of {A}.

A
B R = [

A X̂ B
AŶB

A Ẑ B
] =

⎡
⎣

B X̂ T
A

BŶ T
A

B Ẑ T
A

⎤
⎦

Rows of A
B R are the unit vectors defining the directions of the principal axes of

{A} in terms of {B}. A PBORG is the location of the origin of {B} in terms or {A}.
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2. Mapping between frames
A
B T Maps vector from frame {B} to frame {A}. A

B R will rotate a vector to project
its components originally described in frame {B} in the frame {A}. A PBORG will
translate the vector to adjust its origin from frame {B} to its new origin in {A}.

3. Acts as an operator within a coordinate frame
A
B T Operator will rotate and translate a vector. R defines the angle to rotate about
whereas PBORG defines the distance to translate.

8.5 D-H Parameters

Denavit-Hartenberg (D-H) parameters are used to describe a robot link. Here, one
coordinate system is created for each link. While creating a coordinate system each
axis is taken to be orthogonal. Right-hand rule is used in axis direction assignment.
Links are assumed to be rigid. Kinematic function of a link is to maintain the fixed
relationship between the two neighboring joint axes of the manipulator. This fixed
relationship can be described by two parameters namely link length a and link twist
α. The links are connected to neighboring links at joints. Two parameters namely
link offset d and the joint angle θ are used to describe the connection. Thus, four
parameters are used to describe a link and its connection completely. These parame-
ters can be explained with the help of Fig. 8.4. Let us see these parameters one by
one.

1. ai−1 is called link length. It is measured from Zi−1 to Zi along Xi−1. It is
measured by the common perpendicular between the two axes Zi−1 and Zi . The
common perpendicular is the shortest distance between these two axes in space.
The shortest distance does not necessarily lie in the physical link. If axes intersect
then it is zero. It is not defined for prismatic joint, and is thus set to zero.

2. αi−1 is called link twist angle. It is measured from Zi−1 to Zi about Xi−1.

3. di is called link offset. It is measured from Xi−1 to Xi along Zi . It is joint variable
for prismatic joint.

4. θi is called joint angle. It is measured as the angle between Xi−1 and Xi ,measured
around Zi from Xi−1 and Xi .

8.5.1 Assigning Coordinate Frames

1. First, place the Z axes along the joint axes of rotation, or translation. Imagine
them of infinite length.

2. Identify the common perpendiculars or point of intersection between each pair
of Z axes. Place the Xi axes along the common perpendicular between axes i
and i + 1. If the axes intersect Xi is assigned normal to the plane containing the
intersecting axes.

3. Use the right-hand rule to define the Y axes.
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Fig. 8.4 Representation of D-H parameters

4. The base frame {0} is fixed and does not move. It is usually picked to be coincident
with frame {1}, thus frame {0} and {1} overlap when the first joint variable is
zero. Choose the origin and direction of frame {N} freely, but in general assign
it so as to make as many parameters zero as possible.

8.5.2 Special Cases

1. If ai = 0 then the Z axes intersect, so pick Xi to be normal to the plane defined
by Zi and Zi+1. This leads to two possible definitions of X and thus Y .

2. If Zi and Zi+1 are parallel, then the assignment of Xi is arbitrary.

8.5.3 D-H Parameters

We can construct a matrix of D-H parameters for all the links in the robot. This will
make defining the transformation from one axes to another much easier. Forward
kinematics is used to move from joint coordinates to end-effector coordinates. We
will use D-H parameters to define frames. Each link will be assigned a frame. Trans-
formation will be used to move between links. We will start at the bottom and work
our way out through the chain of links. A transformation between frame {i − 1} and
{i} can be defined as having four steps each containing only one link parameter.
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1. Translate along Zi by di .

2. Rotate around Zi by θi .

3. Translate along Xi−1, by ai−1.

4. Rotate around Xi−1, by αi−1.

We can perform this with two transformations

(i) First, a translation and rotation with regards to Zi .
(ii) Second, a translation and rotation with regards to Xi−1.

Thus, the transformations can be given as,

i−1
i T =

⎡
⎢⎢⎣

1 0 0 ai−1
0 cαi−1 −sαi−1 0
0 sαi−1 cαi−1 0
0 0 0 1

⎤
⎥⎥⎦

⎡
⎢⎢⎣

cθi −sθi 0 0
sθi cθi 0 0
0 0 1 di

0 0 0 1

⎤
⎥⎥⎦

where cθ = cos θ, and sθ = sin θ. After matrix multiplication,

i−1
i T =

⎡
⎢⎢⎣

cθi −sθi 0 ai−1
sθi cαi−1 cθi cαi−1 −sαi−1 −sαi−1 di

sθi sαi−1 cθi sαi−1 cαi−1 cai−1 di

0 0 0 1

⎤
⎥⎥⎦ (8.20)

The matrix given by Eq. 8.20 gives D-H based transformation matrix.
Forward kinematics is used to move from joint coordinates to end-effector coor-

dinates. To do this, we can just multiply the individual transformation matrices. For
a robot with N joints, we will get N transformations. Then, overall transformation
can be given as:

N
0 T =0

1 T 1
2 T 2

3 T · · ·N−1
N T

If we are interested in a point beyond the last joint such as an end effector or a
tool then we define a coordinate system for the tool point of interest and perform a
transformation from the last joint to the desired point.

We find it helpful to define other points in the robot work space with coordinate
systems relative to the robot base system. Following are some of the standard frames:

• Wrist Frame {W }: It is same as the last robot frame, i.e., frame {N}.
• Base Frame {B}: It is located at the base of the manipulator, it is same as frame

{0}.
• Station Frame {S}: It is usually used as the base point for robot motions. It is

calculated relative to the base frame.
• Tool Frame {T }: It can be tip of a torch, point between finger of a gripper or the

lens of a camera. It is specified relative to the {W } frame.
• Goal Frame {G}: It is location where the robot is desired to move. At the end of

motion {G} and {T } should coincide.
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Fig. 8.5 Sketch of one DOF
link

8.6 Manipulator Kinematics

Manipulator kinematics can be classified as forward and inverse kinematics. In for-
ward kinematics one is interested in finding the tip position for given joint angles
whereas in inverse kinematics we find out joint angles for given tip position.

8.6.1 Forward Kinematics

Example 1: Let us look at a simple link (one DOF) as shown in Fig. 8.5. In forward
kinematics, we want to know the end point of link in terms of joint angle. We have
length of link R and inclination of link from X axis θ . From geometry, we can
determine the position of the end point and then the velocity of the end point.

x = R cos θ

y = R sin θ (8.21)

ẋ = −R θ̇ sin θ

ẏ = R θ̇ cos θ (8.22)

Example 2: Let us look at a two DOF manipulator as shown in Fig. 8.6. In forward
kinematics, we want to know the end point of link in terms of joint angles. We have
length of links as l1 and l2. Let, the inclination of link 1 from X axis be θ1 and the
inclination of link 2 from link 1 axis be θ2. From geometry, we can determine the
position of the end point and then the velocity of the end point as

x = l1 cos θ1 + l2 cos(θ1 + θ2)

y = l1 sin θ1 + l2 sin(θ1 + θ2) (8.23)

or in matrix form we can write the above expression as
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Fig. 8.6 Sketch of a two DOF
manipulator

[
x
y

]
=

[
cos(θ1) cos(θ1 + θ2)

sin(θ1) sin(θ1 + θ2)

] [
l1
l2

]
(8.24)

Also velocities in X and Y direction of tip can be given as

[
ẋ
ẏ

]
=

[−l1 sin θ1 − l2 sin(θ1 + θ2) −l2 sin(θ1 + θ2)

l1 cos θ1 + l2 cos(θ1 + θ2) l2 cos(θ1 + θ2)

] [
θ̇1

θ̇2

]
(8.25)

Example 3: Now, let us take an example of two DOF cooperative manipulator [10] as
shown in Fig. 8.7. In this figure, {A} represents the absolute frame, {B} represents
the base frame, {0} frame is located at the base of the robot, and {1} and {2} are
the frames located at first and second joint, respectively. The frame {3} locates the
tip of the robot. Lengths of the links are assumed along the X axis of respective
frames. The direct kinematic model gives the position and orientation of the end
effector as a function of the joint variable and other joint-link constant parameters.
Let, l1 be the length of the first link, l2 be the length of the second link, and r be the
distance between the base center of gravity (CG) and the first joint. Let, φ represents
the rotation of base, and θ1 and θ2 be the joint angles as shown in Fig. 8.7. Same
parameters are used to describe the left-side robot and right-side robot. Let, a be the
distance between the CG of the base of two robots. Let, the inertial frame coincides
with the base frame of left robot.

Then, the overall transformation matrix for the end effector of the manipulator is
given as

To = T2(θ2)T1(θ1)T0(φ)
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Fig. 8.7 Sketch of a two DOF cooperative manipulator

To =

⎡
⎢⎢⎣

c(φ + θ12) −s(φ + θ12) 0 rcφ + l1c(φ + θ1)+ l2c(φ + θ12)

s(φ + θ12) c(φ + θ12) 0 rsφ + l1s(φ + θ1)+ l2s(φ + θ12)

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (8.26)

where c = cos, s = sin and θ12 = θ1 + θ2. From the expression of overall transfor-
mation matrix, the kinematic relations for the tip displacement Xtip,Ytip in X and Y
directions for the left robot can be given as,

XtipL = r cosφL + l1 cos(φL + θ1L)+ l2 cos(φL + θ1L + θ2L) (8.27)

YtipL = r sin φL + l1 sin(φL + θ1L)+ l2 sin(φL + θ1L + θ2L) (8.28)

The tip angular displacement with respect to X axis is given as

θt i pL = φL + θ1L + θ2L (8.29)

8.6.2 Inverse Kinematics

For a given position and orientation of the end effector with respect to an inertial
reference frame, it is required to find a set of joint variables that would bring the end
effector in the specified position and orientation. The inverse kinematics transforms
the output position into the joint coordinate.
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To illustrate the inverse kinematic, let us take the example of cooperative manip-
ulator shown in Fig. 8.7. For a given XtipL and YtipL , if we take φ as constant, then
Eqs. 8.27 and 8.28 become

XtipL − r cosφL = l1 cos(φL + θ1L)+ l2 cos(φL + θ1L + θ2L) (8.30)

YtipL − r sin φL = l1 sin(φL + θ1L)+ l2 sin(φL + θ1L + θ2L) (8.31)

If we assume XtipL − r cosφL = X L and YtipL − r sin φL = YL , then

X L = l1 cos(φL + θ1L)+ l2 cos(φL + θ1L + θ2L) (8.32)

YL = l1 sin(φL + θ1L)+ l2 sin(φL + θ1L + θ2L) (8.33)

By squaring and adding Eqs. 8.32 and 8.33, we get.

X2
L + Y 2

L = l2
1 + l2

2 + 2l1l2 cos θ2L (8.34)

For a known value of XtipL ,YtipL , r and φ, let

X2
L + Y 2

L = R2
L , (8.35)

Then, from Eq. 8.34 we get,

θ2L = cos−1[(R2
L − l2

1 − l2
2)/2l1l2)] (8.36)

From Eq. 8.32, we get

X L = l1 cos(φL + θ1L)+ l2 cos(φL + θ1L) cos θ2L − l2 sin(φL + θ1L) sin θ2L

X L = cos(φL + θ1L)[l1 + l2 cos θ2L ] − l2 sin(φL + θ1L) sin θ2L

X L = k1L cos(φL + θ1L)− k2L sin(φL + θ1L) (8.37)

where k1L = l1 + l2 cos(θ2L) and k2L = l2 sin(θ2L). Similarly from Eq. 8.33 we get,

YL = k1L sin(φL + θ1L)+ k2L cos(φL + θ1L) (8.38)

If pL =
√

k2
1L + k2

2L and βL = atan2 (k2L , k1L) where atan2(y, x) is the signed
arctan(y/x) function defined in the domain (−π, π), then k1L = pL cosβL and
k2L = pL sin βL . Equation 8.37 can now be rewritten as

X L = pL cosβL cos(φL + θ1L)− pL sin βL sin(φL + θ1L) (8.39)

X L/pL = cos(βL + φL + θ1L)
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Similarly from Eq. 8.38, we can write

YL/pL = sin(βL + φL + θ1L) (8.40)

From Eqs. 8.39 and 8.40, we can write βL + φL + θ1L = atan2(YL , X L). So

θ1L = atan2(YL , X L)− βL − φL (8.41)

The equation for the right robot can be derived similar to left robot as, a− XtipR −
|r cosφR | = X R and YtipR − r sin φR = YR . If X2

R + Y 2
R = R2

R then, we have

θ2R = cos−1[(R2
R − l2

1 − l2
2)/2l1l2)] (8.42)

and

θ1R = atan2(YR, X R)− βR − φR (8.43)

where βR = atan2(k2R, k1R), k1R = l1 + l2 cos(θ2R) and k2R = l2 sin(θ2R).

8.7 Linear and Rotational Frames in Rigid Bodies

8.7.1 Translational Motion of Rigid Bodies

Let us, attach a reference frame to each body. Now, we can study the motion of each
frame relative to the next. This is the same methodology that we have used to study
the forward position of the manipulator. Let us look at frame {A} and {B} as shown
in Fig. 8.8. Let us consider a vector Q fixed in frame {B}, i.e. B Q. We want to
describe the motion of this vector relative to frame {A}. Let us assume that {A} is
fixed and {B} is located relative to {A} by a position vector A PBORG and a rotation
matrix A

B R.
Now, three motions can be described: (i) the vector A PBORG can be changing,

(ii) the vector B Q can be changing, (iii) the orientation of {B} with respect to {A}
may be changing. Now first let us look at linear motion and thus assume A

B R is not
changing. So, we need only to represent both velocity components in terms of {A}.

AVQ = AVBORG + A
B R B VQ (8.44)

Since velocity of Q is just a vector, so we can use standard rotation matrices to
transform its value from one frame to another. If we know Q(t) and A PBORG(t),
we can differentiate and insert into the Eq. 8.44 to find velocity of Q relative to
frame {A}.
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Fig. 8.8 Description of frame {B} translation relative to frame {A}

Fig. 8.9 Velocity of a vector
fixed in frame {B} when
frame {B} rotates relative to
frame {A}

8.7.2 Rotational Motion of Rigid Bodies

Now, Let us assume that Q is constant and fixed in B i.e., B VQ = 0. Although Q
has no velocity relative to {B}, it is clear that it can still have motion relative to {A}.
The motion is due to two components. First, the vector A PBORG is changing. Second,
the orientation of {B} with respect to {A} is changing in time due to velocity AΩB .
Let us look first at the change due to rotation as shown in Fig. 8.9. Let us look at
Q after a small time Δt as shown in Figs. 8.10 and 8.11. The change in Q i.e., ΔQ
for a very small motion is just the radius times the change in the angle. Radius is Q
sinθ . Remember Q is not changing in time. So, ΔQ = A Q sin θ AΩBΔt. Thus,
AVQ is just the cross-product of A Q and AΩB, i.e.,

AVQ =A ΩB ×A Q (8.45)

In general if Q changes with time, then

AVQ = AΩB × A Q + A(B VQ) (8.46)
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Fig. 8.10 Position of a vector B Q at time t+Δt when frame {B} rotates relative to frame {A}

Fig. 8.11 Derivation of veloc-
ity of a vector Q fixed in frame
{B} when frame {B} rotates
relative to frame {A}

or we can write it as

AVQ = AΩB × A
B R B Q + A

B R B VQ (8.47)

Thus if simultaneous translational and rotational motion is there then,

AVQ = AVBORG + AΩB × A
B R B Q + A

B R B VQ (8.48)
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8.7.3 Velocity Propagation from Link to Link

The velocity of link i +1 is the velocity of link i , plus the velocity component added
at joint i + 1. Angular velocities can be added if they are represented in the same
frame. Remember, we have defined all joint motions to be around or along Z . In
mathematical form, this can be written as

iωi+1 = iωi + i
i+1 R θ̇i+1

i+1 Ẑi+1 (8.49)

where

θ̇i+1
i+1 Ẑi+1 = i+1 [

0 0 θ̇i+1
]T

The translational velocity propagation can be given as

ivi+1 = ivi + iωi × i Pi+1 (8.50)

If we want the translational and angular velocities in terms of i + 1 we simply
premultiply by the rotation matrix. Remember that the derivatives are still taken
relative to a universal frame. So, vi is the velocity of the origin of link frame {i} and
ωi is the angular velocity of link frame {i}. They can be expressed in any frame even
frame {i}.

i+1vi+1 = i+1
i R

(
ivi + iωi × i Pi+1

)
(8.51)

i+1ωi+1 = i+1
i R

(
iωi + i

i+1 R θ̇i+1
i+1 Ẑi+1

)
= i+1

i R iωi + θ̇i+1
i+1 Ẑi+1

(8.52)

Similarly in the case of a translational joint we get,

i+1ωi+1 = i+1
i R iωi (8.53)

We observe that there is no additional angular velocity component since it is a
translational joint. We require just a change of reference frame. For translational
velocity, the expression can be given by

i+1vi+1 = i+1
i R

(
ivi + iωi × i Pi+1

)
+ ḋi+1

i+1 Ẑi+1 (8.54)

Here, we need to remember that we have to add contribution due to linear motion
of the joint along Z axis.
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8.7.4 Jacobian

Let us say we have two functions x = F(θ1, θ2) and y = G(θ1, θ2) and we want to
find the velocity vx and vy . We use the chain rule to take the derivative

ẋ = ∂x

∂t
= ∂F(θ1, θ2)

∂t
= ∂F

∂θ1

∂θ1

∂t
+ ∂F

∂θ2

∂θ2

∂t
(8.55)

ẏ = ∂y

∂t
= ∂G(θ1, θ2)

∂t
= ∂G

∂θ1

∂θ1

∂t
+ ∂G

∂θ2

∂θ2

∂t
(8.56)

In a matrix form Eqs. 8.55 and 8.56 can be written as

[
ẋ
ẏ

]
=

⎡
⎢⎢⎣
∂F

∂θ1

∂F

∂θ2

∂G

∂θ1

∂G

∂θ2

⎤
⎥⎥⎦

[
θ̇1

θ̇2

]
= [J ]

[
θ̇1

θ̇2

]
(8.57)

where J is Jacobian. It is a multidimensional form of the derivative. At any instant,
the Jacobian is linear transformation. The Jacobian will vary as a function of time.
Most common Jacobian deals with joint velocities. It relates the Cartesian coordinates
of the tip of the robot arm to the joint velocities. The number of rows in Jacobian
corresponds to the number of DOF while the number of columns corresponds to the
number of joints in manipulator. For a general case of say a robot with six joints,
Jacobian is a 6 × 6 matrix, joint velocity vector will be 6 × 1, Cartesian velocity
vector will be 6 × 1, which includes 3 × 1 translational velocity vector and 3 × 1
rotational velocity vector. The Jacobian matrix need not be square always.

8.8 Manipulator Dynamics

Manipulator dynamics give the relationship between the robot’s position (and its
derivatives) and forces or torques. Forward dynamics deals with the calculation of
joint position, velocity, and acceleration vector for a given joint torque vector whereas
inverse dynamics computes the joint torques required to achieve the specified state
of joint position, velocity, and acceleration. Forward dynamics is used in simulating
the manipulator while inverse dynamics is used in controlling the manipulator.

Various methods to study the dynamics of manipulators are

1. Lagrangian formulation
This method is energy based. In this method, we calculate potential and kinetic
energies of robot. With this method, we can determine forces directly.

2. Newton-Euler formulation
This method is based on force balance. We calculate velocity and acceleration
and use it to get forces.
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3. Bond graph modeling
This method is based on power conservation as discussed in Chap. 2.
Before we look into these methods, let us discuss some preliminaries.

• Acceleration of a rigid body

Linear acceleration of a vector Q described with respect to frame {B} as seen
from frame A (see Fig. 8.8) is given by

AV̇Q = AV̇BORG + A
B R B V̇Q + 2 AΩB × A

B R B VQ + AΩ̇B × A
B R B Q

+ AΩB × ( AΩB × A
B R B Q) (8.58)

In Eq. 8.58, V̇BORG is the acceleration of origin of frame {B} with respect to frame
{A}, B VQ is the velocity of Q with respect to frame {B}, A

B R is rotation matrix, AΩB

is angular velocity of frame {B} with respect to frame {A}, B Q is the position vector
of Q described with respect to frame {B}.

Angular acceleration of frame {C} with respect to frame {A} can be given as

AΩ̇C = AΩ̇B +A
B R BΩ̇C +A ΩB ×A

B RBΩC (8.59)

In Eq. 8.59, it is assumed that frame {B} is rotating with respect to frame {A} by
AΩB, and frame {C} is rotating with respect to frame {B} by BΩC .

• Moment of Inertia

Inertia is the tendency of a body to remain in a state of rest or uniform motion. A
force or moment is required to change this state. Motion could be linear or rotational.
Linear inertia is known as mass. The frame in which the inertia is measured is known
as the inertial reference frame. For a single degrees-of-freedom system, we can speak
of just a mass for linear motion. For rotation, the equivalent term is known as the mass
moment of inertia. A body has three mass moments of inertia Ixx , Iyy, Izz and three
mass products of inertia Ixy, Iyz, Izx . The mass moments and mass products depend
on the shape and mass distribution of the body. It is convenient to create a matrix
that represents the inertia of a body. It is known as the inertia tensor and it is given as

I =
[

Ixx −Iyx −Ixz−Ixy Iyy −Izy−Ixz −Iyz Izz

]
(8.60)

We can select a reference frame such that the products of inertia are zero. In such
case, the moments of inertia are known as the principal moments and the axes as
the principal axes. Inertia around an axis other than centroidal axis can be calcu-
lated through the parallel axis theorem. Moments of inertia of simple objects can be
combined to compute moments of inertia of complex objects.

http://dx.doi.org/10.1007/978-1-4471-4628-5_2
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8.8.1 Lagrange Formulation

Lagrange formulation is an energy based approach to study dynamics. Kinetic energy
is defined as work required to bring a body to rest. For translatory motion, it is
defined as

KTran = 1

2
MV 2, (8.61)

where M is the mass of the body and V is the magnitude of its contemporary velocity.
Kinetic energy for rotational motion is defined as

Krot = 1

2
I ω2 (8.62)

where I is the mass moment of inertia of the body about axis of rotation and ω is
the angular speed of the body. Potential energy of a body is its capacity to do work
in virtue of its position. It is measured by the amount of work done by the force to
restore the body from its present position to its standard position (reference position).
If the present position of the body is specified by a vector r and its standard position
by a vector r0, we have

U =
∫ r0

r
f (r) . dr (8.63)

where U is the potential energy and f (r) is the force. Total energy is defined as

E = K + U (8.64)

The Lagrangian is defined by

L (qn, q̇n) = K − U (8.65)

where K is kinetic energy of the whole system, U is potential energy of the whole
system, qn is generalized coordinate, and

.
qn is derivative of generalized coordinate.

The equations of motion based on Lagrange approach is given as

d

dt

(
∂L

∂q̇n

)
− d L

∂qn
= Fn (8.66)

where qn are the generalized coordinates, and Fn are the generalized forces or
torques. However, Eq. 8.66 has limitations such as when dissipative forces are
present we need to introduce Rayleigh potential function, we cannot handle gyro-
scopic forces/moments and we cannot handle non-potential forces such as circulatory
forces [12].
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To develop the dynamic equation of a manipulator, let us find the kinetic energy of
a link of manipulator. For i th link, the expression for kinetic energy can be given as

ki = 1

2
miv

T
Ci
vCi + 1

2
iωT Ci

i Ii
iωi (8.67)

In Eq. 8.67, the first term is the contribution from linear velocity of the link’s
center of gravity, and the second term is the contribution from angular velocity of
the link. So, the total kinetic energy of the manipulator is sum of the kinetic energy
of individual links and is given by

k =
n∑

i=1

ki (8.68)

Potential energy of link i is given as

ui = −mi
0g T 0 PCi + ure fi (8.69)

where 0g is the 3 × 1 gravity vector, 0 PCi is the vector locating the center of mass
of i th link and ure fi is the constant chosen so that the minimum value of ui is zero.
So, the manipulator total potential energy can be given by

u =
n∑

i=1

ui (8.70)

In general, the torques of a manipulator are (refer Eq. 8.66)

τ = d

dt

(
∂L

∂Θ̇

)
− ∂L

∂Θ
= d

dt

(
∂K

∂Θ̇

)
− ∂K

∂Θ
+ ∂u

∂Θ
(8.71)

Here, τ is a vector of torques. Manipulator Dynamics equation in joint space can
be given as

τ = M (Θ) Θ̈ + V
(
Θ ,Θ̇

) + G (Θ) (8.72)

where M is the mass matrix; V has two elements: (i) Coriolis component as a function
of two different velocities, (ii) Centrifugal component as a function of the square of
velocity; G contains the gravity terms, and all the terms are also function of position.
Example 1: Derive the governing equation for a single jointed manipulator shown in
Fig. 8.12 using Euler-Lagrange formulation

Kinetic energy T = 1

2
ml2θ̇2 (8.73)
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Fig. 8.12 Schematic diagram
of one DOF robot

Assuming y = 0 as datum, potential energy is given as

Potential energy U = 1

2
ktθ

2 − mgl sin θ (8.74)

Lagrange equation is given by

d

dt

(
∂L

∂q̇

)
− ∂L

∂q
= τ (8.75)

From L = T − U ,
d

dt

(
∂T

∂q̇

)
− ∂T

∂q
+ ∂U

∂q
= 0 (8.76)

Here q = θ , so
d

dt

(
∂T

∂θ̇

)
− ∂T

∂θ
+ ∂U

∂θ
= 0 (8.77)

Now,

∂T

∂θ̇
= ml2θ̇ , (8.78)

d

dt

(
∂T

∂θ̇

)
= ml2θ̈ (8.79)

∂T

∂θ
= 0 (8.80)

∂U

∂θ
= ktθ − mgl cos θ (8.81)

Substituting from Eqs. 8.78–8.81 into Eq. 8.77, we obtain

ml2θ̈ + ktθ − mgl cos θ = 0 (8.82)
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8.8.2 Newton-Euler Formulation

The algorithm is composed of two parts. First, calculate the angular velocity and
accelerations of the each link. Then calculate the linear velocity and accelerations of
the center of mass of each link. Once the accelerations and velocities of the center of
mass are calculated we can use the Newton-Euler equations to calculate the forces
on the center of mass of each link. Once we have the forces, we can work back
from the last link to first link to calculate the joint forces and torques. We can include
gravitational loads by giving frame 0 an acceleration of g. This fictitious acceleration
causes the same reaction forces and torques at the joints as gravity without additional
computational requirements. For the case of six link manipulator with all rotational
joints, the equations can be summarized as follows.

Outward iterations for i = 0 to 5

i+1ωi+1 = i+1
i R iωi + θ̇i+1

i+1 Ẑi+1 (8.83)
i+1ω̇i+1 = i+1

i R i ω̇i + i+1
i R iωi × θ̇i+1

i+1 Ẑi+1 + θ̈i+1
i+1 Ẑi+1 (8.84)

i+1v̇i+1 = i+1
i R

(
i v̇i + i ω̇i × i Pi+1 + iωi × ( iωi × i Pi+1)

)
(8.85)

i+1v̇Ci+1 = i+1v̇i+1 + i+1ω̇i+1 × i+1 PCi+1

+ i+1ωi+1 × ( i+1ωi+1 × i+1 PCi+1) (8.86)
i+1 Fi+1 = mi+1

i+1v̇Ci+1 (8.87)
i+1 Ni+1 = Ci+1 Ii+1

i+1ω̇i+1 + i+1ωi+1 × Ci+1 Ii+1
i+1ωi+1 (8.88)

Inward iterations for i = 6 to 1

i fi = i
i+1 R i+1 fi+1 + i Fi (8.89)

i ni = i Ni + i
i+1 R i+1ni+1 + i PCi × i Fi + i Pi+1 × i

i+1 R i+1 fi+1 (8.90)

τi = i nT
i

i Ẑi (8.91)

If we compare the two formulations i.e., Lagrange and Newton-Euler formula-
tion then we find that computationally Newton-Euler formulation is better whereas
Lagrangian formulation gives more information.

8.8.3 Bond Graph Modeling

Bond graph can be used nicely to derive system equations of robots. The concept
of bond graph is dealt in Chap. 2. We shall use those concepts to develop the bond
graph model here.

http://dx.doi.org/10.1007/978-1-4471-4628-5_2
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Fig. 8.13 Bond graph model
one DOF robot

• Example 1: Derive the governing equation for a single jointed manipulator shown
in Fig. 8.12 using bond graph modeling.

Figure 8.12 shows the schematic diagram of a one DOF robot. To draw the bond
graph of the system, let us do the following kinematic analysis

x = l cos θ

y = l sin θ

So,

ẋ = −l sin θ θ̇ (8.92)

ẏ = l cos θ θ̇ (8.93)

Using Eqs. 8.92 and 8.93, we can draw the bond graph of single jointed manipu-
lator as shown in Fig. 8.13. From bond graph, we can see that state variables in this
problem are P1, Q3. As per the given causal structure to derive the system equation,
let us ask two questions:

1. What does elements give to system in term of system variables?

C3 : e3 = kt Q3

I1 : f1 = P1

m
I2 : e2 = m ḟ2

2. What does system give to elements with integral causality?

To C3 : f3 where

f3 = Q̇3 = f7 = f5

−l sin θ
= f1

−l sin θ
= P1

−ml sin θ

Q̇3 = θ̇ = −P1

ml sin θ
(8.94)
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To I1 : e1 where

e1 = e5 = e7

−l sin θ
= −(e8 + e3)

−l sin θ

= −l cos θ e6 − e3

−l sin θ
= −l cos θ (e2 − e4)− e3

−l sin θ

= −l cos θ(m ḟ2 − mg)− kt Q3

−l sin θ

Ṗ1 = − 1

l sin θ

[−kt Q3 − (m ḟ2 − mg) l cos θ
]

(8.95)

In Eq. 8.95, we have ḟ2 term because I2 element is in differential causality. From
these equations, original equation for simple pendulum can be derived as follows:
P1 = mẋ, so Ṗ1 = mẍ . We have ẋ = (−l sin θ) θ̇ , so ẍ = (−l sin θ) θ̈ +
θ̇ (−l cos θ) θ̇ , or we can write

ẍ = (−l sin θ)θ̈ − (l cos θ)θ̇2. (8.96)

Similarly f2 = ẏ = (l cos θ) θ̇ so ḟ2 = (l cos θ) θ̈ + θ̇ (−l sin θ)θ̇ , or we can
write

ḟ2 = (l cos θ) θ̈ − (l sin θ)(θ̇)2 (8.97)

Equation 8.95 can be written as

mẍ = − 1

l sin θ

[−ktθ − (m ḟ2 − mg)l cos θ
]
. (8.98)

By substituting from Eqs. 8.96 and 8.97 into Eq. 8.98 for
..
x1 and ḟ2, we get

−(ml sin θ)θ̈−(ml cos θ)θ̇2 = − 1

l sin θ

[ −ktθ − ml2 cos2 θ θ̈+
ml2 cos θ sin θ θ̇2 + mgl cos θ

]
(8.99)

Simplifying the above equation, we get

m l2θ̈ = −ktθ + mgl cos θ (8.100)

Now, let us look at Fig. 8.14. If we derive the equation of motion for this, we can
do so by equating the restoring torque with the inertial torque.

Restoring torque = mglsin(90 − θ)− kt θ
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Fig. 8.14 Single jointed
manipulator with resolved
forces

From Newton’s second law,

ml2θ̈ = mgl sin(90 − θ)− ktθ

or
ml2θ̈ = −ktθ + mgl cos θ. (8.101)

So, we can see that Eq. 8.101 is same as Eq. 8.100. Although this example is very
primitive but it explains the procedure for bond graph modeling of manipulators.

Equation 8.101 can also be derived by reduction of the bond graph shown in
Fig. 8.13. In the first stage shown in Fig. 8.15 transformer elements with modulus as
−l sin θ have been added at 1ẋ junction while transformer elements with modulus
as l cos θ have been added at 1ẏ junction. This results in elimination of transformer
elements at the left side of 1ẋ and 1ẏ junction. Further in the reduction process I and
TF element at right side of 1ẋ and 1ẏ can be combined resulting in I element with
inertia value of ml2 sin2 θ and ml2 cos2 θ attached at 1ẋ and 1ẏ junctions, respectively.
The reduced bond graph is shown in Fig. 8.16. Finally, all 1 junctions can be merged
and the resulting bond graph can be shown in Fig. 8.17. If we apply junction law at 1θ̇
junction, then we get the system equation which is same as that given by Eq. 8.101.

• Example 2: For an upright single DOF manipulator shown in Fig. 8.18, draw the
bond graph model. Assume that the manipulator is driven by a DC motor.
For upright manipulator shown in Fig. 8.18, first of all a kinematic analysis is
carried out. The tip position can be given as

xT = l cos θ (8.102)

yT = l sin θ (8.103)

The tip velocities can be evaluated by differentiating Eqs. 8.102 and 8.103. The
tip velocities in X and Y directions can be given as

ẋT = −l sin θ θ̇ (8.104)

ẏT = l cos θ θ̇ (8.105)
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Fig. 8.15 Reduced bond graph model one DOF robot-step1

Fig. 8.16 Reduced bond
graph model one DOF robot-
step2

Fig. 8.17 Reduced bond
graph model one DOF robot-
step3

Likewise velocities of CG can be derived as

ẋCG = −lCG sin θ θ̇ (8.106)

ẏCG = lCG cos θ θ̇ (8.107)

The drawn bond graph of the upright manipulator is shown in Fig. 8.19. In the
bond graph, Vin is the voltage supplied to motor, Im is armature inductance, Rm is
motor resistance, μ is motor torque constant, Rb is bearing resistance, J is motor
rotor inertia, m is mass of link.

• Example 3: For a two jointed manipulator with masses concentrated at tips as
shown in Fig. 8.20, derive the dynamic equations using bond graph modeling.
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Fig. 8.18 Schematic diagram of one DOF upright manipulator

Fig. 8.19 Bond graph model of one DOF upright manipulator

Fig. 8.20 Schematic diagram of a two jointed manipulator

Figure 8.21 shows the bond graph model of robot. To draw the bond graph model
transformer moduli can be derived using velocity relations for tip position.

xtip = l1 cos θ1 + l2 cos(θ1 + θ2)

ytip = l1 sin θ1 + l2 sin(θ1 + θ2)
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Fig. 8.21 Bond graph model of a two jointed manipulator

ẋtip = −l1 sin θ1θ̇1 − l2 sin(θ1 + θ2)(θ̇1 + θ̇2) (8.108)

ẏtip = l1 cos θ1θ̇1 + l2 cos(θ1 + θ2)(θ̇1 + θ̇2) (8.109)

State variables as seen from bond graph are p3, p1, Q5, Q6. Now to derive the
system equations, let us again find answers of the two basic questions.

Q1. What do elements give to the system in term of system variables?

I1 : f1, f1 = p1

m1

I3 : f3, f3 = p3

m2

C5 : e5, e5 = k5 Q5

C6 : e6, e6 = k6 Q6

I4 : e4, e4 = e14 + m2g

e4 = e11

l2 cos(θ1 + θ2)
+ m2g

e4 = (e8 − e9)

l2 cos(θ1 + θ2)
+ m2g

e4 = e7 + ṗ3l2 sin(θ1 + θ2)

l2 cos(θ1 + θ2)
+ m2g

e4 = −e5

l2 cos(θ1 + θ2)
+ ṗ3 tan(θ1 + θ2)+ m2g
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e4 = −k5.Q5

l2 cos(θ1 + θ2)
+ ṗ3 tan(θ1 + θ2)+ m2g (8.110)

I2 : e2, e2 = e21 + e22 − e17

e2 = e20

l1 cos θ1
+ m1g − e14

e2 = −(e18 + e22 + e6)

l1 cos θ1
+ m1g − (e4 − m2g)

e2 = − [−e19l1 sin θ1 − k5 Q5 + k6 Q6]

l1 cos θ1
+ m1g + m2g − e4

e2 = (e19 + e1)l1 sin θ1

l1 cos θ1
+ (k5 Q5 − k6 Q6)

l1 cos θ1
+ m1g + m2g − e4

ṗ2 = ( ṗ3 + ṗ1) tan θ1 + k5(θ2 − θ1)

l1 cos θ1
+ m1g + m2g − e4 (8.111)

Q2. What does the system give to elements with integral causality?
To C5 : f5,

f5 = f7 = f8 − f22 = f9 − f18

f5 = − f10

l2 sin(θ1 + θ2)
+ p1

m1l1 sin θ1

f5 = − ( f13 − f16)

l2 sin(θ1 + θ2)
+ p1

m1l1 sin θ1

f5 = −
(

p3
m2

)
−

(
p1
m1

)

l2 sin(θ1 + θ2)
+ p1

m1l1 sin θ1

.

Q5 = 1

l2 sin(θ1 + θ2)

(
p1

m1
− p3

m2

)
+ p1

m1l1 sin θ1
(8.112)

To C6 : f6,

Q̇6 = f18 = −p1

m1l1 sin θ1
(8.113)

To I3 : e3, as ṗ3, find from Eq. 8.110 as

.
p3 = (e4 − m2g) cot(θ1 + θ2)+ k5 Q5

l2 sin(θ1 + θ2)
(8.114)

To I1 : e1 as
.
p1, find from Eq. 8.111 as
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Fig. 8.22 Schematic diagram
of two link planar robot

.
p1 = (e2 + e4 − m1g − m2g) cot θ1 − .

p3 − k5 (θ2 − θ1)

l1 sin θ1
(8.115)

Equations 8.112–8.115 are the required equations. The bond graph for a two link
manipulator may be drawn another way as we shall see in the next example.

• Example 4: Draw the bond graph of a two link planar manipulator shown in
Fig. 8.22. To draw the bond graph of planar manipulator let us find out the velocities
of points A and B. For body 1, the position of x and y coordinates of point A and
B can be given by

xA = x1 − L1A cos θ1, yA = y1 − L1A sin θ1 (8.116)

xB = x1 + L1B cos θ1, yB = y1 + L1B sin θ1 (8.117)

The velocities in x and y direction of point A and B can be given as

ẋ A = ẋ1 + L1Aθ̇1 sin θ1, ẏA = ẏ1 − L1Aθ̇1 cos θ1 (8.118)

ẋB = ẋ1 − L1B θ̇1 sin θ1, ẏB = ẏ1 + L1B θ̇1 cos θ1 (8.119)

For body 2, the velocities in x and y direction of point B and C can be given as

ẋB = ẋ2 + L2A
(
θ̇1 + θ̇2

)
sin (θ1 + θ2) , (8.120)

ẏB = ẏ2 − L2A
(
θ̇1 + θ̇2

)
cos (θ1 + θ2) (8.121)

ẋC = ẋ2 − L2B
(
θ̇1 + θ̇2

)
sin (θ1 + θ2) , (8.122)

ẏC = ẏ2 + L2B
(
θ̇1 + θ̇2

)
cos (θ1 + θ2) (8.123)
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Fig. 8.23 Bond graph model of a two jointed manipulator

To draw the bond graph model (Fig. 8.23), introduce three velocity junctions for
CG motion for each link. Then, create four velocity junctions for two ends. In body
1, end A is fixed (revolute joint) and hence use zero source of flow and pad (pin or
joint stiffness and damping). Then, again use joint/pin to connect end B on link 1 to
end B on link 2. The torque on the link applied at its root can be applied at its CG
because couple moment is a free vector. The reactive torque has to be applied to the
base of the link. In the given bond graph, two effort sources supply the joint motor
torques T1 and T2. Moreover, the friction at the joints (preventing relative rotation
of the links) is modeled by R:R f elements. This model allows various special cases,
e.g., if T2 = 0 and the friction between the two links is high then the robot behaves
as a one DOF manipulator. Note that the rotary inertia is the rotary inertia about
the CG; not about the root (which anyway is calculated from CG inertia after using
parallel axis theorem). More details on modeling of such multibody systems can be
consulted in Chap. 5.

• Example 5: Bond graph modeling of three DOF ground robot

Building the model
The schematic diagram of a three DOF manipulator [13] is shown in Fig. 8.24.

A coordinate frame is assigned to each link (not as per D-H notations). Links are
numbered starting with zero from the base to the last link. The y axis of each frame
is along the longitudinal axis of the link. The joint between link i and i + 1 is termed
as joint i + 1 i.e., the frame i is attached rigidly to link i .

http://dx.doi.org/10.1007/978-1-4471-4628-5_5
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Fig. 8.24 Schematic diagram
of three DOF ground manipu-
lator

Kinematics of the manipulator
A manipulator is a chain of rigid bodies, each one capable of motion relative to its

neighbor. The velocity of link i + 1 will be equal to the velocity of link i , plus new
velocity component added by joint i + 1. Since linear velocity is associated with a
point, and angular velocity is associated with a body, the term “velocity of a link”
implies the linear velocity of the origin of the link frame, and the rotational velocity
of link. It is to be noted that rotational velocities may be added when both angular
velocity vectors are written with respect to the same frame. The angular velocity of
link i + 1 is equal to the angular velocity of link i plus a new component caused by
rotational velocity of joint i + 1. Thus, the relation for the angular velocity of link
i + 1 with respect to inertial frame {A} and expressed in frame {i + 1} coordinate
is given by,

i+1(Aωi+1) = i+1
i R i (Aωi )+ i+1(iωi+1) (8.124)

Similarly, the linear velocity of the origin of frame {i + 1} will be equal to sum
of the linear velocity of the origin of frame {i} plus a new component caused by rota-
tional velocity of
link i , i.e.,

i+1(AVi+1) = i+1
i R[ i (AVi )+ i (Aωi )× i (i Pi+1)] (8.125)

The position i Pi+1 represents the position of the origin of frame {i + 1} with
respect to frame {i} in the i th frame, and the velocity AVi represents the velocity
of the origin of frame {i} with respect to inertial frame {A}, i+1

i R represents the
orientation of frame {i} with respect to frame {i+1}. The following rotation matrices
will be useful for deriving various velocity relationships.
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0
1 R =

⎡
⎢⎣

c1 0 s1

0 1 0

−s1 0 c1

⎤
⎥⎦ , 1

2 R =
⎡
⎢⎣

c2 −s2 0

s2 c2 0

0 0 1

⎤
⎥⎦ , 2

3 R =
⎡
⎢⎣

c3 −s3 0

s3 c3 0

0 0 1

⎤
⎥⎦ .

Here, si = sin θi and ci = cos θi . Also, 0(0 P1) = [ 0 0 0] T ; 1(1 P2) = [ 0 l1 0 ]T ;
2(2 P3) = [ 0 l2 0 ]T ; 4(4 P3) = [ 0 l3 0 ]T .

Evaluation of angular velocities
In case of ground robot, inertial frame {A} is considered as the frame {0}. So,

using Eq. 8.124, angular velocity of links can be derived by substituting for different
values of i .

For, i = 0,
1(0ω1) = 1

0 R 0(0ω0)+ 1(0ω1)

1(0ω1) = θ̇ 1
1 Ŷ1

1(0ω1) = [ 0 θ̇1 0 ]T (8.126)

For i = 1,
2(0ω2) = 2

1 R 1(0ω1)+ 2(1ω2)

2(0ω2) = 2
1 R 1(0ω1)+ θ̇2

2 Ẑ2

Substituting from Eq. 8.126 and noting that 2
1 R = 1

2 RT we get,

2(0ω2) =
⎡
⎢⎣

c2 s2 0

−s2 c2 0

0 0 1

⎤
⎥⎦

⎧⎨
⎩

0
θ̇1
0

⎫⎬
⎭ +

⎧⎨
⎩

0
0
θ̇2

⎫⎬
⎭

2(0ω2) =
⎧⎨
⎩

s2θ̇1

c2θ̇1

θ̇2

⎫⎬
⎭ (8.127)

For i = 2,
3(0ω3) = 3

2 R 2(0ω2)+ 3(2ω3)

3(0ω3) = 3
2 R 2(0ω2)+ θ̇3

3 Ẑ3

Substituting from Eq. 8.127 and noting that 3
2 R = 2

3 RT , we get,

3(0ω3) =
⎡
⎣ c3 s3 0

−s3 c3 0
0 0 1

⎤
⎦

⎧⎨
⎩

s2θ̇1

c2θ̇1

θ̇2

⎫⎬
⎭ +

⎧⎨
⎩

0
0
θ̇3

⎫⎬
⎭
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3(0ω3) =
⎧⎨
⎩

s23 θ̇1

c23 θ̇1

θ̇2 + θ̇3

⎫⎬
⎭ (8.128)

where s23 = sin(θ2 + θ3); c23 = cos(θ2 + θ3).
In Eq. 8.125, substituting different values of i , we get,
For i = 0,

1(0V1) = 1
0 R

[ 0(0V0)+ 0(0ω0)× 0(0 P1)
] = [ 0 0 0 ]T (8.129)

For i = 1,
2(0V2) = 2

1 R
[ 1(0V1)+ 1(0ω1)× 1(1 P2)

]

Substituting from Eq. 8.126 and noting that 2
1 R = 1

2 RT we get,

2(0V2) =
⎡
⎣ c2 s2 0

−s2 c2 0
0 0 1

⎤
⎦

⎡
⎣

⎧⎨
⎩

0
θ̇1
0

⎫⎬
⎭ ×

⎧⎨
⎩

0
l1
0

⎫⎬
⎭

⎤
⎦ =

⎡
⎣ c2 s2 0

−s2 c2 0
0 0 1

⎤
⎦

⎡
⎣ 0 0 θ̇1

0 0 0
−θ̇1 0 0

⎤
⎦

⎧⎨
⎩

0
l1
0

⎫⎬
⎭

2(0V2) = [
0 0 0

]T (8.130)

For i = 2,
3(0V3) = 3

2 R
[ 2(0V2)+ 2(0ω2)× 2(2 P3)

]

Substituting from Eqs. 8.127 and 8.130 and noting that, 3
2 R = 2

3 RT , we get,

3(0V3) =
⎡
⎣ c3 s3 0

−s3 c3 0
0 0 1

⎤
⎦

⎡
⎣

⎧⎨
⎩

s2θ̇1

c2θ̇1

θ̇2

⎫⎬
⎭ ×

⎧⎨
⎩

0
l2
0

⎫⎬
⎭

⎤
⎦

or,

3(0V3) =
⎡
⎣ c3 s3 0

−s3 c3 0
0 0 1

⎤
⎦

⎡
⎣ 0 −θ̇2 c2θ̇1

θ̇2 0 −s2θ̇1

−c2θ̇1 s2θ̇1 0

⎤
⎦

⎧⎨
⎩

0
l2
0

⎫⎬
⎭

3(0V3) =
⎧⎨
⎩

−c3l2θ̇2

s3l2θ̇2

s2l2θ̇1

⎫⎬
⎭ (8.131)

For i = 3,
4(0V4) = 4

3 R
[ 3(0V3)+ 3(0ω3)× 3(3 P4)

]

Substituting from Eqs. 8.128 and 8.131,
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4(0V4) = [I ]
⎡
⎣

⎧⎨
⎩

−c3l2θ̇2

s3l2θ̇2

s2l2θ̇1

⎫⎬
⎭ +

⎧⎨
⎩

s23θ̇1

c23θ̇1

θ̇2 + θ̇3

⎫⎬
⎭ ×

⎧⎨
⎩

0
l3
0

⎫⎬
⎭

⎤
⎦

where [I ] is the identity matrix.

4(0V4) =
⎧⎨
⎩

−c3l2θ̇2

s3l2θ̇2

s2l2θ̇1

⎫⎬
⎭ +

⎡
⎣ 0 (θ̇2 + θ̇3) −c23θ̇1

−(θ̇2 + θ̇3) 0 −s23θ̇1

c23θ̇1 s23θ̇1 0

⎤
⎦

⎧⎨
⎩

0
l3
0

⎫⎬
⎭

4(0V4) =
⎧⎨
⎩

−c3l2θ̇2 − (θ̇2 + θ̇3)l3
s3l2θ̇2

s2l2θ̇1 + s23l3θ̇1

⎫⎬
⎭ (8.132)

Now,

0
2 R = 0

1 R 1
2 R =

⎡
⎣ c1 0 s1

0 1 0
−s1 0 c1

⎤
⎦

⎡
⎣ c2 −s2 0

s2 c2 0
0 0 1

⎤
⎦

or,

0
2 R =

⎡
⎣ c1c2 −c1s2 s1

s2 c2 0
−s1c2 s1s2 c1

⎤
⎦ (8.133)

Similarly,

0
3 R = 0

2 R 2
3 R =

⎡
⎣ c1c2 −c1s2 s1

s2 c2 0
−s1c2 s1s2 c1

⎤
⎦

⎡
⎣ c3 −s3 0

s3 c3 0
0 0 1

⎤
⎦

or,

0
3 R =

⎡
⎣ c1c23 −c1s23 s1

s23 c23 0
−s1c23 s1s23 c1

⎤
⎦ (8.134)

and
0
4 R = 0

3 R 3
4 R = 0

3 R [I ] = 0
3 R (8.135)

Now,
0(0V2) = 0

2 R 2(0V2)

By Eq. 8.130,

0(0V2) = [ 0 0 0 ]T (8.136)
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and

0(0V3) = 0
3 R 3(0V3) =

⎡
⎣ c1c23 −c1s23 s1

s23 c23 0
−s1c23 s1s23 c1

⎤
⎦

⎧⎨
⎩

−c3l2θ̇2

s3l2θ̇2

s2l2θ̇1

⎫⎬
⎭

Using Eqs. 8.131 and 8.134,

0(0V3) =
⎡
⎣ (s1s2θ̇1 − c1c2θ̇2 )l2

−s2θ̇2l2
(c1s2θ̇1 + s1c2θ̇2)l2

⎤
⎦ (8.137)

Similarly,
0(0V4) = 0

4 R 4(0V4) = 0
3 R 4(0V4)

Using Eqs. 8.132 and 8.134,

0(0V4) =
⎡
⎣ c1c23 −c1s23 s1

s23 c23 0
−s1c23 s1s23 c1

⎤
⎦

⎧⎨
⎩

−c3l2θ̇2 − (θ̇2 + θ̇3)l3
s3l2θ̇2

s2l2θ̇1 + s23l3θ̇1

⎫⎬
⎭

⇒ 0(0V4) =
⎡
⎣ (s1s2l2 + s1s23l3)θ̇1 − (c1c2l2 + c1c23l3)θ̇2 − c1c23l3θ̇3

−(s2l2 + s23l3)θ̇2 − s23l3θ̇3

(c1s2l2 + c1s23l3)θ̇1 + (s1c2l2 + s1c23l3)θ̇2 + s1c23l3θ̇3

⎤
⎦

(8.138)

The velocities of center of mass of first, second, and third link can be found as
follows:

Using Eq. 8.136, 0(0VG1) = [ 0 0 0 ]T . By substituting l2 = lG2 in Eq. 8.137

0(0VG2) =
⎡
⎣ (s1s2θ̇1 − c1c2θ̇2 )lG2

−s2θ̇2lG2

(c1s2θ̇1 + s1c2θ̇2)lG2

⎤
⎦ (8.139)

By substituting l3 = lG3 in Eq. 8.138

0(0VG3) =
⎡
⎣ (s1s2l2 + s1s23lG3)θ̇1 − (c1c2l2 + c1c23lG3)θ̇2 − c1c23lG3 θ̇3

−(s2l2 + s23lG3)θ̇2 − s23lG3 θ̇3

(c1s2l2 + c1s23lG3)θ̇1 + (s1c2l2 + s1c23lG3)θ̇2 + s1c23lG3 θ̇3

⎤
⎦

(8.140)

Also the initial position of robot tip with respect to base of robot can be given as,

0(0 P4) = 0
3 R 3(3 P4)+ 0

2 R 2(2 P3)+ 0
1 R 1(1 P2)+ 0(0 P1)
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Fig. 8.25 Multi bond graph model of three DOF ground manipulator

0(0 P4) =
⎡
⎣ c1c23 −c1s23 s1

s23 c23 0
−s1c23 s1s23 c1

⎤
⎦

⎡
⎣ 0

l3
0

⎤
⎦ +

⎡
⎣ c1c2 −c1s2 s1

s2 c2 0
−s1c2 s1s2 c1

⎤
⎦

⎡
⎣ 0

l2
0

⎤
⎦

+
⎡
⎣ c1 0 s1

0 1 0
−s1 0 c1

⎤
⎦

⎡
⎣ 0

l1
0

⎤
⎦ +

⎡
⎣ 0

0
0

⎤
⎦

0(0 P4) =
⎡
⎣−c1s2l2 − c1s23l3

l1 + c2l2 + c23l3
s1s2l2 + s1s23l3

⎤
⎦ (8.141)

The multi bond graph representation for three DOF ground manipulator is shown
in Fig. 8.25 where AVP and LVP represent angular and linear velocity propagations.

8.8.3.1 Bond Graph Modeling of Robots: Advantages

1. Effort equations in single scalar closed form can be used for online computation.
2. Closed form equations are much faster and more efficient than any iterative or

recursive form of equation.
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3. For a 5 DOF robot, effort equation by Newton-Euler formulation has 702 multi-
plications and 607 additions whereas with bond graph it has 512 multiplications
and 282 additions.

4. Closed form expressions also provide greater insight for control system design.

8.9 Modeling of Flexible-Arm Manipulators

There are three ways of modeling a flexible arm.

1. Euler-Bernoulli beam: In this model, linear inertia of the beam is taken into
account.

2. Rayleigh beam: In this model, linear and rotary inertias of the beam are taken
into account.

3. Timoshenko beam: In this model, linear inertia, rotary inertia and the effect of
shear are considered.

Here flexible link as shown in Fig. 8.26 has been modeled as Euler-Bernoulli beam
(Refer to Chap. 5 of this book for details). In Euler-Bernoulli beam model, lumped
inertia of the beam is taken into account though rotary inertia and shear deformation
are neglected. Since modeling of distributed parameter systems typically begins
with finite approximation and hence space reticulation as shown in Fig. 8.27, one
can proceed with the governing equations in difference equation form.

Let us assume that an Euler-Bernoulli beam element as shown in Fig. 8.26 has
density ρ, cross-sectional area A, and flexural rigidity E I . The governing equations
in finite difference form for sufficiently small length, ignoring the influence of second
and higher order powers, can be given as

V (x +Δx)− V (x) = ρAΔx ÿ(x, t) (8.142)

ψ = Δy(x, t)

Δx
(8.143)

M(x) = E I
Δψ

Δx
(8.144)

Fig. 8.26 Schematic diagram
of a beam element

http://dx.doi.org/10.1007/978-1-4471-4628-5_5
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Fig. 8.27 Beam reticulation

V (x) = −ΔM

Δx
(8.145)

where V is shear force, M is bending moment and ψ is the angle made by center
line of segment with horizontal (See Fig. 8.26).

The differential equation for transverse vibration is

ρAÿ (x, t)+ E I
∂4

∂x4 y (x, t) = 0 (8.146)

8.9.1 Beam Models

8.9.2 Euler-Bernoulli Formulation

To create a bond graph model of a flexible link based on Euler-Bernoulli beam
formulation, we reticule a beam as shown in Fig. 8.27. The detailed discussion on
the bond graph modeling of flexible link as Euler-Bernoulli beam can be found in
[9, 12] and Chap. 5 of this book. The figure also shows the interface shear forces. If
we represent the interface shear forces by corresponding 0-junctions, the bond graph
model that follows from Eqs. 8.142 and 8.143 is shown in Fig. 8.28. The 1-junctions
along the upper line of the ladder structure represent the velocities of the mass
centers of the reticules (ẏ) to which corresponding inertia elements are attached. The
1-junctions along the lower line represent reticule interface rotation velocities (ψ̇).
The C elements at 0-junctions along the lower line model the flexural stiffness of the
reticules, the values of which can be derived from Eq. 8.144 as E I /Δx . Transformer
moduli shown in bond graph of Fig. 8.28 can be derived using Eq. 8.143 as

ψ̇ = ẏi − ẏi−1(
Δxi−1 +Δxi

2

) (8.147)

http://dx.doi.org/10.1007/978-1-4471-4628-5_5
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Fig. 8.28 Bond graph of the space reticulated Euler-Bernoulli beam

or,

ψ̇ =
(

2

Δxi−1 +Δxi

)
(ẏi − ẏi−1) (8.148)

8.9.2.1 Modeling of One Arm Flexible Terrestrial Robot

In terrestrial robot modeling, it is assumed that the system has single manipulator with
revolute joints and is in open kinematic chain configuration. Figure 8.29 shows the
schematic sketch of a terrestrial flexible link robot. In this figure {X0,Y0 } represents
the absolute frame. The frame {Xt ,Yt } locates the tip of the robot. Let, L be the
length of the flexible link. The flexible link is divided into four segments of equal
length. Let θ be the joint angle as shown in Fig. 8.29. Let the motor be mounted on
the joint and has a mass m and it applies a torque τ on the link. The flexible link is
uniform with flexural rigidity E I , density ρ, and cross-section area A. The flexible
link has been modeled as Euler-Bernoulli beam. Here, motion perpendicular to arm
and rotational motion of the arm are considered.

8.9.2.2 Bond Graph Modeling

The kinematic analysis of flexible links is performed in order to draw the bond graph
as shown in Fig. 8.30. From the kinematic relations the different transformer moduli
used in bond graph are derived. Two type of motion of the links are considered. First
motion is the motion perpendicular to the link and second motion is the rotational
motion of the links. The bond graph of flexible link shown in Fig. 8.28 can be
modified to represent the bond graph model of one arm flexible terrestrial robot. The
modified bond graph is shown in Fig. 8.30. In this figure, ρAL/4 represents mass of
one segment of flexible link. 4E I /L represents stiffness of the flexible link segment.
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Fig. 8.29 Schematic diagram of one arm flexible terrestrial robot

Fig. 8.30 Complete bond graph model of one arm flexible terrestrial robot with boundary condition

Assume that the tip of the robot is free, i.e., there is no external force and moment
at the tip. These boundary conditions can be specified in the model as shown in
Fig. 8.30. The lower end of the link is attached to motor; so link displacement will
be zero there. Moreover, a torque τ is applied by the motor which is shown by an SE
element. R1 represents the bearing resistance. Here, transformer moduli connecting
shear force junction to interface rotations will be 4/L except for the first one which
will be equal 8/L . Thus, the reduced bond graph can be drawn as shown in Fig. 8.31.

The velocity of the flexible link at junction 5 in X and Y direction with respect to
absolute frame can be evaluated as
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Fig. 8.31 Complete bond graph model of one arm flexible terrestrial robot

Ẋ5x = Ẏ5 cos
(π

2
+ ψ4

)
(8.149)

Ẏ5 y = Ẏ5 sin
(π

2
+ ψ4

)
(8.150)

Then, the tip velocities in X and Y directions with respect to the absolute frame
can be evaluated as

Ẋtip = Ẋ5x −
(

L

8
sinψ4

)
ψ̇4 (8.151)

Ẏtip = Ẏ5y +
(

L

8
cosψ4

)
ψ̇4 (8.152)

Accordingly, the bond graph model given in Fig. 8.30 can be amended to evaluate
the tip velocity as shown in Fig. 8.31.

8.9.2.3 Simulation and Results

The parameters used in simulation of terrestrial one link flexible robot are given in
the Table 8.1. For the simulation, the joint is given a constant torque of 1.0 Nm. It is
also assumed that initial joint angle is 0.0 rad. The simulation is performed for 2.0 s
duration.
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Table 8.1 Parameters used for modeling of one arm flexible terrestrial robot

Parameters Value

Modulus of elasticity E = 70 × 109 N/m2

Link length L = 0.5 m
Moment of inertia of cross-section of link I = 6.609 × 10−10 m4

Joint torque τ = 1.0 Nm
Density of aluminum (link material) ρ = 2,700 kg/m3

Cross section area of link A = 6.288 × 10−5 m2

Joint resistance R1 = 0.01 Nm/(rad/s)

Fig. 8.32 a Tip trajectory of one arm flexible terrestrial robot. b Plot of Xtip versus time. c Plot of
Ytip versus time. d Plot of joint angle versus time

Figure 8.32a shows the tip trajectory of the robot. It is circular of radius 0.5 m (i.e.,
the length of the link). Figure 8.32b shows the variation of tip position in X direction
with respect to time. Figure 8.32c shows the variation of tip position in Y direction
with respect to time. Figure 8.32d shows the variation of joint angle with respect to
time.
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8.10 Mechatronic Design and Control of a Planar
Cooperative Robot

Cooperative robots [10] are useful as compared to single robots as they can handle
the objects well. However, coordination is an issue in cooperative robots especially
if the task concerns carrying heavy equipment over uncharted terrain. Networked
robots could accomplish more than they could individually by coordinating their
actions and by sharing sensors. Researchers at NASA have demonstrated that a pair
of networked rovers can work together to move large objects, drill holes, and pitch
tents in tight coordination. They can also carry out the tasks in an unstructured outdoor
environment. The robots’ capability for handling and transporting large objects could
be used in space exploration, military applications, and in manufacturing industries.

Let us see the design of a cooperative robot system [10] where cooperative action is
inbuilt in the design of robot and ensured by error handling.1 The developed strategy
can find application in the cooperative handling of the materials such as the handling
of breads in automated bakery plants. One needs to have cooperative control because
if the object to be handled is of such a size that it cannot be handled properly by one
robot end effector then the other robot end effector must provide cooperative action.
Such necessity may arise in docking operations to be carried out by cooperative space
robots. This section also presents a complete mechatronic design of a cooperative
robot system of two 3-link planar robots to grasp an object at a particular position and
transfer it to another position. The cooperative action is achieved by a unique error
handling mechanism, which ensures that the object is always in contact with the two
grippers. Any alignment disturbances will be corrected by the base motor though it
will remain stationary otherwise. The other two motors align the tip carrying the end
effector. When both arms are aligned, the end effectors orient themselves and capture
the object. In order to minimize disturbances, one motor is moved at one time. After
the object is captured, change of position is continuously exchanged between the two
arms to make sure that the object is carried to the final position. Here, we will see the
design and selection of all mechatronic components such as actuators, sensors, data
acquisition system, and controller. A control algorithm is designed based on inverse
kinematics of the manipulator discussed in Sect. 8.6.2. The initial and final positions
are provided to the controller. The reference trajectory is provided by the controller
itself.

8.10.1 Trajectory Plots

The cooperative manipulator under consideration has been already discussed in
Fig. 8.7. With the help of forward kinematic equations (discussed in Sect. 8.6.1),
work space area covered by the arms of the manipulator is evaluated. Figure 8.33

1 A part of this section is adapted from these authors’ previous work published in [10].

http://dx.doi.org/10.1007/978-1-4471-4628-5_8
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Fig. 8.33 Trajectory plots
with r = 10 cm, l1 = 40 cm,
l2 = 30 cm and distance
between the center of the base
a = 90 cm

shows the workspace for r = 10 cm, l1 = 40 cm, l2 = 30 cm and a = 90 cm (See
Fig. 8.7 for robot geometry). The dimensions of the links were so chosen that there
would be no collision among the links. In all the plots, the origin has been marked
by a cross.

8.10.2 Manipulator Dynamic Equation

The main concern in designing the system is the calculation of the torques required
for the movement of the links. The value of torques would determine the selection of
actuators to drive the system. This section presents the calculation of torque at each
joint and selection of servo actuators.

• Torque equation for actuator at joint 1:

T1 = [(m1/3 + m2)l
2
1 + (m2/3 + m)l2

2 + (m2 + 2m)l1l2 cos θ2

+ (mb + m)l2
1 ] θ̈1 + [(m2/3 + m)l2

2 + (m2/2 + m)l1l2 cos θ2]θ̈2

− [(m2 + 2m)l1l2 sin θ2] θ̇1θ̇2 − [(m2/2 + m)l1l2 sin θ2]θ̇2
2 (8.153)

Here, θ̈1 and θ̈2 are angular accelerations of motors at first and second joint.
Assuming θ̈1 = θ̈2 = 3 rad/s2 and for maximum value of T1 let θ2 = 0◦. So,

T1 = [(m1/3 + m2)l
2
1 + (m2/3 + m)l2

2 + (m2 + 2m)l1l2

+ (mb + m)l2
1 ] θ̈1 + [(m2/3 + m)l2

2 + (m2/2 + m)l1l2] θ̈2 (8.154)

For the designed parameters shown in Table 8.2, torque for first joint motor can
be calculated as T1 = 2.3 Nm.

• Torque equation for actuator at joint 2 can be given as

T2 = [(m2/3 + m) l2
2 + (m2/2 + m) l1l2 cos θ2] θ̈1 + [(m2/3 + m)l2

2 ] θ̈2

+ [(m2/2 + m) l1l2 sin θ2]θ̇2
1 (8.155)

http://dx.doi.org/10.1007/978-1-4471-4628-5_8
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Table 8.2 Designed parameters for mechatronic design of a planar cooperative robot

Parameters Value

Length of the link 1 and link 2 (l1 and l2) 40, 30 cm
Diameter of base (2r ) 20 cm
Width of both the links 5 cm
Thickness of both the links 2.5 cm
Material of the links Aluminum
Mass of the first and second link (m1 and m2) 400, 300 gm
Thickness of the link’s wall 2 mm
Mass of end-effector (m) 800 gm
Mass of motor at tip of link 2 (mb) 300 gm
Mass of motor at tip of link 1 (ma) 300 gm
Mass of base (md ) (includes the mass of motor at joint frame {0}) 150 gm

T2 = [(m2/3 + m) l2
2 + (m2/2 + m) l1l2] θ̈1 + [(m2/3 + m)l2

2 ] θ̈2 (8.156)

For the designed parameters shown in Table 8.2, torque for second joint motor
can be calculated as T2 = 0.828 Nm.

• Torque calculation for actuator of base:

The torque required for the base can be derived as

TB = [(T1/θ̈1)+ (mar2)+ (md r2/2)φ̈ (8.157)

Assuming θ̈1 = φ̈ = 3 rad/s2, for the designed parameters shown in Table 8.2,
torque for base motor can be calculated as TB = 2.31 Nm.

From selection chart of available HiTec servo motors for the calculated torque
values, the following motors are selected.

• Motor Selected for Joint 1: Hi-Tech HSR-5995 TG.
• Motor Selected for Joint 2: HiTec HS-322-HD.
• Motor Selected for Robot base: Hi-Tech HSR-5995 TG.
• Motor Selected to orient End-effector: HiTec HS-322-HD.
• Motor Selected for the gripping motion of End-effector: HiTec HS-322-HD.

8.10.3 Controller Design

The controller has been designed in MATLAB and runs on a Pentium IV, 2.8 GHz
based PC. It receives and sends data to the controller circuit through the RS-232 serial
port. The controller performs the basic task of determining the angular positions of the
various links that are required for the end effectors of each robot to reach the required
position. Then, it aligns the end effector according to the orientation of the object and
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Fig. 8.34 Block diagram of the control flow of system

activates the grippers to hold the object. Next, the controller controls the coordinated
movement of the two manipulators so that the object can be cooperatively placed
in the desired position. According to the various angular orientations required the
controller sends signal in the form of arrays to the particular motor, identified by
a number (first element of array), that has to be activated and the angular position
(identified by second number) it requires to reach the point. This signal is sent to the
motor control circuit, i.e., the PIC16F84A circuit as shown in Fig. 8.34. According
to the pulses from the controller, the PIC16F84A circuit generates the appropriate
pulse width modulation (PWM) signal for the intended servo motor and sends this
signal to the motor to position it. This method is used to control the ten servo motors
in the system. In this system, ten servo motors have been controlled to obtain the
desired angle between the links.

This information which is transmitted to the PIC using serial communication
requires the use of a 22 K Ohm resistor to be connected in series with Pin 3 of the
serial port. This information is processed by the PIC which has been preprogramed
to handle this output and generate the appropriate PWM signals to control the angle
of rotation of the motors.
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8.10.4 Design of Cooperative Robot System

The system consists of two planar cooperative robots. Motion of the links of each
robot collectively produce the desired trajectory and place the end effector at the
required space coordinate within the common workspace of both robots. The design
of each individual item of the system was chosen keeping in mind that they cover all
possible points within the workspace of the system smoothly, without creating any
hindrance in the motion of each other. While finalizing the design for the various
items of the system, it was assumed that in the first phase of motion (reaching the
intermediate space coordinate where object has been placed) each robot motion is
independent from each other and in the later phase (placing the object at the required
space coordinate) the robots have to move in a cooperative manner. Design of the
system for planar cooperative robots includes the design of parts such as (i) A flat
smooth surface (to reduce friction) (ii) base (iii) Link-1 (iv) Link-2 (v) End effector.

The base is fixed on the head of the base motor. Head of this servo motor is
attached to the one end of the Link-1 and to measure the rotation of this servo motor
a potentiometer is also fixed on the base to which the rotation is transferred through
gears.

Link-1 is the second link of the robot. The relative motion between base and
link-1 is generated by the servo motor. This link can be taken as the forearm of the
robot. The link is of box section. Link-1 is attached to the base through a revolute
joint. The revolute joint is actuated by a servo motor. On the other end of the link, a
servo motor is to be fitted which works as an actuator for the Link-2. Hence, joint 2
is also a rotational joint actuated by another servo motor. Link-2 is the third link of
the robot. The relative motion between Link-1 and Link-2 is generated by the servo
motor. This link can be taken as the front arm of the robot. Link-2 also has a box
section. Link-2 is attached to Link-1 through a rotational joint. The rotational joint is
actuated by a servo motor (servo motor-2). The servo motor has only 180◦ rotation;
so while designing the link, positioning of the servo motor was the priority so as to
cover all possible points in the workspace. On the other end of the link, a servo motor
is fitted which is working as an orienting actuator for the end effector. Role of this
actuator is to give the end effector the proper alignment before the motor on it can
be activated in order to reach the object.

End effector is the last part of the robot. End effector is used to hold and grip the
object while in motion, i.e., when it is transferred from one place to another. The
design of the end effector is made in such a way that its arms move forward and close
simultaneously. This ensures better grip on the object.

End effector was oriented using an actuator fixed on Link-2. The actuation required
for the movement of the arms of the end effector is obtained using another servo motor
which is fixed on the top of the end effector as shown in Fig. 8.35. This servo motor
is fitted upside down. Transfer of motion from the servo motor to the arms of the end
effector is done using gears which are fixed as shown in Fig. 8.35. Gear on servo
motor is meshed with the gear fixed on one arm, which in turn meshes with the gear
fixed on other arm. One side rotation of the servo motor enables the end effector to
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Fig. 8.35 Schematic diagram
of the designed end effector

grab an object and other side rotation allows releasing. As the servo motor produces
high torque so it was able to provide enough force to tightly hold the object. Main
body of the end effector contains the head of servo motor, gear fitted on its head and
the two other gears for the arms. Figure 8.35 shows the mechanism for end effector.
While gripping the object, the end effectors of both robots approach from opposite
sides.

8.10.5 Controller Description

The controller for the system has been designed in MATLAB. The basic feature
of the controller is the angle calculation between the various links of the robot
and trajectory planning of their movements according to the pickup position and
drop position. The controller requires the initial and final coordinates as input and
accordingly it generates the appropriate pulses to control the motors. Due to dynamic
and frictional forces, errors are generated in the positioning of the motors. Therefore,
the controller takes input from feedback device (potentiometer) which gives actual
angles between the links. Comparing these angles with the required position of
the motors, the controller generates the appropriate error correction signal for the
motors and repositions them to the required position. This operation is carried out in
an iterative manner so that the errors of all the motors in the system is minimized. A
proportional controller has been used here, with angular position of the robot joint as
feedback and potentiometer as the sensor device. We have used proportional control
because we wanted to have simple control scheme in which the control action is
proportional to error. Unity gain values (low gain value) have been used to have
stable response although steady state error may be slightly more. In this control
scheme, cooperative action is achieved by the error handling method. The basic
operation of the controller can be divided into the following major parts:

1. Positioning of the end effectors of both the robots to the pickup position.
2. Cooperative, coordinated motion of the two robots to place the object in the

required position.



8.10 Mechatronic Design and Control of a Planar Cooperative Robot 673

Before these operations are carried out, the controller configures the computer
serial ports for RS232 communication. The two serial ports ‘COM1’ and ‘COM2’
act as the channels for communication between the computer and interfacing circuits
for input and output. In all, there are two PIC16F84A circuits and two PIC16F877
circuits in the system through which input and output operations are carried out.

COM1 communicates with PIC16F84A circuit which acts as interface to drive
the servo motors according the signal from the controller. The speed of serial com-
munication for COM1, i.e., the baud rate, is set as 2,400 bps. Therefore, COM1 is
used only for output from the computer to the circuit. No input signal is given to this
port.

COM2 communicates with both a PIC16F84A circuit for driving servo motors and
a PIC16F877 circuit which acts as interface between the potentiometer and PC. The
controller generates appropriate signal to indicate the sensor from which it requires
input at that instant. This signal is sent to the PIC16F877 circuit. In reaction to this
the interface circuit takes input from the potentiometer and sends it to COM2 as
input. So, COM2 acts as a channel for two-way communication, i.e., it does both
the functions of transmitting output and also receiving input. While operating the
PIC16F877 circuit, the speed of serial communication for COM2, i.e., the baud rate,
is set as 9,600 bps.

(i) Positioning of the end effectors of both the robots to the pick up position
(a) Angular orientation calculation

The pickup position and drop position of the object in terms of X -Y coordinates are
required by the controller as inputs. According to the X -Y coordinates, the controller
calculates the required link angular positions to reach the object.

(b) Pulse signal calculation
According to the required angles the controller then determines the pulse signal to

be given to the appropriate servo motors as input to achieve the required configuration.
This pulse signal from the controller is converted into digital pulses having a total of
20 ms cycle. The pulse signals are calculated as follows:

For the high torque HSR-5995 TG servo motors in on duty cycle of 20 ms, the
pulses range from 0.9 to 1.9 ms for 0◦ to 180◦ orientation, respectively. The equation
for pulse signal calculation from angular position is given by:

Pulse = (83/180)Angle + 110 (8.158)

This equation has been determined by linear interpolation from following data:
110 corresponds to 0◦; 193 corresponds to 180◦.

For the low torque HS-322 HD servo motors in on duty cycle of 20 ms, the pulses
range from 0.5 to 2.5 ms for 0◦ to 180◦ orientation, respectively. The equation for
pulse calculation from angular position is given by:

Pulse = (170/180)Angle + 60 (8.159)
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The above equation has been determined by linear interpolation from following
data: 60 corresponds to 0◦; 230 corresponds to 180◦.

(c) Positioning of robots
The input to PIC16F84A circuit from the controller is in the form of a row array

where the first element of the array gives the motor number which is to be activated
and the second element gives the pulse to be given to the motor to achieve the desired
position, e.g., A = [2 123]; B = [3 200] and so on. In all, there are two PIC16F84A
execution circuits. One of the circuits controls eight servo motors of the robots and
the second PIC16F84A circuit controls the two servo motors required for gripping
action of the end-effectors. The signals are given in such a manner that motion of
motors takes place in a cyclic manner, i.e., in every cycle each of the motors is moved
by a small value. This small value is determined by the difference in pulse for initial
position and final position divided into a number of equal intervals. This is done
so that the movement of links takes place slowly and the error due to dynamic and
frictional forces is minimized. Next, let us see the order in which the motors in the
system are moved.

(d) Cooperative, coordinated motion of the two robots
This is carried out in a very similar manner to the positioning of the end effectors

of both the robots to the pick up position. It follows the same set of steps, i.e.,

• Angular Orientation Calculation: The angular position is calculated by giving the
final X-Y coordinates of the spot where the object has to be placed as input.

• Pulse Signal Calculation.
• Positioning of Robots.

On the completion of these steps, as mentioned in the previous section, the grippers
open up and drop the object at the final position. This completes the cycle of operation.

(e) Error handling
Due to the restricted motion of motors, i.e., 180◦, all the positions are not accessible

to the robots. So, in the controller, the input positions, i.e., pickup position and drop
position, are checked to determine whether they lie within the reach of both the
robots. In case both or any one of the positions is outside the range of the robots, an
error message is displayed and the program terminates. The flow chart for controller
logic is shown in Fig. 8.36.

(f) PIC controller code
PIC16F84A has been programed to control the motion of the servo motors. The

code has been made using PIC BASIC Pro software [4]. This programs the PIC to
take as input the signal from the serial port in the form of a two-dimensional array
such as [1 135], [2 50]. The first element indicates the motor number and the second
the pulse signal, which is converted into digital pulse by the program and hence used
to position the servo motor.
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Fig. 8.36 Flow chart for control algorithm

8.10.6 Trajectory Tracking

In order to verify the efficacy of the proposed control scheme for the cooperative
manipulation, the initial and final positions of tip were provided to the controller. The
controller generated data for the expected/ reference trajectory in the form of angles.
The data was modified for conversion of interval between angles into an array and
conversion of this array to appropriate pulse signal array, and communicated to the
interfacing circuit. The circuit then operated the system. The error in position was
continuously transmitted back to the controller.

Two sets of initial and final point values were selected to operate the system.
The first set is of (38, 43) and (60,−10) while the other is (30,−60) and (54,
25). To regulate the amount of data, details of only the left arm has been plotted
in Fig. 8.37a and b, since the behavior of the right arm is similar. The solid lines



676 8 Introduction to Robotic Manipulators

Fig. 8.37 a Reference and tracked trajectory plot for initial value (38, 43) and final value (60,−10).
b Reference and tracked trajectory plot for in initial value (30,−60) and final value (54, 25)

in Fig. 8.37a and b show the reference link positions while dashed lines show the
experimentally obtained link positions.

In Fig. 8.37a, the black solid line represents the first link of the system. At all
times, this should ideally remain stable, i.e., there should not be any motion of this
link as this is the assumption in the analysis. But looking closely at Fig. 8.37b, it can
be seen that it is not the case. During the actual working there are always disturbances
acting on the first link. This is indicated by the black dotted line which is the actual
trajectory of the arm. There are also errors in the next two sets of values, i.e., tips
of Link-1 and Link-2. The major source for this error is friction. Since the links
rest on the plane, the frictional forces delay the response of the motors driving these
links. Since variations in frictional forces cannot be explicitly determined, the errors
here are completely random. Another very major source of error is the actuators
themselves. In order to move the actuator an integer pulse has to be provided. Due
to this restriction, the motor cannot rotate for the full 180◦; rather it has a minimum
step of angle increment like 2.20 or 1.70. Figure 8.38a–d shows the different frames
of the cooperative robot system during handling of an object.

8.11 Haptic Robots

The term Haptic is derived from the Greek verb “haptesthai” meaning “to touch”.
It refers to the science of touch and force feedback in human–computer interaction.
According to International Society for Haptics [3], the word haptic refers to the
ability to experience the environment through active exploration, typically with our
hands, as when palpating an object to assess its shape and material properties. This
is commonly called haptic touch.

Vibrating phones, gaming controllers, and force-feedback control knobs in cars,
are examples of this technology. Vibrations allow people to be alerted of incoming
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Fig. 8.38 Snapshot of experimental robot a initial position b intermediate position 1 c intermediate
position 2 d final position

calls without disturbing others. But these are one way information transfer, while in
computer haptic the flow of information is two way. It means that computer can give
signal of output of desired quantity in appropriate variable and it can also receive
and manipulate those signals which it got from user.

The SensAble Technologies PHANTOM® [7] product line of haptic devices
makes it possible for users to touch and manipulate virtual objects. The PHANTOM
Omni model is the most cost-effective haptic device available today.

8.11.1 Working Principle of Haptic Device

Researchers working in the field of haptics are concerned with the development,
testing, and refinement of tactile and force-feedback devices and supporting software
that permit users to sense (“feel”) and manipulate three-dimensional virtual objects
with respect to such features as shape, weight, surface textures, and temperature.

Typically, haptics system includes

• Sensor(s)
• Actuator (motor) control circuitry
• One or more actuators that either vibrate or exert force
• Real-time algorithms (actuator control software) and a haptic effect library
• Application programming interface (API), and often a haptic effect authoring tool.
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Fig. 8.39 Picture of PHAN-
TOM Omni

Let us consider one of the devices from SensAble Technologies. The 3 DOF
PHANToM is a small robot arm with three revolute joints, each connected to a
computer-controlled electric DC motor. The tip of the device is attached to a stylus
that is held by the user. Three degrees of force, in the x , y, and z, directions are
achieved through motors that apply torques at each joint in the robotic arm. By
sending appropriate voltages to the motors, it is possible to exert up to 1.5 lb of force
at the tip of the stylus, in any direction. Figure 8.39 shows the picture of PHANTOM
Omni.

The basic principle behind haptic rendering is simple: Every millisecond or so,
the computer that controls the PHANToM reads the joint encoders to determine
the precise position of the stylus. It then compares this position to those of the
virtual objects the user is trying to touch. If the user is away from all the virtual
objects, a zero voltage is sent to the motors and the user is free to move the stylus
(as if exploring empty space). However, if the system detects a collision between
the stylus and one of the virtual objects, it drives the motors so as to exert on the
user’s hand (through the stylus) a force along the exterior normal to the surface being
penetrated. In practice, the user is prevented from penetrating the virtual object just
as if the stylus collided with a real object that transmits a reaction to the user’s
hand. Different haptic devices—such as Immersion Corporation’s CyberGrasp [2]
operate under the same principle but with different mechanical actuation systems for
force generation. This working principle can be easily described by flowchart shown
in Fig. 8.40.

As a user manipulates the end effector, grip or handle on a haptic device, encoder
output is transmitted to an interface controller at very high rates. Here, the information
is processed to determine the position of the end effector. The position is then sent to
the host computer running a supporting software application. If the supporting soft-
ware determines that a reaction force is required, the host computer sends feedback
forces to the device. Actuators (motors within the device) apply these forces based
on mathematical models that simulate the desired sensations. For example, when
simulating the feel of a rigid wall with a force-feedback joystick, motors within the
joystick apply forces that simulate the feel of encountering the wall. As the user
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Fig. 8.40 Block diagram
showing working of haptic
device

moves the joystick to penetrate the wall, the motors apply a force that resists the
penetration. The further the user penetrates the wall, the harder the motors pushes
back to force the joystick back to the wall surface. The end result is a sensation that
feels like a physical encounter with an obstacle.

8.11.2 Applications of Haptic Devices

Haptic technology has made it possible to investigate in detail how the human sense of
touch works by allowing the creation of carefully controlled haptic virtual objects.
These objects are used to systematically probe human haptic capabilities, which
would otherwise be difficult to achieve. Following are the areas where haptic devices
are widely used.

• Teleoperators and simulators: It is master–slave type operation. Master gives
signal to the slave manipulator and gets signal from slave describing its current
state. Here, slave enforces position, master presents reaction force. This was widely
used in nuclear material handling. Haptic simulators are currently used in med-
ical simulators and flight simulators for pilot training. Haptic technology is also
widely used in teleoperation, or telerobotics (See Chap. 12 for more details). In
a telerobotic system, a human operator controls the movements of a robot that is
located some distance away.

• Computer and video games: In this application, the virtual environment is created
in computer, which looks like real-life atmosphere, and one can manipulate it
through haptic input. It also enables the user to feel and manipulate virtual solids,

http://dx.doi.org/10.1007/978-1-4471-4628-5_12
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fluids, tools. Video game makers have been early adopters of passive haptics, which
takes advantage of vibrating joysticks, controllers and steering wheels to reinforce
on-screen activity (See Chap. 13 for more details). But future video games will
enable players to feel and manipulate virtual solids, fluids, tools.

• Medical: Remote surgery is another emerging field. Now, doctors are being able to
perform surgery without being present at the patient’s side, with machine setup and
patient preparation performed by local nursing staff. Medical literature reveals that
haptic devices have been widely applied in surgery for developing surgical sim-
ulators to train surgeons in performing surgeries in virtual environments. Robot-
assisted surgery is enhancing the ability of surgeons to perform minimally invasive
procedures by scaling down motions and adding additional DOF to instrument tips.
Thousands of general, urologic, and cardiac surgical procedures were performed
worldwide in the last year with robotic surgical systems. Despite these successes,
progress in this field is limited by an unresolved problem: the lack of haptic (force
and tactile) feedback to the user.

• Training: One can get training in virtual environment using haptic feedback,
which will give user complete sense of reaction. People have successfully applied
it to training in music drum, tennis, etc., and it can be extended to further areas.
Aircraft mechanics can work with complex parts and service procedures, touching
everything that they see on the computer screen. And soldiers can prepare for battle
in a variety of ways, from learning how to defuse a bomb to operating a helicopter,
tank, or fighter jet in virtual combat scenarios. Vehicle and aircraft simulators (See
Chap. 13) are used for driver and pilot trainings, respectively.

• Design in industry: Integration of haptics into CAD systems such that a designer
can freely manipulate the mechanical components of an assembly in an immersive
environment.

• Graphic arts: Virtual art exhibits, concert rooms, and museums in which the user
can login remotely to play the musical instruments, and to touch and feel the haptic
attributes of the displays; individual, or cooperative virtual sculpturing across the
internet.

• Education: Giving students the feel of phenomena at nano, macro, or astronomical
scales; “what if” scenarios for non-terrestrial physics; experiencing complex data
sets. The latest applications include hand exoskeleton devices that let one feel or
touch what you see, thus helping one recognize object shapes, textures, stiffness,
or their weight.

8.11.3 Experiments with PHANTOM Omni Haptic Device

Let us take an example of design and development of virtual objects to be used with
haptic device [11] PHANTOM Omni.2 These virtual objects can be used for motor
rehabilitation by incorporating visual and haptic feedback. Developed predominantly

2 A part of this section is taken from these authors’ previous work published in [11].

http://dx.doi.org/10.1007/978-1-4471-4628-5_13
http://dx.doi.org/10.1007/978-1-4471-4628-5_13
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for augmentation of motor skill of patient, the objects could be also used for teaching
and enhancing writing skill of children.

• Design of virtual objects for training

The system consists of alphabets, numbers, string, maze, and game. Presented
system has been designed to give partial guidance to the subject. This system has
different exercise for alphabets and numbers which is partially guided. Here, partially
guided means object will not react until subject is moving his hand within range of
prespecified path. When one tries to move outside of object, system will exert force
on stylus and will keep it in range only. Thus, the system is neither fully guided nor
fully free. To attain this feature in letters, we created three-dimensional model of
letters which consists of walls.

In the present system, Open Graphic Library Utility Toolkit (GLUT) [5] is used
for graphical presentation on the computer screen. Haptic Device Application Pro-
gramming Interface (HDAPI) provides low-level access to the haptic device. It also
enables haptics programers to render forces directly, offer control over configuration
and the runtime behavior of the drivers. Haptic Library Application Programming
Interface (HLAPI) provides high-level haptic rendering and allows significant reuse
of existing OpenGL [5] code and greatly simplifies synchronization of the haptics
and graphics threads.

• Alphabet and number System

With the help of alphabet and number system virtual objects, one can learn to write
alphabets and numbers. The letters has been created in PRO/ENGINEER (Pro/E)
[6], solid modeling software. Using this model along with OpenHaptic Toolkit, we
created scenario in which one can feel the shape of particular letter and move the
cursor along with it. As the subject moves his hand through the shape, the stylus
will not exert any reaction force on subject hand. But when stylus tries to run out
of the wall of letter, subject will feel reaction force and it cannot move beyond that
limit. This ensures that stylus tip remains within certain limit, and thus the subject
motion is neither free nor fully constrained. We also aided visual feedback through
picture, which helps the subject to remember the used letter and correlate that picture
to specific word. It also shows the spelling of that particular object. The flowchart
used for creation of a letter is shown in Fig. 8.41a.

First of all, letters or numbers are modeled in Pro/E environment. The created file
is in .prt format. This created file is converted in to .3ds format. Then the model is
imported into visual C++ environment. The properties of object like mass, stiffness,
damping, friction, etc., are set. Picture of the object is added as visual aid. The created
alphabet Q is shown in Fig. 8.41b.

For creation of numbers, string, maze, and game, interested readers may refer
[11]. The Hyper-bonds concept [14] allows integrated modelling of real and virtual
systems in bond graph form. More details on bond graph modelling of such mixed
reality systems (including haptic systems and human-machine interfaces) can be
consulted in [15, 16].
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Fig. 8.41 a Flowchart for alphabet and b alphabet exercise
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Chapter 9
Robust Overwhelming Control
and Impedance Control

9.1 Introduction

Based on the insights developed from the bond graph modeling, a robust overwhelm-
ing joint controller [1] for a robotic manipulator, which does not require the knowl-
edge of the robot parameters and the payload, can be developed. The overwhelming
control strategy has been applied by researchers [3, 4] for robust trajectory control of
a two-link planar manipulator. Most robust robot trajectory control strategies assume
the plant to be an ideal rigid manipulator. Thus, in the model for the controllers, it
suffices to consider only the inertia of the manipulator. Due to the uncertainty in
determining parameters of robot, in several cases it is not possible to find out accu-
rately the Coriolis, centrifugal, and gravity terms contribution in the dynamics of
robot. Robust trajectory control algorithms are useful here because they are insensi-
tive to variations in the manipulator parameters and retain the desired trajectory [8].
In addition, impedance control is useful in accommodating the robot-environment
interaction forces when the robot performs some work with constraints on the applied
force or torque at the end effector.

In this chapter, overwhelming and impedance control concepts will be illustrated.

9.2 Concept of Robust Overwhelming Control

The idea behind the design of the robust overwhelming controller may be explained
using a simple system as shown in Fig. 9.1a, where the motion of the mass point
m (which represents a generalized inertia) is to be controlled by applying a feed-
forward force F (t) such that it moves according to a prescribed motion xd (t) in the
direction of x . Let there exist some state and time dependent undetermined variations
Δm(x, t) of the mass m over its nominal value. The correct evaluation of the feed-
forward force becomes impossible as the mass has undetermined fluctuations. Let
the mass m + Δm(x, t) be attached to a mass M (overwhelmer mass) which is
μ1 (μ1 � 1) times greater than the mass m and the feed-forward effort F(t) now

R. Merzouki et al., Intelligent Mechatronic Systems, 683
DOI: 10.1007/978-1-4471-4628-5_9, © Springer-Verlag London 2013
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Fig. 9.1 a Nominal mass m with �m variation rigidly attached to a very large mass M . b Bond
graph model for system shown in (a). c Signal flow graph derived from bond graph of (b)

calculated on the basis of mass M and the desired trajectory of m, be applied. It is then
obvious that the mass M will track the desired path very closely and simultaneously
drag the mass (m +Δm) along the desired trajectory.

Figure 9.1b shows the bond graph model of the overwhelming controller.
Figure 9.1c shows the signal flow graph in terms of effort and flow variables derived
from bond graph of Fig. 9.1b. The transfer function between the control effort e1 on
m and applied feed-forward effort e3 is given by Eq. 9.1 as,

e1(s) =
[

(m +Δm)

(m +Δm + M)

]
e3(s) (9.1)

where s is the Laplace variable. The effort input to the system calculated from given
trajectory and overwhelmer mass is given by,

e3(t) = Mẍd (9.2)

So

e1 =
(

m +Δm

m +Δm + M

)
Mẍd (9.3)

When M � (m +Δm), M/(m +Δm + M) ∼= 1, therefore, control force to the
plant mass is obtained from Eq. 9.3 as,

e1 ∼= (m +Δm)ẍd (9.4)

It is evident from Eq. 9.4 that, though feed-forward effort is applied according to
mass M , the mass (m + Δm) receives its appropriate driving effort. However, the
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Fig. 9.2 a Modification of Fig. 9.1b. b Split transformer model with asymmetric transformer mod-
ulus. c Signal flow graph derived from (b)

above scheme cannot be physically realized except for very tiny systems because
of the heavy mass of the overwhelmer. To make the system physically realizable,
the bond graph of Fig. 9.1b is modified and shown in Fig. 9.2a. In Fig. 9.2a the two
inertances are algebraically linked by a transformer with modulus μ � 1 such that
the modified system of Fig. 9.2a is equivalent to that of Fig. 9.1b. Here M∗ can be
of the same order as m. The transfer function for bond graph shown in Fig. 9.2a is
given as,

f1(s)

e5(s)
=

μ
(m+Δm)s

1 +
[
μ2.M∗s
(m+Δm)s

] (9.5)

Figure 9.2a shows the physical contraption of the controller. In order to imple-
ment the controller, following Ghosh [1], the symmetry in terms of effort and flow
of the transformer is broken by first resolving it into two separate transformers, then
activating one for effort and the other for flow, and finally making the modulus of the
flow activated transformer as unity as shown in Fig. 9.2b. The physical implication of
this is that a flow sensor has no power associated with it. The effort-activated trans-
former is given a high gain, which physically represents an effort-to-effort amplifier.
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The actuation power at the output port of this amplifier comes from a tank system
sustaining it. The signal flow graph for this system is shown in Fig. 9.2c. From the
signal flow graph of Fig. 9.2c the transfer function can be derived as,

f1(s)

e8(s)
=

μH
(m+Δm)s

1 +
[
μH .μ f .M∗s
(m+Δm)s

] . (9.6)

Taking μ f = 1 in above equation and simplifying we get,

f1(s)

e8(s)
= 1[(

m+Δm
μH M∗

)
+ 1

] 1

M∗s
(9.7)

where f1(s) and e8(s) are the Laplace transforms of output flow and input force. In
this equation when μH � 1

(m +Δm)/μH M∗ ∼= 0

leading to,
f1(s)

e8(s)
= 1

M∗s
(9.8)

Equation 9.8 implies that the dynamics of the system depends on the mass M∗,
i.e., dynamics of the plant mass (m + Δm) becomes a small perturbation on the
controller mass M∗ dynamics. This equation can be used to obtain the input force to
the controller e8(s) for a given trajectory f1(s) through an inverse dynamics solution
solely on the basis of controller mass M∗.

9.3 Robust Controller for Terrestrial Manipulators

9.3.1 Case 1: Effort as a Reference Input

To generalize and test the concept discussed in Sect. 9.2, let us consider a second order
plant and a second order overwhelming controller with compliance and damping
considered as well.1 The scheme is shown in Fig. 9.3a.

Consider that a single DOF plant is to be driven by a similar single DOF controller
through a massless lever (amplifier). The plant parameters m p (mass), kp (stiffness),
rp (resistance) may be undetermined functions of time or states whereas the controller
parameters Mc (mass), Kc (stiffness), and Rc (resistance) are linear time invariant.
A force eref (t) drives the controller to generate the desired motion. The bond graph

1 Parts of this and the next section are adapted from these authors’ previous work published in [6, 8].
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Fig. 9.3 a Schematic diagram of a second order plant and a second order overwhelming controller.
b Bond graph of a second order plant and a second order overwhelming controller

Fig. 9.4 Bond graph of realizable overwhelming controller

model of the system is shown in Fig. 9.3b. Next, the lever of Fig. 9.3b is made non-
conservative (as discussed in Sect. 9.2) by using transformers with different gains
and activated bonds as shown in Fig. 9.4.

A flow-activated bond transmits only flow information to the system at the port,
which is flow causalled. Such a flow-activated bond does not take cognizance of effort
information. Likewise, an effort-activated bond transmits only effort information to
the system at its ports, which is effort causalled and does not take any cognizance
of flow information. The flow activated transformer with modulus as unity is the
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Fig. 9.5 Physical equivalent
of overwhelming control
system

Fig. 9.6 signal flow graph for
system shown in Fig. 9.4

feedback path of the flow information with no power associated with it. The effort-
activated transformer with high gain is an effort amplifier. The actuation power at the
output port of this amplifier comes from a tank system sustaining it. Figure 9.5 shows
the actual physical equivalent of the system represented by the modified bond graph.

The transfer functions can be evaluated from the state space equations obtained
from the bond graph representation. The transfer function between robot output flow
frob(s) and force input eref (s) can be derived from the signal flow diagram shown in
Fig. 9.6 as,

frob(s)

eref (s)
= f7(s)

e1(s)
= μH R(s)

[1 + μH R(s)C(s)] (9.9)

where s is the Laplace variable. R(s) is the transfer function of the robot between its
output flow and driving effort given by,

R(s) = f7(s)/e6(s) = s/[m ps2 + rps + kp] (9.10)

and C(s) is the transfer function of the controller between the output effort and
command input flow given as,

C(s) = e5(s)/ f5(s) = (Mcs2 + Rcs + Kc)/s (9.11)
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When μH � 1, one obtains from Eqs. 9.9–9.11, the overall transfer function as,

frob(s)

eref (s)
∼= 1

C(s)
∼= 1

(Mcs + Rc + Kc/s)
(9.12)

Here Mc, Rc, and Kc are the inertia (differential gain), resistance (proportional
gain) and stiffness (integral gain) respectively of the overwhelming controller, and
μH is high feed-forward gain. It is evident from Eq. 9.12 that the plant inertance
m p, compliance kp, and damping rp are all overwhelmed by the controller mass
Mc, compliance Kc, and damping Rc respectively. This proves that high gain-based
overwhelming control concept can also be used for higher order systems involv-
ing compliances and dampers. Any desired plant performance parameters may be
obtained by suitably selecting the controller parameters. The command eref (t) is
taken of the form,

eref (t) = e1(t) = Mc Ẍref + Rc Ẋref + Kc Xref ,

so that, it produces the desired motion Xref (t) of the controller. Therefore eref (s) =
s2 Mc Xref (s)+ s Rc Xref (s)+ Kc Xref (s), which gives

Xref (s)

eref (s)
= 1

(Mcs2 + Rcs + Kc)
. (9.13)

Since
Xref (s) = fref (s)/s.

Equation 9.13 can be written as,

fref (s)

eref (s)
= s

(Mcs2 + Rcs + Kc)
, (9.14)

From Eqs. 9.12 and 9.14 we get,

frob(s)

fref (s)
= 1, (9.15)

i.e., the plant follows the command fref (s). In the next case, we will see that we can
give flow as reference input instead of effort as reference input.

9.3.2 Case 2: Flow as a Reference Input

If the bond graph of Fig. 9.4 is modified to the one as shown in Fig. 9.7, to have the
reference input as flow input, then the transfer function between frob(s) and fref (s)
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Fig. 9.7 Modified bond graph for realizable overwhelming controller

Fig. 9.8 Block diagram of overwhelming controller

is given by,
frob(s)

fref (s)
= f7(s)

f1(s)
= μH C(s)R(s)

1 + μH C(s)R(s)
. (9.16)

For μH � 1,
frob(s)

fref (s)
= 1. (9.17)

Again this implies that the plant follows the command. Figure 9.8 shows the con-
trol scheme in the form of block diagram. Here the non-causal form of the controller
is only artificial and is a consequence of the differential causality in the overwhelmer.
The controller is brought to causal form by introducing a soft pad [7].

This scheme has been successfully applied to multidegree of freedom terrestrial
manipulators with high degree of nonlinearities and coupled state behavior by Ghosh
[1]. He considered a linear time invariant controller coupled to the plant through a set
of high feed-forward gains with suitably defined feedbacks. The driving forces for the
plant are decided by the linear controller parameters and the plant is dragged along the
linear controller trajectory. The high feed-forward gain renders the plant dynamics
as a perturbation on the linear controller, and hence the dynamics of the system
closely resembles that of the controller. The error in the tracking may be indefinitely
reduced by proper choice of parameters in the linear controller and by increasing the
feed-forward gains. It is important to note that as long as the feed-forward gains are
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sufficiently high, nonlinear or the time varying terms in the plant dynamics can be
considered to reduce to first order perturbations on the controller parameters. By this
technique the complex and highly nonlinear dynamics of the robotic system can be
simply overwhelmed. In this control scheme, each link is taken as a separate system
and is driven by a linear controller. Input forces to the controller can be determined
by the desired trajectory of the system.

Thus, an overwhelming controller can be designed which takes care of complex
and highly nonlinear dynamics of robot and provides robust trajectory control. The
controller is fed with the error in trajectory, and controller in turn provides the cor-
rective torques to be applied in the joints of robot. By considering the controller
to be in the world coordinate frame, external disturbances and desired input can be
directly conveyed to the controller in the world coordinate frame. Conventionally,
input forces from the controller to the joints are determined by the desired trajectory
of the system and the inverse kinematics of the given robot. Hence, the inverse kine-
matics transformations can be avoided by considering the controller in the world
coordinate frame rather than joint coordinate frame. Under these conditions, the
velocities can be transformed from the joint coordinates to the world coordinates
using the Jacobian of the forward kinematics relation. In the next section we will
consider the behavior of the overwhelming controller on a flexible foundation.

9.4 Robust Overwhelming Controller for Terrestrial
Manipulator on a Flexible Foundation

The overwhelming control strategy for terrestrial manipulator was modified by
Kumar and Mukherjee [4] for a terrestrial robot with flexible foundation. The prin-
ciple can be explained by modeling of single DOF robot on a flexible foundation
with overwhelming trajectory controller riding on the flexible foundation as shown in
Fig. 9.9. To incorporate the foundation disturbance in the world coordinate the foun-
dation velocities in each direction was sensed and feedback to model in controller.
The bond graph modeling for Fig. 9.9 is shown in Fig. 9.10a. To incorporate the
foundation disturbances in the world coordinate, the foundation velocity is sensed
and fed back to the controller. The feedback compensation with gain α acts on the
controller through a new MSf element.

The block diagram representation of single DOF robot on flexible foundation with
controller and compensation is shown in Fig. 9.10b.

The transfer function for the system between the force input to the robot velocity,
derived from the signal flow graph (Fig. 9.10c), can be written as

f1(s)

e4(s)
= μH R(s)

[1 + μH R(s)C(s)+ (1 − α)μH C(s)F(s)] , (9.18)
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Fig. 9.9 Single DOF robot on
flexible foundation

where

R(s) = 1/(m ps), (9.19)

C(s) = (Mcs2 + Rcs + Kc)/s, (9.20)

F(s) = s/(M f s2 + R f s + K f ). (9.21)

Here R(s), C(s), and F(s) are robot, controller, and foundation transfer functions
respectively. In Eq. 9.21, the foundation parameters are M f (mass), K f (stiffness)
and R f (damping). For the high feed-forward gains (i.e., μH � 1) and α = 1, on
using Eqs. 9.19–9.21 in Eq. 9.18 one obtains,

f1(s)

e4(s)
= 1

C(s)
= s

(Mcs2 + Rcs + Kc)
. (9.22)

The transfer function between the robot end-effector flow frob(s) and the distur-
bance force edis(s) for such a system can be derived as,

frob(s)

edis(s)
= f1(s)

e5(s)
= (1 − α)μH R(s)C(s)F(s)

[1 + μH R(s)C(s)+ (1 − α)μH C(s)F(s)] . (9.23)

The transfer functions of Eqs. 9.18 and 9.23 show that if α = 1, the foundation
has no effect on the trajectory of the robot under the chosen feedback scheme. Thus,
the external disturbances can be completely compensated even in the absence of
the knowledge of foundation parameters. In the above control scheme, the effort
command to the controller has to be calculated based on the given trajectory and the
controller parameters as is evident from Eq. 9.22.
By making a slight modification to this scheme as shown in Fig. 9.11, the controller
can be made to provide required drag force to the plant which can track the given
velocity command effectively. The transfer function for the system between the robot
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Fig. 9.10 a Bond graph model for Single DOF robot on flexible foundation shown in Fig. 9.9.
b Block diagram for bond graph model shown in (a). c Signal flow graph for system shown in (a)

velocity frob(s) and reference input velocity fref (s) can be written as,

frob(s)

fref (s)
= f1(s)

f4(s)
= μH C(s)R(s)

1 + μH C(s)R(s)+ (1 − α)μH C(s)F(s)
. (9.24)

For high feed-forward gain (i.e., μH � 1) and α = 1,

frob(s)

fref (s)
= 1 (9.25)
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Fig. 9.11 Bond graph model of single DOF robot on flexible foundation, with input as reference
velocity

Thus, the transfer function of Eq. 9.25 also shows that if α = 1, the foundation
has no effect on the trajectory of the robot and robot follows the reference velocity
command effectively. Thus, the external disturbances are completely compensated
without knowledge of the foundation parameters. A foundation disturbance sensor
and a compensating feedback have been introduced to achieve this. The scheme is
extendable to multidegree of freedom robotic systems and can be used effectively to
track a desired end-effector trajectory. Next section presents the impedance controller
for ground robot.

9.5 Impedance Controller for Terrestrial Robots

9.5.1 Considerations for a Position-Force Controller
for Ground Robots

The impedance of the system at an interaction port is defined as the ratio between
the output effort and the input flow. For applications demanding high trajectory
tracking accuracy, the robotic systems are programmed to have high impedance at
the end-effector. This leads to poor accommodation of external disturbances during
interaction, and hence control of interaction forces is difficult. However, many situ-
ations demand a robotic controller to have a balance of both the characteristics, i.e.,
good trajectory robustness, and accommodation to environment interaction forces
or torques. This is achieved by controlling the impedance appropriately instead of
controlling the position or the force separately.2

2 A part of this section is adapted from these authors’ previous work published in [7, 8].
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Fig. 9.12 Single DOF robot
on flexible foundation inter-
acting with environment

Another issue in control of robot manipulators is the uncertainty in the dynamic
model of the manipulator. These uncertainties include unknown parameters, unknown
functions, disturbances, and unmodeled dynamics. Usually, these uncertainties and
unmodeled dynamics in the plant are largely due to the presence of unmodeled DOF
in the form of compliances like the flexible linkages, drive system backlash, link
assembly clearance, etc. Hence, one prefers robust trajectory control strategies that
make the system insensitive to variations in the manipulator parameters, and ensure
bounded trajectory tracking errors. Moreover, at times, additional DOF are incor-
porated in the manipulator (like a flexible foundation) for specific purposes. When
such additional DOF are introduced/present in the manipulator, suitable modifica-
tions in the controller are required for the trajectory tracking robustness. Further, if
these additional DOF are suitably designed and incorporated, they can be made to
provide a desired accommodation of the external disturbing forces that arise during
interaction.

In the following section, a robust impedance controller for ground robots [3] is
described.

9.5.2 A Robust Impedance Controller for Terrestrial Robot

Figure 9.12 shows a single DOF robot on flexible foundation, interacting with envi-
ronment. The foundation compensation is so designed that its impedance can be
modulated to limit the forces of interaction [3, 5]. The control paradigm establishes
a proper relation between the trajectory controller and the force controller through the
manipulation of the robot impedance. The robot stiffness is made very high during
trajectory control, and appropriately modulated during force control.

The bond graph for the system is shown in Fig. 9.13a. In this figure fref is the
reference velocity command and Fdis(t) is the foundation disturbance force. To
incorporate the foundation disturbances in the inertial coordinates, the foundation
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Fig. 9.13 a Bond graph of a single DOF robot on flexible foundation interacting with environment,
b signal flow diagram for bond graph shown in (a)

velocity is sensed and fed back to the controller. A gain block with gain α shows the
feedback compensation.

The transfer function between the output flow frob(s) (i.e., the motion of the end-
effector) and the input effort eenv(s) (by the environment on the robot), represents
the admittance Yrob(s) of the robotic system at the interaction port. The impedance
Zrob(s) is the inverse of the admittance. Admittance and impedance at the interaction
point can be derived from the signal flow diagram of Fig. 9.13b as,

Yrob(s) = 1

Zrob(s)
= frob(s)

eenv(s)
= f1(s)

e20(s)

= R(s)[1 + μH (1 − α)F(s)C(s)]
1 + μH C(s)R(s)+ μH (1 − α)F(s)C(s)

. (9.26)

Here R(s)= 1/(m ps) is transfer function of the robot, C(s)= (Mcs2 + Rcs
+ Kc)/s is transfer function of the controller, and F(s) = s/(M f s2 + R f s + K f )

is transfer function of the foundation.
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Equation 9.26 indicates two distinct behaviors of the foundation compensation
gain α.

1. When α = 1,

Yrob(s) = 1

Zrob(s)
= frob(s)

eenv(s)
= R(s)

1 + μH C(s)R(s)
, (9.27)

i.e., the controller totally rejects the foundation characteristics. If μH � 1 is also
assumed then it will assure trajectory robustness.

2. When α < 1, modulation of the impedance to accommodate interaction forces
is possible.

The effect of foundation compensation gain α, on the impedance or stiffness of
the robot can be observed at the interaction port by studying the response of the
system to a constant environmental effort E .

Let eenv(t) = E . So eenv(s) = E/s. End-effector displacement Xrob(t) is
obtained as the integral of its velocity frob(t), so from Eq. 9.26

s Xrob(s)

(E/s)
= R(s)[1 + μH (1 − α)F(s)C(s)]

1 + μH C(s)R(s)+ μH (1 − α)F(s)C(s)

⇒ Xrob(s) =
[

R(s)[1 + μH (1 − α)F(s)C(s)]
1 + μH C(s)R(s)+ μH (1 − α)F(s)C(s)

]
E

s2 . (9.28)

Substituting the values of R(s), F(s), and C(s),

Xrob(s)

E
=

1
m ps

[
1 + μH (1 − α)

(Mcs2+Rcs+Kc)

(M f s2+R f s+K f )

]
[
1 + μH (Mcs2+Rcs+Kc)

m ps2 + μH (1−α)(Mcs2+Rcs+Kc)

(M f s2+R f s+K f )

] . 1

s2 ,

s Xrob(s)

E
=

[
1 + μH (1 − α)

(Mcs2+Rcs+Kc)

(M f s2+R f s+K f )

]
[
m ps2 + μH (Mcs2 + Rcs + Kc)+ μH (1−α)m ps2(Mcs2+Rcs+Kc)

(M f s2+R f s+K f )

] .

Using the final value theorem, the steady state response of the function Xrob(s)/E
can be obtained as,

lim
s→0

(
s Xrob(s)

E

)
= 1

Krob
= [1 + μH (1 − α)(Kc/K f )]

μH Kc
,

⇒ lim
s→0

(
s Xrob(s)

E

)
= 1

Krob
= 1

μH Kc
+ (1 − α)

K f
,

or,

Krob = Kc K f
1
μH

K f + (1 − α)Kc
(9.29)



698 9 Robust Overwhelming Control

Here, Krob is termed as driving point stiffness of the robotic system since it is
determined at the interaction port. From Eq. 9.29 two important conclusions can be
inferred as follows:

(i) When α = 1, (i.e., full foundation compensation)

Krob = μH Kc (9.30)

Since μH � 1, Krob will be very high and manipulator will not accommodate
any interaction force thus fulfilling the requirement of robust overwhelming
trajectory controller.

(ii) When α < 1, and μH � 1, (i.e., overwhelming control)

Krob ∼= K f

(1 − α)
. (9.31)

i.e., α can be used to change the impedance or stiffness behavior of the robotic system
at the interaction port, so as to accommodate forces from the environment. One can
similarly carryout the exercise for damping and inertance to see the effects of the
compensation gain.

Thus, it is concluded that the impedance of the robotic system at the end-effector
is dependent on the compensation gain α to the controller, which is characteristic of
the flexible foundation. However, force control using actual foundation is not a good
proposition. Therefore, an equivalent controller can be devised with its foundation
moved into the controller domain. Next section illustrates the equivalent controller
with its foundation moved into the controller domain.

9.6 Concept of Virtual Foundation

In the previous section, robot was assumed to be riding on a physical foundation.
Hence, the foundation was termed as existing in physical domain. Impedance con-
troller with foundation moved to controller domain is useful for having an entirely
software controlled impedance behavior at the end-effector of the robotic system.
This controller is developed through a system based on bond graph approach, where
certain transformations are performed among the various junction structures in the
multi energy domain preserving the output impedance characteristic of the robotic
system. Figure 9.14a shows bond graph at controller manipulator interface junction
structure with real foundation i.e., foundation in physical domain.

An alternative bond graph representation of the controller manipulator inter-
face junction structure with foundation moved into controller domain is shown in
Fig. 9.14b. Let us assume that the controller delivers an effort ec and the plant receives
velocity information f p whereas foundation receives a velocity f f . Then, the other
power variables can be determined as shown in Fig. 9.14a, b. The equivalence of
two cases can be concluded by observing the power variables at the different bonds.
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Fig. 9.14 a Bond graph representation of controller manipulator interface junction structure with
real foundation. b Bond graph representation of controller manipulator interface junction structure
with real foundation moved into the controller domain

The power variables are same at the plant port, environment port, controller port, and
foundation port.

Thus, an alternative junction structure having similar algebraic characteristics as
given by bond graph of Fig. 9.13a is shown in Fig. 9.15a, where the additional passive
DOF has been transferred to the controller domain.

The admittance of the robotic system at the interaction port can be derived from
the signal flow diagram shown in Fig. 9.15b as,

Yrob(s) = 1

Zrob(s)
= frob(s)

eenv(s)
= f1

e20
= R(s)[1 + βH (1 − α)F(s)C(s)]

1 + μH C(s)R(s)+ βH (1 − α)F(s)C(s)
(9.32)
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Fig. 9.15 a Bond graph of single DOF robot with flexible foundation in controller domain. b Signal
flow diagram for bond graph shown in (a)

Comparing the admittances given by Eqs. 9.26 and 9.32 we can see that the trans-
formation from the foundation in physical domain to the foundation in controller
domain is affected by replacing μH (1 − α) by βH (1 − α). Here, βH is a high-gain
parameter which is equal to the high feed-forward gain. The driving point stiffness
Krob(s) of the robotic system at the interface with the environment for a constant
environmental effort (E) can also be derived as
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1

Krob(s)
= 1

μH KC
+ βH (1 − α)

μH K f

or,

Krob(s) = Kc K f
K f
μH

+ Kc
βH
μH
(1 − α)

. (9.33)

Note that when, α < 1, and μH , βH � 1

Krob(α) ∼= μH K f

βH (1 − α)
(9.34)

and when α = 1, and μH , βH � 1,

Krob(α) = μH KC (9.35)

In this case the additional DOF (foundation) is in the controller domain, and hence
referred as virtual foundation. During accommodation of environmental interaction
force, or during trajectory control, the end-effector flow will be compensated by the
flow of the virtual foundation residing in the computational domain of the controller.
Here, Hogan’s [2] basic idea of conceiving a physical paradigm and realizing it in
the controller domain is utilized. The virtual foundation is a bond graphic creation
of an actual passive foundation. Simple transposition is carried out from physical
system concepts. Such controllers can be realized either in active electronic circuits
made from operational amplifiers, or from digital control system implementation.
However, the virtual foundation in the controller domain need not necessarily be
actual physical circuits or devices. It may be in the form of equations residing in
the control computer and representing the state of the control system equivalent.
It will have the effect of the real system due to the equivalences established in the
manner described. Also, the virtual foundation can be oriented in any direction of the
ortho-normal coordinate frame in order to provide directional impedance properties.
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Chapter 10
Modeling and Control of Space Robots

10.1 Introduction

Dextre, short for the Canadian-built Special Purpose Dextrous Manipulator, is the
space robot doing many tasks in the space station. The robot shown in Fig. 10.1 is
a multi arm manipulator. Space robots are used for in-orbit construction, in-orbit
satellite servicing, and maintenance of large space structures. A brief list of robots
with flight experiments is as follows.

• The space satellite’s 15 m Canadian-built Remote Manipulator System (RMS) or
“Canadarm” first flew on the Space Transportation System (STS-2) of NASA
in 1981. It was used routinely for retrieving satellites into the cargo bay and as a
mobile platform for astronauts during extravehicular activity (EVA). It has vehicle-
to-arm mass ratio of 200:1. In this mission, for the first time remote manipulator
system tests were conducted.

• The German Robot Technology Experiment (ROTEX) manipulator was operated
inside the space lab and module on STS-55 in 1993. ROTEX [5], robotic arm could
capture a free-floating object in space via remote control from earth.

• The Japanese Manipulator Flight Demonstration (MFD) has flown manipulators
aboard the shuttle. The MFD manipulator was attached to a support structure in
the cargo bay of the shuttle on STS-85 in 1997. It was operated by astronauts from
the air flight deck.

• The Engineering Test Satellite (ETS)-VII [14], was launched in 1997. It completed
its operation on 30 October 2002. The ETS-VII programme was designed to test
key rendezvous, docking, and robotics technologies in space. ETS-VII consists of
a target satellite and a chaser satellite. We can find in the literature activities in
the area of space robotics in various countries, including Russia [3], Italy [11],
Germany [5], Canada [24], and countries in Europe [22]. Woerkom and Misra [25]
have discussed dynamic modeling issues and control schemes for space robots,
along with a note on various space robots.

R. Merzouki et al., Intelligent Mechatronic Systems, 703
DOI: 10.1007/978-1-4471-4628-5_10, © Springer-Verlag London 2013
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Fig. 10.1 The special purpose dexterous manipulator (SPDM), also known as dextre telemanipu-
lator, at work on the international space station (ISS). Canadarm or RMS is also seen in the picture
(Source NASA, http://www.nasa.gov/images/content/287299main_dextre_iss017_big_full.jpg)

Space robots are a blend of a vehicle and a robot. They are mechanically more
complex than a satellite. Satellites may have only solar arrays or other attachments.
The vehicle is equipped with external force actuators such as jet thrusters and internal
force actuators such as reaction wheels to maneuver the vehicle locally and also to
control the attitude and center of mass (CM). Navigational instruments are required
for rendezvous and docking. Solar arrays and batteries are needed for generating and
storing power. The internal force actuators use solar energy stored in rechargeable
batteries. The amount of energy stored in them is limited so the internal force actuators
need to be used judiciously. External force actuators use fuel that is carried by
the space robot system from the earth, and hence is limited in quantity and quite
expensive to use. Moreover, fuel is used mainly to correct the attitude changes due
to gravitational forces and other disturbances, so it is not advisable to use fuel for
correcting attitude disturbances caused due to robot motion. Therefore, the use of
external force actuators has to be limited to maximize the overall life span of the
space robot system.

A free-floating space robotic system is one in which the spacecraft’s position and
attitude are not actively controlled using external jets/thrusters. It does not interact
dynamically with the environment during manipulator activity. For such systems, the
linear and angular momenta are conserved. Thus, due to conserved linear and angular
momenta, the spacecraft moves freely in response to the dynamical disturbances
caused by the manipulator’s motion. This disturbance of the base results in deviation
of the end-effector from the desired trajectory. Moreover, the angular momentum
conservation constraints are non-integrable rendering the system nonholonomic [13].
Typical space applications require precise manipulator control. This is a difficult task

http://www.nasa.gov/images/content/287299main_dextre_iss017_big_full.jpg
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to achieve due to free-floating base of the space robot and dynamic coupling between
the manipulator and the base. A large vehicle mass will cause negligible motion of
the vehicle when the manipulator moves, but it will be costly to propel such a large
payload into orbit. Space robots typically have vehicle to arm ratio closer to 10:1.
They cause significant motion of the vehicle when the arm moves to perform its task.
The dynamic coupling between the spacecraft and the manipulator has been a subject
of intense investigation since the space shuttle RMS went into service in 1982. The
reaction torque imparted on the shuttle by RMS operations was not addressed in
the original controller design. The resulting motion of shuttle base caused the end
effector to miss its target unless the operator visually compensated for errors. This
type of problem could be acute during satellite rendezvous in which the error of
even a few centimeters could result in a failed capture attempt or even damage to
satellite.

The satellite’s attitude stabilization is necessary in most cases for electrical power
generation from solar panels and to retain the communication link. For this purpose,
reaction control system (RCS) using the gas jet thruster is usually used, as the RCS
is used for orbit maneuver. But it is always preferred to have other attitude control
systems to save the propellant of the space vehicle. Approaches to compensation for
the base motion typically fall into two categories [15]. (i) Coordinated control which
uses the fixed base arm control strategies but maintains the attitude of the vehicle
using thrusters or reaction wheels. This method has the advantage of decoupling the
manipulator from the satellite control but at the cost of increased fuel or power con-
sumption. The approach draws primarily from previous work in spacecraft attitude
control. (ii) In internal motion control approach, the vehicle drifts but the path of the
arm is modified to compensate for the base motion. This method uses less power
but requires a more complex strategy for controlling the arm. Pure feedback con-
trol (i.e., coordinated control), may be inadequate for overcoming the disturbance
forces and torque produced by arm motion. This can be improved by including
model-dependent feed forward in the control law, thereby reducing the burden on
the feedback control term. This approach however destabilizes a space robot, due
to the unmodeled arm cross-coupling terms in the satellite inertial estimate used in
generating the feed-forward torque.

Space manipulator tasks can be divided into two different categories. In the first
category, the manipulator end-effector is under position or trajectory control. These
types of tasks are called motion control tasks. An example of this is when the manip-
ulator grasps an object and moves it to a desired position. The second category of
tasks is called force/torque control tasks. These involve a significant force/torque
interaction between the space manipulator and its environment. An example of this
type of task is when the manipulator performs an operation on an external object,
such as disconnecting a cable or turning a knob from a satellite, or assembly which
require insertion, push, etc. The typical tasks to be performed by space robots would
be deploying or assembling space platforms, space stations, large antennas or solar
power stations, and servicing and maintenance of satellites. These manipulators must
ensure safe and reliable interaction with objects or environments in their workspace.
Robots are subjected to interaction forces whenever they perform tasks involving
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motion, which is constrained by the environment. These interaction forces/moments
must be accommodated and restricted so as to comply with the environmental con-
straints. Control of spacecraft and manipulators during capture or manipulation of
object has not been given adequate attention by researchers. However, successful
performance of a compliant motion is very important for space robots.

There are two main difficulties with the force control of space manipulators. First,
a space robot has no fixed point in the inertial space, and moves when a manipulator
applies a force or torque on an environment. Second, the physical properties of the
environment on which the manipulator applies force are not well known. The first
problem can be overcome by using a thruster if force control of the robot is desired,
while torque control can be achieved by use of thruster pairs or an attitude controller.
The second problem can be overcome by assuring that the force controller is robust
against the physical properties of the environment and by providing a passive compli-
ance between the end effector and manipulator. The passive compliance mechanism
can absorb an impulse force acting on the end effector and align the end effector
along an inclined surface.

Two broad approaches for achieving compliant motion are described in the liter-
ature. These approaches are (i) Hybrid position and force control and (ii) Impedance
control. The Hybrid position/force control approach [23] is based on the fact that
when the robot end-effector is in contact with the environment, the Cartesian space
of the end-effector coordinate may be naturally decomposed into a position control
subspace and a force control subspace. The position control subspace corresponds
to the Cartesian directions in which the end effector is free to move, while the
constrained directions correspond to the force control subspace. The hybrid posi-
tion/force control approach to compliant motion is to track a position/orientation tra-
jectory in the position subspace, and a force/moment trajectory in the force subspace
by using separate position and force controllers. On the other hand, the impedance
control approach proposes that the control objective should not be tracking of posi-
tion/force trajectories, but rather should involve the regulation of the mechanical
impedance of the robot end-effector which relates velocity and force. Thus the
objective of the impedance controller is to maintain a desired dynamic relation-
ship between the end-effector position and end-effector environment contact force.
This gives a unified framework for both unconstrained and constrained motion con-
trol problems and does not require the control switching as needed in hybrid con-
trol [6]. Recent investigations have focused on enhancing the capabilities of robust
impedance controllers, and have included efforts to develop adaptive impedance
algorithms.

The space environment is very much different from the earth environment. The
main differences are the (1) absence of gravity, (2) absence of rigid base, and
(3) limited amount of onboard fuel for actuation of the space robot system. The
absence of a rigid base imposes momentum constraints on the motion of the system.
The limited amount of onboard fuel for actuation of the space robot system puts
a limit on the use of thrusters for attitude control or for force and torque control
operations.
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The dynamic modeling of a space robot involves the modeling of the angular
and linear dynamics of the robot arm and the base. Dynamic modeling incorporates
modeling of constraints and drives.

This chapter first discusses the space robot as a nonholonomic system. The major
difference between the stationary and mobile formulation is presented. Then we
shall discuss the mechanics of the space robot. Then the object-oriented bond graph
modeling of space robots is presented. The reusable submodels are defined, which are
then used to model a single link. A multi bond graph of a space robot is shown with
all the created objects. A case study of a three DOF space robot model is presented
using these objects, and the simulation results are also presented. Then we present
the force and torque control strategy using impedance control.

10.2 Space Robot as a Nonholonomic System

Consider a system specified by n generalized coordinates q1, q2 . . . qn . The constraint
of the system may be classified in the following ways:

1. Holonomic constraints
Constraints in the form of k independent equations [4], given by Eq. 10.1 as,

φ j (q1, q2, . . . , qn) = 0, ( j = 1, 2, . . . , k), (10.1)

are known as a holonomic constraints and a system for which all the constraint
equations are holonomic is called a holonomic system.

2. Nonholonomic constraints
Constraints in the form of m constraint equations that are “non-integrable”
differential expressions of the form,

n∑
i=1

aji dqi + ajt dt = 0, ( j = 1, 2, . . . ,m), (10.2)

where the a ji , a jt may be the functions of q’s and time t.

Constraints given by Eq. 10.2 are known as nonholonomic constraints and the
system is called nonholonomic even if just one of its constraints is nonholonomic.
As a result of the non-integrable nature of the differential equation it is not possible
to obtain functions of the form given by Eq. 10.1.

A robotic system in space is considered to be free-floating when it does not use
reaction jets and does not interact dynamically with the environment. For such a
system, the linear and angular momenta are conserved. From angular momentum
conservation we get non-integrable constraint equations in terms of the generalized
velocities. Thus a free-floating space robot behaves like a nonholonomic mechanical
system.
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Fig. 10.2 a Schematic diagram of single DOF robot on flexible foundation. b Schematic diagram
of single DOF space robot. c Bond graph model of single DOF robot on flexible foundation. d Bond
graph model of single DOF space robot

10.3 Stationary Versus Space Robot’s Formulation

The difference between stationary and space robot formulation can be given as

1. The initial conditions for the link 0 velocity and acceleration for each arm will
depend on the vehicle state.

2. The vehicle dynamics now depend on the arm interaction forces and moments,
fl and nl in addition to the external forces and moments acting on the vehicle.

The difference between a ground robot on a flexible foundation and a space robot
is illustrated through Fig. 10.2a, b. The corresponding bond graphs are shown in
Fig.10.2c, d. The only difference between a ground robot on flexible foundation and
a space robot is that, in case of ground robot on flexible foundation I (inertia i.e.,
mass), C (compliance), and R (damping) elements are present at foundation velocity
junction (1 f ), whereas in case of the space robot only I (inertia i.e., mass) element
is present at space vehicle velocity junction (1V ).
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Fig. 10.3 Description of the
position, linear, and angular
velocity vectors

10.4 Mechanics of Space Robots

10.4.1 Notation

There are some vectors which depend on the state of the observer, like position vector
of a point depends on from where it is being observed, and the observed position may
then be expressed in a frame. The same is true for linear and angular velocities. In
what follows, it is of considerable advantage if a vector-like position, linear velocity
of a point and angular velocity of a body is associated with three qualifying notations,
first indicating the point or object of which the position or linear or angular velocities
is talked about. The second notation indicates the observer and the third notation
indicates the frame in which it is expressed. Thus, in short, it can be written as,
Expressed in the frame C

(As seen by BVector(position/linear/angular velocity)Attributed to A)
In short, it may be written as C (B WA), where W is a vector representing position,

or linear velocity of a point or angular velocity of a body. Figure 10.3 shows the
description of the position, linear, and angular velocity vectors as used in this chapter.

• If the coordinate frame {C} is omitted, then the default frame {C} is equivalent to
frame {B} with its origin at the observer B. A concise notation may then be used.

B WA ≡ B(B WA)

• Since linear velocity is associated with a point, and angular velocity is associated
with a body, the term velocity of link refers to linear velocity of the origin of the
link frame, and the rotational velocity of the link.

• For a vector such as force or torque in which there is no reference point, the left-
superscript, i.e., {B} frame represents the coordinate frame in which the vector
is expressed. If no left-superscript is designated, then the coordinate frame is
understood to be the inertial reference frame.

• The orientation of a frame {A} with respect to frame {B} can be represented by a
3 × 3 rotation matrix B

A R which is the matrix of direction cosines relating the two
frames.
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Fig. 10.4 Schematic diagram
of a space robot

10.4.2 Assumptions

For modeling of space robots, the following assumptions can be made:

1. The spacecraft attitude control system is turned off when the system is operating
in free-floating mode and hence the spacecraft can translate and rotate in response
to manipulator movement.

2. For simplicity, let the system have a single manipulator with revolute joints and
is in an open chain kinematic configuration.

3. Let the joint between links i and i + 1 be numbered as i + 1. A coordinate frame
is attached to each link. The link frames are named by numbers according to the
link to which they are attached, i.e., frame {i} is attached rigidly to link i . The
rotational inertias are defined about frames fixed at the center of mass (CM) of
the body (or link). The CM frame is fixed along the principal directions in the
vehicle or the link.

The descriptions of the frames are given in Fig. 10.4. To facilitate the derivation
of the coupled vehicle and arm dynamics, the dynamics of the vehicle without arm
will be derived first.

10.4.3 Space Vehicle Dynamics

10.4.3.1 Linear Dynamics

Let us consider the general case of a rigid spacecraft translating and rotating under
the influence of a body fixed actuation device. Let X , Y , and Z represent the inertial
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axes, and axes x , y, and z be attached to the CM of the spacecraft base as shown
in Fig. 10.4. For a given instant, the body has absolute velocity v. The translational
velocity can be resolved into three mutually perpendicular components vx , vy , vz .
As per Newton’s law, the net force F acting on the body and the linear momentum
p can be related as

F = dp

dt
(10.3)

where p = mv. If v is expressed with respect to a rotating frame, then net force F is
given as

F =
(
∂p

∂t

)
rel

+ ω × p (10.4)

where
(
∂p
∂t

)
rel

is the rate of change of momentum relative to the moving frame. Using

the right-hand rule for Eq.10.4, the component equations can be written as

Fx = mv̇x + mωyvz − mωzvy (10.5)

Fy = mv̇y + mωzvx − mωx vz (10.6)

Fz = mv̇z + mωx vy − mωyvx (10.7)

These nonlinear differential equations are known as Euler’s equations. The cross-
product terms can be treated as forces in Eqs. 10.5–10.7. The forces can be added at
the respective 1-junctions and gyrator-ring structures are formed by using the bond
graph which are known as Euler Junction Structures (EJS) (See Chap. 5).

10.4.3.2 Angular Dynamics

Let us assume a vehicle frame {V } located at the CM of the vehicle and oriented
in the direction of the principal axis of the vehicle. Then, the angular acceleration
V (Aω̇V ) of the vehicle, being acted on by moment V NV , can be found from Euler’s
equation as,

V NV = V (AḣV )+ V (AωV )× V (AhV ) (10.8)

For evaluation of angular momentum of vehicle V (AhV ), it is assumed that inertial
frame {A} is momentarily coincident with the vehicle frame {V }, then V (AhV ) can
be evaluated as

V (AhV ) = GV IV
V (AωV ). (10.9)

Hence, V (AḣV ) = GV IV
V (Aω̇V ). Here, GV IV is the vehicle inertia in the vehicle

CM frame. Equation 10.8 in the component form can be written as

(V NV )x = (GV IV )x
V (Aω̇V )x + V (AωV )x × (GV IV )x

V (AωV )x (10.10)

http://dx.doi.org/10.1007/978-1-4471-4628-5_5
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(V NV )y = (GV IV )y
V (Aω̇V )y + V (AωV )y × (GV IV )y

V (AωV )y (10.11)

(V NV )z = (GV IV )z
V (Aω̇V )z + V (AωV )z × (GV IV )z

V (AωV )z (10.12)

Now in a simplified notation let Nx , Ny , and Nz represent the moments acting
on the vehicle expressed in vehicle frame; Ix , Iy , and Iz represent the moments
of inertia of vehicle expressed in vehicle CM frame; ωx , ωy , and ωz represent the
angular velocities of the vehicle as observed from inertial frame and expressed in
vehicle frame, in x , y, and z directions. Then Eqs. 10.10–10.12 can be written in a
simplified notation as

Nx = Ix ω̇x + (Iz − Iy)ωyωz (10.13)

Ny = Iyω̇y + (Ix − Iz)ωzωx (10.14)

Nz = Izω̇z + (Iy − Ix )ωxωy (10.15)

Equations 10.13–10.15 are used to construct the Euler Junction structure (EJS),
in the bond graph model of the angular dynamics of space robot base and arms.

10.4.4 Arm Dynamics

For the arm dynamics, the same methodology as used for the vehicle dynamics was
adopted. The only difference is that the velocities are derived by progressing from
one link to the next. In bond graph modeling,

• The bond graph is drawn from the base of link to end effector based on the kine-
matics of the link. The link inertia elements are attached at the CM velocity port
of links in the bond graph.

• The joint forces and torques are determined from the force relations starting from
the end effector, and moving down up to the base.

The link linear and angular velocities for an l-joint revolute manipulator can be
calculated from the kinematic relations starting from the base (i.e., i = 0), and
moving up to the end effector (i = l − 1). The angular velocity relationship is
given as

i+1(Aωi+1) = i+1
i R i (Aωi )+ i+1(iωi+1) (10.16)

Here i+1(Aωi+1) is the angular velocity of (i + 1) link as observed from inertial
frame {A} and expressed in (i + 1)th frame. i+1(iωi+1) is the angular velocity of
the (i + 1) link as observed from i th link and expressed in (i + 1)th frame. i+1

i R is
rotation matrix for transformation from i th frame to (i +1)th frame. Equation 10.16,
can also be written as

i+1(Aωi+1) = i+1
i R i (Aωi )+ θ̇i+1

i+1(i+1Ûi+1) (10.17)
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Fig. 10.5 The force balance for a single manipulator link (including inertia forces)

where i+1(i+1Ûi+1) is the unit vector and θ̇i+1 is the angular velocity of (i + 1) link
as observed from i th link. The expression for the linear velocity of the link is given as

A(AVi+1) = A(AVi )+ A
i R [ i (Aωi )× i (i Pi+1)] (10.18)

Here A(AVi+1) is velocity of (i + 1)th link as observed from inertial frame {A}
and expressed in terms of inertial frame {A}. The velocity of the origin of the CM
frame of the i th link can be calculated from Eq. 10.18, by substituting Gi in place of
(i + 1) as

A(AVGi ) = A(AVi )+ A
i R [ i (Aωi )× i (i PGi )] (10.19)

These equations require the specification of the initial conditions, 0(Aω0) and
A(AV0), which will be determined from the vehicle states. The total force and moment
acting at the C M for link (i+1), A Fi+1, and i+1 Ni+1, respectively, will be determined
from the link translation and rotational inertias. The total force and moment on link
i can be expressed in terms of the interaction forces and moments from link (i − 1)
and link (i + 1). This can be done by writing force balance and moment balance
equations based on the free-body diagram of a typical link as shown in Fig. 10.5 as

A fi = A Fi + A fi+1 (10.20)
i ni = i Ni + i

i+1 R i+1ni+1 + i (i PGi )× i
A R A Fi + i (i Pi+1)× i

A R A fi+1

(10.21)

As we will see, Eqs.10.20, and 10.21, can be obtained from the bond graph directly.
Here A fi is the force exerted on link i by link (i − 1), expressed in terms of absolute
frame, i ni is the torque exerted on link i by link (i − 1), expressed in terms of {i}th
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frame, A Fi is the resultant of all the external forces acting on the link, and i Ni are the
resultant of all the external moments acting on the link. Using Eqs. 10.20 and 10.21,
the force and moment conditions at the end effector can be written as

A fl+1 = A fe (10.22)
l+1nl+1 = l+1ne (10.23)

where A fe represents the external forces exerted on the end effector of the manipulator
expressed in the absolute frame and l+1ne is the moment exerted on the end effector
of the manipulator expressed in (l + 1)th frame. In a bond graph, these conditions
are specified by Se elements acting at the tip velocity junctions of the end effector
and angular velocity ports of the last link respectively. The joint torques vector τ can
be obtained from one of the components of the interaction moments (along the link
rotation axis) found from Eq. 10.21 for each link as

τ =

⎡
⎢⎢⎢⎣

1nT
1

1Û1

2nT
2

2Û2
:

knT
k

kÛk

⎤
⎥⎥⎥⎦ (10.24)

where i Ûi is the unit vector indicating the direction of rotation of joint. In a bond
graph model the joint torque can be found by the effort on the bond connected to the
joint rotation port. The resulting dynamics takes the general form as

M(Θ̇)Θ̈ + C(Θ, Θ̇)− J (Θ)T Fe = τ (10.25)

where M(Θ) is the inertia matrix, C(Θ, Θ̇) is the vector of Coriolis and centripetal
torques, Fe = [ f T

e nT
e ]T is the force and torque applied at the end effector, J (Θ)

is the Jacobian, and τ is the vector of arm joint torques applied by the actuators.
Equation 10.25 represents the full dynamical equation of motion for a fixed base
manipulator.

10.4.5 Free-Flying Robot Dynamics

Consider the case now, where the base frame for link 1, {1} is attached to a moving
vehicle body frame {0}. If the robot has been a ground robot then {0} frame would
had been the inertial frame. The position of the moving vehicle body frame {0} with
respect to vehicle frame {V } is given by

V (V P0) = [ rx ry rz ]T (10.26)



10.4 Mechanics of Space Robots 715

Since the base is mobile the initial conditions 0(Aω0), and A(AV0), in Eqs. 10.17–
10.19 need to be expressed in terms of the base states. The base frame {1} and body
frame {0} are stationary with respect to each other as they are coincident but with
different orientations. The initial conditions for the velocity of the base frame {0}
can be written in terms of the velocity of the vehicle frame {V } as follows:

0(Aω0) = 0
V R V (AωV ) (10.27)

A(AV0) = A(AVV )+ A
V R [ V (AωV )× V (V P0)] (10.28)

These equations can be obtained from Eqs. 10.17 and 10.18 by substituting i = V
and i + 1 = 0. The total force and moment, A FV and V NV acting on the vehicle
body will be decided by the translational and rotational inertia of the vehicle. Once
the total forces and moments for the links are found, Eqs. 10.20, and 10.21 can be
used to find the total forces and moments exerted on the vehicle by the first link of
the arm, − A f1 and − 1n1. To determine the total force and moment on the vehicle
for a single arm Eqs. 10.20, and 10.21 could be continued back to the arm base i = 0,
which essentially becomes the vehicle body. The force balance relationship for the
vehicle can be given as

A fV = A FV + A f1 (10.29)

V nV = V NV + V
1 R 1n1 + V (V PGV )× V

A R A FV + V (V P1)× V
A R A f1

(10.30)

It is to be noted that the forces and torques on the vehicle body are negative of A f1
and 1n1 respectively. A fV and V nV are the resultant of all the external forces and
moments on the vehicle. The procedure for modeling can be summarized as follows:

1. The angular and linear velocity relations Eqs. 10.17–10.19 are applied from i = 0,
to i = l − 1, for each arm using the initial conditions for the base link, i.e.,
Eqs. 10.27 and 10.28 in terms of the vehicle states.

2. Equations 10.20 and 10.21 are applied for each arm from i = l to i = 1, to
find the link interaction forces and moments using the end conditions given by
Eqs. 10.22 and 10.23. However, in bond graph modeling software the force and
torque relations are derived by the software itself once the bond graph is made.

3. The total force and moment on the vehicle is found from the drawn bond graph
at the port where translational and rotational inertia elements of the vehicle are
attached. These are used along with the vehicle interaction forces and torques in
Eqs. 10.29 and 10.30 to find the external forces and torques acting on the vehicle.
The resulting dynamics of space vehicle with robot takes the form
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M ( A(A pV ),
V (AqV ), θ)

⎡
⎣

A(AV̇V )
V (Aω̇V )

θ̈

⎤
⎦

+C( A(A pV ),
V (AqV ), θ,

A(AVV ),
V (AωV ), θ̇ )

−J ( A(A pV ),
V (AqV ), θ)

T Fe =
⎡
⎣

A fV
V nV

τ

⎤
⎦ (10.31)

Equation 10.31 represents the forward dynamics of the robot which finds the forces
and torques to be applied to the robot based upon its motion. This equation is similar to
that for a link as in Eq. 10.25, but the coupled dynamics as in Eq. 10.31 depends upon
the vehicle states, i.e., vehicle position ( A(A pV )) and vehicle orientation V (AqV ), in
addition to the manipulator states θ . The coupling between the arm and the vehicle
occurs through the inertia matrix M and the Coriolis/centripetal force vector C . The
forces and torques on the robot now include those acting directly on the vehicle A fV

and V nV , respectively, as well as the arm motor torques τ . The states of the total
system can now be written as a combination of the vehicle states and the arm states.

The vehicle and arm states consist of the translational and rotational momentum
of the vehicle and the links. The translational momentum is considered with respect
to the inertial frame while rotational momentum is with respect to the frame located
at the CM of the respective bodies.

10.5 Bond Graph Modeling of Space Robots

Modeling of a space manipulator includes the modeling for linear and angular dynam-
ics of manipulator and vehicle. To begin with the simplest case, let us take the case
of a simple two DOF planar space robot.

10.5.1 Modeling of a Two DOF Planar Space Robot

The modeling of the space robot can be carried out just like a ground robot with
a difference that, in case of the space robot, the base is not fixed. In space robot
modeling, to make the modeling simpler let us make the following assumptions:

1. The spacecraft attitude control system is turned off when the space robot is oper-
ating in a free-floating mode, and hence the spacecraft can translate and rotate in
response to the manipulator movement and interaction, if any, with the environ-
ment.

2. It is also assumed that the system has a single manipulator with revolute joints
and is in open kinematic chain configuration.
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Fig. 10.6 Schematic diagram
of two DOF planar space robot

The general relations used for linear and angular velocity propagation [2] can be
given as

A(AVi+1) = A(AVi )+ A
i R [ i (Aωi )× i (i Pi+1)] (10.32)

i+1(Aωi+1) = i+1
i R i (Aωi )+ i+1(iωi+1) (10.33)

Here, the velocities are calculated for the (i + 1)th link. For a two DOF planar
space robot the displacement relation can also be derived trigonometrically, and
from the time differentiation of these relations, the velocity relations can be found.
Figure 10.6 shows the schematic sketch of a two DOF planar space robot. In Fig. 10.6
{A} represents the absolute frame, {V } represents the vehicle frame, {0} frame is
located at the base of the robot, {1}, {2} are the frames located at first and second
joints respectively. The frame {3} locates the tip of the robot. Let l1 be the length
of the first link, l2 be the length of second link, and r be the distance between the
robot base and C M of the vehicle. Let φ represent the rotation of vehicle frame with
respect to an absolute frame and θ1, and θ2 be the joint angles as shown in Fig. 10.6.
Let XC M and YC M be the coordinate of the CM of the vehicle with respect to the
absolute frame. The kinematic relations for the tip displacement Xtip, Ytip in X and
Y directions can be written as
[

Xtip

Ytip

]
=

[
XC M

YC M

]
+

[
r cosφ + l1 cos(φ + θ1)+ l2 cos(φ + θ1 + θ2)

r sin φ + l1 sin(φ + θ1)+ l2 sin(φ + θ1 + θ2)

]
(10.34)

The tip angular displacement with respect to absolute frame X axis is given as

θti p = φ + θ1 + θ2 (10.35)
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From Eq. 10.34 the velocity of the tip of the robot can be found as

[
Ẋti p

Ẏti p

]
=

[
ẊC M

ẎC M

]
+

⎡
⎢⎢⎣

−r φ̇ sin φ − l1(φ̇ + θ̇1) sin(φ + θ1)− l2(φ̇ + θ̇1 + θ̇2)

sin(φ + θ1 + θ2)

r φ̇ cosφ + l1(φ̇ + θ̇1) cos(φ + θ1)+ l2(φ̇ + θ̇1 + θ̇2)

cos(φ + θ1 + θ2)

⎤
⎥⎥⎦

(10.36)

Using Eq. 10.36 the different transformer moduli for the bond graph modeling of
space robot can be derived. Figure 10.7 shows the bond graph model of space robot
with different transformer moduli shown.

Further, for a planar case, rearranging the set of Eqs. 10.5–10.7 for ωx = 0,
ωy = 0 and vz = 0 one obtains

Fx = mv̇x − mωzvy (10.37)
Fy = mv̇y + mωzvx (10.38)
Fz = 0 (10.39)

Here, m = MV andωz = φ̇. Hence, a gyrator with modulus MV φ̇ is used between
velocity junctions 1ẊC M

and 1ẎC M
, where MV is the mass of the space robot base

and φ̇ is the angular velocity of the space robot base about Z axis.

10.5.2 Object-Oriented Modeling of Space Robots

For a complex system like a space robot, the bond graph model becomes very much
involved. To overcome this difficulty, for robotic manipulators the bond graph is frag-
mented into various submodels like angular velocity propagation submodel, linear
velocity propagation submodel, and Euler junction structure submodel, etc. These
submodels are created for a single link and can be repeatedly used for the bond graph
modeling of the entire system.

10.5.2.1 Kinematics of Rotation (AVP of Link)

The generalized submodel for the principal angular velocity [2] equations can be
created using Eq. 10.17, given as

i+1(Aωi+1) = i+1
i R i (Aωi )+ θ̇i+1

i+1Ûi+1 (10.40)

The created submodel is shown as part of the main bond graph model of one
DOF space robot shown in Fig. 10.8. Joint velocity (θ̇i+1) can be about any one axis
of the joint coordinate frame. Based on the axis of joint rotation, one of the trans-
former modulii connected to joint velocity junction will be unity and the remaining
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Fig. 10.7 Bond graph modeling of a two DOF planar space robot

will be zero. The matrix multiplication submodel used here is a rotation matrix.
This submodel takes the angular velocity of previous link and the joint velocity as
inputs. As is evident from the bond graph, the angular velocity of the previous link
i (Aωi ) is multiplied by the rotation matrix (i+1

i R) and the resulting velocity is added
to the joint velocity (θ̇i+1) of the current link. The angular velocity of the current
link is given at the output of the submodel after calculation.
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Fig. 10.8 Multi bond graph of the space robot

10.5.2.2 Euler Junction Structure (EJS)

A Euler junction structure is used to represent the rotational dynamics of a rigid body.
Hence, it can be used to represent the rotational dynamics of the links of the space
robot as well as that of the space vehicle. The Euler equations given by Eqs. 10.13–
10.15 are used in the creation of this submodel. These equations are rewritten in this
section for easy reference as

Nx = Ix ω̇x + (Iz − Iy)ωyωz, (10.41)

Ny = Iyω̇y + (Ix − Iz)ωzωx , (10.42)

Nz = Izω̇z + (Iy − Ix )ωxωy . (10.43)

The created EJS for the vehicle is shown in Fig. 10.9. Similarly, we can draw the
bond graph model for the link.

10.5.2.3 Euler Junction Structure (EJST) for Translational Dynamics

A Euler junction structure (EJST) is used to represent the translational dynamics of
base. The Euler equations given by Eqs. 10.5–10.7 are used in the creation of this
submodel. These equations are rewritten in this section for easy reference as



10.5 Bond Graph Modeling of Space Robots 721

Fig. 10.9 Euler junction structure of space vehicle

Fx = mv̇x + mωyvz − mωzvy (10.44)

Fy = mv̇y + mωzvx − mωx vz (10.45)

Fz = mv̇z + mωx vy − mωyvx (10.46)

10.5.2.4 Kinematics of Translation (LVP of Link)

Equation 10.18, gives the relation for the link translational velocity as

A(AVi+1) = A(AVi )+ A
i R [ i (Aωi )× i (i Pi+1)] (10.47)

Writing in matrix form,

[A(AVi+1)] = [ A(AVi )] + [A
i R] [− i (i Pi+1×)][ i (Aωi )] (10.48)

where

i (i Pi+1) =
⎡
⎣ 0

li
0

⎤
⎦, and

[
i (i Pi+1×)

] =
⎡
⎣ 0 0 li

0 0 0
−li 0 0

⎤
⎦.

For position of center of mass i (i PGi ) = [
0 lGi 0

]T .
The created submodel is shown as part of the main bond graph model shown in

Fig. 10.8. Since CM velocity of links depend on link inertia, in bond graph model I
elements are attached at the velocity junction representing the CM velocity of links.
Since the starting point of the current link is the same as the tip point of the previous
link, the tip velocity of the previous link and the angular velocity of the current link
are used to find the tip and C M velocity of the current link.

In Eq. 10.48 i (Aωi ) can be obtained from the angular velocity propagation sub-
model for the current link. Two matrix multiplication submodels can be created in
series for calculation of [A

i R] and [− i (i Pi+1×)]. This output is then summed up with
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Fig. 10.10 Z -Y -X Euler angles

linear velocity of the previous link tip to get the tip velocity of current link. Linear
velocity of C M of the current link can be obtained similarly. Using the modified
form of Eq. 10.48, i.e., by substituting Gi in place of (i + 1), one obtains

[ A(AVGi )] = [ A(AVi )] + [A
i R][− i (i PGi ×)][ i (Aωi )] (10.49)

The only difference between Eqs. 10.48 and 10.49 being [− i (i PGi ×)] is used in
Eq. 10.49 instead of [− i (i Pi+1×)].

10.5.2.5 Angular Velocity Transformations

1. Euler Angles (Z -Y -X Representation)

The Euler angles are three independent parameters needed to specify the orienta-
tion of the space vehicle (See Chap. 5). This gives the relationship between the vehicle
fixed reference frame {V } and the absolute frame {A}. In this representation, each
rotation is performed about an axis of the moving system {V } and each rotation takes
place about an axis whose location depends upon the preceding rotations. Because
the rotation takes place about the axes, Euler angles are determined by a sequence
of three rotations. Figure 10.10 shows the axes of {V } after each rotation is applied.
Rotation φ about z represented by Rz(φ), causes x to rotate into x∗, and y to rotate
into y∗, while z and z∗ remain coincident. An additional (∗) gets added to each axis
with each rotation. With reference to Fig. 10.10 we can use the intermediate frame
{V ∗} and {V ∗∗} in order to give the description of the orientation of frame {V }
relative to frame {A}. Thus,

A
V R = A

V ∗ R V ∗
V ∗∗ R V ∗∗

V R (10.50)

where A
V ∗ R = Rz(φ), V ∗

V ∗∗ R = Ry∗(θ) and V ∗∗
V R = Rx∗∗(ψ).

http://dx.doi.org/10.1007/978-1-4471-4628-5_5
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Equation 10.50 can be written as

A
V R =

⎡
⎣ cφ −sφ 0

sφ cφ 0
0 0 1

⎤
⎦
⎡
⎣ cθ 0 sθ

0 1 0
−sθ 0 cθ

⎤
⎦
⎡
⎣ 1 0 0

0 cψ −sψ
0 sψ cψ

⎤
⎦

A
V R =

⎛
⎝ cφcθ cφsθsψ − sφcψ cφsθcψ + sφsψ

sφcθ sφsθ sψ + cφcψ sφsθcψ − cφsψ
−sθ cθsψ cθcψ

⎞
⎠ (10.51)

Equation 10.51 gives the transformation matrix from the vehicle frame to the
absolute frame.

2. Angular Velocity
The Euler angle rates φ̇, θ̇ and ψ̇ are not directed along the axes x , y, and z
axis of the vehicle frame and consequently do not coincide with the components
ωx , ωy , and ωz of the angular velocity in the reference frame fixed to the vehicle.
Their directions are those of axes Z A, y∗and xV . The angular velocity vector
Vω = [ωx ωy ωz ]T expressed in vehicle frame is given by

V

⎡
⎣ωx

ωy

ωz

⎤
⎦ =V

V ∗∗ R V ∗∗
V ∗ R V ∗

⎡
⎣ 0

0
φ̇

⎤
⎦ +V

V ∗∗ R V ∗∗
⎡
⎣ 0
θ̇

0

⎤
⎦ +V

⎡
⎣ ψ̇0

0

⎤
⎦ (10.52)

V

⎡
⎣ωx

ωy

ωz

⎤
⎦ =

⎡
⎣ 1 0 0

0 cψ sψ
0 −sψ cψ

⎤
⎦
⎡
⎣ cθ 0 −sθ

0 1 0
sθ 0 cθ

⎤
⎦
⎡
⎣ 0

0
φ̇

⎤
⎦ +

⎡
⎣ 1 0 0

0 cψ sψ
0 −sψ cψ

⎤
⎦
⎡
⎣ 0
θ̇

0

⎤
⎦ +

⎡
⎣ ψ̇0

0

⎤
⎦

(10.53)
On evaluating, the relation turns out to be

⎡
⎣ωx

ωy

ωz

⎤
⎦ =

⎡
⎣ 1 0 −sθ

0 cψ cθsψ
0 −sψ cθcψ

⎤
⎦
⎡
⎣ ψ̇θ̇
φ̇

⎤
⎦ (10.54)

Equation 10.54 gives the vehicle angular velocity expressed in the vehicle frame.
It is important to note that this matrix is not a rotation matrix, so its norm is not
necessarily 1 and therefore R−1 �= RT in general. The inverted form of Eq. 10.54 is
of most useful form and is given by Eq. 10.55.

⎡
⎣ ψ̇θ̇
φ̇

⎤
⎦ =

⎡
⎣ 1 tθsψ tθcψ

0 cψ −sψ
0 sψ/cθ cψ/cθ

⎤
⎦

⎡
⎣ωx

ωy

ωz

⎤
⎦ (10.55)

A matrix multiplication submodel can be created to convert the vehicle angular
velocity vector into the Euler angle rates. The input to the submodel is the angular
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Fig. 10.11 a Schematic
diagram of soft pad. b Bond
graph model of soft pad

velocity vector of the vehicle and the output is the Euler angle rate vector. The three
components of the Euler angle rates can be integrated to determine the Euler angles.

10.5.2.6 Modeling Problems: Pads and Coupling Capacitors

In the bond graph representation of robot dynamics, geometric constraints among
links result in algebraic relations among the state variables and result in differential
causality. The presence of differential causality makes the derivation of equations
and their reduction complicated owing to the complexity of junction structure depict-
ing link kinematics. One can avoid the differential causality by imposing artificial
compliances at appropriate point in the bond graph. Soft pads are artificial compli-
ances/lumped flexibilities [12] that can be used in bond graph. A soft pad is used to
avoid differential causality. In particular, a soft pad is used instead of a pad in order
to avoid algebraic loop while deriving equations. Figure 10.11a shows the schematic
diagram of a soft pad and Fig. 10.11b shows its bond graph model.

10.5.2.7 Integrated Modeling

Multi Bond Graph of One DOF Space Robot

Figure 10.8 shows the vector bond graph for one link space robot. The aim of show-
ing this figure is to show the internal connectivity of the different submodels. The
submodels used are EJS of vehicle, EJS of link 1, AVP of link 1, LVP of link 1. LVP
of vehicle is the same as LVP of link. Integrators are used to find CM velocity of
vehicle as well as tip velocity of link.

Modeling of Three DOF Space Robot

Now let us make a model of a three DOF space robot using the submodels created
in the previous section. Consider a free-floating space manipulator consisting of a
serial robot mounted on a satellite base as shown in Fig. 10.12. Joint rotations (θi ) of
manipulator and Euler angles of the base (φ, θ , ψ) in 3 − 2 − 1 convention are used
as generalized coordinates. Links are numbered starting with zero from the base to
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Fig. 10.12 A free-floating space manipulator

the last link. All joints are assumed to be revolute. The vehicle is denoted by frame
{V } that is located at the C M of the vehicle. An absolute frame {A} is considered
as shown in the figure. The manipulator base is mounted on the vehicle at a distance
of (rx , ry , rz) from the frame {V }. The joint between link i and i + 1 is numbered as
i + 1. The rotational inertias are defined about the body fixed principal coordinate
system. Without loss of generality the following assumptions are made:

1. Links of the manipulator are rigid.
2. The specified task space trajectory is within the reachable workspace of the manip-

ulator. The joints angular velocities are assumed as

1(0ω1) = [ 0 θ̇1 0 ]T , 2(1ω2) = [ 0 0 θ̇2 ]T , 3(2ω3) = [ 0 0 θ̇3 ]T .

The complete bond graph model of free-floating space vehicle along with the robot
is created using the various submodels and is shown in Fig. 10.13. The submodel for
the junction structure for angular dynamics, linear dynamics submodel of the link,
and Euler junction structure submodel (EJS) are repeatedly used for all the links
in the manipulator chain. One Euler junction structure (EJSV) submodel is used to
represent the rotational dynamics of the spacecraft. The EJS submodel takes principal
angular velocity of the current link as input and returns the torque.

In the bond graph model shown in Fig. 10.13, “AVP of link” represents a submodel
for the angular velocity propagation of the link. “AVP of link” submodel takes angular
velocity of the previous link and the joint velocity as input and the angular velocity
of the current link is given out after calculation. “LVP of link” represents a submodel
for linear velocity propagation of the link. “LVP of link” submodel takes angular
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Fig. 10.13 Complete bond graph model of a free-floating space vehicle along with robot

velocity of current link and tip velocity of previous link as input and gives velocity
of CM of current link and tip velocity of current link as output. Angular velocity to
Euler angle rate submodel is used to convert the angular velocity into Euler angle
rates. This submodel takes the angular velocity of the vehicle as input and gives
the Euler angle velocity as output. An LVP of link submodel is used to model the
linear dynamics of spacecraft. The CM velocity of the spacecraft is obtained from
the EJST for translational inertia of the space craft. In order to observe CM velocity
of spacecraft, integrators are connected to the ports in the submodel, intended for the
tip velocity of previous link. The 1θ̇i

junctions represent the joint relative velocities.
The motor inertia is modeled along with link inertia and is represented in EJS of
link. The integrators attached to 1θ̇i

junctions measure joint angles.
Higher DOF robots can be modeled similarly by using these submodels and spec-

ifying the parameters of the submodel. The parameters which need to be specified
are i+1

i R, [− i Pi+1×], A
i R and [− i PGi ×].
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Table 10.1 Details for angular dynamics submodels

Submodel Constraint relation for submodel For input joint rotation
for link Joint rotation Specification in Fig. 10.13

1 1(Aω1) = 1
0 R 0(Aω0)+ 1(0ω1)

1(0ω1) ⇒ Mt [0] = 0, Mt [1] =1, Mt [2] = 0
2 2(Aω2) = 2

1 R 1(Aω1)+ 2(1ω2)
2(1ω2) ⇒ Mt [0] = 0, Mt [1] =0, Mt [2] = 1

3 3(Aω3) = 3
2 R 2(Aω2)+ 3(2ω3)

3(2ω3) ⇒ Mt [0] = 0, Mt [1] =0, Mt [2] = 1

Simulation and Results

The following values are assumed for the parameters used in the different submodels
of the space robot model:

V
0 R =

⎡
⎣ 1 0 0

0 1 0
0 0 1

⎤
⎦ , 0

1 R =
⎡
⎣ c1 0 s1

0 1 0
−s1 0 c1

⎤
⎦ ,

1
2 R =

⎡
⎣ c2 −s2 0

s2 c2 0
0 0 1

⎤
⎦ , 2

3 R =
⎡
⎣ c3 −s3 0

s3 c3 0
0 0 1

⎤
⎦ .

Here si = sin θi and ci = cos θi .

(i) Angular Dynamics Submodels of Links
The general relation is

i+1(Aωi+1) = i+1
i R i (Aωi )+ i+1(iωi+1).

It is assumed that
A(Aω0) = A(AωV )

The angular velocity A(AωV )will be decided by the rotational inertia of the space
vehicle. Table 10.1, specifies the submodel parameters specified for the submodel
along with the constraint relations expressed by the submodel. The angular velocity
0(Aω0) required for evaluating constraint relation for submodel 1 shown in Table 10.1,
is given as

0(Aω0) = 0
A R A(Aω0)

(ii) Linear Dynamics Submodel of Links
The general relation is

A(AVi+1) = A(AVi )+ A
i R [ i (Aωi )× i (i Pi+1)] (10.56)
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Table 10.2 Parameters used for modeling of space robot

Parameters Mass (kg) Ixx (kg m2) Iyy (kg m2) Izz (kg m2) Length (li ) (m) Length (lGi ) (m) θi

Link 1 6.13 0.03 0.025 0.03 0.1 0.05 0
Link 2 15.69 0.2153 0.0126 0.2153 0.4 0.2 π/2
Link 3 11.76 0.0929 0.0094 0.0929 0.3 0.15 π/2
Vehicle 2000 40.0 40.0 40.0

or
[A(AVi+1)] = [ A(AVi )] + [ A

i R] [− i (i Pi+1×)] [ i (Aωi )]. (10.57)

The velocity of frame {0} is same as frame {1}, hence A(AV1) = A(AV0).
The lengths of links are specified as 0 P1 = [ 0 0 0 ]T ; 1 P2 = [ 0 l1 0 ]T ; 2 P3 =
[ 0 l2 0 ]T ; 3 P4 = [ 0 l3 0 ]T .

(iii) Initial Conditions
The initial tip position of space robot, i.e., frame {4} with respect to robot base,
i.e., frame {0} can be given as

0(0 P4) =
⎡
⎣−c1s2l2 − c1s23l3

l1 + c2l2 + c23l3
s1s2l2 + s1s23l3

⎤
⎦ (10.58)

The location of frame {0} with respect to frame {V } is given by

V (V P0) = [ rx ry rz ]T

To begin with, let the tip of space robot be initially at the initial vehicle CM, i.e., at
frame {V }. For convenience, let us assume that frame {A} coincides and is located
at the CM of vehicle. Then the initial location of the tip with respect to absolute
frame is given by

A(A P4) = A
V R V (V P0)+ A

0 R 0(0 P4) (10.59)

The parameters selected for the simulation of a three DOF space robot are given
in Table 10.2 [20]. Manipulator base position from spacecraft CM, rx = 0.1 m,
rz = 0.1 m, ry = 0 is assumed. It is also assumed that initially θ1 = 0, θ2 = θ3 =
π/2.

It is assumed that the first joint has joint resistance of 0.1 Ns/m, while joint 2 and
joint 3 resistances are assumed to be 100 Ns/m. For the simulation the first joint is
given a constant torque of 10 Nm while torque on second and third joints is zero (the
heavy resistance locks those joints). The simulation is carried out for 2.8 s.

If the reaction of space robot on space vehicle had not been there, the tip of the
robot would have traced a circular path of radius of 0.4 m (i.e., the length of second
link). But for the space robot, as seen from Fig. 10.14a, the tip trajectory fails to trace
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Fig. 10.14 a Tip trajectory of space robot. b Center of mass trajectory of space vehicle. c Euler
angle variation of space vehicle

the circular path. The plots of the CM of spacecraft in three dimensions are shown
in Fig. 10.14b. The plot shows a continuous drift in the vehicle CM location due to
conservation of angular momentum of a free-floating space robot system, i.e., due
to nonholonomic nature of the angular momentum conservation constraint.

Figure 10.14c shows a three-dimensional plot of the variations of ψ , φ, and θ , in
ψ − φ − θ space which indicates continuous change of attitude of space vehicle.
Figure 10.15a, b and c shows the variation of joint angles θ1, θ2 and θ3, respectively,
with respect to time. Figure 10.16a–c shows the change of orientation of space vehicle
with time given by variation of Euler angles φ, θ , and ψ , respectively.

10.6 Trajectory Control of Space Robot

A free-floating space robotic system is one in which the spacecraft’s position and atti-
tude are not actively controlled using external jets or thrusters, and it does not interact
dynamically with the environment during manipulator motion. The spacecraft moves
freely in response to the dynamical disturbances caused by the manipulator’s motion.



730 10 Modeling and Control of Space Robots

Fig. 10.15 a Plot of first joint angle versus time. b Plot of second joint angle versus time. c Plot of
third joint angle versus time

For such systems, the linear and angular momenta are conserved. The disturbance of
the base results in deviation of the end effector from the desired trajectory. Thus, it is
very difficult to design a control strategy for a space robot end-effector trajectory con-
trol. Moreover, the angular momentum conservation constraints are non-integrable
rendering the system nonholonomic [13].

Now, let us design the controller for space robot based on the overwhelming
controller concept developed in the previous chapter, for the trajectory control of
space robots.1

10.6.1 Robust Overwhelming Controller

Let us take the example of a three DOF space robot to illustrate the control strategy
[16] for a free-floating space manipulator consisting of a serial robot mounted on

1 A part of this section is adapted from these authors’ previous work published in [16].
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Fig. 10.16 Variation of Euler angles with time. a φ versus time b θ versus time c ψ versus time

a satellite base as shown in Fig. 10.12. It is assumed that the specified task space
trajectory is within the reachable workspace of the manipulator.

10.6.1.1 Controller Submodel

The bond graph submodel for robust overwhelming controller is shown in Fig. 10.17a
which is discussed in the previous chapter. Another form of representation of over-
whelming controller is shown in Fig. 10.17b. The tip velocity ports are then connected
to three robust overwhelming controller submodels, one for each X, Y, and Z direc-
tion.

The angular relative velocities of links are defined as 1ω1 = [ 0 θ̇1 0]T , 2ω2 =
[ 0 0 θ̇2]T , 3ω3 = [ 0 0 θ̇3]T .

Here, θ̇1, θ̇2 and θ̇3 are the joint velocities of the first, second, and third joints
respectively. Reference flow input for plant is supplied to this submodel from main
bond graph shown in Fig. 10.18. This submodel is also provided with robot tip veloc-
ity as input from main bond graph and it gives correction efforts as output to (ROC)
submodel CTRL. Three robust overwhelming controller (ROC) submodels (one for
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Fig. 10.17 a Robust overwhelming controller submodel. b Another form of representation of robust
overwhelming controller submodel

each X , Y , and Z direction) are used to control the space robot as shown in Fig. 10.18.
A signal structure (CTRL) can be created using kinematic relations to convert cor-
rection efforts from ROC into correction torques to be supplied to different joints.

10.6.1.2 Evaluation of the Jacobian

For creation of this signal structure (CTRL), the tip velocity with respect to robot
base frame {0} expressed in absolute frame {A} can be evaluated as

A(0V4) = A
0 R 0(0V4) (10.60)

Here, k( j Vi ) denotes the velocity of the origin of i th frame as observed from j th
frame and expressed in kth frame, B

A R represents the orientation of a frame {A} with
respect to a frame {B }. The term in Eq. 10.60 can be derived as

0(0V4) =
⎡
⎣ (s1s2l2 + s1s23l3) −(c1c2l2 + c1c23l3) −c1c23l3

0 −(s2l2 + s23l3) −s23l3
(c1s2l2 + c1s23l3) (s1c2l2 + s1c23l3) s1c23l3

⎤
⎦

⎧⎨
⎩
θ̇1

θ̇2

θ̇3

⎫⎬
⎭ (10.61)

where ci = cos θi , si = sin θi , ci j = cos(θi + θ j ), si j = sin(θi + θ j ).
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Fig. 10.18 Complete bond graph model of a free-floating space vehicle along with robot and
controller

One can write Eq. 10.61 in a compact form as

0(0V4) = [Q] [ θ̇1 θ̇2 θ̇3 ]T

where Q represents the transformation matrix in Eq. 10.61. The transformation A
0 R

is computed as
A
0 R = A

V R V
0 R

where

A
V R =

⎛
⎝ cφcθ cφsθsψ − sφcψ cφsθcψ + sφsψ

sφcθ sφsθ sψ + cφcψ sφsθcψ − cφsψ
−sθ cθsψ cθcψ

⎞
⎠ (10.62)

and V
0 R is identity matrix. Here, sψ = sinψ , cψ = cosψ , sθ = sin θ , cθ = cos θ ,

sφ = sin φ, cφ = cosφ. Thus Eq. 10.60 can be written as

A(0V4) = [ A
0 R] [Q][ θ̇1 θ̇2 θ̇3 ]T (10.63)
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Thus the relationship between joint correction torques and correction efforts from
controller can be expressed as

[
1n1

2n2
3n3

]T = [Q]T [ 0
A R] [

Fx Fy Fz
]T (10.64)

where i ni is the torque exerted on link i by link (i − 1), expressed in terms of
frame {i}. Fx , Fy , and Fz are corrective efforts in X , Y , and Z directions, respectively.
The created submodel (CT RL) of signal structure for conversion of correction efforts
into correction torques is shown in Fig. 10.18.

10.6.2 A Free-Floating Space Manipulator

The complete multi bond graph model of the free-floating space robot with robust
overwhelming controller is shown in Fig. 10.18. The tip velocity, which is provided
to the ROC submodel (shown in Fig. 10.17), is compared with the reference flow
command, and the error in the flow is sent to the controller. The controller returns the
correction effort, which is then provided to the robot with a high feed-forward gain.
This correction effort is transformed back to joint coordinates as correction joint
torques using submodel CT RL and applied at the joints. Here, the signal structure
CT RL from the joint velocities to the tip velocities is created based on the forward
kinematics of the manipulator. In Fig. 10.18 integrators are used as sensors of dis-
placement [7]. From the bond graph of Fig. 10.18, it is seen that the joint torque at
the first joint is given by

1n1 = 1 N1 + 1
2 R 2n2 + 1(1 PG1)× 1

A R A F1 + 1(1 P2)× 1
A R A f2 (10.65)

Here A f1 is the force exerted on link 1 by link 0 (i.e., vehicle), expressed in
terms of absolute frame, 1n1 is the torque exerted on link 1 by link 0 (i.e., vehicle),
expressed in terms of frame {1}, A F1 is the resultant of all the external forces acting
on the link, and 1 N1 are the resultant of all the external moments acting on the link.
Similarly, from the bond graph the force balance for link 1 can be given as

A f1 = A F1 + A f2 (10.66)

Here, A f2 is the force exerted on link 2 by link 1, expressed in terms of absolute
frame. Equations 10.65 and 10.66 are similar to the one which can be obtained by
considering force balance and moment balance equations based on the free body
diagram of a typical link [2]. Equations similar to Eqs. 10.65 and 10.66 can be written
for other links also. In the next section we present a numerical simulation of three
DOF space robot with robust trajectory controller.
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Table 10.3 Reference velocity command in absolute frame, located at initial position of CM of
space vehicle

Reference velocity direction Velocity expression

X direction (Ẋre f ) R.ω sin(ω t)
Y direction (Ẏre f ) A sin (2 ω t)
Z direction (Żre f ) R ω cos (ω t)

Fig. 10.19 Initial configuration of space robot

10.6.3 Simulation and Validation

The link parameters selected for the simulation of space robot are the same as that
shown in Table 10.2, except that the mass of space vehicle is 200 kg. All joint resis-
tances are assumed to be 0.1 Ns/m. Overwhelming controller parameters are Mass
(Mc) = 1.0; Gain (μH ) = 10.0. Reference velocity commands are shown in
Table 10.3. In Table 10.3, R is the radius of reference circle in X−Z plane. A is
the amplitude of velocity in Y direction. It is a circular trajectory in X−Z plane and
parabolic trajectory in X−Y , and Y−Z plane.

Figure 10.19 shows the initial configuration of the space robot. At the beginning of
simulation overwhelmer initial position is initialized to robot tip position. Simulation
is carried out for 25 s with R as 0.3 m and A as 0.01 m/s.

Figure 10.20 shows the reference and actual plots of tip trajectories. Figure 10.20a
shows a three-dimensional plot of tip movement. Figure 10.20b shows the variation of
X tip trajectory along with Z tip trajectory. Figure 10.20c shows the X tip trajectory
variation with Y tip variation. Figure 10.20d shows the Y tip trajectory variation with
Z tip variation. From these figures it is clear that tip is effectively dragged along the
reference trajectory.

Figure 10.21 shows the tip trajectory error plot. The error is taken as the difference
between reference and actual tip positions in mm. Figure 10.21a shows the error plot
for X tip position versus time. Here, error varies between +0.0054 and −0.0004 mm.
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Fig. 10.20 Tip trajectory plots a X tip versus Y tip versus Z tip. b X tip versus Z tip. c X tip versus
Y tip. d Z tip versus Y tip

Figure 10.21b shows the error plot for Y tip position versus time. In this plot error
varies between +0.0008 and −0.001 mm. Figure 10.21c shows the error plot for Z
tip position versus time. Here, error varies between +0.008 and −0.005 mm, except
the initial error between +0.0277 and −0.007 mm. Initial error is more than the later
part of the error because the tip acquires a velocity from the rest position.

The plots of the motion of the C M of spacecraft in three dimensions are shown in
Fig. 10.22a. Figure 10.22b shows the variation of XC M versus ZC M . The plot shows
a continuous drift in the vehicle C M location in X−Z plane due to conservation of
angular momentum of a free-floating space robot, i.e., due to the non-integrability of
the angular momentum equation. Figure 10.22c shows the variation of XC M versus
YC M , whereas Fig. 10.22d shows the variation of ZC M versus YC M .

Figure 10.23 shows the variation of Euler angle with time. Figure 10.23a shows φ
versus time, Fig. 10.23b shows θ versus time, and Fig. 10.23c shows ψ versus time.
Variation in φ and ψ is less compared to θ . If the simulation is further continued, the
manipulator approaches singularity at θ value of 90◦, and the simulation experiment
gets terminated. Figure 10.23d shows a three-dimensional plot for φ versusψ versus
θ . It clearly shows that even after the tip reaches its initial position, the plot of Euler
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Fig. 10.21 Tip trajectory error plots a Error in X tip trajectory versus time. b Error in Y tip trajectory
versus time. c Error in Z tip trajectory versus time

angles does not close. From the simulation of space manipulator model one can get
an estimate of drift at the center of mass of spacecraft.

10.7 Impedance Control of Space Robots

10.7.1 Introduction

The control of interaction force between a space robot and its environment is a
difficult task as the interaction of the robot tip with the environment causes the base
to change its position and orientation. This condition can be avoided by the use of
jets/attitude controller. In case of space robots, if conventional force control schemes
are used they may lead to instability. Impedance control is an efficient and stable
method of providing trajectory and force control in robotic systems. The procedure
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Fig. 10.22 Plots of center of mass of spacecraft a XC M versus YC M versus ZC M . b XC M versus
ZC M . c XC M versus YC M . d ZC M versus YC M

by which the impedance of the manipulator is changed is a very important aspect in
the design of impedance-based control schemes.

Let us discuss a new scheme [18] in which the control of impedance at the interface
of the end effector and the space structure is achieved by the introduction of passive
degrees of freedom (DOF) in the controller of the robotic system.2 The impedance is
shown to depend upon a compensation gain for the dynamics of the passive DOF. An
explicit relation between the compensation gain and impedance has been derived.
First, impedance control of a ground robot on a passive one DOF foundation is
discussed. This passive DOF is then taken into the controller domain and is then
referred to as virtual foundation. The concepts of bond graph modeling have been
used for accomplishing this shifting. The bond graph modeling of the space robot is
done by taking the analogy of a ground robot on a flexible foundation. The virtual
foundation for the space robot is modeled and is used for the impedance control of the
robot. The efficacy of the scheme is demonstrated through simulation and animation
of a two DOF space robot.

2 A part of this section is adapted from these authors’ previous work published in [17, 18].
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Fig. 10.23 Variation of Euler angles with time. a φ versus time b θ versus time c ψ versus time.
d θ versus φ versus ψ

10.7.2 Force Control by Impedance Control

The concept discussed for modeling a ground robot on flexible foundation can be
used to model a space robot by replacing the flexible foundation with the base of space
robot as discussed at the beginning of this chapter. In general the difference between
a space robot (without external jets) and a ground robot on flexible foundation can
be listed as

1. In the case of a space robot, translation as well as rotational DOF of the base are
present, whereas in a ground robot on a flexible foundation, only translational
DOF is present.

2. Nonlinearities are present due to coupled motion of the translation and rotational
DOF.

3. Additional constraints of linear and angular momentum conservations are present
which lead to problem of nonholonomy in motion planning.
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Fig. 10.24 Schematic dia-
gram of one translational
DOF space robot with vir-
tual foundation in controller
domain

Hence, in modeling and controller design for a space robot, the above factors
are required to be taken into consideration.

10.7.3 Modeling of One Translational DOF Impedance Controller

The bond graph modeling of space robot with impedance controller is achieved in
following stages:

• STAGE I: Modeling of the Space Robot

The space robot is modeled by considering the translation one DOF ground robot
on a flexible foundation. Next, this flexible foundation is replaced by the space vehicle
carrying the space robot. To nullify the effect of the motion of space vehicle on the
tip velocity of the space robot, the base velocity of space robot is fed back to the
controller using a flow-activated bond.

• STAGE II: Modeling of the Impedance Controller

The features of stage I appended to the ground robot with virtual foundation
will result in a space robot on a virtual foundation. This virtual foundation is in
the controller domain. The compensation gain γ of the virtual foundation in the
controller domain can be used to modulate the impedance at the interaction point
between the space robot tip and the environment.

The conceived schematic model of the space robot on a virtual foundation is
shown in Fig. 10.24. Figure 10.25a shows the corresponding bond graph model. For
this model, the admittance at the interaction point is defined as ratio of the robot tip
velocity to the environmental effort causing the motion, and can be derived from the
signal flow diagram of Fig. 10.25b as
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Fig. 10.25 a Bond graph model of one translational DOF space robot with virtual foundation in
controller domain. b Signal flow diagram for bond graph shown in (a)

Yrob(s) = 1

Zrob(s)
= f22

eenv

= R(s)[1 + (1 − γ )βH F(s)C(s)+ (1 − α)μH C(s)FV (s)]
1 + μH C(s)R(s)+ (1 − γ )βH F(s)C(s)+ (1 − α)μH C(s)FV (s)

(10.67)
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Here,

R(s) = 1/(m ps) is transfer function of the robot,
C(s) = (Mcs2 + Rcs + Kc)/s is transfer function of the controller,
F(s) = s/(M f s2 + R f s + K f ) is transfer function of the virtual foundation,
FV (s) = 1/MV s is transfer function of the space vehicle base,
α is feedback compensation from space robot base to controller,
μH is high feed-forward gain,
βH is high gain (equal to high feed-forward gain),
γ is feedback compensation from virtual foundation to controller.

At α = 1 (i.e., complete velocity feedback compensation from space robot base to
controller), Eq. 10.67 reduces to,

Yrob(s) = 1

Zrob(s)
= R(s)[1 + (1 − γ )βH F(s)C(s)]

1 + μH C(s)R(s)+ (1 − γ )βH F(s)C(s)
(10.68)

From Eq. 10.68 it is implied that,

1. When γ = 1, the controller totally rejects the foundation characteristic and
assures complete trajectory robustness,

2. When γ < 1, modulation of impedance to accommodate interaction forces is
possible.

In the bond graph of Fig. 10.25a, MV is mass of the space vehicle; M f , K f ,
and R f are mass, stiffness, and damping, respectively, of the virtual foundation;
Kenv is stiffness of the environmental structure; and fre f is reference velocity. In
this bond graph differential causality at the controller inertial element (I5) exists.
This is removed with the help of a pad. Other features of the impedance control
such as force error integrator, amnesia remover, velocity correction for amnesia
remover, and detailed environment modeling which will be discussed in the following
sections are shown in Fig. 10.26. In Fig. 10.26 K pad and Rpad are the pad stiffness
and resistance, respectively, and e44 is a force sensor to measure the interaction
force between the robot tip and the environment. Flow activated C elements on
bond number 30, 15, and 43 are tip displacement sensor, reference position sensor,
and space vehicle displacement sensor, respectively. Assuming that the environment
behaves like a linear spring, the SE element is replaced by a C element (C31). SE42
source is introduced to nullify the effort developed by the C31 element (representing
environmental stiffness) due to the unobstructed length covered by the tip.

The impedance establishes the dynamic relationship between end-effector veloc-
ity and the corresponding environmental reaction force. Since it is not possible to
fulfill both the constraints on the force and trajectory at the same time, impedance
can be used as a parameter to control either environmental reaction forces or the
velocity of the end effector at the interface. Equation 10.68 suggests that modulation
of γ about 1 can be used to change the impedance and make the controller behave in
the trajectory control mode when γ = 1, and in the force control mode when γ <1.
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Fig. 10.26 Bond graph model of one translational DOF space robot with virtual foundation in
controller domain added with pad, detailed environment, force error integrator, amnesia remover

10.7.3.1 Adaptive Gain Modulation

Kumar et al. [9], and Mohan Kumar [10] achieved modulation of virtual foundation
compensation gain γ through a heuristic expression involving actual and limiting
forces. For the gain modulation of the space robot, the heuristic expression used
by them is used here. The heuristic expression for gain modulation is given by
Eq. 10.69 as

γ (F, Flim,t) = 1−swi(F(t), Flim)[Kini + KG P (F(t)− Flim)+ KG I Y (t)] (10.69)

where F(t) is the actual contact force obtained from force sensor; Flim is the limiting
value of the force specified, Kini is a constant (a bias), KG P is a proportional gain
term, and KG I is an integral gain term. Equation 10.69 represents a proportional-
integral control. The swi defines the switch function in SYMBOLS software. It is
defined as



744 10 Modeling and Control of Space Robots

Fig. 10.27 Bond graph of
the foundation and controller
coupling

swi(a, b) = 1, for a ≥ b,
swi(a, b) = 0, for a < b,

where a and b are two variables.
Thus from Eq. 10.69 it can be deduced that when

• F(t) ≥ Flim, swi(F(t), Flim) = 1 so that γ �= 1, hence, impedance controller
works in force control mode.

• F(t) < Flim, swi(F(t), Flim) = 0 so γ = 1, hence, impedance controller works
in trajectory control mode.

The term Y (t) is given by

Y (t) = swi(F(t), Flim) e−τ t

t∫

ti

eτξ (F(ξ)− Flim)dξ (10.70)

Here, τ is a gain relaxation term and ti is the time when force control is initiated.
The expression Y (t) integrates the difference in the interaction force and the force
limit to smoothen any sharp change in the variation of impedance. Here, swi function
will ensure that force difference (F(ξ)− Flim) is integrated during interaction phase
only when the robot tip interacts with the environment.

From the part bond graph shown in Fig. 10.26, the integral expression Y (t)
(Eq. 10.70) can be obtained as the state or charge of the error integrating C25 element.
The input to the part bond graph is given by

SF24 = swi(e44, Flim) (e44 − Flim) (10.71)

Then, Y (t) can be written as Y (t) = Q25. In Fig. 10.26 the time constant τ =
(Kτ /Rτ ) can be adjusted for obtaining the desired time taken for the force to recover
to the previous value.

10.7.3.2 Effect of Impedance Modulation on Trajectory Control

The coupling between the foundation velocity f f (t) and the compensation velocity
feedback to controller fc(t) is shown in Fig. 10.27. From the bond graph constitutive
law for transformer, the following relation between f f (t) and fc(t) can be derived:

fc(t) = γ (t) f f (t) (10.72)
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Here, γ is the feedback compensation gain of the motion of the virtual foundation,
represented by a transformer element of modulus γ. In the differentiated form the
above relationship can be written as

ẏc = γ (t) · ẏ f (t) (10.73)

where yc is the displacement compensation for trajectory control, and y f is the
passive foundation displacement.

Writing Eq. 10.73 in Pfaffian form

γ (t)dy f − dyc + 0 · dt = 0 (10.74)

Considering the coefficients of Eq. 10.74 as a vector V ,

V = [
γ (t) −1 0

]T (10.75)

The constraint in Eq. 10.74 is considered holonomic iff,

V · ∇ × V = 0

∵ ∇ = i
∂

∂x
+ j

∂

∂y
+ k

∂

∂t

Hence

∇ × V =
∣∣∣∣∣∣

i j k
∂
∂x

∂
∂y

∂
∂t

γ (t) −1 0

∣∣∣∣∣∣
or

∇ × V = ∂γ

∂t
j (since

∂γ (t)

∂y
= 0 as, γ is not a function of y).

so

V · ∇ × V = (γ (t)i − j + 0k).( j
∂γ (t)

∂t
)

∴ V · ∇ × V = −∂γ (t)
∂t

(10.76)

From Eq. 10.76, it can be implied that the transformer coupling the foundation
velocity and the feedback compensation term is holonomic iff, γ̇ (t) = 0, or, γ (t) =
C . Here C is a constant. So it can be inferred that during the trajectory control phase
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γ = 1, or, γ̇ (t) = 0, so the constraint is holonomic, whereas during the force control
phase,

γ = γ (F(t)− Flim, t) (10.77)

i.e., γ is a function of force difference (F(t)− Flim) and time t .
For the task having cyclic nature, it is desired that when the force control phase

is over, the end effector comes back to the reference trajectory. γ = 1, condition
recovers the robustness and high driving point impedance state of the end effector,
resulting in accurate end-effector velocity. However, nonholonomicity forces a lag in
the manipulator position with respect to the reference trajectory. This loss of position
information during the phase when γ < 1, is called amnesia.

10.7.3.3 Amnesia and Its Recovery Control

Since the velocity and force of the robotic system are strongly interrelated at the
environment interaction port through the impedance of the manipulator, accurate
trajectory control cannot be achieved simultaneously during interaction. When the
end effector does not have interaction with the environment, the value of compen-
sation gain (γ ) is one, and the end effector follows the trajectory command. In this
condition, a high impedance state exists. During the interaction phase, when the force
reaches its bound value, the end-effector motion gets arrested, and yielding of the
foundation compensates for the command motion. In this condition the value of com-
pensation gain (γ ) is less than one. Due to incomplete compensation and yielding
of the foundation, impedance is reduced to a lower value. So, when the interaction
phase is over, it leads to a difference between the reference trajectory position and
the actual manipulator position. This difference is defined as amnesia [8, 12]. When
the interaction phase is over, the compensation gain γ is switched to 1 by the logic
in Eq. 10.69 restoring the high impedance state of the system so that the end effector
continues to follow the reference trajectory with a lag in the position (i.e., amnesia)
of the end effector with respect to reference trajectory. This amnesia needs to be
removed. The amnesia is removed as follows:

1. Error recording phase: The controller records the loss in positional information
of the trajectory during accommodation of the interaction force. This information
is recorded through the time integral of positional error.

2. Error correction phase: The error information above is supplied to the trajectory
controller by augmenting it to reference velocity during the non-interaction phase.

Mathematically, the error recording is done by a function like,

Ya(t) = e−τet

t∫

ts

eτeξ (Yre f − Yξ )dξ (10.78)
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where Yre f is reference position and Yı̂ is the actual position, τe is time constant,
and ts is the time when interaction begins. Equation 10.78 can be obtained in similar
lines as we obtained Y (t) for the force error integration in Eq. 10.70. The expression
Ya(t) integrates the positional error for gradual removal of amnesia. The augmented
trajectory command to reference input velocity is given by

SFc = GeYa(t) (10.79)

Here, Ge is gain proportional to residual position error = (Yre f −Yı̂ ). The gain factor
Ge and the relaxation terms τe control the recovery of amnesia.

Amnesia removal can be represented by part bond graph as shown in Fig. 10.26.
The part bond graph consists of a flow source SF27, a C element C28, and R element
R29 as shown in Fig. 10.26. The C28 element in the bond graph is the integrator and the
R29 element provides the first order relaxation dynamics. The input flow source SF27
is computed as the difference of reference and actual position (Yre f − Yξ ), during
the interaction phase as follows. In the bond graph shown in Fig. 10.26, Yre f = Q15
and Yı̂ = Q30, so,

Yre f − Yξ = Q15 − Q30

Thus,
SF27 = swi(e44, Flim)(Q15 − Q30).

The swi(e44, Flim) ensures that the positional error (Q15 − Q30 ) is integrated by
C28 element during interaction phase, i.e., when e44 ≥ Flim. Now, Ya(t) will be the
same as Q28, where Q28 is the state of the C28 element. Thus using Eq. 10.79 the
velocity correction input to reference velocity is given by

SFc = swi(Flim, e44)Ge Q28 (10.80)

In the bond graph of Fig. 10.26 SFc is represented by SF33. In Eq. 10.80 swi
function will ensure that SFc is supplied when end effector is not in interacting
phase, i.e., when e44 < Flim.

For jobs that are cyclic in nature the value of force error integrator (Q25) and the
amnesia recorder (Q28) are to be made zero by the end of the cycle, so that they are
not carried into the next cycle. For force error integrator this is achieved by reducing
the value of R26 to a very small value (Rτ low) as soon as the interaction phase is over,
whereas R29 is reduced to a very small value (Relow) as soon as the desired accuracy
in trajectory is achieved.

Thus impedance controller provides the impedance modulation requirement of
force control during any interaction. The robust trajectory controller and the amnesia
recovery mechanism meet the trajectory requirements of the task to be performed by
the robotic system.
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Table 10.4 Parameter values used in simulation of one translational DOF impedance controller

Parameter Value

Mass of robot m p = 1.0 kg
Pad rpad = 2 N/(m/s), kpad = 1, 000 N/m
Controller Mc = 10.0 kg, Rc = 5.0 N/(m/s), Kc = 500.0 N/m
Environment stiffness Kenv = 40000.0 N/m
Interaction force limit Flim = 600.0 N
Gain modulation Kini = 0.00, KG P = 0.5, KG I = 0.1
Virtual foundation M f = 1.0 kg, R f = 200.0 N/(m/s), K f = 10.00 N/m
Mass of space vehicle base MV = 10.0 kg
Location of virtual wall yw = 0.3 m
Force error integration bond graph Kτ = 100 N/m, Rτ = 80 N/(m/s), Rτ low= 0.0001 Ns/m
Feed-forward gains μH = 300, βH = 300 S
Amnesia removal bond graph Ke = 10 N/m, Re = 6.00 N/(m/s), Relow = 0.0001 Ns/m
Gain used for correcting reference tra-
jectory to remove amnesia

Ge = 600

10.7.3.4 Simulation Results

Let us consider that the robot tip follows a half-rectified sine trajectory of amplitude
2A, i.e.,

y = 2A sin
(π

2
t
)

swi
(

sin
(π

2
t
)
, 0

)
(10.81)

Then the reference velocity command for the tip is given by

ẏ = SF14 = 2A
(π

2

)
cos

(π
2

t
)

swi
(

sin
(π

2
t
)
, 0

)
(10.82)

At the start of simulation the tip trajectory is initialized to reference trajectory
(i.e., Q15 = Q30). Let a virtual wall be specified at a distance yw from the initial tip
position. In the bond graph shown in Fig. 10.26, SE42 element is used to negate the
effort which C31 element (representing environment stiffness) gives, due to travel of
unobstructed length by the end effector. Thus, SE42 = swi(Q30, yw)(Ken yw). The
parameters used for simulation are shown in Table 10.4.

Figure 10.28a shows the plot for the reference and actual trajectory. From
Fig. 10.28a it is observed that the end effector penetrates the environment, located
at a distance of 0.3 m from the initial end-effector position, since limit force is not
reached. Once limit force is reached the motion of end effector gets arrested. When
the reference trajectory command starts receding the actual tip also starts retreating
till it reaches the virtual wall position. Thus a small dip is seen in the actual tip
trajectory. The tip starts following the reference command, once the reference com-
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Fig. 10.28 a Plot of tip trajectory versus time. b Plot of contact force versus time. c Plot of
compensation gain versus time. d Plot of virtual foundation displacement versus time

mand reaches the virtual wall position (i.e., yw = 0.3 m). Figure 10.28b shows the
plot of contact force between tip and environment versus time. The force calculated
by the multiplication of environment stiffness and the penetration of the tip into the
environment differs slightly from the simulated value due to the overwhelmer dynam-
ics involved in the simulation results. If the feed-forward gain is made very high then
this difference will get minimized. For the first cycle, the reference command starts
retreating at 1 s. The moment reference command retreat begins the contact force
also starts decreasing, thus we observe the half-width force. Moreover, when the tip
disengages from the virtual wall (i.e., yw = 0.3 m) the contact force becomes zero.
Figure 10.28c shows the compensation gain (γ ) versus time. From Fig. 10.28c it is
observed that the compensation gain varies continuously to keep the contact force
under limit, whenever the contact force exceeds the force limit. Figure 10.28d shows
the displacement of the virtual foundation in the controller domain versus time. Note
that the base also moves away a little from its initial position due to the interaction
force being transmitted to the base of space robot which is free to translate.
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Fig. 10.29 Schematic dia-
gram of two DOF space robot
on virtual torsional foundation

10.7.4 Force Control of a Two DOF Planar Space Robot

In the case of multi DOF robots, any constraint in the motion of manipulator will
generate forces on the end effector. End-effector motion can be decomposed in a
local constraint frame along the normal and tangent to the constraint. In the nor-
mal direction, force needs to be controlled, while along the tangent direction robust
position control is required. The causality of the interaction between the manipula-
tor and the environment does not allow simultaneous control of motion and force
in the same direction. The constrained motion direction and unconstrained motion
directions would have different requirements of low and high impedance respec-
tively. This section presents the force control by the impedance control of a two
DOF space robot. Now let us consider the two DOF space robot system discussed
in Sect. 10.5.1. The interaction of the manipulator with the environment is shown in
Fig. 10.29. Figure 10.30 shows the bond graph model of space robot interacting with
the environment.

The environment is assumed to be modeled by a spring and damper in parallel, and
represented by C88 and R90, respectively, in Fig. 10.30. The environment damping
in the X direction is represented by the R83 element. Flow-activated C elements are
used as flow detectors and soft pads are used to remove differential causalities. In
Fig. 10.30 some bonds are not numbered to retain clarity in the bond graph.
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Fig. 10.30 Bond graph model of a two DOF planar space robot
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Fig. 10.31 Bond graph model of a two DOF planar space robot controller

10.7.4.1 Controller Design

The bond graph model of a two DOF planar space robot controller is shown in
Fig. 10.31. It comprises two main parts. The first part involves the calculation of
Jacobian, and the second part is the modeling of the virtual foundation. Both models
are represented in the inertial frame. The virtual foundation is modeled similar to
that in the one translational DOF space robot, discussed in Sect. 10.7.3.

10.7.4.2 Evaluation of Jacobian

Let us assume that the controller works in the inertial frame and it is provided with
reference velocity command in inertial frame. Velocities from joint space are mapped
into inertial space using the Jacobian of the forward kinematics. The difference in the
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reference and inertial velocity is computed and fed to the controller, which in turn
provides the joint torques. The Jacobian of the forward kinematics can be calculated
in bond graph as

⎡
⎣Tip velocity of

robot with respect
to absolute frame

⎤
⎦ =

⎡
⎣Velocity of robot

base with respect
to absolute frame

⎤
⎦ +

⎡
⎣Velocity of robot tip

with respect to robot
base due to joint motion

⎤
⎦

+
⎡
⎣Linear velocity of robot

tip due to angular
motion of robot base

⎤
⎦ (10.83)

All the above-mentioned velocities are expressed in absolute frame. In equation
form, this relation can be written as

A(AV3) = A(AV0)+ A
0 R 0(0V3)+ A

V R(− V
0 R 0(0 P3)× V (AωV )) (10.84)

In the planar case discussed here this relation can be worked out directly from
Eq. 10.36 as follows:

[
Ẋti p
Ẏti p

]
=

[
ẊC M
ẎC M

]

+
[−r φ̇ sin φ − l1(φ̇ + θ̇1) sin(φ + θ1)− l2(φ̇ + θ̇1 + θ̇2) sin(φ + θ1 + θ2)

r φ̇ cosφ + l1(φ̇ + θ̇1) cos(φ + θ1)+ l2(φ̇ + θ̇1 + θ̇2) cos(φ + θ1 + θ2)

]

[
Ẋti p

Ẏti p

]
=

[
ẊC M − r φ̇ sin φ
ẎC M + r φ̇ cosφ

]

+
[−l1 sin(φ + θ1)− l2 sin(φ + θ1 + θ2) −l2 sin(φ + θ1 + θ2)

l1 cos(φ + θ1)+ l2 cos(φ + θ1 + θ2) l2 cos(φ + θ1 + θ2)

]{
θ̇1

θ̇2

}

+
[−l1 sin(φ + θ1)− l2 sin(φ + θ1 + θ2)

l1 cos(φ + θ1)+ l2 cos(φ + θ1 + θ2)

] {
φ̇
}

(10.85)

From Eq. 10.85 the terms for Eq. 10.84 can be easily identified as

A(AV0) =
[

ẊC M − r φ̇ sin φ
ẎC M + r φ̇ cosφ

]
(10.86)

A
0 R 0(0V3) =

[−l1 sin(φ + θ1)− l2 sin(φ + θ1 + θ2) −l2 sin(φ + θ1 + θ2)

l1 cos(φ + θ1)+ l2 cos(φ + θ1 + θ2) l2 cos(φ + θ1 + θ2)

]{
θ̇1

θ̇2

}

(10.87)
A
V R (− V

0 R 0(0 P3)× V (AωV )) =
[−l1 sin(φ + θ1)− l2 sin(φ + θ1 + θ2)

l1 cos(φ + θ1)+ l2 cos(φ + θ1 + θ2)

] {
φ̇
}

(10.88)
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• The first term in Eq. 10.84 (i.e., Eq. 10.86) can be obtained from 1ẋ0 and 1ẏ0

junction of the bond graph in Fig. 10.30.
• The second term in Eq. 10.84 is calculated by defining the transformers from

1θ̇1and 1θ̇2 junctions with modulus obtained in Eq. 10.87 and shown in Fig. 10.31 as

T F6-10 = −l1 sin(φ + θ1)− l2 sin(φ + θ1 + θ2) (10.89)

T F7-11 = l1 cos(φ + θ1)+ l2 cos(φ + θ1 + θ2) (10.90)

T F4-8 = −l2 sin(φ + θ1 + θ2) (10.91)

T F5-9 = l2 cos(φ + θ1 + θ2) (10.92)

• The third term in Eq. 10.84, is calculated by defining the transformers from 1φ̇
junction with modulus obtained from Eq. 10.88 as

T F12-14 = −l1 sin(φ + θ1)− l2 sin(φ + θ1 + θ2) (10.93)

T F13-15 = l1 cos(φ + θ1)+ l2 cos(φ + θ1 + θ2) (10.94)

10.7.4.3 Modeling of the Virtual Foundation

In order to modulate the impedance at the robot tip and environment interaction
point, a virtual foundation is assumed. The foundation has a rotational compliance
K f , damping R f , and rotational inertia I f . Drawing analogy from the space vehicle,
the virtual foundation velocity in X and Y direction is also considered. It is determined
by translational inertia M f of virtual foundation. The tip velocity of the robot Ẋti p f ,
and Ẏti p f due to motion of the virtual foundation can be found similar to Eq. 10.36 as

Ẋti p f = Ẋ f − [r sin φ f + l1 sin(φ f + θ1)+ l2 sin(φ f + θ1 + θ2)]φ̇ f

− [l1 sin(φ f + θ1)+ l2 sin(φ f + θ1 + θ2)]θ̇1 (10.95)

− [l2 sin(φ f + θ1 + θ2)]θ̇2 (10.96)

Ẏti p f = Ẏ f + [r cosφ f + l1 cos(φ f + θ1)+ l2 cos(φ f + θ1 + θ2)]φ̇ f

+ [l1 cos(φ f + θ1)+ l2 cos(φ f + θ1 + θ2)]θ̇1 (10.97)

+ [l2 cos(φ f + θ1 + θ2)]θ̇2 (10.98)

Here, φ f is the rotation of the virtual foundation. If it is assumed that the controller
overwhelms the robot dynamics, then neglecting the coefficients of θ̇1 and θ̇2 in
Eqs. 10.95 and 10.97 we get

Ẋti p f = Ẋ f − [r sin φ f + l1 sin(φ f + θ1)+ l2 sin(φ f + θ1 + θ2)]φ̇ f (10.99)

Ẏti p f = Ẏ f + [r cosφ f + l1 cos(φ f + θ1)+ l2 cos(φ f + θ1 + θ2)]φ̇ f (10.100)
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Using Eqs. 10.99 and 10.100, the transformer moduli T F43−76, and T F44−80
(as shown in Fig. 10.31) can be written as

T F43-76 = −[r sin φ f + l1 sin(φ f + θ1)+ l2 sin(φ f + θ1 + θ2)] (10.101)

T F44-80 = [r cosφ f + l1 cos(φ f + θ1)+ l2 cos(φ f + θ1 + θ2)]. (10.102)

In order to modulate the impedance at the interaction point of the robot tip and
the environment, the linear and rotational velocity of the virtual foundation is fed to
the controller. To find this velocity in X and Y direction, the following transformer
moduli are defined.

T F45-49 = T F43-76, (10.103)

T F42-67 = T F44-80, (10.104)

T F48-33 = γX , (10.105)

T F66-62 = γY . (10.106)

The bonds having transformer with modulus γX and γY represent foundation
compensation gain in X and Y directions respectively. These bonds are flow activated
as they carry the velocity signal. The other parts of computational domain such as
linear controller, and junction structure are the same as defined for translational DOF
space robot.

10.7.4.4 Simulation Results

Let us assume that the reference displacement command for the robot tip is a circle
of radius R. Then the tip coordinates will be given as

Xref (t) = −R cos(ωt)+ X0 (10.107)

Yre f (t) = R sin(ωt)+ Y0 (10.108)

Here, (X0,Y0) is the center of the circular reference circle. The corresponding
reference velocity command is given by

fre f x = R ω sin(ωt) (10.109)

fre f y = R ω cos(ωt) (10.110)

Let a space structure be located parallel to the absolute X axis as shown in
Fig. 10.29. So, when the tip follows the reference trajectory its motion will be con-
strained in absolute Y direction. The location of the space structure (Yw) with respect
to inertial frame is specified as

Yw = Ytip + y f ti p (10.111)
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where Ytip is the location of tip initially with respect to absolute frame and y f ti p is the
location of space structure from the initial tip position. Thus, Y direction will be the
direction of force control. In the bond graph model using a swi function a condition
is specified that, the environment acts only when tip crosses the space structure, i.e.,

Ken = swi(Q84,Yw) (Kenv)

where Q84 is the position of the tip in the Y direction. As there is no obstruction to
the movement of the tip in X direction γX = 1.0 is considered. The friction in X
and Y directions may or may not be present.

The heuristic expression for gain modulation for impedance control in the Y
direction is given by

γy(F, Flim,t) = 1 − swi(F(t), Flim)[Kini + KG P (F(t)− Flim)+ KG I ∗ Y (t)]
(10.112)

where F(t) is the actual contact force obtained from force sensor, Flim is the limiting
value of the force specified, Kini is constant, KG P is a proportional gain term, KG I

is an integral gain term, and Y (t) is given by

Y (t) = swi(F(t), Flim)e
−τ t

t∫

ti

eτξ (F(ξ)− Flim)dξ (10.113)

Here, τ is a gain relaxation term and ti is the time when force control is initiated.
The expression Y (t) integrates the difference in the interaction force and the force
limit to smoothen any sharp change in the variation of impedance. The time constant
τ can be adjusted for obtaining the desired force recovery time.

From the part bond graph shown in Fig. 10.30, the integral expression Y (t)
(Eq. 10.113) can be obtained as the state or charge of the error integrating C95 ele-
ment. The input to the part bond graph is given by

SF94 = swi(e85, Flim)(e85 − Flim) (10.114)

Then Y (t) can be identified as the

Y (t) = swi(e85, Flim)Q95 (10.115)

Here, e85 is the force of interaction between the robot tip and the environment as
measured by the force sensor.

As discussed for one translational DOF space robot, the amnesia is removed in a
two-stage process consisting of error recording and error correction phase. Amnesia
removal can be represented by part a bond graph as shown in Fig. 10.30. The input
flow source SF91 is computed as the difference of the position (Yre f − Yξ ). In the
bond graph, Yre f = Q102, and Yξ = Q84. Thus SF91 is given by
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SF91 = swi(e85, Flim)(Q102 − Q84) (10.116)

The C92 element in the bond graph is the integrator and the R93 element provides
the first order relaxation dynamics. The swi (e85, Flim ) ensures that the positional
error (Q102 − Q84) is integrated by C92 element for the period only when e85 ≥ Flim,
i.e., during the interaction phase. The velocity correction input is given by

SF97 = SFc = swi(Flim, e85) Ge Q92 (10.117)

where Q92 = Ya(t). Here Ya(t) is defined in the same way as in Eq. 10.78 for one
translational DOF space robot. The switch function (swi) will ensure that SFc will be
generated only when e85 < Flim, i.e., the end effector is in non-interacting phase. Q92
is the state of the C92 element, which provides the integrated value of the positional
error. Thus the end-effector/environment contact force F(t) becomes

F(t) = [ 0 Fy 0 ]T

with Fy given as

Fy =
{

0, if Y ≤ Yw (No contact)
Ken(Y − Yw), if Y > Yw (Contact)

The initial robot configuration is specified as (θ1, θ2) = (
π
2 ,

π
3

)
rad. Let us assume

that the frames {A} and {V } are coincident. The initial tip location with respect to
the absolute frame is obtained from Eq.10.34 as

[ Xtip0 Ytip0]T = [−0.1598 0.55]T

The center of the circular trajectory can be calculated by substituting t = 0 in
Eqs. 10.107 and 10.108 as

[ X0 Y0]T = [ 0.0424 0.55]T

The parameters used for simulation are given in Table 10.5.
Figure 10.32a shows the plot of the reference tip X displacement versus reference

tip Y displacement, and actual tip X displacement versus actual tip Y displacement.
It is seen from this figure that the end effector closely tracks the reference trajectory
in the X and Y directions until contact with environment is made. At contact the
robot smoothly ceases to track the Y component of the reference trajectory. It can
be seen that the transient forces incurred during the transition from unconstrained to
constrained motion are within the set bounds.

Figure 10.32b shows the graph for the plot of reference and actual Y tip displace-
ment versus time. From Fig. 10.32b it is seen that the end effector initially penetrates
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Fig. 10.32 a Plot of reference and actual tip Y displacement versus reference X displacement. b
Plot of reference and actual tip Y displacement versus time. c Plot of contact force versus time. d
Plot of compensation gain versus time. e Plot of CM of base. f Plot of Base rotation versus time
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Table 10.5 Parameters used in space robot modeling

Parameter Value

Link mass m1 = 15.6828 kg; m2 = 11.7621 kg
Link length l1 = 0.4 m; l2 = 0.3 m
Link Inertia I1 = 0.2153 kg m2; I2 = 0.0929 kg m2

Location of robot base from vehicle CM r = 0.1 m
Reference circle radius R = 0.2 m
Input reference velocity angular velocity ω = 10 rad/s
Controller Ic = 1 kg; Kc = 1e5 N/m; Rc = 1e3 N/(m/s)
Environment stiffness Kenv = 4000.0 N/m
Interaction force limit Flim = 40 N
Gain modulation Kini = 0.9; KG P = 0.6; KG I = 0.4
Virtual foundation I f = 40 kg m2; R f = 1.0e2 Nm/(rad/s);

K f = 1.0e3 Nm/rad; M f = 200 kg
Space vehicle base MV = 200.0 kg; IV = 40.0 kg m2

Location of space structure (virtual
barrier) from robot tip

y f tip = 0.1 m

Force error integration bond graph Kτ = 100 N/m; Rτ = 80 N/(m/s);
Feed-forward gains μH = 10; βH = 10
Amnesia removal part bond graph Ke = 100.0 N/m; Re = 60.0 N/(m/s)
Gain used for correcting reference Ge = 600.0
trajectory to remove amnesia
Motor inertias Im = 0.001 kg m2

Joint resistances R j = 0.1 Nm/(rad/s)

the space structure, located at a distance of 0.1 m from initial end-effector position,
since limit force is not reached. Once limit force is reached the motion of end effector
gets arrested and when the reference trajectory command starts receding the actual
tip also starts retreating till it reaches the space structure position. Thus a small dip
is seen in the actual tip trajectory as seen in the case of one translational DOF space
robot discussed in Sect. 10.7.3.4.

Figure 10.32c shows the plot for force by the environment versus time. In this
figure, it is seen that at the point where reference trajectory meets the constraint
surface (environment), the robot undergoes an abrupt transition from unconstrained
to constrained motion. Also, initially the force developed exceeds the force limit by
a small amount, due to the inertia of the system. This is also due to the fact that, in
the second cycle the velocity with which the end effector approaches the constraint
surface is reduced. This effect is not seen in the second cycle. From Fig. 10.32b, c it
is seen that when the reference trajectory in Y direction starts retreating, the contact
force also begins to fall. When the tip disengages from the space structure at 0.1 m
from initial tip position, the contact force becomes zero.

Figure 10.32d shows the plot for compensation gain in Y direction (γY ) versus
time. Figure 10.32e shows the plot for C M of base. Figure 10.32f shows the plot for
base rotation versus time. From Fig. 10.32e, f it is seen that, due to the motion of
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Fig. 10.33 a Animation of space robot for first cycle. b Animation of space robot for second cycle

Fig. 10.34 Schematic dia-
gram of two DOF space robot
on virtual torsional foundation

base after some time, the space structure will not remain in the workspace of robot.
Figure 10.33a, b shows the animation frames of the space robot. Figure 10.33a shows
the animation for the first cycle, whereas Fig. 10.33b shows the animation for the
second cycle.
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10.7.5 Torque Control of a Two DOF Planar Space Robot

Let us consider a two DOF planar space robot interacting with the environment
which may be a space structure as shown in Fig. 10.34. Let the end effector have only
torque interaction with the environment, then torque controller is needed to limit the
interaction torques between robot tip and environment. The following section first
discusses the modeling of two DOF planar space robot followed by controller design.

10.7.5.1 Physical and Bond Graph Model of Space Robot

Let the space robot have single manipulator with revolute joints and in open kinematic
chain configuration. In Fig. 10.34 {A} represents the absolute frame, {V } represents
the vehicle frame, {0} frame is located at the base of the robot, {1}, {2} are the
frames located at first and second joints respectively. The frame {3} locates the tip
of the robot. Let l1 be the length of the first link, l2 be the length of the second link,
and r be the distance between the robot base and C M of the vehicle. Let φ represent
the rotation of vehicle frame with respect to an absolute frame, and θ1, and θ2 be the
joint angles. Let XC M and YC M be the coordinates of the C M of the vehicle with
respect to the absolute frame. The kinematic relations for the tip velocity of robot in
X and Y directions can be written as

[
Ẋti p

Ẏti p

]
=

[
ẊC M

ẎC M

]
+

⎡
⎢⎢⎣

−r φ̇ sin φ − l1(φ̇ + θ̇1) sin(φ + θ1)−
l2(φ̇ + θ̇1 + θ̇2) sin(φ + θ1 + θ2)

r φ̇ cosφ + l1(φ̇ + θ̇1) cos(φ + θ1)+
l2(φ̇ + θ̇1 + θ̇2) cos(φ + θ1 + θ2)

⎤
⎥⎥⎦ (10.118)

Using Eq. 10.118 the different transformer moduli for the bond graph modeling of
space robot can be derived. To illustrate the efficacy of virtual foundation to control
the torque let the torque interaction between space robot tip and environment be
assumed as that of drilling a hole on space structure by a drilling device held by
the end effector. The tip angular velocity with respect to absolute frame X axis is
given as

θ̇ti p = φ̇ + θ̇1 + θ̇2 + θ̇m (10.119)

where θ̇m is the speed of the drilling motor. Equations 10.118 and 10.119 are used
to draw the bond graph model of space robot as shown in Fig. 10.35. The resistance
offered by the space structure against the drilling tool is modeled by a torsional spring
of stiffness KenvT and a rotational damper representing the frictional resistance during
drilling operation by RenvT connected in series as shown in Fig. 10.34. Further, to
study the efficacy of the torque controller, it is assumed that an obstruction (i.e.,
inclusion) is encountered by the drill bit in the process of drilling after a rotation of
angle θobs , from the initial tip orientation. This inclusion is modeled by a spring of
stiffness Kobs . It is also assumed that the drilling point is fixed in the space structure
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Fig. 10.35 Bond graph modeling of a two DOF planer space robot with controller for torque control

and the end effector does not have translatory motion in XY plane. This constraint
for X and Y directions is modeled by a spring of stiffness KenvL and a damper of
resistance RenvL in parallel. The drill is modeled as a link of zero radius but definite
mass (Mdrill ) and definite inertia (Idrill ), i.e., a mass is attached at the tip of the
second link. The inertia elements I1 and I2 represent the rotational inertia of the
motor and link. 1ẋ1 and 1ẏ1 junctions represent the first link tip velocities, whereas
1ẋ2 and 1ẏ2 junctions represent the second link tip velocities.
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10.7.5.2 Controller Design

Equation 10.119 gives the tip velocity of the drill with respect to absolute frame. The
information of θ̇ti p is given to the torque controller. It is to be noted that in order to
compensate for the base rotation only flow information of base is given to controller.
Bond graph model of controller with space robot is shown in Fig. 10.35. The con-
troller consists of a virtual foundation and a rotational overwhelmer along with an
effort amplifier and velocity feedback. The virtual foundation has rotational inertia
(I f ), torsional compliance (K f ), and rotational damping resistance (R f ), whereas
rotational overwhelmer has rotational overwhelming inertia (Ic), a torsional spring of
compliance (Kc), and a rotational damper of damping resistance (Rc). The founda-
tion compensation gain (γ ) from the virtual foundation to the rotational overwhelmer
modulates the impedance at the robot tip and the environment interaction point. Since
torque interaction at tip is considered in the modeling of the virtual foundation only
rotational inertia of the virtual foundation is considered. The foundation rotation is
assumed to be about the Z direction.

Due to interaction of the robot tip with the environment, an interaction torque
is generated at the robot tip and the environment interaction port. This torque gets
transmitted to the base of the space vehicle, and its attitude gets disturbed. For the
space vehicle, the attitude disturbance permitted is of the order of ±0.5◦ [15]. This
is required to maintain the communication links and orientation of the solar panels.
In order to restore the attitude of space vehicle, a simple reaction wheel is used, as
shown in Fig. 10.34. Bond graph representation of the reaction wheel along with the
driving motor is shown in Fig. 10.35. In this figure Irw represents the reaction wheel
inertia and Vi represents the voltage supplied to reaction wheel motor. A control law
is devised for the attitude control of space vehicle. Let us assume that the torque
applied by reaction wheel on space vehicle is

N = K p(φd − φ)+ Kv(φ̇d − φ̇) (10.120)

where K p and Kv are the proportional and derivative gains, φd is the desired orienta-
tion of space vehicle, and φ is the current orientation of the space vehicle. Then the
voltage supplied to the driving motor in order to generate the torque can be written
as

Vi = −(Rrw/μrw)[K p(φd − φ)− Kvφ̇ + Ki

∫
(φd − φ)dt]

+ ( frw − fV )(Rrw Rb/μrw + μrw) (10.121)

Here, frw is the angular velocity of reaction wheel and fV is the angular velocity
of vehicle, Rrw is reaction wheel motor resistance, μrw is torque constant for motor,
and Rb is bearing resistance.
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10.7.5.3 Simulation and Results

Let the reference angular trajectory of drill be assumed to be a polynomial of third
degree given by Eq. 10.122 as

θ(t) = θ0 + 3(θ f − θ0)(t/t f )
2 − 2(θ f − θ0)(t/t f )

3 (10.122)

In deriving Eq. 10.122 it is assumed that (i) θ(0) = θ0 and θ(t f ) = θ f and (ii)
θ̇ (0) = 0 and θ̇ (t f ) = 0. Hence, the reference angular velocity command for the
drill will be given as

θ̇ (t) = 6(θ f − θ0) t (1 − t/t f )/t2
f (10.123)

Let a virtual space structure be located parallel to the XY plane. Then the tip
angular motion (drill motion) will be constrained against rotation about the absolute
Z direction. It is to be mentioned that the axial force, due to axial motion of the
drill is not considered as it will not be contributing towards torque in the XY plane.
Let the heuristic expression for compensation gain modulation for torque control be
given as

γ (N , Nlim,t) = 1 − swi(N (t), Nlim)[Kini + KG P (N (t)− Nlim)+ KG I YN (t)]
(10.124)

where N (t) is the actual contact torque obtained from torque detector; Nlim is the
limiting value of the torque specified. Also, in Eq. 10.124, Kini is a constant, KG P is a
proportional gain term, and KG I is an integral gain term. Equation 10.124 represents
a proportional integral control. The swi defines the switch function. It implies that
when, N (t) ≥ Nlim, swi(N (t), Nlim) = 1, so γ < 1 hence, impedance controller
works in torque control mode and when N (t) < Nlim, swi(N (t), Nlim) = 0, so
γ = 1 hence, impedance controller works in trajectory control mode.

The term YN (t) is given by

YN (t) = swi(N (t), Nlim) e−τ t

t∫

ti

eτξ (N (ξ)− Nlim)dξ (10.125)

where τ is a gain relaxation term and ti is the time when torque control is initiated.
The expression YN (t) integrates the difference in the interaction torque and the torque
limit to smoothen any sharp change in variation of impedance. Here, swi function
will ensure that torque difference (N (ξ)−Nlim) is integrated during interaction phase
only when robot tip interacts with the environment.

The end-effector/environment contact torque N (t) can be represented as

N (t) = [ 0 0 NZ ]T (10.126)
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Table 10.6 Parameters used in space robot modeling and torque control

Parameter Value

Controller Ic = 5 kg; Kc = 1000 N/m; Rc = 100 N/(m/s)
Environment stiffness KenvT = 1000.0 Nm/rad; KenvL = 40,000 N/m
Environment resistance RenvT = 100 Nm/(rad/s); RenvL = 0.1 Ns/m
Drilling machine parameters Mdrill = 0.5 kg, Idrill = 0.001 kg m2

Location of inclusion from initial
drill tip position

θobs = 0.05 rad

Stiffness of inclusion Kobs = 3,000 Nm/rad
Interaction torque limit Nlim = 2 Nm
Gain modulation Kini = 0.5; KG P = 20; KG I = 20
Virtual foundation parameters I f = 2; R f = 0.5; K f = 0.5
Space vehicle base MV = 200.0 kg; IV = 40.0 kg m2

Feed-forward gains μH = 10; βH = 10
Joint resistances R j = 0.1 Nm/(rad/s)
Reference trajectory final position θ f = 5 rad
Time duration for reference velocity

command
T f = 6 s

Attitude controller parameters
Control law gains for reaction wheel

motor
K p = 400.0, Kv = 100.0, Ki = 35

Reaction wheel motor resistance Rrw = 0.2 Ohm
Reaction wheel inertia Irw = 0.5 kg m2

Torque constant of reaction wheel
motor

μrw = 0.9 Nm/A

Reaction wheel bearing resistance Rb = 0.02 Nm/(rad/s)

where, NZ is given by

NZ =
{

0, i f θ ≤ θw (No contact)
KenvT θ − θw, i f θ > θw (Contact)

(10.127)

The initial robot configuration is defined by (θ1, θ2) = (π/2, π/3) rad. The frame
{A} and {V } are assumed to be coincident. Thus, the initial tip location with respect
to the absolute frame will be given as θti p = (5/6)π rad. The parameters used in
simulation are shown in Table 10.6.

For the selected simulation parameters the average power required for first joint,
second joint, and drilling motor is approximately 10 W, whereas for reaction wheel
motor power required is 0.01 W. Figure 10.36a shows the variation of the tip rotation
with time [19]. Figure 10.36b shows the variation of reference angular velocity com-
mand with time. Figure 10.36c shows the variation of reaction torque from the envi-
ronment with time.

From the plot of Fig. 10.36c, it is seen that, torque controller is able to limit the
interaction torque to 2 Nm. Due to environment interaction at the tip, the attitude of
the space vehicle deviates from the initial orientation. When this deviation becomes
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Fig. 10.36 a Variation of tip rotation with time. b Variation of reference tip rotation with time.
c Variation of interaction torque with time. d Variation of space vehicle rotation with time. e Variation
of torque supplied by reaction wheel to space vehicle with time. f Animation for two DOF space
robot for torque control operation without attitude control and with attitude control

more than 0.009 rad (approximately 0.5◦) the reference angular velocity command is
switched off, and the attitude controller is switched on in order to bring back the vehi-
cle attitude to the initial position, i.e., at φ = 0 rad. Figure 10.36d shows the variation
of vehicle rotation with time. From this figure it is seen that the attitude controller
brings back the vehicle attitude to the initial position. During this maneuver, the ref-
erence command is switched off to avoid complications arising out of simultaneous
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working of torque and attitude controller. From Fig. 10.36d it is seen that the vehicle
continues to deviate by a small amount even after the reaction wheel is switched on
at point A, A′, A′′ in plot, or switched off at point B, B ′ in the plot. This deviation
can be reduced if the gains used in reaction wheel control law are increased. But
again, these gains cannot be increased by any amount as it will cause the saturation
of the reaction wheels. It is seen from Fig. 10.36d that vehicle overshoots the desired
orientation by a small angle and the tip starts interacting with the environment as
soon as vehicle reaches to φ = 0 orientation. Figure 10.36e shows the variation of
reaction wheel torque with time. In simulation it is assumed that the reaction wheel
saturates at a torque of 5 Nm. Figure 10.36f shows the animation frames for torque
control operation when reaction wheel motor is switched off completely and in the
case when reaction wheel motor is switched on and off as per the condition specified
in simulation. It is clear from these figures that without attitude control, torque control
operation cannot be carried for long durations.

10.8 Conclusions

In this chapter, we have discussed the model-based control of space robots. In particu-
lar, we have shown that hybrid force/position control law for the robot can be derived
from conceptualization of an added physical system (foundation) and then effectively
transferring the dynamics of the added system into an equivalent numerical model in
the numerical controller domain. The error or drift accumulated during the interaction
period is recovered during the non-interaction period through an amnesia removal
compensational loop.

The principles developed in this chapter are applicable to other robots. The under-
water robot is of particular interest because in addition to it being a nonholonomic
system, it experiences a variety of external forces due to buoyancy, gravity, and
fluid drag. Moreover, the acceleration of the fluid around the robot body introduces
added mass in the dynamic model. Readers may refer to [1] for a bond graph model
and genetic algorithm-based control of a three DOF underwater robot. One can also
see [21] for a complete bond graph model and trajectory control of an autonomous
underwater vehicle (AUV) manipulator system.
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Chapter 11
Intelligent Transportation Systems

11.1 Introduction

Intelligent Transport Systems (ITS) associate information and communication tech-
nologies (ICT ) to vehicles and their infrastructures in order to improve the safety,
reliability, efficiency, and quality of the transport operation. The new technologies
used for collecting the information from vehicle and its surrounding environment
allow performing communications between vehicles (Vehicle-to-Vehicle, V2V ), and
between vehicles and static locations (Vehicle-to-Infrastructure, V2I). However, ITS
are not restricted to road transport; they also include the ICT for rail, water, and air
transport, including navigation systems.

Modern automotive systems are the pioneer systems where the ITS concept is
introduced. Actually, many big projects related to automotive ITS are under devel-
opment everywhere in the world; some of them concern:

• Use of Short-Range communications, which provide communications between the
vehicle and the infrastructure in specific locations.

• Use of Wireless communication systems in the Intelligent Transport Systems and
Road Transport and Traffic Telematics to provide a system of systems network
connectivity.

• Use of facial recognition technology for changing the radio station in the car
through continuous tracking of the driver’s eye. This solution eliminates the need
to take your hands off the wheel.

• Use of Continuous Air interface for Long and Medium range (CALM) to pro-
vide continuous communications between a vehicle and the infrastructure using a
variety of communication media [6].

• Use of dynamic road information to improve driving safety and efficiency.

The railway industries introduce progressively the concept of ITS for the
infrastructure, where the logical traffic signalling will use the Global System for
Mobile communications (GSM) on high speed railways, as well as for conventional
railways when interoperating across national boarders.

R. Merzouki et al., Intelligent Mechatronic Systems, 769
DOI: 10.1007/978-1-4471-4628-5_11, © Springer-Verlag London 2013
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For aeronautical applications, in order to improve professional services and ser-
vices for passengers, the ITS is used in air traffic control systems, onboard telecom-
munication, and Internet. Maritime applications support maritime operations, includ-
ing navigation, as well as safety purposes. They are present in the land side for port
operation, including loading and discharging freight, routing and stocking. The ITS is
present also in difficult to access areas such as submarine environment for exploration
or tracking of identified target.

Intelligent autonomous vehicles is a class of intelligent transportation systems,
which can be operated inside confined and private area or on existing roadway net-
work if they follow accurately in safe condition a manned driven vehicle. Many
advantages can be synthesized by using the intelligent autonomous vehicles in our
daily life, and can have real impacts for society, from social, economical, and envi-
ronmental point of views. They can be more reactive than human drivers, in case of
dangerous driving situation, where human lives can be saved, and therefore decrease
the number of road accidents originally caused by human. Intelligent autonomous
vehicles can improve the traffic in term of congestion, when the number of vehicles is
dense according to space motion. These vehicles can adapt their velocities and their
trajectories according to the traffic status and the environment changes. The auto-
control helps significantly in decreasing the emission rate of pollution gases during
the vehicles mission. The gas emission depends directly or indirectly on the type of
power used in these intelligent vehicles: electric, internal combustion, HCCI,…

Intelligent autonomous vehicles (IAV ) are the logical transition of the mobile
robotics to the scale of urban vehicles. Often, such vehicles have a specific design,
with multi-actuated traction and steering systems. This configuration allows the sys-
tem to be redundant in control, so that different scenarios can be defined to run the
vehicle on a segment of the road. Multi-decentralized inputs help finding reconfig-
urable solutions, when an input fault is detected and isolated. In this case, the vehicle
avoids the stop situation, without obstructing the traffic operation.

When talking about autonomous vehicles, it means that they run without a human
driver. Due to the complexity of the environment associated to these vehicles, safety
becomes increasingly important. For this, we associate a set of sensors, which are
embedded on the vehicles effectively, so that collected measurements allow identify-
ing the precise environment surrounding these vehicles in real time. Associating the
word intelligence for the overall operation of these vehicles, means that programs are
implemented to exploit the measured data of various sensors for control, monitoring,
and supervision of vehicles, carrying out their tasks.

Knowing that autonomous vehicles cannot replace some scenarios done by vehi-
cles driven manually, which is why they often drive at low speeds, so having the
time for calculation, analysis, and reaction. Thus, they help significantly the human
operator during the achievement of certain repetitive tasks when traffic conditions
are hardened, and human error continues growing.

To improve the efficiency of intelligent and autonomous vehicle, the following
information should be determined and available in real time [38]:
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Fig. 11.1 Ride vehicle of
Robosoft© in the Simser-
hof Fort (Bitche–Moselle–
France). Courtesy: RoboSoft
[33]

1. Position localization of the vehicle;
2. Kinematic and dynamic states of the vehicle;
3. Evolutive state of the environment surrounding the vehicle;
4. State of the traction and steering controls in presence of obstacles or referred

targets;
5. Communication between vehicle-to-vehicle or vehicle-to-infrastructure;
6. Access to the coordinates of the trajectory.

To make a robust supervision of an intelligent autonomous vehicle, the well knowl-
edge of the kinematic and dynamic is important, making possible monitoring and
performing the global control in presence of local and external perturbations.

The control of intelligent autonomous vehicle is mainly linked with the envi-
ronment state. This includes location of environment components surrounding the
vehicle, such as: the ground, other vehicles, pedestrians, traffic signals, logical traf-
fic,…

Different sensors are used for sensing the state and mapping the environment
surrounding the vehicle, among them: infrared, ultrasound, radar, laser, vision,…

After collecting and associating in real time the data from embedded sensors,
a technique of Simultaneous Localization And Mapping (SLAM) can be used to
generate the accurate maneuvering of the vehicle in presence of obstacles.

In the case where the vehicle is fully autonomous, the main interest is to manage
better the traffic congestion, the safety with respect to the environment. The safety
is conditioned by the efficient communication between the vehicle and the other
vehicles or between the vehicle and the infrastructure. Generally, communication
protocol architecture is specified for vehicle-to-infrastructure communications.

Finally, combining the coordinates of the trajectory issued from the GPS data and
from existing mapping, we can contribute significantly in guiding with high accuracy
the intelligent autonomous vehicle.

Some existing full automated vehicles are developed by Robosoft© [33], where the
RIDE systems have been developed to transport people inside confined space during
an excursion. This modern transportation system allows to move visitors along a
very attractive 1 km long gallery where a show illustrating second world war events
is performed (Fig. 11.1).
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Fig. 11.2 Gottwald AGV in
the ECT Delta terminal, port
of Rotterdam (Netherlands),
during loading. Courtesy of:
Gottwald Port Technology
GmbH [7]

Numexia© [30] developed an automated container vehicle for freight transporta-
tion inside container terminals. The same company developed a new urban passenger
transport vehicles, as a standard bus called Automated Passenger Vehicle (APV ).

TTS group has innovated the cassette system for container terminals, in which
the cassette acts as a floating buffer [45]. This way, various transport vehicles can
integrate with manned and automated guided vehicles (AGVs). The TTS AGV can
be steered to move in any direction, i.e., it can be conventionally steered, can move
diagonally and transversally.

Gottwald Port Technology GmbH [7], based in Düsseldorf (Germany), is one of
the pioneers in the development of Automated Guided Vehicles (AGVs) for use in
container terminals, including the management and navigation software to control the
AGV fleet. This concept is currently in use in the ECT Delta and Euromax (Figs. 11.2
and 11.3) terminals in Rotterdam port and in the CTA terminal in Hamburg port
(Fig. 11.4).

Other concepts are developed in the framework of freight and person transporta-
tion by different companies all over the world and are well detailed in [38]. Among
these concepts, some are supported by specific programmes of European Commission
such as InTraDE project [9], which is the aim for improving the traffic management
by reducing the congestion and space optimization by using the IAV system.

There is a strong need to improve the efficiency of existing transport infrastruc-
ture of seaport in North West Europe. One of the solutions is to integrate intelligent
transportation systems allowing the transportation of goods in the internal traffic of
the seaport. A new class of Intelligent and Autonomous Vehicles (IAVs) has been
designed in the framework of Intelligent Transportation for Dynamic Environment
(InTraDE) project funded by European Commission. These vehicles which are tech-
nologically superior to the existing Automated Guided Vehicles (AGV) in different
technical aspects offer more flexibility and intelligence in maneuver in the area where
the logistics operations take place. This includes the ability of pairing/unpairing
enabling a pair of 1-TEU (Twenty-foot Equivalent Unit) IAVs join and transport any
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Fig. 11.3 Horizontal container transport using AGVs in the ECT Euromax terminal, port of Rot-
terdam (Netherlands). Courtesy of: Gottwald Port Technology GmbH [7]

Fig. 11.4 Battery-driven AGV in the CTA terminal, port of Hamburg (Germany), operating in a
fleet of diesel-electric AGVs. Courtesy of: Gottwald Port Technology GmbH [7]
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Fig. 11.5 RobuCar’s prototype: 1 12 V, 60 Ah sealed seal batteries; 2 honey comb chassis; 3 front
right wheel; 4 front control cabinet; 5 front steering electrical jack; 6 front left wheel; 7 rear left
wheel; 8 rear right wheel; 9 rear steering electrical jack; 10 rear control cabinet

size between a 1-TEU and a 1-FFE (Forty-foot Equivalent) containers. Such design
of intelligent and autonomous vehicles integrates the definition of fault detection and
localization algorithms and strategies of control reconfiguration.

11.2 Modeling of a Class of Intelligent Autonomous Vehicles

The following development is done on a specific intelligent autonomous
vehicle, commercialized under the name RobuCar and designed by the company
Robosoft© [33].

11.2.1 RobuCar’s Electric Vehicle Description

RobuCar’s prototype presented in Fig. 11.5 is an over-actuated electric vehicle, with
four actuated wheels and two actuated steering systems. It is a class of Multi Inputs
Multi Output (MIMO) system with decentralized inputs.

Motor part is defined by a 4 DC traction motors, delivering a relatively important
mass torque with a decentralized input control. Front and rear steering motions are
obtained through 2 DC actuators, which allow the vehicle making three drive modes:
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1. Single drive mode, where only the front steering is controlled during motion and
the rear steering is kept static;

2. Dual drive mode, where the front and rear steerings are controlled in opposite
directions;

3. Park mode, where the front and rear steerings are controlled in the same direction.

• Geometry: the geometry of this wheeled vehicle is characterized by two indepen-
dent axles.

Axle1 Axle2
Ride height (mm) 126 126
Reference ride height (mm) 126 126
Reference loaded radius (mm) 200 200
Unsprung mass by wheel (kg) 29 29
Static load-left (daN) 65.2 93.2
1/2 track-left (mm) 560.5 560.5
Wheel base-left (mm) 0 1126.5
Twin wheels no no

Free weight (Kg) 310

CG height empty vehicle (mm) 300
Static vehicle initial roll (◦) 0
Static pitch (◦) 0

• Chassis:

Sensors: Accelerometer

Name Relative to X (mm) Y (mm) Z (mm) Treatment
Accelerometer 0 the body 780 0 220 0
Accelerometer 1 the body 0 0 350 0
Accelerometer 2 the body 800 0 350 0

Other sensors: six optical encoders < 1 mm

X (mm) Y (mm) Z (mm)
GPS 780 0 550
Gyroscope 780 0 220

Position of laser sensors:

X (mm) Y (mm) Z (mm)
Laser 1,610 0 450
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• Car body: Overall dimensions

X (mm) Y (mm) Z (mm)
Front overhang—axial A −350 0 0
Front overhang—side B −350 170 0
Front overhang—side C −210 310 0
Rear overhang—axial A 1,560 0 0
Rear overhang—axial B 1,560 170 0
Rear overhang—axial C 1,410 310 0

Masses inertia:

Sprung x-axis (kg m2) 45
Sprung y-axis (kg m2) 46
Total z-axis (kg m2) 65

Passengers:

Mass (kg) X (mm) Y (mm) Z (mm)
Passenger 65 850 0 560

• Steering: Symmetrical steering

Steering geometry

Kind of steering axle
Axle1 Steering
Axle2 Steering

Geometry
Kingpin (◦)

Geometry
Foot lateral offset (mm)

Axle1 3 10
Axle2 3 10

Geometry-Center lateral
offset (mm)

Geometry-Wheel inertia
around kingpin (kg m2)

Axle1 50 0.63
Axle2 50 0.63

Geometry-Steering wheel diameter (mm) 350
Geometry-Steering wheel angle/horizontal (◦) 45

Ball joint assembly positions on wheel housings: Left wheel
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X (mm) Y (mm) Z (mm)
Axle1 200 200 0
Axle2 200 200 0

Tie rod assembly positions: Left wheel

X (mm) Y (mm) Z (mm)
Axle1 200 −300 100
Axle2 200 −300 100

Steering system forces
Steering wheel inertia (kg m2) 0.05
Steering-Steering rack-and-pinion efficiency 90

Power steering
Power steering-Torque amplification coefficient 1
Power steering-Amplification modulation with velocity at 60 km/h (%) 0
Power steering-Amplification modulation with steering (%) 0

• Electric engine: Motor 900 W

Name Motor 900 W
Motor type Direct current with permanent magnet
Modeling type Experimental
Rotor mass (kg) 2
Rotor radius of gyration (mm) 50
Power factor 1
Inductance L j (H) 0.075
Resistance Re j (Ω) 0.32

Motor-driven group:
Number of gears inertia 1
Gear in use 1

Driving Driven Correction Efficiency
Ratio1 100 100 1 0.98
Ratio2 100 100 1 0.98
Ratio2 1 12.8 1 0.98

Torque:
Torque constant (experimental description) (A/(N m)) 0.5

Battery discharge: Nominal characteristic
Nominal characteristic (Ah) 50
Nominal characteristic (V) 12
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Engine generator:

Regulation type 1
Specific consumption (g/(kWh)) 99.972
Idle consumption per hour (g/(kWh)) 19.994

• Tire: 130_70 10

Type 125R15
Pressure (bar) 2.2

Dimensions:
Wheel rim diameter (inch) 13
Wheel rim width (mm) 75
Bead width (mm) 85
Tread width (mm) 85

Mass and inertia:
Mass (kg) 3
Gyration radius (mm) 182

Rolling resistance:
Rolling resistance (simplified grip) (N/kN) 12

Simplified radius:
Loaded radius—Reference load (daN) 80
Loaded radius—Free radius (mm) 220
Loaded radius—Deflection (mm) 20
Loaded radius—Minimal radius (mm) 150
Loaded radius—Rolling circumference at reference load (mm) 1,290
Loaded radius—Free radius variation by centrifugation (%) 0.25
Loaded radius—Radial stiffness sensibility (daN/mm/bar) 1

Tire torsion:
Maximum torsion torque (daN m) 1
Maximum torsion angle (◦) 5
Reference load (daN) 400

• Suspension (Front Axle)

Spring:
Natural frequency (Hz) 2
Bump travel (mm) 100
Rebound travel (mm) 100
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Damper:
Bump damping ratio 0.2
Rebound damping ratio 0.4

• Suspension (Rear Axle)

Spring:
Natural frequency (Hz) 2
Bump travel (mm) 100
Rebound travel (mm) 100

Damper:
Bump damping ratio 0.2
Rebound damping ratio 0.6

11.2.2 Word Bond Graph of RobuCar’s System

The word bond graph of the RobuCar system represents the technological level of
the model, where the global system is decomposed by the subsystems of Fig. 11.6.
Compared to classical block diagram, in this representation, the input and output of
each subsystem are defined by power variables represented by a conjugated pair of
effort-flow (e, f ). The power variables used for the studied system are:

(Torque, Angular velocity) = {
(U j , θ̇e j ), (C j , θ̇e j ), (N j .C j , θ̇s j )

}
,

(Force, Linear velocity) =
{
(Fx j , rl j .θ̇s j ), (Fz j , ż j2

)
}
,

(Voltage, Current) = {
(U0 j , i j )

}
,

(Temperature, Thermal Flow) = {
(T0 j , Q̇0 j ), (Tj , Q̇ j )

}
,

(Pressure, Volume Flow) = {
(Pj , V̇ j )

}
.

These true bond graph variables are associated respectively with electrical,
mechanical, thermodynamic, and pneumatic aspects of the physical system.

Some hypothesis are taken in consideration for these part according to the real
system characteristics and its environment:

• The contact area between vehicle wheels and the motion surface is assimilated to
an ellipsoidal contact area, in order to express the normal effort distribution at the
longitudinal and lateral directions;

• The contact efforts are considered dynamic in function of the slip velocity, and
considered as an identified input system;

• For the system actuators, only the electrical and mechanical dynamics are consid-
ered;

• For dynamic vehicle modeling, longitudinal, lateral, vertical, roll, pitch, and yaw
dynamics are considered;



780 11 Intelligent Transportation Systems

Fig. 11.6 Word bond graph of electric vehicle with a 4 × 4 decentralized inputs

• he approximate backlash transmitted torque model used in this work is considered
only for smooth transmission via a dead zone area.

11.2.3 Kinematic and Geometric Models

Let us consider in Fig. 11.7, the yaw motion configuration of the center of gravity
G(xG , yG , α) of RobuCar in the plan (X − Y ). r1 is the distance from the rear axle
to the center of gravity, r2 is the distance from the front axle to the center of gravity,
and d the distance between the two driving wheels (rear and front). u̇, v̇, and α̇ are
respectively the forward, lateral, and yaw velocities. α1, α2 are the measured front
and rear steering angles on the real system and rl is the constant wheel radius.
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Fig. 11.7 Forces acting on the vehicle

Then full kinematic model for RobuCar can be deduced as follows:

• The longitudinal RobuCar’s velocity is:

u̇ = rl

4

[(
θ̇s1 + θ̇s2

)
cosα1 + (

θ̇s3 + θ̇s4

)
cosα2

]
(11.1)

• The yaw RobuCar’s velocity is:

α̇ = rl

d

[(
θ̇s1 − θ̇s2

)
cosα1 + (

θ̇s3 − θ̇s4

)
cosα2

]

+ rl

r1 + r2

[(
θ̇s1 + θ̇s2

)
sin α1 − (

θ̇s3 + θ̇s4

)
sin α2

]
(11.2)

• The lateral RobuCar’s velocity is given in (11.3):

v̇ = rl

4

[(
θ̇s1 + θ̇s2

)
sin α1 − (

θ̇s3 + θ̇s4

)
sin α2

]
(11.3)
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Thus, the matrix representation of the Kinematic model can be given as follows:

⎛
⎝ u̇

v̇
α̇

⎞
⎠ = f (α1, α2)

⎛
⎜⎜⎝
θ̇s1

θ̇s2

θ̇s3

θ̇s4

⎞
⎟⎟⎠ (11.4)

with:

f (α1, α2) =

⎛
⎜⎜⎝

rl
4 cosα1

rl
4 sin α1

rl
d cosα1 + rl

r1+r2
sin α1

rl
4 cosα1

rl
4 sin α1 − rl

d cosα1 + rl
r1+r2

sin α1
rl
4 cosα2 − rl

4 sin α2
rl
d cosα2 − rl

r1+r2
sin α2

rl
4 cosα2 − rl

4 sin α2 − rl
d cosα2 − rl

r1+r2
sin α2

⎞
⎟⎟⎠

T

.

The heading, velocities, and position of the RobuCar in the absolute coordinate
(11.5) can be obtained by integration under assumption that the initial conditions are
known (11.6):

{
ẋG = u̇ cos(α)− v̇ sin(α)
ẏG = u̇ sin(α)+ v̇ cos(α)

(11.5)

where, Vx and Vy are respectively longitudinal and lateral velocities of the center of
gravity CoG of the vehicle. xG , yG , and α, the position of the CoG and heading of
the vehicle in the world frame.

⎧⎨
⎩
α = ∫ t

0 α̇dt
xG = ∫ t

0 ẋGdt
yG = ∫ t

0 ẏGdt
(11.6)

11.3 Quarter Vehicle Model

RobuCar’s prototype is considered as a concatenation of four symmetrical quarter
system of vehicle. In this section, a detailed modeling of quarter RobuCar is pre-
sented, then, a generalized model of global system will be synthesized in the next
sections. Quarter of RobuCar of Fig. 11.8 is considered as an electromechanical
system composed by:

The quarter system of Fig. 11.8 is the combination of many parts: electrical part
of DC motor, mechanical part of DC motor, gears part and wheel part, suspension
mechanism, roadway and environment. In the model of Fig. 11.9, only the electro-
mechanical system with the wheel are modeled, while the steering and the suspension
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Fig. 11.8 Quarter of intelligent and autonomous vehicle with 1 front left wheel, 2 front steering
axis, 3 electromechanical system, 4 optical encoder, 5 suspension system
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Fig. 11.9 j th electromechanical system of a quarter of RobuCar

systems are modeled in the next section. In this case, the static friction effects are not
considered for the DC motor. In the presented modeling, viscous friction, backlash
phenomenon, and flexibility of the transmission links are taken into account as a
mechanical imperfections for the electromechanical system.
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Fig. 11.10 Longitudinal tire
gum behavior

11.3.1 Tire Modeling

According to Fig. 11.9, the subsystems: Gum, Wave Front and Tire Tube are modeled
separately.

11.3.1.1 3D Elasto-Dynamic Modeling

Longitudinal Behavior

Tire gum is considered as a viscoelastic material, which is deforming with a behavior
located between a viscous liquid and an elastic solid.

When the tire is in contact with the ground, we introduce the kinematic terminol-
ogy of slip velocity ẋs j related to the j th tire. This latter is the difference between
two collinear velocities at the center of tire contact [37]: Longitudinal velocity of
the vehicle is u̇ and the linear tire velocity rl j θ̇s j , with rl j the tire radius, considered
constant and θ̇s j the angular velocity of the tire.

ẋs j = u̇ − rl j θ̇s j (11.7)

Figure 11.10 shows the longitudinal tire gum behavior when the wheel makes an
angular and translation motions after contact with the roadway. At the contact level,
the generated longitudinal effort Fx j is decomposed into three forces: inertial force
due to mass m j , elastic force from the spring kl j , and viscous friction force through
the resistance RSj . The resistance element RSj is used in bond graph theory to
model the active resistance which generate the entropy flow from mechanical friction
effect. This irreversible transformation from mechanical to thermal power provide
the thermal flow Q̇ j to the tire tube.

The corresponding bond graph model which reflects the viscoelastic phenomenon
of the tire-road contact is developed in Fig. 11.11. In our case, the known and measur-
able inputs are respectively the vehicle velocity u̇ and the angular wheel velocity θ̇s j .
They are represented by a flow sources (SF : u̇) and

(
SF : θ̇s j

)
. Then, according to

the viscoelastic characteristic of the gum, transmitted mechanical power (in the case
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Fig. 11.11 Longitudinal tire gum’ model

where the tire is in contact with the roadway) is decomposed into two parts: The first
one is transformed into kinetic through inertia of mass m j , modeled by I element,
and which describe the dynamic of all tire points outside of physical contact. The
second part and due to the contact configuration, the slip velocity ẋs j is transformed
into friction (generating a thermal power RSj element) and into elasticity modeled
by a storage element C of value 1/kl j .

The longitudinal effort Fx j is estimated using bond graph I element in derivative
causality. This causality conflict introduces implicit equation in numerical simula-
tion. This is due of presence of imposed flow source (SF : u̇). The slip velocity ẋs j is
calculated by 0 junction and modulated transformer used to transfer angular velocity
θ̇s to linear format. The deduced equation is given in (11.7).

The mechanical equation of the longitudinal motion of the tire, referring to the
contact area could be synthesis from the bond graph scheme and given as follows:

• From junction 1 associated to elements C and RSj , we obtain the following equa-
tion:

Fs j = FC j + FRS j = kl j xs j + RSj ẋs j (11.8)

• From junction 1 associated to element I , given in derivative causality, and from
Eq. (11.8) the following result is obtained:

Fx j = m j ü + RSj ẋs j + kl j xs j (11.9)

where xs j describes the slip displacement, ü the longitudinal acceleration of the
vehicle, and m j the j th quarter vehicle mass.
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Fig. 11.12 Longitudinal tire gum bond graph with integral causality with new pad

To avoid a derivative causality which introduce implicit equation in numerical
simulation, we introduce a pad in between (SF : u̇) and (I : m j ) element [11].
This pad describes a rigid stiff spring-damper’ combination, with a high value of
stiffness and friction coefficient (Rm j → ∞, km j = 1

C → ∞). Let us consider
that during a dynamic slip motion of the wheel, the points of the tire which do not
belong to the contact are not very deformed than those of contact, so it can be the
physical meaning of the added pad. The bond graph model of the longitudinal tire
gum behavior including the new pad is given in Fig. 11.12.

This last bond graph model is in integral causality. Let us prove that flow f4 of
element (I : m j ) is equal to u̇ after adding the new pad.

Consider PI and e4 the momentum and force of element (I : m j ):

f4 = 1

m j

∫
e4dt = PI

m j
(11.10)

The displacement q14 associated to C : 1
km j

element is calculated from its flow

f14 as follows:

q14 =
∫

f14dt (11.11)
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Then the state equation of the bond graph model can be deduced as follows:
{

ṖI = km j q14 + Rm j (u̇ − f4)

q̇14 = u̇ − f4
(11.12)

From the second equation of (11.12)

q̇14 = ė14

km j

= u̇ − f4 (11.13)

Since km j >> ė14 then

q̇14 � 0 (11.14)

and

f4 � u̇ (11.15)

According to the affected causality, thermal power generating entropy flow Ṡg j

by the active element RSj , given by Eq. (11.16) and detailed in [26].

Ṡg j = RSj ẋ2
s j
αsli p

Tj
(11.16)

where RSj is the resistance value and αsli p is the slip angle (Fig. 11.13).
Equation (11.16) describes also the transformation of the tire side effort to the heat

flow. This is possible by assuming that the action of the tire on the ground surface is
changed to thermal energy and it is more detailed [25].

The slip angle αsli p is the angle formed by the plane of the wheel and the tangent
to the wheel path [23].

A slip angle may be necessary for keeping a vehicle in a straight line. This is what
happens when the vehicle is exposed to a cross-wind.

In general case, the tires produce lateral forces depending on lateral slip. This
latter is measured with a slip angle, which increases with a saturated tire forces. So,
the simplest model for combined slip (i.e., combined braking and cornering) is based
on the friction ellipse distribution (Fig. 11.13). It is assumed that Fy j and Fx j (lateral
and longitudinal efforts of the j th tire) cannot exceed their maximum values Fy j max

and Fx j max . The tire force distribution print is assumed to be on the edge of the ellipse
[49].

(
Fy j

Fy j max

)2

+
(

Fx j

Fx j max

)2

= 1 (11.17)

where the lateral and longitudinal tire forces Fy j , Fx j in the direction of the wheel
ground contact are approximated linear to the slide slip angles αsli p. Generally, the
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Fig. 11.14 Tire-road normal
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slip angles depend on the steer angle, yaw and lateral velocities [14], and in our case it
is considerably measured. In the presented work, only longitudinal effort is estimated
and Fx j max is not identified, so the dimension of the print is used in the next section
to calculate the normal force FN j , using a polar coordinates transformation.

Vertical Behavior

The gum is a viscoelastic material which can be described by (damper, spring, and
mass) system of Fig. 11.14. The input variable corresponds to the normal effort FN j

deduced from the pressure variation in the tire tube. The viscous normal friction
is represented by a dissipative bond graph element (R : a j1) while elasticity is
represented by an element C of elasticity k j1 which store a potential energy. The
quarter vehicle inertia due to its mass m j is represented by conservative element
(I : m j ).

In this case, the dynamic element (I : m j ) is in integral causality, because the
effort FN j is known. That is why the normal mass velocity ż j2 can be deduced by
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Fig. 11.15 Bond graph model
of the vertical tire dynamics

integration. (R : a j1) is a dissipative R element with any thermal power generation.
The bond graph model of the vertical dynamic is given in Fig. 11.15.

The following mechanical equation (11.18) of the j th tire vertical’ dynamic is
deduced from bond graph of Fig. 11.15

m j z̈ j2 + a j1(ż j2 − ż j1)+ k j1(z j2 − z j2) = FN j (11.18)

where z j2 and ż j2 are the j th vertical gum’ displacement and vertical gum’ velocity,
issued from the load motion and z j1 and ż j1 are the j th vertical gum’ displacement
and vertical gum’ velocity, issued from the ground profile.

Lateral Behavior

Generally, during the vehicle motion on a circular path of radius rb, a centrifugal
force Fcent is generated, which forces the vehicle to go out of its initial curve. Thus,
to keep the vehicle on its defined trajectory, the tire-road system generates a lateral
force Fy [23], called centripetal force or transversal friction force and expressed as
follows:

Fy =
4∑

j=1
Fy j = −Fcent = −mu̇2

rb
(11.19)

The bond graph model of the lateral dynamic of quarter of vehicle, including the
interaction with the longitudinal and vertical dynamics is described in Fig. 11.16.
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Fig. 11.16 Bond graph model
of the lateral dynamics

The centripetal force (Fig. 11.17) is a nonlinear function of longitudinal velocity
u̇, represented by a modulated gyrator GY by mu̇

rb
. The lateral force for the j th tire Fy j ,

depends proportionally of the normal force, FN j , applied by the quarter of vehicle
to the road surface, and of the friction coefficient μl j of the j th rubber-road contact.

Fy j = μl j FN j

The coefficient μl j depends principally on the load pressure and the nature of the
rubber and road surface, with the variation of their environment (temperature, wave
front, etc.).

11.3.1.2 Hydrodynamic Modeling

Two kinds of interaction forces can generate wave front phenomena: internal inter-
action forces, which are located between fluid molecules, and external interaction
forces, which are present between fluid molecules and molecules of the tire circum-
ference (Fig. 11.18). Each fluid molecule does not run out at the same velocity [23]
and follows a velocity profile of Fig. 11.18. Bond graph model of hydrodynamic
phenomenon is given in Fig. 11.19.

When each particle located in a cross-section, perpendicular to the overall flow
is represented by a velocity vector, the obtained curve from the vectors extremities
represents the velocity profile of Fig. 11.18. The movement of the fluid can be
regarded as resulting from the slip between the fluid layers. The velocity of each
layer is a function of distance h j of this curve in the fixed plan: ẋ f j = ẋ f j (h j ).
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Fig. 11.17 Centrifugal and
lateral forces

Fig. 11.18 Tire-road hydro-
dynamic effects

fhj + dhj

0=
jfx

+
j

x
jfdx

jfx

max
jfx

hj

The hydrodynamic pressure generated by a slick tire tread on a bank of water at
the slip area (contact area), can be approximated by Bernoulli’s equation:

Ph j = 1

2
ρwẋ2

s j
(11.20)

where ρw is the density of the water, in kg/m3, ẋs j is the j th slip velocity of the
vehicle located at the contact area of each wheel, in m/s, Ph j being expressed in Pa
(105 Pa = 1 bar).

Consider two adjacent layers of fluid separated by dh j . The friction force Fh j

exerts on the surface of separation of these two layers to prevent slippage of one layer
to another. It is proportional to the difference of layers velocity dẋ f j , their surface
s f j , and inversely proportional to dh j :
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Fig. 11.19 Tire-road hydro-
dynamic bond graph’ model

Fh j = ηs f j

d ẋ f j

dh j
(11.21)

where η describes the coefficient of dynamic viscosity.
In our case, we take the difference in layers velocity dẋ f j equal to the velocity

slip ẋs j (i.e. velocity of the first layer is ẋ f j = 0 and for the second ẋ f j = ẋs j in the
slip surface for water height level of h j ). So, Fh j can be written as:

Fh j = ηs f j

ẋs j

h j
(11.22)

The transformation from the slip velocity ẋs j to the hydrodynamic force Fh j can
be represented in a bond graph model of Fig. 11.19, by a modulated gyrator element

GY with the constant
ηs f j
h j

as a modulus.

11.3.1.3 Pneumatic Modeling

Tire tube is a synthetic rubber sheet located inside the tire and describes an elastic
enclosure containing a perfect gas under pressure. The pneumatic phenomenon inside
the tire tube and its associated bond graph model are given respectively in Figs. 11.20
and 11.21. The tire tube exchanges the thermal power with the external environment
due to the heat conductivity of tire wall, and stores two types of energies, pneumatic
and thermal. The thermal energy’ exchange is modeled by the dissipation element
R and the storage phenomenon is represented by the two ports C element.
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Fig. 11.20 Pneumatic effect inside the tire tube

During the slip stage, the temperature variation acts on the internal pressure inside
the tire tube according to the perfect gas equation (11.23)

Pj Vj = nςTj (11.23)

where Pj is the gas pressure, Vj the gas volume, Tj the temperature inside the j th
tire tube, n the moles number, ς a gas constant.

Knowing that the j th normal force FN j of Eq. (11.24), is proportional to the
normal pressure distribution Pj (x, y) and the contact surface A f j between the tire
and the ground.

FN j = P(x, y)A f j (11.24)

Let us consider that distribution of pressure during the contact tire-road is repre-
sented by an ellipsoidal function of longitudinal and lateral positions [22], as it is
shown in Fig. 11.20. From (11.24), FN j could be expressed as follows:

FN j = A f j

∫∫
Pj (x, y) = A f j P0 j

∫∫ √
1 − x2

a2
j

− y2

b2
j

dxdy (11.25)

where P0 j is the maximum pressure magnitude and a j and b j are the maximum lon-
gitudinal and lateral lengths of the ellipsoidal distributions. Let us use the following
variables affectation

{
X = x

a j

Y = y
b j

and

{
d X = dx

a j

dY = dy
b j

(11.26)
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Fig. 11.21 Tire tube bond graph’ model

Then, Eq. (11.25) becomes:

FN j = P0 j A f j

∫∫ √
1 − X2 − Y 2d XdY (11.27)

In order to change the double integral defined in Cartesian coordinates (X,Y ) to
the Polar coordinates, the following variables transformation is considered:

{
X = λ cosϕ
Y = λ sin ϕ

(11.28)

Let us note
√

1 − X2 − Y 2 =
√

1 − λ2 (11.29)

In the XY plane, the coordinate λ for an arbitrary ϕ varies between 0 and l j with
ϕ varies between 0 and π .

∫∫ √
1 − X2 − Y 2d XdY =

∫ π

0
dϕ

∫ l j

0
λ
√

1 − λ2dλ (11.30)

After development of Eq. (11.30), the following expression of FN j is deduced
after a double integral in curvilinear coordinates [20]:

FN j = π

3
P0 j A f j

(
1 −

√
(1 − l2

j )
3
)

(11.31)

where l j describes the contact surface length for the j th tire.
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11.3.1.4 Thermodynamic Modeling

The bond graph model of the tire tube is given by Fig. 11.21. Resistance (R : υ j )

represents the heat conductivity of the tire tube. It ensures the heat transfer with the
external environment. The model input corresponds to the heat flow Q̇ j originally
from the friction of gum, and its output represents the normal effort FN j , obtained
by ellipsoidal distribution of pressure, using the transformer T F . The two ports C
element describes the variations of the entropy S j and the volume Vj inside the tire
tube, developed in [27]. The nonlinear state equations of the two ports element C is
given in Eq. (11.32):

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Tj = T0 j

(
Vj
V0 j

)− Rg
Cv

e
S j −S0 j
Mm Cv

Pj = MmCvT0 j
V0 j

(
Vj
V0 j

)−δ
e

S j −S0 j
Mm Cv

(11.32)

where [S j , Vj ] (entropy and volume of the j th tire tube) is the state vector and the

output variables are [Tj , Pj ] (temperature and pressure the j th tire tube), δ = C p
Cv

,
S j gas entropy, S0 j initial entropy of the gas, C p thermal capacity of the gas in a
constant pressure, Cv thermal capacity of the gas in a constant volume, V0 j , and T0 j

represent the initial gas volume and initial temperature of the j th tire tube, Rg is a
gas constant and Mm gas molar mass.

The thermal flow entropy Ṡ0 j exchanged between environment and tire tube is
given by the following Eq. (11.33):

Ṡ0 j = T0 j − Tj

υ j Tj
(11.33)

where Tj and T0 j are respectively the j th tire tube and environment’ temperatures.
In practice, the thermal resistance υ j is variable of the time and depends on the

air flow, according to the wheel velocity. This latter is considered constant in this
study case, and justified by:

• the dynamic of this resistance is so complex and difficult to identify online during
the experiments;

• the operating mode is the steady state, where υ j approaches a constant.

The global tire-road bond graph’ model can be detailed in Fig. 11.22, where the
power exchange between the different subsystems is presented.

For this global model, two principal measurements are needed: linear velocity of
the vehicle u̇, and j th angular wheel velocity θ̇s j . The external temperature can be
added as known parameter and the ground profile can be considered as external input.
The vertical deformation of the tire gum z j2

−z j1
is estimated through the variation of

the normal effort FN j and the pressure Pj inside the tire tube. This pressure variation
is caused by the variation of temperature Tj of the tire tube, and generated from the
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Fig. 11.22 Global tire-road Bond graph’ model

transformation of longitudinal friction force RSj ẋs j to the heat flow Q̇ j . In order to
represent the ground fluid’ effect on the tire, the wave front subsystem is optionally
added in the global model to describe the hydrodynamic effort’ action Fh j .

11.3.1.5 Simulation Results

Because the studied vehicle run at a maximum longitudinal velocity of 18 km/h, the
centrifugal force is low and the steering angle is sufficient for setting the vehicle
parallel to the desired path. Simulation parameters are given in Table 11.1, and
correspond to each j th tire-road system of the vehicle.

The simulations are realized under a specific bond graph software SYMBOLS
2000 (Fig. 11.23) and Matlab-Simulink, using a the property of S-function [28]. It is
an object-oriented hierarchical modeling, which allows users to create models using
bond graph, block-diagram, and equation models. Differential causalities and alge-
braic loops are solved out using its powerful symbolic solution engine. Nonlinearity
and user code can be integrated in single editing I DE (Integrated Development
Environment). The iconic modeling facility allows system-morphic model layout. It
also has many post-processing facilities over the simulated result.

For the simulated scenario, the values of l j and rl j are considered well known,
deduced when the vehicle is static configuration. RSj can be identified experimentally
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Table 11.1 Simulation
parameters for the tire system

Parameter Value

P0 j 2 × 105 (Pa)
l j 0.1 (m)
rl j 0.2 (m)
k j1 , k j 6 (N/m), 6 (N/m)
RSj 12 (N s/m)
a j1 9 (N s/m)
m j 100 (kg)
V0 j 0.03 (m3)

s f j 0.1 (m2)

υ j 0.23 (W/m K)
A f j 0.3 (m2)

ke j 1,000 (N/m)
Re j 1,000 (N s/rad)
R0 8.31 (J mol−1 K−1)

as a viscous friction coefficient of the tire, then its final value used for the model is
refined during the model validation.

For the longitudinal force, a canonical curve behavior is observed (Fig. 11.24),
for driving and braking phases, according to the slip velocity. When the slip velocity
increased, longitudinal force rises toward a extremum, reached for a value 0.5 m/s.
During this phase we note the effect of the grip between the braking action and the
vehicle reaction until the value 2 m/s. This phase corresponds to a fall of the force
value generating by the wheel locking and the slip of the vehicle. A quasi-symmetric
behavior of the longitudinal force is obtained in the case where the slip velocity is
negative.

When the wave front phenomenon is present at the tire-road contact level (Fig.
11.25), we notice that the grip mechanism depends inversely on the water height.
Thus, a fall of force value from 0.63 to 0.58 kN when water height varies from
0.3 to 1.5 mm. By increasing the water height on the ground, the grip is decreased,
where the force reaches value of 0.52 kN for slip velocity of 2 m/s and 1.5 mm of
water height. For the tire side, micro-indenters are flooded, and only the macro ones
continue operating.

On a wet ground, viscosity of the water increases when temperature decreases.
Thus, the ground becomes more slipping, and the grip potential is decreasing. The
maximum force value goes from 0.68 to 0.58 kN when water viscosity varies from
0.5 × 10−3 to 3 × 10−3 kg/ms with the same profile of slip velocity (Fig. 11.26).

The curves of Fig. 11.27 are obtained for initial value of temperature inside the
tire tube of 45 ◦C, and two values of ambient temperature, 15 and 30 ◦C. The shift
between the two curves shows the influence of the ambient temperature on temper-
ature variation inside the tire tube. For the case of 15 ◦C and for slip velocity profile
of Fig. 11.27, a temperature decreasing from 45 to 44.92 ◦C is noticed when the slip
velocity goes to zero, then it increases gradually with the slip velocity where the tire
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Fig. 11.23 Bond graph simulation

Fig. 11.24 Canonical curve of longitudinal effort

tube releases heat to the external environment because its temperature is higher than
outside temperature.

The pressure variation is in relation with the temperature variation, by comparing
the curves of Figs. 11.27 and 11.28. When the pressure increases, then the impact
effort and temperature are also increasing. We notice that pressure decreases with
temperature, which occurs indeed when the slip velocity varies from −1 to 0.2
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Fig. 11.25 Wave front influence on longitudinal effort

Fig. 11.26 Viscosity influence of wet surfaces

m/s. In this case, pressure varies from 2 to 1.68 bar and temperature goes from 45 to
44.92 ◦C. Then, a relative increase of pressure is observed when slip and temperature
are increasing.

The vertical deformation (Fig. 11.29) of the gum z j2
− z j1

is estimated according
to the variation of the normal effort FN j and the pressure Pj inside the tire tube.
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Fig. 11.27 Temperature variation inside the tire tube

Fig. 11.28 Pressure variation inside the tire tube

11.3.2 Electromechanical Traction System

There are four electromechanical systems for the traction of the vehicle. They are
constituted by three principal components (Fig. 11.9 ): the DC motor part, which
is the combination of electrical and mechanical parts, the gears system part and the
wheel system part. In this subsection, dynamic bond graph models of all of these
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Fig. 11.29 Vertical gum deformation

Fig. 11.30 Electrical RL
circuit of the j th DC motor

components are graphically synthesized then expressed by differential equations
[22]. The influence of the ground effort is considered in the global dynamic for each
j th electromechanical system. Due to the low longitudinal velocity of the vehicle, the
lateral effort of the tire-road contact is not considered in the following development.

11.3.2.1 Electrical Part of the DC Motor

This part describes the basic RL electrical circuit of the j th DC motor (Fig. 11.30),
composed by: input voltage’ source U0 j , electrical resistance Re j , inductance L j ,
and back electromotive force E M F , which is linear to the angular velocity of the
rotor θ̇e j and equal to ke j θ̇e j with ke j the E M F constant. The index j ∈ [1, 4]
corresponds to the j th motor of the whole vehicle.

The corresponding RL circuit bond graph’ model is given in integral causality by
Fig. 11.31.

Let us note e21 j , P21 j , M21 j , effort, momentum, and algebraic value of element I
of the j th motor (Fig. 11.31). The gyrator element GY describes the power transfer
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Fig. 11.31 Bond graph model
of the electrical part of the j th
DC motor

from the electric to mechanic domains by a flow variable f24 j of the link 4 and Se20 j

is the input voltage source, then the following state equation is obtained:

e21 j = Se20 j − Re j

P21 j

M21 j

− ke j f24 j (11.34)

with
⎧⎪⎪⎨
⎪⎪⎩

f20 j = f21 j = f22 j = f23 j = 1
L j

∫
e1 j dt = P21 j

M21 j
= i j

Se20 j = U0 j

f24 j = θ̇e j

Thus, the corresponding dynamic equation of circuit of Fig. 11.30 is:

L j · di j

dt
= U0 j − Re j · i j − ke j · θ̇e j (11.35)

11.3.2.2 Mechanical Part of the DC Motor

This model describes the mechanical part of the j th DC motor, characterizing by
its rotor inertia Je j , viscous friction parameter fe j , transmission axis rigidity K j ,
and a motor torque U j . In this part, the influence of backlash phenomena expressed
by a disturbing torque w j is represented by a modulated effort source for the bond
graph model [21]. This torque is expressed in its simplified nonlinear form, through
a continuous function. The corresponding bond graph’ model in integral causality is
given by Fig. 11.32.

The considered backlash mechanism in this model is represented by a disturbing
torque, hampering the smooth functioning of the system, and caused by simultaneous
and evaluative reactions of the shock between the two sides of the gears system (Fig.
11.33). This torque is chosen continuous, nonlinear, and differentiable, compared to
the size of the gears system and its effect on the global system.
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Fig. 11.32 Bond graph model
of the mechanical part of the
j th DC motor

So, a smooth and nonlinear model of transmitted torque w j [21], is taken as a
modulated effort source (M Se : w j ) (Fig. 11.32). This torque is expressed by the
following sigmoid function:

w j = A j K jτ0 j

1 − e−γ jΔθ j

1 + e−γ jΔθ j
(11.36)

where w j is the disturbing and nonlinear transmitted torque, Δθ j = θe j − N jθs j

defines the difference between input motor’ position θe j (i.e. motor axis position) and
output motor’ position θs j (i.e. wheel position), N j a gearing constant, A j a graphical
parameter which is taken as negative integer to describe the reaction effect of the
disturbing torque on the motor torque, K j the rigidity constant of the transmission

system, τ0 j is the dead zone amplitude, and γ j = 1/
(

2τ0 j

)
the identified slope of

the sigmoid function of the j th DC motor [19].
By adding the disturbing torque w j of (11.36) to the linear transmitted torque C0 j ,

which describes a flexible transmission given by:

C0 j = K jΔθ j (11.37)

The approximate continuous transmitted torque C j (Fig. 11.34) is obtained as
follows:

C j = K j

(
Δθ j − A jτ0 j

1 − e−γ jΔθ j

1 + e−γ jΔθ j

)
(11.38)

Let’s note e25 j , P25 j , M25 j effort, momentum, and algebraic value of element I
of Fig. 11.33, f24 j is the flow variable of link 24. f29 j , 1/K j are flow variable and
algebraic value of element C , then the following state Eq. (11.39) is obtained:

e25 j = − fe j

P25 j

M25 j

+ e24 j + e26 j − K j

∫
f29 j dt (11.39)
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Fig. 11.33 Backlash mecha-
nism for the j th DC motor

with

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

f24 j = f25 j = f26 j = f27 j = f28 j = 1
Je j

∫
e25 j dt = P25 j

M25 j
= θ̇e j ;

e28 j = e29 j = K j
∫

f29 j dt;
f29 j = f28 j − f30 j = θ̇e j − N j θ̇s j ;
e24 j = U j = ke j i j ;
e26 j = w j

Thus, the corresponding dynamic equation of mechanical part is given as follows:

Je j · d θ̇e j

dt
= − fe j · θ̇e j + U j − w j − K j · (θe j − N j · θs j

)
(11.40)

where U j is the input motor torque of the j th DC motor, given as function of the
current i j and the torque constant ke j , supposed equal to the electric constant of the
motor.

11.3.2.3 Gear Part

This part concerns the mechanical gear which links between the mechanical and the
wheel parts with a gearing constant N j (Fig. 11.32). Bond graph model of this part
is given by Fig. 11.35 and represents a transformer element T F between the j th
velocities of the motor axis θ̇e j and the wheel θ̇s j .

According to Fig. 11.35, let’s choose f30 j and f31 j as the corresponding flow
variables of links 30 and 31:

f30 = N j · f31 (11.41)

which corresponds to the mechanical equation:

θ̇e j = N j · θ̇s j (11.42)
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Fig. 11.34 Approximation of transmitted torques via a dead zone

Fig. 11.35 Bond graph model
of j th gears part

Fig. 11.36 Bond graph model
of the j th wheel part

11.3.2.4 Wheel Part

This part represents the wheel part of the j th electromechanical system, character-
izing by its inertia Js j , viscous friction parameter fs j , backlash disturbing torque
N j w j , and the longitudinal effort Fx j of Eq. (11.9). The bond graph model of this
part in integral causality is given by Fig. 11.36.

Let’s note e34 j , P34 j , M34 j effort, momentum, and algebraic value of element I
of Fig. 11.27. f29 is the flow variable of element C (Fig. 11.36), then the following
state Eq. 11.8 is obtained:
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Fig. 11.37 j th global bond graph model of the electromechanical system

e34 j = − fs j

P34 j

M34 j

+ e33 j + e31 j + e38 j (11.43)

with

f31 j = f32 j = f33 j = f34 j = 1

Je j

∫
e34 j dt = P34 j

M34 j

= θ̇s j ;

e31 j = N j e29 j = N j K j

∫
f29 j dt;

e24 j = ke j f22 j = ke j i j = U j ;

f29 j = f28 j − f30 j = θ̇e j − N j θ̇s j ;

e33 j = N j w j ;

e38 j = rl j e37 j = −rl j Fx j

Thus, the corresponding dynamic equation of mechanical part is given as follows:

Js j

d θ̇s j

dt
= − fs j θ̇s j + N j w j + N j K j

(
θe j − N jθs j

) − rl j Fx j (11.44)

After a concatenation of the different bond graph models, the global model of the
j th electromechanical system is deduced in Fig. 11.37. Knowing that the measured
states in the studied case are the angular positions θe j , θs j of the motor and the
wheel and current intensity i j , while the angular the velocities can be estimated by
reconstruction under conditions, using nonlinear observer [21].

Thus, the dynamic nonlinear model of the j th electromechanical system of the
electric vehicle is the following:
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Fig. 11.38 Bond graph model of the steering actuator considering the interaction with the ground

⎧⎨
⎩

L j
d
dt

(
i j
) = U0 j − Re j i j − ke j θ̇e j

Je j
d
dt

(
θ̇e j

) = − fe j θ̇e j + ke j i j − w j − K j
(
θe j − N jθs j

)
Js j

d
dt

(
θ̇s j

) = − fs j θ̇s j + N j w j + N j K j
(
θe j − N jθs j

) − rl j Fx j

(11.45)

11.3.2.5 Electromechanical Steering System

The electromechanical steering system of the studied IAV system is composed by a
DC motor characterized by its electrical and mechanical domains (Fig. 11.6). Two
steering systems exist on this vehicle, one for the front side and the other for the rear
side (Fig. 11.5). This double steering configuration gives more mobility to the vehicle.
Then the associated bond graph model of the front steering system, according to the
word bond graph of Fig. 11.6 is given in Fig. 11.38. The steering part concerns the
applied efforts on the wheel and the tire-ground interaction, while d/2 represents the
vertical distance between the wheel axis and the center of gravity (CoG) (Fig. 11.7).
In this case, the lateral efforts of the contact are neglected, because it is supposed
acted parallel to the steering axis, where the generated torque is null.

The dynamic nonlinear model of the steering electromechanical system (11.46)
is deduced from the bond graph junctions of Fig. 11.38 for the front steering system.

⎧⎨
⎩

L j
d
dt

(
i j
) = U0 j − Re j i j − ke j θ̇e j

Je j
d
dt

(
θ̇e j

) = − fe j θ̇e j + ke j i j − w j − K j
(
θe j − N jθs j

)
Js j

d
dt

(
θ̇s j

) = − fs j θ̇s j + N j w j + N j K j
(
θe j − N jθs j

) − d
2 Fx1 − d

2 Fx2

(11.46)
Finally, Fig. 11.39 illustrates the quarter of vehicle mechatronics’ components

with their bond graph’ models.
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Fig. 11.39 Mechatronics concept of quarter of decentralized vehicle

11.3.2.6 Identification and Validation

In the following, we present a development of a nonlinear observer, allowing to
reconstruct unmeasured states and to identify perturbation or the system parameters.
It is a second-order sliding mode observer with finite time convergence applied for a
j th electromechanical system. As consequence of finite time convergence, the sliding
mode equivalent control is used to apply identification algorithms in order to char-
acterize the backlash phenomena, where the dead zone amplitude and the disturbing
torque are identified asymptotically. In some cases, for a better understanding of the
backlash mechanism, the reconstruction of unmeasured states is needed [21]. In our
case only the position measurements of the j th motor and wheel are available, and
the corresponding velocities are synthesized by using this nonlinear observers. For
this purpose, the used observers require keeping the finite time convergence even if
the system exhibits the backlash phenomenon.

The proposed nonlinear observers, based on the second-order sliding mode super-
twisting algorithm [15] are developed. They reconstruct input and output velocities
for the j th electromechanical system including the backlash phenomena, using posi-
tion and current measurements. The finite time convergence of these observers allows
using properties of equivalent control to identify the backlash as a perturbation, or
in a no disturbing frame, using linear regression algorithms to identify the backlash
parameters.
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Let’s consider only the model of the j th electromechanical of system (11.45),
after replacing the current i j by the first derivative of electric charge q̇ j as follows:

⎧⎨
⎩

L j
d
dt

(
q̇ j
) = U0 j − Re j q̇ j − ke j θ̇e j

Je j
d
dt

(
θ̇e j

) = − fe j θ̇e j + ke j q̇ j − w j − K j
(
θe j − N jθs j

)
Js j

d
dt

(
θ̇s j

) = − fs j θ̇s j + N j w j + N j K j
(
θe j − N jθs j

) − rl j Fx j

(11.47)

After introducing the variables x1 = (q jθe j θs j )
T , x2 = (q̇ j θ̇e j θ̇s j )

T , the model
(11.47) can be rewritten as follows:

{
ẋ1 = x2

ẋ2 = Δ−1
[
Φx2 + Ψ x1 + ΓU0 j +Ωw j + �Fx j

] (11.48)

where

Δ =
⎛
⎝ L j 0 0

0 Je j 0
0 0 Js j

⎞
⎠ ;Φ =

⎛
⎝−Re j −ke j 0

ke j − fe j 0
0 0 − fs j

⎞
⎠ ; � =

⎛
⎝ 0

0
−rl j

⎞
⎠ ;

Ψ =
⎛
⎝0 0 0

0 −K j N j K j

0 N j K j −N 2
j K j

⎞
⎠ ;Γ =

⎛
⎝ 1

0
0

⎞
⎠ ;Ω =

⎛
⎝ 0

−1
N j

⎞
⎠ .

The proposed observer is formulated as follows:
{ .

x̂1 = x̂2 + λ |x̃1| 1
2 sign(x̃1)

.

x̂2 = Δ−1
[
Φ x̂2 + Ψ x̂1 + ΓU0 j + �F̄x j

] + σ sign(x̃1)
(11.49)

where x̂1 and x̂2 are the state estimations, x̃1 = x1 − x̂1 is the estimation error, and
F̄x j is the nominal value of the longitudinal effort Fx j . The correction factors based
on the super-twisting algorithm developed in [15], where the parameters σi and λi

(i ∈ [1; 3]) of vectors σ and λ are designed so as to fulfill the conditions:

σi > f +
i

λi >
√

2
σi − f +

i

(σi + f +
i )(1+εi )

(1−εi )

where the constants f +
i = 2 max ẋ2i , and 0 < εi < 1, [2].

These observers ensure the finite time convergence of observation states error to
zero. In this case, a finite time convergence of the estimated states to the real states
values is obtained [21].
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Fig. 11.40 Nonlinear observer structure

Perturbation Identification

As consequence of finite time convergence and the existence of a equivalent control,
the sliding motion is guaranteed [46]. This equivalent control allows to directly
identify the external perturbations acting on the system (Fig. 11.40).

After applying the super-twisting observer (11.49) on model of (11.48), the equa-
tions for the errors become:

{ .

x̃1 = x̃2 + λ |x̃1| 1
2 sign(x̃1)

.

x̃2 = Δ−1
[
Φ x̃2 + Ψ x̃1 +Ωw j + �F̃x j

] + σ sign(x̃1)
(11.50)

with F̃ = F − F̄ and x̃2 = x2 − x̂2.
The finite time convergence of x1 and x2 (x̃1 → 0, x̃2 → 0,

.

x̃1 → 0,
.

x̃2 → 0)
allows writing:

ξ = σ sign(x̃1) = Δ−1[Ωw j + �F̃x j

]
(11.51)

It is assumed that the term ξ changes at a high, theoretically infinite frequency.
However, in practice, various imperfections make the state oscillating in some vicin-
ity of the intersection, whereas, the components of ξ are switched at finite high
frequency. The high frequency of ξ is filtered out and the motion in the sliding mode
is determined by the slow component [46]. It is reasonable to assume that the equiv-
alent control is close to the slow component of the real control. The latter may be
derived by filtering out the high frequency component using a low-pass filter. The
filter time constant should be sufficiently small to preserve the slow component but
enough large to eliminate the high frequency component.

After using ξ̄ , the filtered version of ξ , expression (11.51) can be formulated as
follows:

ξ̄ = σ sign(x̃1) = Δ−1[Ωw j + �F̃x j

]
(11.52)
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Fig. 11.41 Identification
procedure
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When the parameters of the tire-road contact and the systemΔ are totally known,

Fx j = F̄x j (11.53)

Then, the term F̃x j = 0 (Fig. 11.41), and ξ̄ gives an estimation of the perturbation
w j ,

ξ̄ = σ sign(x̃1) = Δ−1Ωw j (11.54)

Equation (11.54) describes the disturbing backlash torque for the j th electro-
mechanical system.

Parameter Identification

In the case when the transmitted torque C j through the gear part, modeled in (11.38),
without presence of perturbation (w j = 0). Let’s consider that only nominal values
of the system parameters are known (Fig. 11.41). Then, the use of equivalent control,
in combination with identification algorithms, allows identifying the real values of
system parameters.
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After a finite time duration, the next equality holds for ξ̄ .

ξ̄ = σ sign(x̃1) = Δ−1
�F̃x j (11.55)

The equality (11.55) can be described by a model structure for linear regression
[40].

ξ̄ (t) = Θϕ(t) (11.56)

where ξ̄ (t) is a measurable quantity,Θ = Δ−1
� is a vector of unknown parameters

to be identified, ϕ(t) is a vector of known quantities:

Θ =
⎛
⎜⎝

0
0

− rl j
Js j

⎞
⎟⎠ ; ϕ(t) = F̃x j (11.57)

It is possible to apply a linear regression algorithm like the least square method to
identify dynamic system parameters. Developing least square algorithm, the average
expression of time integration with ρ as auxiliary time variable is given by:

1

t

∫ t

0
ξ̄ (ρ)ϕ(ρ)T dρ = Δ−1

�
1

t

∫ t

0
ϕ(ρ)ϕ(ρ)T · dρ (11.58)

Therefore, the parameters can be estimated as follows:

Θ̂ =
[∫ t

0
ξ̄ (ρ)ϕ(ρ)T dρ

] [∫ t

0
ϕ(ρ)ϕ(ρ)T dρ

]−1

(11.59)

where Θ̂ is the estimation of Θ = Δ−1
�.

Defining Γt =
[∫ t

0 ϕ(ρ) · ϕ(ρ)T · dρ
]−1

along with the equalities:

{
Γ −1

t Γt = I
Γ −1

t Γ̇t + Γ̇ −1
t Γt = 0

(11.60)

A parameter estimation algorithm can be written. From (11.59), the following
equation is obtained:

.

Θ̂ =
[∫ t

0
ξ̄ (ρ)ϕ(ρ)T dρ

]
Γ̇t + ξ̄ϕTΓt (11.61)

Using Eq. (11.60), then Eq. (11.61) is written as follows:

.

Θ̂ = Θ̂Γ −1
t Γ̇t + ξ̄ϕTΓt (11.62)
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Fig. 11.42 Input motor torque

Using the equalities of Γt given above, the dynamic expression to compute Θ̂ is
given by:

.

Θ̂ = [ − Θ̂ϕ + ξ̄
]
ϕTΓt (11.63)

After replacing (11.56) in (11.63), we obtain the following:

.

Θ̂ = Θ̃ϕϕTΓt (11.64)

where Θ̃ = Θ − Θ̂ the estimation error of unknown parameters.

Validation

In order to validate the model, the same input torque (Fig. 11.42) is applied to the
simulated and the real system, then a comparison is done between the system and
the model outputs. Figure 11.43 shows the estimation of wheel and motor velocities,
knowing the calculated maximum dead zone’ amplitude is τ0 j

= 0.01 rad.
The graphics show the states estimation between 0 and 20 s with a gearing constant

N j = 13. Figures 11.44 and 11.45 represent the estimation of the longitudinal efforts
and transmitted torque after algorithm convergence (σi = 5; λi = 0.045, i ∈ [1; 3]).
We can notice that the amplitude of the dead zone is relatively small, this effect can
be neglected at the modeling step, according to the considered scenario.

When the perturbation is neglected (w j = 0), we can use the same method
of identification (11.63) to identify j th system parameters. Once the implemented
identification algorithm reaches its steady operation, the values of each parameter are
taken in one observation window. Some results are given in Figs. 11.46 and 11.47.

For each parameter, a mean and a standard deviation are calculated. The mean
corresponds to the nominal value of the parameter.
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Fig. 11.43 Estimation of wheel and motor velocities

Fig. 11.44 Estimation of the longitudinal effort

Fig. 11.45 Transmitted torque through the gear system
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Fig. 11.46 a Motor inertia. b Viscous friction coefficient of the motor. c Free wheel inertia. d
Viscous friction coefficient of the free wheel

11.4 Dynamic Modeling of the Chassis

The vehicle model used in the following analysis is a six degree of freedom, lon-
gitudinal, lateral, vertical, pitch, roll, and yaw motions, with differential and active
steering for the rear and forward sides.

11.4.1 Longitudinal Dynamic Modeling

In the studied case, the RobuCar system runs with maximum velocity of 18 km/h.
Thus, the effect of the centrifugal force is neglected (Fig. 11.48).

The bond graph model of the longitudinal dynamic of RobuCar’s vehicle is given
in Fig. 11.49. v̇, β̇, ü are the lateral and yaw velocities and longitudinal accelera-
tion of the vehicle. Fx j and Fy j , j ∈ [1; 4] are deduced from the tire-road contact
efforts’ estimation. They are taken as an effort source, modulated respectively with
expressions (11.9) and (11.19).

From the bond graph model of the Longitudinal dynamic in integral causality,
mathematical expression of this dynamic can be deduced as follows:
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Fig. 11.47 a Axis stiffness. b Input/output hysteresis. c Input/output position difference

mü = (Fx1 + Fx2) cosα1 − (
Fy1 + Fy2

)
sin α1 + (Fx3 + Fx4) cosα2

+ (
Fy3 + Fy4

)
sin α2 + mβ̇ v̇ (11.65)

11.4.2 Lateral Dynamic Modeling

The same assumption as in the longitudinal motion concerning the effect of the
neglected external centrifugal force’ effects. Then, the corresponding bond graph
model of the lateral dynamic is shown in Fig. 11.50. v̇, v̈ are the lateral velocity and
lateral acceleration of the vehicle.

From the bond graph model of the Lateral dynamic in integral causality, mathe-
matical expression of this dynamic can be deduced as follows:

mv̈ = (Fx1 + Fx2) sin α1 + (
Fy1 + Fy2

)
cosα1 − (Fx3 + Fx4) sin α2

+ (
Fy3 + Fy4

)
cosα2 − mβ̇u̇ (11.66)
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Fig. 11.48 Representation of longitudinal, lateral, and yaw motions

Fig. 11.49 Bond graph model of longitudinal dynamic

11.4.3 Yaw Dynamic Modeling

Definition 11.1 The Yaw angle of a vehicle is the angle generated from the rotation
around the vertical axis (Fig. 11.48).

The Yaw dynamic of the RobuCar system is detailed at the bond graph model of
Fig. 11.51.
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Fig. 11.50 Bond graph model of lateral dynamic

From the bond graph model (Fig. 11.51) of the Y aw dynamic in integral causality,
mathematical expression of this dynamic can be deduced as it is developed below:

LG β̈ = r2
[(

Fx1 + Fx2
)

sin α1 + (
Fy1 + Fy2

)
cosα1

]
+ r1

[(
Fx3 + Fx4

)
sin α2 − (

Fy3 + Fy4
) · cosα2

]

+ d

2

[(
Fx1 − Fx2

)
cosα1 + (

Fx3 − Fx4
)

cosα2

− (
Fy1 − Fy2

)
sin α1 + (

Fy3 − Fy4
)

sin α2
]

(11.67)

where LG is the inertia of the RobuCar’s center of gravity calculated according to
the vertical axis.

11.4.4 Suspension Dynamics Modeling

Consider the suspended mass m of RobuCar’s chassis, as being a rectangular bar of
length r1 + r2 and width 2ρ (with r1 + r2 > 2ρ), different from d. Figure 11.52
shows schematically the RobuCar’s components of roadway impacts excitation (z j1 ,
j ∈ [1; 4]), wheels (mass m j and their normal displacements z j2 , tire viscoelasticity
characteristics in normal axis: k j1 stiffness and a j1 friction coefficient with link
stiffness krn , i ∈ [1; 4], n ∈ [1; 2]), suspension system (k j2 stiffness and a j2 viscous
friction coefficient, and their normal displacements z j , j ∈ [1; 4]) and the impact
efforts (Fx j , Fy j and Fz j , j ∈ [1; 4]) (Fig. 11.53).

The front side corresponds to AB and the rear one to C D. The center of gravity
is located at coordinates (r2, ρ) relative to corner A, where ϕ and θ correspond



11.4 Dynamic Modeling of the Chassis 819

Fig. 11.51 Bond graph model of the Yaw dynamic

respectively to the pitch and roll angles. Clockwise roll (θ > 0) of the bar is defined
as (z2 > z1 ), and the clockwise pitch (ϕ > 0) as (z3 > z1). The lateral and
longitudinal (roll and pitch) moments of inertia are IG and JG respectively.

Note that h corresponds to the mass m displacement, then according to Fig. 11.54,
the following expressions are deduced:

⎧⎪⎪⎨
⎪⎪⎩

z1 = h − ρ sin θ − r2 sin ϕ
z2 = h + ρ sin θ − r2 sin ϕ
z3 = h − ρ sin θ + r1 sin ϕ
z4 = h + ρ sin θ + r1 sin ϕ

(11.68)
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Fig. 11.52 Suspension system of RobuCar

Fig. 11.53 Tire contact forces
configuration for RobuCar
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Fig. 11.54 Roll and pitch RobuCar’s chassis movements

Let’s consider that the roll and pitch angular displacement are small, then sin θ →
θ and sin ϕ → ϕ. Expressions (11.68) will become:

⎧⎪⎪⎨
⎪⎪⎩

z1 = h − ρθ − r2ϕ

z2 = h + ρθ − r2ϕ

z3 = h − ρθ + r1ϕ

z4 = h + ρθ + r1ϕ

(11.69)

with ⎧⎪⎪⎨
⎪⎪⎩

ω1 = h − r2ϕ

ω2 = h − ρθ

ω3 = h + r1ϕ

ω4 = h + ρθ

(11.70)

Measurements of ωi , i ∈ [1; 4] are useful for the location of r1 and r2.
The corresponding bond graph model of the suspension motion related to RobuCar

system is given by Fig. 11.55.
Thus, the synthesized differential equations from the bond graph model are given

as follows:

m1 z̈12 = k11(z11 − z12)+ k12(h − ρθ − r2ϕ − z12)+ a11(ż11 − ż12)

+ a12(ḣ − ρθ̇ − r2ϕ̇ − ż12)+ kr1(z22 − z12)
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Fig. 11.55 Bond graph model of suspension dynamics

m2 z̈22 = k21(z21 − z22)+ k22(h + ρθ − r2ϕ − z22)+ a21(ż21 − ż22)

+ a22 · (ḣ + ρθ̇ − r2ϕ̇ − ż22)+ kr1(z12 − z22)

m3 z̈32 = k31(z31 − z32)+ k32(h − ρθ + r1ϕ − z32)+ a31(ż31 − ż32)

+ a32(ḣ − ρθ̇ + r1ϕ̇ − ż32)+ kr2(z42 − z32)

m4 z̈42 = k41(z41 − z42)+ k42(h + ρθ − r1ϕ − z42)+ a41(
.
z41 − ż42)

+ a42(ḣ + ρθ̇ + r1ϕ̇ − ż42)+ kr2(z32 − z42) (11.71)
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Then, it can be represented in appropriate form related to the states by (11.72):

z̈12 = − a11 + a12

m1
ż12 − k11 + k12 + kr1

m1
z12 + a12

m1
ḣ + k12

m1
h − a12ρ

m1
θ̇ − k12ρ

m1
θ

− a12r2

m1
ϕ̇ − k12r2

m1
ϕ + kr1

m1
z22 + a11

m1
ż11 + k11

m1
z11

z̈22 = − a21 + a22

m2
ż22 − k21 + k22 + kr1

m2
z22 + a22

m2
ḣ + k22

m2
h + a22ρ

m2
θ̇ + k22ρ

m2
θ

− a22r2

m2
ϕ̇ − k22.r2

m2
ϕ + kr1

m2
z12 + a21

m2
ż21 + k21

m2
z21

z̈32 = − a31 + a32

m3
ż32 − k31 + k32 + kr2

m3
z32 + a32

m3
ḣ + k32

m3
h − a32ρ

m3
θ̇ − k32ρ

m3
θ

+ a32r1

m3
ϕ̇ + k32r1

m3
ϕ + kr2

m3
z42 + a31

m3
ż31 + k31

m3
z31

z̈42 = − a41 + a42

m4
ż42 − k41 + k42 + kr2

m4
z42 + a42

m4
ḣ + k42

m4
h + a42ρ

m4
θ̇ + k42ρ

m4
θ

+ a42r1

m4
ϕ̇ + k42r1

m4
ϕ + kr2

m4
z31 + a41

m4
ż41 + k41

m4
z41 (11.72)

Finally, the dynamic of the Chassis is related to the suspension one and it is
represented by the following bond graph model of Fig. 11.56.

The corresponding mathematical model is given by the following differential
equation:

ḧ = − a12 + a22 + a32 + a42

m
ḣ − k12 + k22 + k32 + k42

m
h

+ a12 − a22 + a32 − a42

m
ρθ̇ + k12 − k22 + k32 − k42

m
ρθ

+ (a12 + a22)r2 − (a32 + a42)r1

m
ϕ̇ + Fz1 + Fz2 + Fz3 + Fz4

m

+ (k12 + k22)r2 − (k32 + k42)r1

m
ϕ + a12

m
ż12 + k12

m
z12

+ a22

m
ż22 + k22

m
z22 + a32

m
ż32 + k32

m
z32 + a42

m
ż42 + k42

m
z42 (11.73)
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Fig. 11.56 Bond graph model of the Chassis’ vertical dynamic

11.4.5 Pitch Dynamics Modeling

Definition 11.2 The Pitch angle of a vehicle is the angle generated from the rotation
around the lateral axis (Fig. 11.57).

In the studied case, all the system parameters are identified and the states are
measured or estimated. Pitch and Roll velocities ϕ̇ and θ̇ are estimated from the
inertial central from the real vehicle (Fig. 11.57). Fx j , Fy j , and Fz j ( j ∈ [1; 4]) are
estimated from the dynamic tire model of Fig. 11.22. The front and rear steering
angles α1 and α2 are measured directly from the incremental encoders. Then, the
bond graph model of the Pitch dynamic is given by Fig. 11.58.

From the bond graph model of the Pitch dynamic in integral causality, mathemat-
ical expression of this dynamic can be deduced as it is developed below:

ϕ̈ =
[

1

JG
(a12 + a22)r2 − (a32 + a42)r1

]
ḣ + 1

JG
[(k12 + k22)r2 − (k32 + k42)r1] h

+ ρ

JG
[(a22 − a12)r2 + (a32 − a42)r1] θ̇ + ρ

JG
[(k22 − k12)r2 + (k32 − k42)r1] θ

− 1

JG

[
(a22 + a12)r

2
2 + (a42 + a32)r

2
1

]
ϕ̇ − 1

JG

[
(k22 − k12)r

2
2 + (k42 + k32)r

2
1

]
ϕ



11.4 Dynamic Modeling of the Chassis 825

Fig. 11.57 Pitch motion

Fig. 11.58 Bond graph model of the pitch dynamics

− a12

JG
r2 ż12 − k12

JG
r2z12 − a22

JG
r2 ż22 − k22

JG
r2z22 + a32

JG
r1 ż32 + k32

JG
r1z32 + a42

JG
r1 ż42

+ k42

JG
r1z42 + r2

JG
Fz1 + r2

JG
Fz2 − r1

JG
Fz3 − r1

JG
Fz4 + h1

JG
(Fx1 + Fx2) cosα1

+ h1

JG
(Fx3 + Fx4) cosα2 − h1

JG
(Fy1 + Fy2) sin α1 + h1

JG
(Fy3 + Fy4) sin α2 (11.74)
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By using expressions of (11.68) and (11.69), Eq. (11.74) became:

JG ϕ̈ = − k12(z12 − h + ρθ + r2ϕ)r2 − k22(z22 − h − ρθ + r2ϕ)r2

+ k32(z32 − h + ρθ − r1ϕ)r1 + k42(z42 − h − ρθ − r1ϕ)r1

− a12(ż12 − ḣ + ρθ̇ + r2ϕ̇)r2 − a22(ż22 − ḣ − ρθ̇ + r2ϕ̇)r2

+ a32(ż32 − ḣ + ρθ̇ − r1ϕ̇)r1 + a42(ż42 − ḣ − ρθ̇ − r1ϕ̇)r1

+ Fz1r2 + Fz2r2 − Fz3r1 − Fz4r1 + (Fx1 + Fx2)h1 cosα1

+ (Fx3 + Fx4)h1 cosα2 − (Fy1 + Fy2)h1 sin α1

+ (Fy3 + Fy4)h1 sin α2 (11.75)

where JG is the inertia of the RobuCar’s center of gravity calculated according to
the lateral axis.

11.4.6 Roll Dynamics Modeling

Definition 11.3 The Roll angle of a vehicle is the angle generated from the rotation
around the longitudinal axis (Fig. 11.57).

The Roll dynamic of the RobuCar system is detailed at the bond graph model of
Fig. 11.59.

From the bond graph model of the Roll dynamic in integral causality, mathematical
expression of this dynamic can be deduced as it is developed below:

θ̈ =a12 − a22 + a32 − a42

IG
ρḣ + k12 − k22 + k32 − k42

IG
ρh

− a12 + a22 + a32 + a42

IG
ρ2θ̇ + ρ

IG
Fz1 − ρ

IG
Fz2 + ρ

IG
Fz3 − ρ

IG
Fz4

− k12 + k22 + k32 + k42

IG
ρ2θ + (a22 − a12)r2 − (a42 − a32)r1

IG
ρϕ̇

+ (k22 − k12)r2 − (k42 − k32)r1

IG
ρϕ − a12

IG
ρ ż12 − k12

IG
ρz12

+ a22

IG
ρ ż22 + k22

IG
ρz22 − a32

IG
ρ ż32 − k32

IG
ρz32 + a42

IG
ρ ż42 + k42

IG
ρz42

+ (Fy1 + Fy2)
h1

IG
cosα1 + (Fy3 + Fy4)

h1

IG
cosα2

+ (Fx1 + Fx2)
h1

IG
sin α1 − (Fx3 + Fx4)

h1

IG
sin α2 (11.76)
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Fig. 11.59 Bond graph model of the roll dynamics

By using expressions of (11.68) and (11.69), Eq. (11.76) became:

IG .θ̈ = − k12(z12 − h + ρθ + r2ϕ)ρ + k22(z22 − h − ρθ + r2ϕ)ρ

− k32(z32 − h + ρθ − r1ϕ)ρ + k42(z42 − h − ρθ − r1ϕ)ρ

− a12(ż12 − ḣ + ρθ̇ + r2ϕ̇)ρ + a22(ż22 − ḣ − ρθ̇ + r2ϕ̇)ρ

− a32(ż32 − ḣ + ρθ̇ − r1ϕ̇)ρ + a42(ż42 − ḣ − ρθ̇ − r1ϕ̇)ρ

+ Fz1ρ − Fz2ρ + Fz3ρ − Fz4ρ

+ (Fy1 + Fy2)h1 cosα1 + (Fy3 + Fy4)h1 cosα2

+ (Fx1 + Fx2)h1 sin α1 − (Fx3 + Fx4)h1 sin α2 (11.77)

where IG is the inertia of the RobuCar’s center of gravity calculated according to
the longitudinal axis.



828 11 Intelligent Transportation Systems

11.5 Fault Detection and Isolation

In this section, a model-based Fault Detection & Isolation algorithm (FDI) [10, 43] is
described, in order to detect the actuators fault on the actuated wheels of RobuCar’s
vehicle. By using the F DI algorithms proposed in [31], a list of AR R along with the
corresponding Fault Signature Matrix (F SM) can be generated. These tools allow
to detect and isolate the possible faults present on the physical system.

The F DI proposed approach is based on the calculation of the residuals issued
from the Analytical Redundancy Relation (AR R), and it makes the difference
between the dynamic system in normal and faulty situations. Note that for an observ-
able system, with no unresolved algebraic loops, the number of AR R generated is
equal to the number of the measured states and are equal to the number of detec-
tors on the bond graph model [31]. In the studied case, the measured states are the
two angular velocities of the wheel and the current at the electrical side of each j th
actuator.

11.5.1 ARRs Generation

The main steps to generate the list of AR R and F SM by using are summarized
below:

1. Build the bond graph model in preferred integral causality;
2. Put the bond graph model in preferred derivative causality after dualization of the

sensors;
3. Write the constitutive relation for each junction;
4. Eliminate the unknown variables from each constitutive relation by covering the

causal paths in the bond graph model;
5. Generate the list of AR R and the corresponding F SM .

• ARR1 j Generation

The first AR R j corresponds to those generated from the electrical part of the j th
of the electromechanical system where its bond graph model in derivative causality
is given in Fig. 11.60. This part of the model is presented in preferred derivative
causality in order to generate the AR R, in order to avoid the case where the initial
conditions are not known.

The constitutive relations of the junctions 11, 12, 01, and 13 are given by the
following equations:

⎧⎪⎪⎨
⎪⎪⎩

e23 = e20 + e40 − e21 − e22
e28 = e24 + e39 + e26 − e25 − e27
f29 = f28 − f30
e34 = e31 + e33 + e36 + e38 − e32

(11.78)
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Fig. 11.60 Bond graph model of the j th electromechanical in derivative causality

Three structurally independent AR Ri j (i ∈ [1; 3]) of the j th electromechanical
system can be generated from Eq. 11.78 after eliminating the unknown variables.
This elimination process is achieved by following the causal paths from unknown to
known variables on the bond graph model.

From Eq. 11.78, the unknown variables are given by the following relations:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

e20 = U0 j

e40 = 0
e21 = L j

d
dt ( f40) = L j

d
dt (i j )

e22 = Re j f40 = Re j i j

e23 = ke j f39 = ke j θ̇e j

(11.79)

From the junction 11 the following equation is deduced:

e23 = U0 j − Re j i j − L j
d

dt
(i j ) = ke j θ̇e j (11.80)

From Eq. 11.80 the following AR R1 j is deduced:

AR R1 j : U0 j − Re j i j − L j
d

dt
(i j )− ke j θ̇e j = 0 (11.81)

• ARR2 j Generation

The second AR R j corresponds to those generated from the mechanical part of
the j th electromechanical system where its bond graph model in derivative causality
is given in Fig. 11.60. In this model part, the C : 1/K j element is already in integral
causality, because the system is sub-determined with the actual configuration. So, the
dualization of the sensor is possible in this case because the initial conditions related
to the position between the input and output of the j th mechanical part θe j − N jθs j is
supposed to be known, and then the C element can be presented in integral causality.
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From Eq. 11.78, the unknown variables are given by the following relations:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

e24 = ke j f40 = ke j i j

e39 = 0
e26 = w j

e25 = Je j
d
dt ( f39) = Je j

d
dt (θ̇e j )

e27 = fe j f27 = fe j θ̇e j

e28 = K j f29 = K j (θe j − N jθs j )

(11.82)

From the junction 12 the following equation is deduced:

e28 = K j (θe j − N jθs j ) = ke j i j − Je j

d

dt
(θ̇e j )− fe j θ̇e j − w j (11.83)

From Eq. 11.83 the following AR R2 j is deduced:

AR R2 j : ke j i j − Je j
d
dt

(
θ̇e j

) − fe j θ̇e j − w j − K j
(
θe j − N jθs j

) = 0 (11.84)

• ARR3 j Generation

The third AR R j describes the load part corresponding to the model part of the
wheel with tire-road contact. Thus, the following unknown variables are identified:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

e34 = e31 + e33 + e36 + e38 − e32
e31 = N j e30 = N j e28 = N j K j

(
θe j − N jθs j

)
e33 = N j w j

e36 = 0
e38 = −rl j Fx j

e32 = fs j f36 = fs j θ̇s j

e34 = Js j
d
dt ( f36) = Js j

d
dt

(
θ̇s j

)

(11.85)

Thus, the deduced ARR3 j is obtained by replacing the unknown variables of the
associated Eq. 11.78 by their expressions in 11.85:

AR R3 j : N j K j
(
θe j − N jθs j

) + N j w j − Js j

d(θ̇s j )

dt − fs j θ̇s j − rl j Fx j = 0
(11.86)

In addition, the residuals of the F SM are represented instead of AR R, where each
residual pni j

is a numerical evaluation of an AR Ri j . The corresponding residuals
pn1 j

, pn2 j
, and pn3 j

of AR R1 j , AR R2 j , and AR R3 j (i ∈ [1; 3] and j ∈ [1; 6]) are
given by the following relations:
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Table 11.2 Fault signature
matrix of electromechanical
system

Component Variables Db Ib pn1 j
pn2 j

pn3 j

Velocity sensors θ̇e j 1 0 0 1 0
θ̇s j 1 0 0 0 1

Mechanical part Je j 1 0 0 1 0
fe j 1 0 0 1 0
Js j 1 0 0 0 1
fs j 1 0 0 0 1

Electrical part Re j 1 0 1 0 0
L j 1 0 1 0 0

Mechanical backlash w j 1 1 0 1 1
Input control U0 j 1 0 1 0 0
Contact effort Fx j 1 0 0 0 1

pn1 j
= U0 j − Re j i j − L j

d
dt

(
i j
) − ke j θ̇e j

pn2 j
= ke j i j − Je j

d
dt

(
θ̇e j

) − fe j θ̇e j − w j − K j
(
θe j − N jθs j

)

pn3 j
= N j K j

(
θe j − N jθs j

) + N j w j − Js j

d
(
θ̇s j

)
dt − fs j θ̇s j − rl j Fx j

(11.87)

The corresponding Fault Signature Matrix (F SM) of the j th electromechanical
system is given in Table 11.2.

In this table, the rows represent the components signatures and the columns are
respectively the fault detectability Db, the fault isolability Ib, and the three residuals
pn1 j

, pn2 j
, and pn3 j

of each j th electromechanical system. A value ‘1’ on respectively
Db and Ib columns means that faults on the corresponding components are detectable
and isolable. The presence of value ‘1’ on the residual columns shows the influ-
ence of the corresponding component on the residual dynamics. In this application,
the F SM helps to detect and to distinguish the influences of the nonlinearity from
the component fault.

11.5.2 Results of Co-Simulation

The implemented program for co-simulation has been first of all validated on a vehicle
dynamic simulator (CALLAS©) [36] of Fig. 11.61, coupling with Matlab/Simulink
software.

The considered scenario results in the vehicle making a circular trajectory as
shown in Fig. 11.62 for duration of 350 s (obtained by integrating the velocities).

The orientation of the vehicle for this scenario is done by differentiation on the
wheel velocities and not on the steering system. Transmitted traction’ torques, in
normal situation, are represented by Fig. 11.63. It allows a slow displacement of the
vehicle.
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Fig. 11.61 Simulator of vehicle dynamic

Fig. 11.62 X-Y plane trajec-
tory in normal situation

To simulate a fault input scenario, we introduce undesirable control torque of Fig.
11.64 at instant 250 s on the main torque of the mechanical part of the front left
actuated wheel.

The new transmitted torques in presence of input fault are presented in Fig. 11.65
where the noticed sensible residual is the second pn21

of Fig. 11.66 and it corresponds
to the description of the designed F SM .

Finally, the new trajectory in presence of input fault on the front left actuated
wheel ( j = 1) is given by Fig. 11.67.
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Fig. 11.63 Transmitted con-
trol torques in normal situation

Fig. 11.64 Undesired faulty
torque

Fig. 11.65 Transmitted
torques in presence of input
fault
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Fig. 11.66 Residuals in faulty situation

Fig. 11.67 Trajectory after
input fault on the front left
actuated wheel

11.6 Robust Diagnosis

11.6.1 Principle and Definitions

Because of its behavioral, structural, and causal properties, the bond graph tool is
used more and more for modeling and fault diagnosis. From Fault Detection and
Isolation (F DI ) and supervision viewpoint, the causal properties of the bond graph
tool are used to determine the origin of the faults [31, 34, 35]. The bond graph
model can be used to obtain mathematical and graphical representations, allowing
the ability to detect and to isolate faults [31].

For modeling purpose, two approaches are proposed for uncertainties modeling
using bond graph [39]. The first method consists in describing parameter uncertainties
as bond graph elements, and the second uses the Linear Fractional Transformation
L FT form for the characterization of the parameter uncertainties.

In this section, the bond graph tool as an integrated language for modeling and
robust F DI is given in L FT form [3], in order to generate the Analytical Redundancy
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Relations (AR R). The AR Rs consist of two perfectly separate parts, a nominal part
called pn which describe the system operating, and an uncertain part called pu , which
is used for sensitivity analysis and evaluation of residuals.

With the same graphical modeling tool, we can perform modeling, robust diagno-
sis, and sensitivity analysis of residuals, taking into account the parameter uncertain-
ties. Thus, with the association of bond graph and the L FT principle, it is possible
to obtain physical behavior of the systems, and improving the monitoring by deduc-
ing the adaptive thresholds of the residuals, for robust detection and isolation of
imperfections. The different steps of this robust diagnosis are presented as follows:

1. L FT modeling of the nonlinear and uncertain system using the bond graph;
2. Identification of the system parameters, where the parameter uncertainties are

calculated using statistical or interval approaches;
3. Generation of AR R for the uncertain system, after decoupling the nominal and

the uncertain parts. Residuals correspond to the nominal part of the AR R, while
the residual thresholds are calculated from the uncertain parts of the AR R;

4. Sensitivity analysis of the residual is done by calculating the fault detectability
indices, from the uncertain part of the AR R.

Knowing that the introduction of uncertainties does not affect the causality and the
structural properties of the bond graph elements in L FT form [3], the monitorability
analysis (i.e. ability to generate AR R ) is realized using the determinist bond graph
model. Monitorability analysis developed in [4] shows that in the case of unknown
initial conditions, the system should be proper, observable, and over constrained,
sufficient conditions to generate an AR R.

Definition 11.4 A bond graph model is proper if and only if it does not contain
dynamic elements in derivative causality when the model is in preferred integral
causality and vice versa [44].

Definition 11.5 A bond graph model is structurally observable if and only if the
following conditions are satisfied:

• On the bond graph model in integral causality, it exists a causal path between all
the dynamic elements I and C and detectors De or D f ;

• All the dynamic elements I and C admit a derivative causality when the bond
graph model is in preferred derivative causality. If some dynamic elements remain
in integral causality, the dualization of the detectors De and D f must allow putting
them in derivative causality [44].

Definition 11.6 When the bond graph model is in derivative causality, the system
is considered over constrained, if and only if after dualization the detectors (Effort
and flow), De and D f become signal sources SSeand SS f , then the elements I and
C can be kept in derivative causality [3].
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Fig. 11.68 Deterministic bond graph model of the j th quarter of vehicle in derivative causality
with inverted detectors

Monitorability analysis shows that the electrical part of the j th DC motor is
proper, observable, and over constrained (Fig. 11.68), because there is no conflict
of causality in this part of the model. AR R can be generated from the considered
junction 11. The mechanical part of the system is proper, observable but under con-
strained, because the effort in the C : 1/K j element is unknown, which explains
the appearance of a causality conflict at the associated junction 01, for that this ele-
ment is remained in integral causality. This situation can be avoided when the initial
conditions are perfectly known. In this case, the initial condition associated to this
element describes the position measurement, which is available through the installed
hardware sensors on the system. Finally, wheel part is proper, observable, and over
constrained. Due to this properties analysis, three AR R can be generated from the
uncertain bond graph model of Fig. 11.68.

11.6.2 LFT Bond Graph Model

In the following development, a model of j th traction system is presented, including
structured and unstructured uncertainties [4], using Linear Fractional Transforma-
tion form L FT [39]. The principle of this model is to combine between L FT and
bond graph to represent the uncertainties. It consists in modeling the uncertain sys-
tem, by concatenating a nominal part, whose parameters are perfectly known, and
an uncertain part, representing various uncertainties. Unstructured uncertainties are
considered as modulated sources of unknown effort or flow, assumed present in the
system and affect its normal operation. In our studied case, the unstructured uncer-
tainties are assumed present in the mechanical part of the j th DC motor, and on the
wheel part, where two modulated sources of efforts w j and N j w j are respectively
added to the bond graph model in L FT form. The origin of those uncertainties is
the presence of a backlash phenomenon in the gear part, which causes a disturbing
torque on the system. The backlash phenomena is generally difficult to model due
to its discontinuous nonlinearity, then it is considered as unstructured uncertainty



11.6 Robust Diagnosis 837

Fig. 11.69 LFT Bond graph model of the system in derivative causality with inverted sensors

and for this purpose, it will be estimated in its continuous nonlinear form, using
Eq. (11.54).

For F DI analysis, the bond graph model should be given in derivative causality
with an inverted detectors (Fig. 11.68) in order to avoid the unknown initial conditions
for the step of the AR R generation. When a detector is dualized or inverted, it
becomes a signal source of effort or flow. This latter is imposed to the considered
junction, thus, the detector is no longer optional, and it risks generating conflicts of
causality on the bond graph model.

The main advantages of such model for robust diagnosis are summarized in the
following points:

• Introduction of uncertainties does not affect the causality and the structural prop-
erties of the BG elements on the nominal model;

• Representation of structured and unstructured uncertainties;
• Energy added to the system by an uncertainty depends on the energy added by the

nominal parameter;
• Uncertain part is perfectly separated from the nominal part.

In this studied case, we consider that the gear ratio parameter N j is deterministic
and its uncertainty is neglected and the disturbing torque w j is initially identified
with a nominal value of the dead zone magnitude τ0nj

and its unstructured uncertainty
depends principally on the perturbation issued from the variation of this dead zone.
Now, the uncertain bond graph model of j th electromechanical part including the
contact effort is shown in Fig. 11.69, where the source of efforts and flow ε describing
the uncertainties are modulated by the following expressions:

εRe j
= −δRe j

z∗
Re j

; z∗
Re j

= Re jn
i j

εL j = −δL j z
∗
L j

; z∗
L j

= L jn
di j

dt
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εJe j
= −δJe j

z∗
Je j

; z∗
Je j

= Jen j
θ̈e j

ε fe j
= −δ fe j

z∗
fe j

; z∗
fe j

= fen j
θ̇e j

εK j = −δK j z
∗
K j

; z∗
K j

= Kn j (θe j − N jθs j )

εJs j
= −δJs j

z∗
Js j

; z∗
Js j

= Jsn j
θ̈s j

ε fs j
= −δ fs j

z∗
fs j

; z∗
fs j

= fsn j
θ̇s j

εelec = −δke j
θ̇e j ; εmeca = δke j

i j

εrl j
= δrl j

Fxn j ; εεFx j
= δrl j

εFx j

εN j w j = N jεw j (11.88)

11.6.3 Robust ARRs Generation

The procedure of AR R generation in presence of structured (parameter uncertain-
ties) and unstructured (perturbations and modeling uncertainties) uncertainties is
explained as follows:

1. The bond graph model should be written in preferred derivative causality after
dualization of the sensors;

2. From junctions 0 and 1 of an over constrained part, the AR R is deduced by
expressing the energetic assessment on the junction;

3. The obtained AR R j consists of two perfectly separated parts, j th nominal part
called pn j which describes the deterministic part, and j th uncertain part pu j used
for the generation of adaptive thresholds during normal operating.

From the bond graph model of Fig. 11.69, a set of AR R j (11.89) is generated.
The first one is generated from the junction 11 connected to the dualized sensor
SS f : i j , the second and the third are respectively generated from the other junctions
12 and 13 connected to the dualized sensors SS f : θ̇e j and SS f : θ̇s j . Due to the
properties of L FT model, each AR R j is separated in two distinguished parts, given
by Eqs. (11.90), (11.91) and (11.92).

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ARR1 j : U0 j − Ln j
d
dt i j − Ren j

i j − ken j

(
θ̇e j − εelect

) + εRe j
+ εL j

= 0

ARR2 j : ken j
(i j + εmeca)− Jen j

θ̈e j − fen j
θ̇e j − wn j − Kn j

(
θe j − N jθs j

)
+εw j + εJe j

+ ε fe j
+ εK j = 0

ARR3 j : N j Kn j

(
θe j − N jθs j

) + N j wn j − Jsn j
θ̈s j − fsn j

θ̇s j + rl j Fxn j
+ N jεK j

+N jεw j + εJs j
+ ε fs j

+ rl j εFx j
+ rl j εrl j

+ rl j εεFx j
= 0

(11.89)
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{
pn1 j

= U0 j − Ln j
d
dt i j − Ren j

i j − ken j
θ̇e j

pu1 j
= εRe j

+ εL j
+ ken j

εelect
(11.90)

{
pn2 j

= ken j
i j − Jen j

θ̈e j − fen j
θ̇e j − wn j − Kn j

(
θe j − N jθs j

)
pu2 j

= εw j + εJe j
+ ε fe j

+ εK j + ken j
εmeca

(11.91)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

pn3 j
= N j Kn j

(
θe j − N jθs j

) + N j wn j

−Jsn j
θ̈s j − fsn j

θ̇s j + rl j Fxn j

pu3 j
= N jεK j + N jεw j + εJs j

+ ε fs j

+rl j εFx j
+ rl j εrl j

+ rl j εεFx j

(11.92)

By replacing the residual pni j
and the uncertain part pui j

, i ∈ [1; 3]of Eqs. (11.90),
(11.91), and (11.92) in the AR Ri j of (11.89), we obtain the following equation:

pni j
+ pui j

= 0, i ∈ [1; 3] ⇒ pni j
= −pui j

(11.93)

Thus, extremum thresholds ai j
is given such that:

− ai j
� pni j

� ai j
(11.94)

with ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

a1 j =
∣∣∣εRe j

∣∣∣ +
∣∣∣εL j

∣∣∣ + ken j
|εelect |

a2 j = ∣∣εw j

∣∣ +
∣∣∣εJe j

∣∣∣ +
∣∣∣ε fe j

∣∣∣ + ∣∣εK j

∣∣ + ken j
|εmeca |

a3 j = N j
∣∣εK j

∣∣ + N j
∣∣εw j

∣∣ +
∣∣∣εJs j

∣∣∣ +
∣∣∣ε fs j

∣∣∣
+rl j

∣∣∣εFx j

∣∣∣ + rl j

∣∣∣εrl j

∣∣∣ + rl j

∣∣∣εεFx j

∣∣∣
(11.95)

11.6.4 Results of Co-Simulation

The additive uncertainty on each parameter is considered as the difference between
the maximum value of the parameter and its mean value. Thus, the additive uncer-
tainties are related to their multiplicative values according to the following relations:

δR = ΔR

Rn
; δ 1

R
= ΔR

Rn +ΔR
; δI = ΔI

In
; δC = ΔC

Cn
; δT F = ΔT

Tn
; δGY = ΔG

Gn

with ΔR,ΔI, and ΔC are respectively the additive uncertainty’ values of the bond
graph elements R, I, and C . ΔT and ΔG are respectively the additive uncertainty
values of the modulus of T F and GY . δR, δI , δC , δT F , δGY are the multiplicative
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Table 11.3 Co-simulation
parameters

Parameters Nominal value Uncertainties Value

Ln j 0.075 (H) δL j 0.05
Ren j

0.32 (Ω) δR j 0.05

ken j
0.122 (V/rad) δke j

0.03

Jen j
0.01

(
Nms2/rad

)
δJe j

0.002

fen j
0.015 (Nms/rad) δK j 0.0011

Kn j 1 (Nm/rad) δ fe j
0.0016

Jsn j
8
(
Nms2/rad

)
δJs j

0.02

fsn j
0.02 (Nms/rad) δ fs j

0.0022

rln j
0.2 (rad) δr j 0.005

Fxn jmax
0.125 (kN) δFx j

0.001

uncertainties of the bond graph elements. Rn, In,Cn, Tn, and Gn are the nominal
values of the bond graph elements. δ 1

R
is the multiplicative uncertainty’ value on the

characteristic functions of R element in conductance causality.
Let’s consider the example of the uncertainty on the j th wheel radius, which is

identified experimentally. Its nominal value rln j
is identified initially without presence

of external load on the vehicle, and the tire is inflated at the maximum level of pressure
(2 bar). The minimum value of the radius rl j min is identified when the vehicle is full
loaded. Then, the additive and multiplicative uncertaintiesΔrl j and δrl j

are calculated
as follows:

{
Δrl j = rl jn

− rl j min

δrl j
= Δrl j

rl jn

(11.96)

The set of parameters and uncertainties of the j th system is given in Table 11.3.
The results presented bellow are obtained after collecting data acquisition in nor-

mal situation, then these data are coupled with a dynamic simulator (CALLAS©) [36]
in order to be co-simulated with the studied traction actuator model. To show the fault
accuracy detection and isolation with presence of uncertainties, and the sensitivity
to faults, the following scenarios is proposed:

• Residuals generation in normal situation;
• Residuals generation in presence of a fault on the electrical resistance for the j th

DC motor for the traction system;
• Residuals generation in presence of a fault on the mechanical part for the j th DC

motor for the traction system;
• Residuals generation in presence of the tire puncture fault.

Figure 11.70 shows the residuals and adaptive thresholds in normal situation for
the rear left traction system. The residuals are inside the thresholds because there is
no fault on the system, then no alarm is generated.
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Fig. 11.70 Residuals and adaptive thresholds in absence of fault

Fig. 11.71 Residuals and adaptive thresholds with a fault in electrical resistance Re

The profile of the introduced electrical fault is given in Fig. 11.71, which describes
the progressive variation of the electrical resistance Re of the rear left DC motor
from its nominal value. The residuals pn , pn2 and pn3 are shown in Fig. 11.71. The
fault appears at time t = 50 s and is detected at time t = 58 s by the residual pn1

when the fault value reach the value of 0.1Ω . The residuals pn2 and pn3 are not
sensitive to this fault and they remain inside the thresholds.

The whole behavior of the vehicle is now changed in presence of the electrical
fault, where the new trajectory is given in Fig. 11.72. The appearance of the fault
causes a vehicle deviation from the desired trajectory.

The second supposed fault represents an unknown external perturbation on the
tire, which can be explained by the tire puncture simulation after a depression. This
fault causes a variation of the wheel velocity at time t = 50 s (Fig. 11.73). The profile
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Fig. 11.72 Vehicle trajectory in presence of fault in electrical resistance Re

Fig. 11.73 Residuals and adaptive thresholds in presence of external tire puncture

of the residuals pn , pn2 and pn3 is given in Fig. 11.73. The fault is detected at time
t = 51 s by the residual pn3 , while residuals pn1 and pn2 are not sensitive to this
fault, they remains inside the thresholds. The presence of this fault causes a vehicle
deviation from the desired trajectory as shown in Fig. 11.74.

The third fault is introduced at the level of the mechanical part of the rear left DC
motor, it represents a variation of the viscous friction parameter fe from its nominal
value (Fig. 11.75). The progressive fault is introduced at time t = 50 s, and it is
detected at time t = 58 s by the residual pn1 (Fig. 11.75) after reaching the fault
value of 0.08 Nms/rad. Residual pn2 is sensitive to this fault at time t = 68 s with a
fault value equal to 0.11 Nms/rad. Finally, residual pn3 is less sensitive to this fault,
so it remains inside the thresholds. The presence of this fault causes also a vehicle
deviation from the desired trajectory as shown in Fig. 11.76.
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Fig. 11.74 Vehicle trajectory in presence of external tire puncture

Fig. 11.75 Residuals and adaptive thresholds in presence of a fault in the mechanical part of the
rear left DC motor

11.7 Fault Tolerant Control

11.7.1 Objectives and Principle

Fault tolerant control (FTC) systems [18], started to be applied at first to safety-
critical systems such as, nuclear power plants and in the aircraft field. However,
in modern technology systems, improvements regarding reliability, cost efficiency,
safety, availability, and quality have lead to the application of fault tolerant control
strategies in a more general field of engineering problems, such as, automotive,
manufacturing, etc. Often a system is performed to satisfy its purposes, assuming
that all the components are in perfect conditions at all the time. Hence, if a fault
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Fig. 11.76 Vehicle trajectory
in presence of fault in the
mechanical part of the rear left
DC motor

occurs, unexpected or even catastrophic situations may happen and logically the
system does not behave as desired.

The objective of a fault tolerant system is to achieve its mission and maintain the
overall stability of the system, even if a system is subject to failures, (e.g., actuators,
sensors, or other components of the system), through the application of a closed-loop
control strategy.

In [5], the authors classified the FTC techniques in two distinct groups, the passive
fault tolerant control (PFTC) and the active fault tolerant control (AFTC) approaches.

The passive approach makes use of robust control techniques, because of its ability
to maintain performance in the presence of uncertainties [5]. In this case, the closed-
loop control system is fixed and failures are treated as model uncertainties or as
unknown disturbances. Hence, this approach can only be applied if it is guaranteed
that a fault will act like a bounded uncertainty of the system [32].

PFTC needs taking all possible faults of a system in consideration during the
design stage, thus it cannot be guaranteed that unanticipated failures are handled.
As an advantage it can be stated that PFTC does not require online information
regarding the type of faults. The passive FTC approaches found in literature are:
Reliable Linear Quadratic [8, 16, 24, 47, 51], Reliable H∞ controller [29, 48, 52],
Linear Matrix Inequality [1, 17, 54], and Adaptive compensation [56, 57].

In AFTC [18], the control system is reconfigured, such that performance and
stability of the overall system can be preserved. Contrarily to the passive approach,
the idea here is to use fault information to accommodate a fault. In [32], the author
divided this approach in two groups. Projection-based methods e.g., control laws are
computed a priori and when a faulty situation occurs, a proper controller is selected.
Online automatic controllers redesign methods e.g., new controller parameters are
computed online in response to a fault.

As referred before, PFTC only applies robust control technique to deal with faults.
On the other hand, the active approach has to follow several steps to make a system
fault tolerant. Primarily, a fault needs to be detected and isolated by a fault detection
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and diagnosis strategy (FDD). After that, the control reconfigurability (CR) needs to
be verified. Furthermore, a control reconfiguration is performed.

1. Fault Detection and Diagnosis (FDD): Fault detection and diagnosis intends to
recognize and identify an abnormal occurrence in a system, as quick as possible,
so that the failure of the overall system can be avoided. This task is often difficult
because the process measurements are usually insufficient and unreliable. For a
real implementation of fault diagnosis, the following steps have to be followed.

• Fault detection: determines if a fault has occurred. A special attention to
false alarms caused by noise and unmodeled disturbances have to be carefully
studied.

• Fault isolation: has to do with the detection of the specific faulty component.
• Fault analysis: identify the type of the fault and its magnitude.

2. Control Reconfigurability: The occurrence of a fault may compromise the over-
all system safety. Control reconfigurability determines the ability of a faulty sys-
tem remaining stable and achieve its objective after a proper control reconfig-
uration. Hence, under a faulty situation, there is the need to verify if available
redundancy enables a system to be controlled. The goal is to replace or compen-
sate the faulty part of the system by a non-faulty one [18]. There are two types of
redundancies: direct and analytical. The first one means that identical hardware
or software components are configured in parallel and available for the system.
For instance if an actuator fails, it will be replaced by other one with the same
characteristics. Analytical redundancy is the major task of FTC systems. It has
to do with the ability of a system to use the available healthy components to per-
form or help in the function(s) of the faulty one(s). This is determined by using
static or dynamic relations between variables and the components of a system
[50]. Thus the interest here is to verify if the input to output mapping of a system
does still controllable and observable after a component failure. Some works that
verify the level of redundancy suitable for feedback control have been presented
in literature [13, 42, 50, 53].

3. Control methods used for AFTC: Furthermore, if there is enough redundancy in
the system, the active approaches can re-design a new control system, in function
of the fault information provided by the FDD and the goals of the system. In [55],
the authors defined that a control method is suitable for AFTC if the following
conditions are satisfied.

• Control reconfiguration must be done automatically, under real-time con-
straints,

• The method should always provide a solution even if it is not optimal.

Figure 7 given in [18], presents the existing AFTC methods in the literature
(Fig. 11.77).
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Fig. 11.77 Existing active fault tolerant control methods

11.7.2 Active Reconfiguration and Co-Simulation Results

In the following, we focus on a type of active fault tolerant control applied to RobuCar
system, by exploiting hardware redundancy of the traction actuators.

Having four controlled inputs (Fig. 11.78), we want to maintain the performance
of longitudinal control applied to the vehicle in the presence of an electrical failure on
the right front actuator. This induces a decrease in actuator power and thus influences
the direction of the vehicle.

The following assumptions have been put forward:

• The vehicle runs on a longitudinal axis with a uniform distribution of contact
forces;

• The motion is fixed to a mean longitudinal velocity of 12 km/h;
• The steering control of the vehicle is done by differentiation of linear velocities of

the wheels and not on the direct steering system;
• The longitudinal velocity is fixed directly from the trajectory profile, it can be

controlled externally, knowing that it is a measured state;
• An auto-reconfiguration is applied in continuous time-domain scenario;
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Fig. 11.78 Control strategy of an over-actuated IAV system

• Proportional and Integral (PI) controllers are applied for the velocities and tra-
jectory, which have sufficient robustness against the induced fault and easy for
implementation in the real system.

Due to sensors on board the vehicle, the following measurements are available:
angular velocities of wheels, GPS coordinates of the center of gravity and acceleration
of: pitch, roll, yaw, longitudinal, lateral, and vertical, through an inertial central
system.

Figure 11.78 shows two levels of control: a higher level, for controlling the path
of the vehicle in case of drift, and the second level concerns the regulation of angular
velocities of the wheels.

The desired trajectory is defined by the profile of the path batch of Fig. 11.79.
Where the applied angular velocities are derived by inversion of the direct kinematic
model of Eq. (11.4), after the geometric transformation between the absolute and
relative frames of Eq. (11.5).

For the Fault Detection and Diagnosis (FDD), until t = 12 s, the longitudinal
movement is managed by dual controls of wheel velocities and global trajectory. A
fault on the right front input (U01) is caused by a disturbance on the electrical part of
the actuator (Fig. 11.80), thus causing a decrease in driving power of the correspond-
ing wheel (Fig. 11.81). Residual pn11

of Fig. 11.80, shows clearly a divergence and
the sensitivity of this residual compared to that fault (Eq. 11.87). Here, the thresh-
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Fig. 11.79 X-Y trajectory

Fig. 11.80 Residual of the
electrical part pn11

for fault
on electrical part of the right
actuated wheel

olds are adaptive to the residual, calculated by the principle of robust diagnosis of
the previous section. The isolation of this fault can be made by a part, namely the
electrical part and not directly by component (Table 11.2). The both detection and
first reconfiguration times are estimated at 2 s (Fig. 11.82).

Concerning the Control Reconfigurability, for the simulated scenario, the dimen-
sion of vector control is maintained at 4 in the presence of fault, according to the
closed-loop configuration of Fig. 11.78. This means that the system is still control-
lable and a solution of the control reconfiguration is possible on the operated system.
The active control will gradually adapt the wheel velocities, while maintaining the
desired path.

The Control Reconfiguration scenario is divided into five parts (Fig. 11.82):

1. At the instant of fault detection after loss of actuator power and the drift of the
vehicle, decentralized control applied to the front left wheel, adapts its velocity
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Fig. 11.81 Control signals
during the faulty situation

Fig. 11.82 Desired angular
velocities of the wheels

to that of the deficient actuator. Figures 11.81 and 11.82 show the transition to
this adaptation.

2. At time t = 15 s, decentralized control applied to the right rear wheel, increase
its velocity up to 900◦/s for 2 s, thus re-direct the vehicle to its original course
(Fig. 11.83);

3. At time t = 17 s, the controls applied to the rear wheels adapt the velocities of
the rear wheels than the two front wheels (Fig. 11.81);

4. Finally, a correction on the trajectory is done by increasing the velocity of the left
rear wheel for a period of one second at time t = 24 s (Figs. 11.83, 11.84, 11.85).

Final trajectory of the vehicle before and during the faulty situation is presented
by the continuous curve of (Fig. 11.79). Figures 11.86 and 11.87 show the effect of
longitudinal and lateral efforts on the vehicle guidance. When the fault appears and
the vehicle starts drifting, the lateral efforts are not neglected (Fig. 11.87), which
they converge to zero according the movement scenario when the reconfiguration is
completely done.
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Fig. 11.83 Measured angular
velocities of the wheels

Fig. 11.84 Longitudinal
velocity of the vehicle

Fig. 11.85 Longitudinal
acceleration of the vehicle
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Fig. 11.86 Longitudinal
efforts on the tires

Fig. 11.87 Lateral efforts on
the tires

Fig. 11.88 Train of electric
vehicles
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11.8 Homogeneous Cooperation of Intelligent
Autonomous Vehicles

The concept of intelligent autonomous vehicles has expanded with time to train
for intelligent vehicles, known by the name of ‘Platoon’. This principle is based
vehicle convoy of homogeneous vehicles, where a leader vehicle, driven manually
or automatically, towing other intelligent vehicles, without physical contact between
vehicles. The association of different distance sensors: laser, ultrasonic, or vision,
ensures such traffic in convoy under certain conditions related mainly to the low
velocity of the leader vehicle. This application may have an interest in the transport
of fret and persons in private spaces, such as university campuses, airports, seaports,
and bus lines.

The operation of this train is maintained in part by the communication between
vehicles and infrastructure. The purpose of this transport configuration is to carry
the maximum loads between two distant points across a road. The safety of such
system is very important and is mainly defined by the management of inter- distance
between vehicles.

In the case where the sensors are faulty or disturbed by the surrounding environ-
ment, it is important to find a solution for controlling all vehicles to avoid deadlocks
or accident. A possible solution is to replicate the dynamic movement on the follower
vehicles in the absence of sensors. This is possible only when this dynamic can be
modeled mathematically, where physically it characterizes the jerky motion between
two follower vehicles.

Thus, the aim of this section is to model the jerky motion between vehicles in
convoy, not connected by a physical link, but that can communicate between them
by exchanging wireless signals.

11.8.1 Modeling of Homogeneous Train of Intelligent
Autonomous Vehicles

This subsection describes a deterministic dynamic model of the inter distance of train
of vehicles (Fig. 11.88). The considered vehicles are those studied in the previous
sections, with decentralized control and double forward and rear steering.

Dynamically, the considered transportation system is composed of a train and
autonomous vehicles of Fig. 11.89. The inter distance between vehicles can be
described by a virtual interconnection of two mobile bodies (i, i + 1) of Fig. 11.14,
via a spring-dashpot system with the couple (ki→i+1, fi→i+1) of elasticity and damp-
ing coefficient. This virtual interconnection can describe the Stick-Slip phenomenon
acting between two unconnected follower vehicles. The necessary efforts calculated
by the i th vehicle in order to reach the safe inter distance with the (i + 1)th vehicle
can be assimilated by a generated effort due to the elongation of the virtual spring.
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Fig. 11.89 Virtual interconnection of train of vehicles

Fig. 11.90 Bond graph model
of the longitudinal dynamic of
the i th vehicle

In normal situation, the inter distance is measured using a laser sensor or equivalent
(Fig. 11.88).

Initially, when the (i + 1)th vehicle starts moving with constant velocity ẋi+1,
then the inter distance is less than the fixed threshold corresponding to the safe inter
distance, it means that the virtual spring is relaxed and the i th vehicle is immobile.
When the inter distance become bigger than the identified threshold, it means that the
virtual spring is stretched with a quantity of xi0 by a force of ki→i+1xi0 + fi→i+1 ẋi0 ,
necessary to hit the static friction force α0i Ni , the load of mass mi starts moving
and the friction coefficient will be equal to its dynamic value, generally less than the
static friction.

After this short transient dynamic, the jerk effect is now starting, where the i th
vehicle moves forward before it stops, describing the Stick-Slip motion. The physical
meaning of this phenomenon is that the static contact friction is greater than its
dynamic value.

Let’s consider the longitudinal dynamic of the i th vehicle according to the dis-

placement xi . The normal force Ni generates a global friction force Fi =
4∑

k=1
Fik

acting against the longitudinal motion. This force varies nonlinearly with the slip
velocity (11.8). The corresponding bond graph model is given by Fig. 11.90.

From the first junction 1, we obtain the following differential equation (11.97) of
the i th longitudinal dynamic of the vehicle:

mi ẍi + fi→i+1(ẋi − ẋi+1)+ ki→i+1(xi − ẋi+1t) = α0i Ni − Fi (11.97)
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Fig. 11.91 Stick-slip motion
representation

where α0i Ni is the useful effort to overcome the dry friction of coefficient α0i at the
beginning of the motion. The inter distance ϕi between the i th and (i + 1)th (i.e. the
virtual spring elongation) is given by (11.98):

ϕi = α0i Ni

k
i→i+1

+ ẋi+1t − xi (11.98)

Thus, in the case of ẋi > 0, we obtain the differential equation of the spring elongation
[41]:

mi ϕ̈i + fi→i+1ϕ̇i + k j→ j+1ϕi = Fi (11.99)

These two states of the i th vehicle (i.e. position and velocity) can be illustrated
by Fig. 11.91 in the case of linear increase of position xi+1. We can notice that xi+1

starts from an initial value of xi0 = α0i Ni

k
i→i+1

, while the i th vehicle is followed by a

succession of a stick and a slip motions.

11.8.2 Modeling of Operation Modes of Intelligent
Transportation System

To manage the correct functioning of a system composed of intelligent vehicles, it
is advisable to make a supervision system, taking into consideration the different
operation modes of ITS. Thus, in what follows, we take an example of a functional
model of a convoy of intelligent vehicles, operating in an identified environment.

In this case, intelligent transportation system is composed of intelligent auto-
nomous vehicles, loading and discharging stations, and a road network. This system
is made up of three operation modes M = {M1,M2,M3} [12], and it can be
represented graphically by a set of nodes and valued arcs of Fig. 11.92:
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Fig. 11.92 Graphical representation of operation modes

where

• M1: normal mode.
• M2: degraded mode.
• M3: stop mode.

Proposition 11.1 Let us consider three constraints associated to the ITS: The first
constraint E1 indicates the operation status of the intelligent autonomous vehicles,
the second constraint E2 describes the status of the loading and discharging stations,
whereas the third constraint E3 shows the status of the road network.

Thus, the value associated to the first constraint is equal to 0 when all the vehicles
operate correctly, 2 if all the vehicles are faulty and 1 otherwise. In the same way, the
value of the second constraint is supposed 0 if the loading and discharging stations
are available, 2 if all the stations are occupied and 1 otherwise. Finally, the value
associated to the third constraint is Boolean, it is equal to 0 if the road network is
accessible and to 1 otherwise. Then E1 = {0, 1, 2}, E2 = {0, 1, 2}, E3 = {0, 1}
Proposition 11.2 Let us consider B = {B1, . . . ,BQ} the finite set of 18 triplets of
constraints Q = card(E1) × card(E2) × card(E3) = 3 × 3 × 2 = 18, where Q
is the number of possible constraints combination, such as Bq = (C1, . . . ,CP ) for
1 ≤ q ≤ Q:

B1 = (0, 0, 0) B7 = (1, 0, 0) B13 = (2, 0, 0)
B2 = (0, 0, 1) B8 = (1, 0, 1) B14 = (2, 0, 1)
B3 = (0, 1, 0) B9 = (1, 1, 0) B15 = (2, 1, 0)
B4 = (0, 1, 1) B10 = (1, 1, 1) B16 = (2, 1, 1)
B5 = (0, 2, 0) B11 = (1, 2, 0) B17 = (2, 2, 0)
B6 = (0, 2, 1) B12 = (1, 2, 1) B18 = (2, 2, 1)
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Fig. 11.93 L bijection

Fig. 11.94 L
′

bijection

Proposition 11.3 Let us consider the set U = {U1,U2,U3} a partition of B
such as:

U1 = {B1}
U2 = {B3,B7,B9}
U3 = {B2,B4,B5,B6,B8,B10,B11,B12,B13,B14,B15,B16,B17,B18}

We assign to each Un a mode Mn , n ∈ [1; 3], according to the bijection L of Fig.
11.93 and for each partition of B, we assign a sub-mode according to the bijection
L

′
of Fig. 11.94. These assignments can be represented graphically by Fig. 11.95.

Proposition 11.4 Let us consider that the studied ITS is composed by three IAV, four
loading and discharging stations and that the initial operation mode of the overall
system is the normal mode M1.
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Fig. 11.95 Modes and sub-modes of the ITS

In order to determine the operation mode of the ITS at time t , the following steps
are done:

1. Specification of the value of each sub-constraint ek
p:

ek
p : R+ → {0, 1}

t → ek
p(t)

where p ∈ {1, 2, 3} and k ∈ {1, J1, J2, J3} with J1 ∈ {1, 2, 3} set of three IAV,
J2 ∈ {1, 2, 3, 4} set of four loading and discharging stations and J3 ∈ {1} set of
road network. Each value of these sub-constraints will be determined according
to its own rule.
For example the sub-constraint ek

1 is associated to the monitoring status of IAV’s
inputs, its value is calculated according to the residuals of each actuators, devel-
oped previously, where

{
if − ai

1 j
< pi

n1 j
< ai

1 j
, then ek

1 = 0

else ek
1 = 1

where pi
n1 j

is the j th nominal part of the first residual of the i th vehicle (11.78),

and ai
1 j

and −ai
1 j

are the extremum of the associated thresholds.

2. Determination of value of each constraint C p according to its Jp sub-constraint:

C p : R+ × {0, 1} × {0, 1} × {0, 1} → E p

(t, e1
p(t), eJ1

p (t), eJ2
p (t), eJ3

p (t)) → C p(t, e1
p(t), eJ1

p (t), eJ2
p (t), eJ3

p (t))
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where p ∈ {1, 2, 3}and E p ∈ {0, 1, 2}.
a. Calculation of the first constraint associated to the IAV, p = 1:

C1(t, e1
1, e2

1, e3
1) =

⎧⎪⎪⎨
⎪⎪⎩

0 if sup{e1
1, e2

1, e3
1} = 0

1 if inf{e1
1, e2

1, e3
1} = 0

and sup{e1
1, e2

1, e3
1} = 1

2 if inf{e1
1, e2

1, e3
1} = 1

b. Calculation of the second constraint associated to the loading and discharg-
ing stations, p = 2:

C2(t, e1
2, e2

2, e3
2, e4

2) =

⎧⎪⎪⎨
⎪⎪⎩

0 if sup{e1
2, e2

2, e3
2, e4

2} = 0
1 if inf{e1

2, e2
2, e3

2, e4
2} = 0

and sup{e1
2, e2

2, e3
2, e4

2} = 1
2 if inf{e1

2, e2
2, e3

2, e4
2} = 1

c. Calculation of the third constraint associated to the road network, p = 3:

C3(t, e1
3) =

{
0 if e1

3 = 0
1 if e1

3 = 1

3. Find the element of B which corresponds to the triplet formed from the constraints
(C1,C2,C3) found into step 2.

4. Identification of the operation mode and its sub-mode according to the bijections
L and L

′
of Figs. 11.93 and 11.94.

5. Evaluation of the graph arcs as follows:

{
τςκ = 1
τκρ = 0 ∀ς, κ,κ, ρ ∈ {1, 2, 3} and (κ, ρ) �= (ς, κ)

11.8.3 Case Studies

11.8.3.1 Case 1: Normal Mode

In this case, we consider that the ITS is initially in normal operation (Fig. 11.96).

1. Specification of the value of each sub-constraint:

a. Vehicles operate correctly: e1
1 = e2

1 = e3
1 = 0.

b. Loading and discharging stations are available: e1
2 = e2

2 = e3
2 = e4

2 = 0.
c. Road network is accessible: e1

3 = 0.

2. Determination of the constraints:
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Fig. 11.96 a Simulated normal scenario. b ITS’s graphical model of normal operation mode

a. Calculation of the first constraint: C1(t, 0, 0, 0) = 0.
b. Calculation of the second constraint: C2(t, 0, 0, 0, 0) = 0.
c. Calculation of the third constraint: C3(t, 0) = 0.

3. The triplet formed from the constraints is (0, 0, 0), it corresponds to the first
element of the set U1.

4. Using the bijection L , we deduce that the system is in normal mode M1.
5. Evaluation of the graph arcs:

{
τ11 = 1
τκρ = 0 ∀κ, ρ ∈ {1, 2, 3} and (κ, ρ) �= (1, 1)

11.8.3.2 Case 2: Degraded Mode

In this case, we consider a faulty scenario for the ITS (Fig. 11.97).

1. Specification of the value of each sub-constraint:

a. The third vehicle is in faulty situation: e1
1 = e2

1 = 0 and e3
1 = 1.

b. The second loading and discharging station is occupied: e1
2 = e3

2 = e4
2 = 0

and e2
2 = 1.

c. The road network is accessible: e1
3 = 0.

2. Determination of the constraints:

a. Calculation of the first constraint: C1(t, 0, 0, 1) = 1.
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Fig. 11.97 a Simulated faulty scenario. b ITS’s graphical model of degraded operation mode

Fig. 11.98 a Simulated blocking scenario. b ITS’s graphical model of stop operation mode

b. Calculation of the second constraint: C2(t, 0, 1, 0, 0) = 1.
c. Calculation of the third constraint: C3(t, 0) = 0.

3. The triplet formed from the constraints is (1, 1, 0), it corresponds to the third
element of the set U2.

4. Using the bijection L , we deduce that the system is in degraded mode M2.
Bijection L ′ determines the sub-mode degraded mode 3.

5. Evaluation of the graph arcs:
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Fig. 11.99 Desired trajectory

{
τ12 = 1
τκρ = 0 ∀κ, ρ ∈ {1, 2, 3} and (κ, ρ) �= (1, 2)

11.8.3.3 Case 3: Stop Mode

In this case, we consider a major fault which stop the operation of the ITS, starting
initially from the normal operation mode (Fig. 11.98).

1. Specification of the value of each sub-constraint:

a. Vehicles operate correctly: e1
1 = e2

1 = e3
1 = 0.

b. Loading and discharging stations are available: e1
2 = e2

2 = e3
2 = e4

2 = 0.
c. The road network is not accessible: e1

3 = 1.

2. Determination of constraints:

a. Calculation of the first constraint: C1(t, 0, 0, 0) = 0.
b. Calculation of the second constraint: C2(t, 0, 0, 0, 0) = 0.
c. Calculation of the third constraint: C3(t, 1) = 1.

3. The triplet formed from the constraints is (0, 0, 1), it corresponds to the first
element of the set U3.

4. Using the bijection L , we deduce that the system is in stop mode M3. Bijection
L ′ determines the sub-mode stop mode 1.

5. Evaluation of the graph arcs:

{
τ13 = 1
τκρ = 0 ∀κ, ρ ∈ {1, 2, 3} and (κ, ρ) �= (1, 3)
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Fig. 11.100 Input torques in normal operation mode

Fig. 11.101 Residuals in normal operation mode of the third vehicle



11.8 Homogeneous Cooperation of Intelligent Autonomous Vehicles 863

Fig. 11.102 Trajectory realized by the degraded vehicle

Fig. 11.103 Input torques in degraded operation mode

11.8.4 Results of Co-Simulation

For the following, we consider a control scenario for a train of three RobuCar’s
system, which allows tracking of the trajectory given by Fig. 11.99 during 60 s.

The positions of mass and velocities of each vehicle are given experimentally
from appropriate sensors, and then used for co-simulation with Callas-Prosper soft-
ware [36]. The steering is controlled by using the decentralized traction control of
Fig. 11.100. In normal operation mode, the residuals of the electrical part for each
traction is given by Fig. 11.101 Electrical fault is simulated, originally from an elec-
trical component of the forward left actuator of the third follower vehicle. This fault



864 11 Intelligent Transportation Systems

Fig. 11.104 Residuals in degraded operation mode of the third vehicle

is detected at time 14 s as shown in the profile of control torque (Fig. 11.103). This
fault does not block the wheel motion and keeps it turning free. The new X-Y tra-
jectory in presence of this fault is given in Fig. 11.102. The profile of the residuals
in presence of this fault is shown in Fig. 11.104, where the first residual appears
sensitive to this fault.

11.9 Conclusion

Intelligent autonomous vehicle may be a component of an intelligent transport sys-
tem. This is possible only when it is fully controllable and manageable in situations of
normal or faulty operations. Thus, perfect knowledge of the dynamics of the vehicle,
including interactions with the ground and the environment is essential for the design
of control architecture for safe operation. This helps significantly in the development
of a reliable and robust supervision system.

With the association of new technologies and ICT, intelligent vehicles are increas-
ingly autonomous, without completely replacing the classical vehicle piloted man-
ually. Actually, this fully autonomous vehicle is limited in terms of exploitation,
especially it is used inside a security area where the presence of human operators is
minimized. The progress of the IAV is coming directly from the robotics technologies.
It is a real transfer from a robotic scale toward a huge scale, without knowing yet the
real impact of the IAV cohabitation with the human.
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Chapter 12
Telediagnosis of Mechatronic Systems

12.1 Introduction

Telerobotics system is considered as a class of networked control systems (NCS),
which is increasingly used nowadays in a wide variety of engineering systems includ-
ing manufacturing plants, aircraft, automobiles, etc. The standard representation of
the NCS is summarized in Fig. 12.1: it is combination of controller, network channel,
actuators, system or plant, and sensor components.

In the configuration of Fig. 12.1, the transmission delay effects are considered
for whole system dynamics. Thus, the main instantaneous delays are those induced
from the sensor to the controller τ SC

k and from the controller to the actuator τC A
k .

Due to many uncertain factors in the real transmission systems, the network-induced
delays are generally considered random. Therefore, NCS is generally considered a
time-varying system.

Modeling, controlling, and monitoring of NCS are based at first on the analysis
of time delayed system, already studied for several years. Networked manufactur-
ing systems, transport systems, teleoperation systems are typical examples of time
delayed systems [22]. Characteristics of the delay depend on several parameters
such as the transmission protocol, the length of the network, and the characteristics
of the NCS equipment. In general, delay occurs during the exchanges of data between
different equipment of the NCS. Data sampling and package losses constitute another
source of variable delay which need to be included in the whole dynamic model. The
simplest model of the networked control system is to consider the delay as constant
parameter for all transfers inside the network but it remains far from the real opera-
tion of NCS. This can be an adequate model even if the network has varying delays,
for instance, if the time scale in the control process is much larger than the delay
introduced by the network. One way to achieve a known and constant delay is by
introducing the timed buffers after each transfer. By making these buffers longer than
the worst case delay time, the transfer time can be viewed as being constant. This
method is proposed in [17], but the control delay becomes longer than necessary
which can influence on the performance of the system.

R. Merzouki et al., Intelligent Mechatronic Systems, 869
DOI: 10.1007/978-1-4471-4628-5_12, © Springer-Verlag London 2013
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Fig. 12.1 Architecture of a networked control system

Fault diagnosis (FD) and fault-tolerant control (FTC) are very important issues for
networked control systems, particularly in safety-critical systems. The fast growth
of industrial applications around the NCS has encouraged the development and inte-
gration of new tools for their FD and FTC.

12.2 Examples

12.2.1 Online Robot Supervision Using a Mobile Phone

The aim of the application illustrated in Fig. 12.2 can be summarized in the following
definition: ‘Simplify communications between the robot and the human operator’.

The proposed NCS architecture can inform any actor of an industrial environment
on the status of the manufacturing system. This actor can be a human operator,
specialist of maintenance, shop head, quality controller, specialist in reliability, etc.
He may have access to information relevant to his job during the time of work. The
proposed tool will enable to better manage and plan the tasks regardless of the status
of the production system.

To understand the principle, let us take the following example: Imagine, a tech-
nician performing maintenance on a robotized production line. One of its missions
will be, for example to make a check of the robots after a certain hours of operation.
To do so, the operator will have to regularly check the clock of each robot. This can
be improved with the proposed tool, which enables the technician to have access to
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Fig. 12.2 Teledetection of robot input–output using mobile phone

this information permanently regardless of his position inside the production area;
even it allows informing the technician to program the date of maintenance.

The aim of presented tool is collecting relevant information of each robot from
a production line and provide this information to the operators by sending only the
relevant information according to the desired task.

The application is composed by the following components:

• Main server, on which network links all the equipment of the production chain. It
is responsible for collecting and redistributing information;

• Wireless distant servers, connected to the main server via the network, their number
would cover the entire surface of the company to allow access to information from
different locations;

• Mobile wireless phone provided to each actor to connect to wireless servers.

One demonstration of this concept concerns the teledetection of robot environment
through a mobile phone, which can display security alerts. Thus, the server collects
information from the robot and sends them to the phone using a Bluetooth technology
[4]. If an emergency stop is triggered then the phone displays an alert and begins to
vibrate.

In this demonstration, only one robot communication is established, using a
Kuka KR6-Arc robot [16], which is controlled by a operating system running under
Windows XP Embedded [19]. A cross communication library has been provided to
connect an application created in Visual Basic [20] in real-time kernel (Fig. 12.3),
which drives the whole robot. This allows access to variables, statements, sensors,
and actuators of the robot. An application has been programmed in order to connect
the robot to gather some information. This program is connected to the server via
TCP (Transmission Control Protocol) and IP (Internet Protocol).
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Fig. 12.3 Visual basic human–machine interface

(a) (b) (c)

Fig. 12.4 a Acquired data on the phone. b Emergency interface on the phone. c Virtual interface
of the robot

The server should be able to receive both types of information, from TCP/IP to
connect the robot and from Bluetooth connection to connect the mobile. Wireless
Tool Kit of Fig. 12.4a is used to program embedded application on mobile phone in
Java [13].

When emergency stop is activated from any part of the production line, an alert
is displayed on the phone in order to warn the operator on the mobile. This alert is a
warning screen shown in Fig. 12.3, which activates in parallel the phone vibrations
(Fig. 12.4b). The use of vibrator was preferred from a bell because it is more likely
to alert the operator in a noisy environment rather than a tone that may go unnoticed.

Another demonstration of this concept concerns the robot control via a mobile
phone. The server is used as a relay for the phone in order to control the robot to
track trajectories, while the robot positions are sent to the server that communicates
over the phone. The latter displays in 3D virtual scene the real scenery (Fig. 12.4c).
The 3D visualization of the robot movements is interesting for several reasons. It can
help to control the operation of the robot or see invisible tasks from distance.

The use of mobile phone allows developing quickly any type of application
exchanging data with the robot. This concept is useful because even if in the
future, it is possible to create a portable and specific device, the phone could be a
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Fig. 12.5 Cooperation of robots

Fig. 12.6 Network configuration

significant basis for experimentation. The choice of Bluetooth is good for this appli-
cation because the flow of information is not too complex and it has the advantage
of being very widespread in mobile telephony.

12.2.2 Cooperation Between Omnidirectional Robots

The objective of this homogeneous cooperation is the common transport of a load
by two omnidirectional mobile robots (Robotino©) [7] from one point to another
(Fig. 12.5), while avoiding different obstacles that may occur in the trajectory.

For that, two robots are connected using a wireless network, using client-server
configuration (Fig. 12.6). Each robot exchanges with the other the information of its
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surrounding environment using a common dynamic memory. It allows the relative
guidance of the robot during the routing and load transport. If an obstacle is detected
by one of the involved robot, through their infrared sensors, a Boolean memory
variable is modified to inform the other robot about the routing status and obstacle
location. Thus, an avoidance scenario is taken to reach the final desired target in a
safe way. When obstacles are detected in the both sides of the robots, in this case after
exchanging the position of the obstacles by the robots, a structural reconfiguration
of the routing is taken, allowing the avoidance of the obstacles while maintaining
the transport of the common load.

12.2.3 Intelligent Human–Robot Interaction

The aim of this demonstration is to control the motion of KUKA robot manipulator
[16], using a remote console for video games, the Wiimote [21]. The idea is to
generate the robot movements online from the operator and avoid the use of pre-
programmed trajectories (Fig. 12.7). This remote is equipped with several sensors that
allow it to locate in space and recreate the movements applied to it. It communicates
with the console through a wireless connection using Bluetooth technology. Wiimote
is equipped with accelerometer ADXL330 [1]. It can measure the static acceleration
of gravity (inclination measurement) and dynamic acceleration (shock, vibration).
Another interesting aspect of this demonstration is the use of a KUKA robot with 6
degrees of freedom, placed on a 7th linear axis.

The problem can be decomposed into three parts:

1. Retrieve information from the Wii controller via a Bluetooth network;
2. Process information from the accelerometer to determine the trajectory and infor-

mation on the pad buttons to use other actions such as opening or closing the
gripper;

3. Send different commands to robot.

To retrieve information from the Wiimote, we manage directly the USB
(Universal Serial Port) port [26] in Visual Basic to handle data frames. Regarding
data processing, the robot being controlled in position, the implemented solution is an
algorithm based on the numerical integration of the measured acceleration, but using
adaptive calculation to obtain acceptable results. In terms of sending information to
the robot, we can use the serial or Ethernet protocols.

12.3 Fault Diagnosis in Networked Control System

In applications related to networked control systems, we distinguish two aspects:

• Control, where the main issue is related to the delay in the system. A summary of
these commands is developed in [22]. Thus, application of unilateral and bilateral
teleoperation [11, 15] describes in part the control aspect of NCS.
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Fig. 12.7 Communication Wii-robot

• Fault diagnosis of NCS, that includes E-maintenance, which is by definition the
maintenance of a functional unit from a control center via an industrial network
[12]. The example of Tele-alarm is another way to monitor a distant mechatronic
system, generating alarms in case of failure detection. Often, these practical solu-
tions do not provide a real image to the supervisor on the origin and location of the
fault. The point of having information about the fault allows the operator to switch
to another mode when it is possible, to ensure the continuity of the operation. The
model-based diagnosis remains an important alternative when the system parame-
ters are well identified. For the case of deterministic model-based fault detection
and isolation applied to NCS, discrete state observers are used to detect input faults
[27]. Another FD approach of NCS is studied in [28] by using the parity relation
approach with the Taylor approximation applied on the input matrix, while in [27,
29] fault diagnosis of NCS uses the parity relation method and Stationary Wavelet
Transform (SWT). The two approaches are used to ensure a good performance
and robustness toward the induced-delay, and the SWT technique provides both a
frequency filter and a fast time response. In [23], the effect of unknown network-
induced delays on conventional observer-based residual generator is studied. In
order to enhance the robustness of FD, an adaptive evaluation procedure of the
residuals is proposed. The threshold margin is estimated using an optimization
approach which aims to find the control inputs on the specific time interval such
that the performance index is maximized. In [8], NCS model with a random delay
and based on the Takagi-Sugeno (T-S) technique is proposed, where the main fea-
ture of a the T-S fuzzy model is to express the local dynamics of each fuzzy rule by
a simple linear system model. The authors considered an event-driven controller
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and a clock-driven actuator. In [31], two fault detection and isolation algorithms
for NCS are proposed; the first one is used for the parity space approach and the
second is based on a T-S fuzzy observer. Another iterative diagnosis method of
NCS based on the Kalman filtering is developed in [30] and in [6], to compensate
the induced delay. From an experimental point of view, a Co-design of a NCS and
its diagnosis is presented in [2]. The influence of the transmission delay and the
packet losses on two different residual generation schemes have been studied for
continuous and discrete systems. Comparison is realized through the simulation
of a DC motor, where the control and the diagnosis algorithms are implemented
under Matlab/Simulink and True Time software. Another Co-simulation approach
that is carried out on a system of quadrotor over the network is proposed in [3].

12.4 Hybrid Model-Based Fault Diagnosis in NCS: Application
to Telerobotics

In the following section, a fault diagnosis architecture is presented for telerobotics
system (Fig. 12.8). It is a hybrid model-based approach, which allows distinguishing
the network part from the dynamic system to be controlled. Discrete and stochastic
model of the network part is presented, it represents a transmission channel linked
to a continuous process. Thus, two fault diagnosis algorithms are used for each con-
sidered part, in order to differentiate between network and controlled system faults.
The first concerns a stochastic observer-based model for state reconstruction and
output estimation of the network system. The dynamic of its associated residual is
characterized by a discrete time Markovian’s jump. The second fault detection and
isolation approach applied for the controlled system is obtained by using the analyt-
ical redundancy relations (ARR) technique. By this hybrid model-based diagnosis,
it can be possible to separate the induced faults on the network part from the input
and output faults of the main controlled system.

12.4.1 Network Part Modeling and Fault Diagnosis Observer

Proposition 12.1 Let us assume that the network part is represented by a transmis-
sion channel, which is a Linear Time Invariant (LT I ) system, given by the following
discrete form (12.1)

{
xc(k + 1) = Ācxc(k)+ B̄cuc(k − τC A

k )+ B̄ fc fc(k)+ B̄dc dc(k)
w(k) = (1 − γ )yc(k)+ γ yc(k − τ SC

k )
(12.1)
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Fig. 12.8 Fault diagnosis architecture for telerobotics system

where yc(k) = C̄cxc(k) + D̄c fc(k), Āc = eAch , B̄c = ∫ h
0 eAs Bcds, B̄ fc =∫ h

0 eAcs B fc ds, D̄c = Dc, B̄dc = ∫ h
0 eAcs Bdc ds, C̄c = Cc, are, respectively, matrices

of the states, inputs, faults, disturbances, and system outputs, while Ac, Bc, B fc Dc,
Bdc and Cc are known matrices with of compatible dimensions. h is the sampling
period, kh is the time instant, τC A

k and τ SC
k are, respectively, the time delay vari-

able from the controller to the actuator and from the sensor to the controller as it is
presented in Fig. 12.1.

The second equation of system (12.1) describes the stochastic output w(k) of the
system dynamic, which is equal to the real output system when the time delay is
absent yc(k) and to the delayed output yc(k − τ SC

k ) in the other case [6]. The switch
between the two output configurations is given by a stochastic time-discrete variable
γ , which is introduced to represent data communication status. γ = 0 means that
the measurement at time k arrives correctly without delay, while γ = 1 means that
this measurement at time k is delayed by τ SC

k . In other term, γ is a time-discrete
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Markov chain with two states {0, 1} [6], with stationary transition probability Πk

given by (12.2).

Πk =
(

p00(k) p01(k)
p10(k) p11(k)

)
(12.2)

where pi j = P {γ (k) = j |γ (k − 1) = i}, i, j ∈ {0, 1} is the conditional probability
of jumping from the i th configuration at time (k − 1) h to the j th configuration at
time kh, therefore, the pi j (k) satisfies the following relation [30]:

{
0 ≤ pi j (k) ≤ 1
p0 j (k)+ p1 j (k) = 1

(12.3)

Proposition 12.2 Let us consider that sensors and the actuators are clock driven,
whereas the controller is event driven, and the data packets reach the controller and
the actuators by their initial transmitting sequence if they are not lost [32].

Proposition 12.3 τC A
k and τ SC

k are, respectively, the induced delay variables, sup-
posed bounded and identified according to the considered network system.

In NC S, the random variation of induced delay does not make the communication
always perfect, due to the problems of packet losses and data congestions. Figure 12.9
gives the scheduling of the delay from the controller to actuator, where some sampling
controls are lost (uc(k +1), uc(k +4), . . .) and delay grows up according to the data
arrival.

According to the system (12.1) and by considering the identified delays of the
network part on the system part to be controlled, the fault diagnosis observer is
designed as follows:

{
x̂c(k + 1) = Āc x̂c(k)+ B̄cuc(k − τC A

k )+ λ(w(k)− v(k))
v(k) = (1 − γ )ŷc(k)+ γ ŷc(k − τ SC

k )
(12.4)

where v(k) is the injection output of the observer (Fig. 12.8). λ is the observer gain
vector, calculated using the LMI algorithm (Linear Matrix Inequality) [5] under
free fault [6]. The presence of variables τC A

k and τ SC
k in the observer formulation,

implicates that these delay variables are considered known.
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By putting the estimation error: ec(k) = xc(k) − x̂c(k), then from (12.1) and
(12.4), the state error at time (k + 1)h is given in (12.5):

⎧⎪⎨
⎪⎩

ec(k + 1) = xc(k + 1)− x̂c(k + 1)

= [
Āc − (1 − γ )λC̄c

]
ec(k)− γ λC̄cec(k − τ SC

k )

+ B̄dc dc(k)+ [
B̄ fc − (1 − γ )λD̄c

]
fc(k)− γ λD̄c fc(k − τ SC

k )

(12.5)

A stochastic Lyapunov function (12.6) is considered to demonstrate the observer
convergence:

Vk(θ(k), γ (k)) = eT
c (k)P(γ (k))ec(k)+

k−1∑
n=k−τ SC

k

eT
c (n)Qec(n) (12.6)

The theorem proofed in [6] shows that the free-jump system (12.5) is stochastically
stable if there exist Q > 0 and Pi > 0, i ∈ {0, 1} satisfying the following sufficient
condition of the coupled LMI modes:

Ms =
⎛
⎝ ĀT

ci
P̃i Āci − P̃i + Q ĀT

ci
P̃i B̄ci

B̄ci P̃i Āci −Q + B̄T
ci

P̃i B̄ci

⎞
⎠ < 0 (12.7)

where P̃i = ∑1
j=0 pi j Pj , i = {0, 1}.

The residual rc(k) is synthesized from the difference of the injection output of the
system (12.1) and the observer (12.2) as follows:

rc(k) = w(k)− v(k) = (1 − γ )C̄cec(k)+ γ C̄cec(k − τ SC
k ) (12.8)

+ (1 − γ )D̄c fc(k)+ γ D̄c fc(k − τ SC
k )

Equation (12.8) shows that the residual of the transmission channel is in function
of the induced delay τ SC

k and the output faults fc(k).

12.4.2 Control System Modeling and Fault Diagnosis

In this part, we consider a controlled system described by the following Eq. (12.9),
describing the effects of the non- structured uncertainties or disturbances ds(t) and
the faults fs(t) on the inputs and the outputs.
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{
ẋs(t) = As xs(t)+ Bsus(t)+ Bds ds(t)+ B fs fs(t)
ys(t) = Cs xs(t)+ D fs fs(t)

(12.9)

As, Bs, Bds , B fs , Cs and D fs are the known matrixes with appropriate
dimensions of the system: state, input, uncertainties, faults and output. xs(t) ∈ R

n,

us(t) ∈ R
m, ys(t) ∈ R

p, ds(t) ∈ R
nd , fs(t) ∈ R

n f .
For monitoring the system of (12.9), a residual generator is synthesized. The lat-

ter is based on the parity space principal or more known as Analytical Redundancy
Relations (ARR). This quantitative method allows to check the coherence between
the mathematical relations of the controlled system and the measurements. The
difference between the measured system’ dynamic and the calculated system dynamic
from the mathematical model is called residual [25]. The analytical redundancy rela-
tions are obtained generally by eliminating the unknown state vector xs(t). For that,
it is possible to find a parity matrix Ws , orthogonal to Cs , so that: WsCs = 0.

From the output equation of the system (12.9), the vector of residual rs(t), also
called Fault Indicator is obtained as follows:

rs(t) = Ws ys(t) (12.10)

This redundancy is called static redundancy, where the generalization defines the
dynamic redundancy, based on the dynamic model of the studied system and allows
to detect actuator and sensor faults. To illustrate better this generalization, let us
re-write the system (12.9) using its discrete form. A residual generator can be built,
in order to detect and isolate sensor or actuator faults.

Let us start from the initial state xs(k), where the final desired state is xs(k + q),
the following succession is obtained:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xs(k + 1) = Ās xs(k)+ B̄sus(k)+ B̄ds ds(k)+ B̄ fs fs(k)

xs(k + 2)= Ās xs(k + 1)+ B̄sus(k + 1)+ B̄ds ds(k + 1)+ B̄ fs fs(k + 1)

= Ā2
s xs(k)+ Ās B̄sus(k)+ B̄sus(k + 1)+ Ās B̄ds ds(k)+ B̄ds ds(k + 1)

+ Ās B̄ fs fs(k)+s B̄ fs fs(k + 1)

...

xs(k + q) = Āq
s xs(k)+

q∑
i=1

Āq−i
s

[
B̄sus(k + i − 1)+ B̄ds ds(k + i − 1)

+ B̄ fs fs(k + i − 1)

]

(12.11)

with, Ās = eAs h, B̄s = ∫ h
0 eAs s Bsds, B̄ds = ∫ h

0 eAs s Bds ds, B̄ fs = ∫ h
0 eAs s B fs ds,

C̄c = Cc, D̄ fs = ∫ h
0 eAs s D fs ds are, respectively, the states, inputs, non-structured

uncertainties, outputs, and faults matrixes. When an interval of measurements is
considered such as [k, k + q] , the outputs ys(k) are deduced as follows:



12.4 Hybrid Model-Based Fault Diagnosis in NCS: Application to Telerobotics 881

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ys(k)
ys(k + 1)
ys(k + 2)

.

.

.

ys(k + q)︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

Ys (k,q)

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

C̄c
C̄c Ās
C̄c Ā2

s
.
.
.

C̄c Āq
s︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

Cs (q)

xs(k)+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0
C̄c B̄s 0 · · · 0 0

C̄c Ās B̄s C̄c B̄s · · · 0 0
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

C̄c Āq−1
s B̄s C̄c Āq−2

s B̄s · · · C̄c B̄s 0︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

Bs (q)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

us(k)
us(k + 1)
us(k + 2)

.

.

.

us(k + q)︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

Us (k,q)

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0
C̄c B̄ds 0 · · · 0 0

C̄c Ās B̄ds C̄c B̄ds · · · 0 0
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

C̄c Āq−1
s B̄ds C̄c Āq−2

s B̄ds · · · C̄c B̄ds 0︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

Bds (q)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ds(k)
ds(k + 1)
ds(k + 2)

.

.

.

ds(k + q)︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

ds (k,q)

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0
C̄c B̄ fs 0 · · · 0 0

C̄c Ās B̄ fs C̄c B̄ fs · · · 0 0
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

C̄c Āq−1
s B̄ fs C̄c Āq−2

s B̄ fs · · · C̄c B̄ fs 0︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

B fs (q)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

fs(k)
fs(k + 1)
fs(k + 2)

.

.

.

fs(k + q)︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

fs (k,q)

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

D̄ fs 0 · · · 0 0
0 D̄ fs · · · 0 0
0 0 D̄ fs 0 0
.
.
.

.

.

.
.
.
.

. . .
.
.
.

0 0 · · · 0 D̄ fs︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

D fs (q)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

fs(k)
fs(k + 1)
fs(k + 2)

.

.

.

fs(k + q)︸ ︷︷ ︸

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

fs (k,q)

(12.12)

Then,

Ys(k, q) = Cs(q)xs(k)+ Bs(q)Us(k, q)+ Bds (q)ds(k, q)

+ (
B fs (q)+ D fs

(q)
)

fs(k, q) (12.13)

It corresponds to the formulation of static redundancy. After multiplying both
sides of the equation by the parity matrix Ws(q), orthogonal to Cs(q), the generalized
parity vector or residual vector rs(k, q) is obtained:

rs(k, q) = Ws(q)
[
Ys(k, q)− Bs(q)U s(k, q)

]
(12.14)
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The parity vector is close to zero when all the faults and disturbances are neglected,
otherwise it diverges from its normal. Then, the robustness of the FDI depends
principally on the design of the fault threshold, in order to avoid the nondetection,
delay in detection, and false alarm cases.

12.5 Application to Telerobotic System

Experimental results are done on a telerobotics system composed by a miniature
robot of Fig. 12.8 connected to the control/command part via a serial cable channel.
The main of this experiment is to show the implementation of the proposed hybrid
model-based fault diagnosis approach presented in the previous section on a real
system. The studied system is adequate to simulate different faults on the network
part and on the robot in presence or absence of the generated transmission delays.

Concerning the closed-loop effect, the considered NCS has only the controlled
part which can be configured in closed loop, while the network part is configured
in open loop. In this case, the closed loop for controlled system does not affect the
performance of the FDI algorithm, because the faults induced from the delay on the
communication part are not compensated by the closed-loop regulation. When intro-
ducing delay on the network part, the robot is continuous in its motion but diverges
from the planned trajectory, because the referred velocities have been affected by
this network fault.

12.5.1 Robot System Description

The studied mobile robot Khepera II [14] is a double active wheeled and miniature
robot (Fig. 12.10a).

Each wheel is moved by a DC motor coupled with the wheel through a 25:1 reduc-
tion gearbox. An incremental encoder, placed on the motor axis, gives 24 pulses per
revolution of the motor. This allows a resolution of 600 pulses per revolution of the
wheel that corresponds to 12 pulses per millimeter of path of the robot. The motor
controller can be used in two control modes (Fig. 12.11): the velocity and the position
modes. The active control mode is set according to the kind of command received.
If the controller receives a velocity control command, it switches to the velocity
mode. If the controller receives a position control command, the control mode
is automatically switched to the position mode. Different PID control parameters
(K p, Ki and Kd ) can be set for each of the two control modes. This robot is con-
trolled via a serial transmission channel (Fig. 12.3), where the desired position and
desired velocity values are introduced outside the robot system. The choice of minia-
ture mobile robot is used to minimize the effect of uncertainty parameter and sensor
noises.
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Fig. 12.10 a Khepera II robot. b Robot description schema
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Fig. 12.11 Position and velocity controls schema

Some assumptions are taken in consideration for these parts according to the robot
characteristics and its environment:

• The contact area between robot wheels and the motion surface is assimilated to a
point contact, due to the rigidity of the wheel tire;

• The contact efforts, between the wheels and the ground, are considered constant.
They are taken as known system inputs;

• For the miniature robot actuators, only the electrical and mechanical dynamics are
considered;

• For dynamic robot modeling, only longitudinal and yaw dynamics are studied. The
lateral dynamic is neglected due to the minor lateral efforts on the robot dynamic
motion, issued from a so small width of the contact between the wheel and the
ground.

12.5.2 Word Bond Graph

The word bond graph represents the technological level of the model, where the
global system is decomposed into four principle subsystems (Fig. 12.12): the cable
part, the j th electromechanical part with the j th wheel, the longitudinal and the yaw



884 12 Telediagnosis of Mechatronic Systems

Fig. 12.12 Word bond graph of the miniature mobile robot

parts. Comparing to classical block diagram, the input and output of each subsystems
defines a power variables represented by a conjugated pair of effort-flow represented
by a half arrow. Power variables used for the studied system are:

(Torque, Angular velocity) = {
(U j , θ̇e j ), (C j , θ̇e j ), (N j C j , θ̇s j ), (RFx j , θ̇s j )

} ;
(Voltage, Current) = {

(Uin, iin), (Us, is), (U0 j , i j )
}
.

Fx j is the j th traction contact efforts, R is the robot wheel radius, θ̇s j is the j th
wheel angular velocity, (U j , θ̇e j ) are the input command applied to the mechanical
part and the DC drive velocity. (C j , θ̇e j ) are the transmitted torque to gears part and
the input velocity for the j th electromechanical system. (N j C j , θ̇s j ) is the transmitted
torque to the j th wheel part and the output angular velocity. (Uin, iin) are the input
voltage and current of the serial cable, (Us, is) are the output voltage and current of
the serial cable, (U0 j , i j ) is the input voltage and current of the j th electromechanical
system.

These true and pseudo bond graph variables are associated, respectively, with
electrical and mechanical rotation aspects.

The internal robot circuit part of Fig. 12.12 is not modeled in this development,
due to the lack of information about this part.
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Fig. 12.13 a Standard RLC circuit. b Asymmetric RLC cell

Fig. 12.14 Symmetric RLC cell

12.5.3 Modeling and Fault Diagnosis of Serial Cable

The network part is represented in this system by a transmission channel of a serial
cable asynchronous with TTL levels (0–5 V). Several transmission channel models
are proposed in the literature according to the applications requirements. Among
them, in [24], an approach taking into account the resistive dissipation and based on
a concatenation of basic RLC cells is presented. This approach is used for modeling
our 2 m length serial cable [9, 10]. It consists on representing the channel as a
succession of symmetrical RLC cells, in order to preserve the equality of all the
electrical equations for the couple (voltage, current) of each point of the channel,
during the transmission time. In Fig. 12.13a, a representation on what could be the
RLC cell of the length l = 2 m from the channel, and Fig. 12.13b describes an
asymmetric RLC cell, where the basic two elements RL and L L are divided in order
to create other equivalent elements. Figure 12.14 shows the symmetric RLC cell of
the channel with the length l.

The studied serial cable is modeled by only one cell on the whole length. The
value of its elements can be identified experimentally.

• For the first junction 1, the effort, momentum, and algebraic value of element I
of Fig. 12.15 are noted e28, P28, M28, then the following state equation (12.15) is
obtained:

e28 = − RL

2

P28

M28
+ e27 − e30 (12.15)
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Fig. 12.15 Bond graph model
in integral causality of one
RLC cell of the serial trans-
mission cable

with

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

f30 = f29 = f27 = f28 = P28
M28

= iin

e27 = Uin

e30 = e31 = 1
CL

∫
f31dt = UL

f31 = iL

f28 = 2
L L

∫
e28dt

Thus, the dynamic equation issued from this junction is the following:

L L

2

d

dt
(iin) = − RL

2
iin + Uin − UL (12.16)

• For the junction 0, the state equation deduced from the bond graph element C is
given by Eq. (12.17):

e31 = 1

CL

∫
f31dt (12.17)

with

f31 = f30 − f32 = iin − is

Thus, the dynamic equation issued from this junction is the following:

CL
d
dt (UL) = iin − is (12.18)

• For the second junction 1, the effort, momentum and algebraic value of element I
of Fig. 12.15 are noted e33, P33, M33, then the following state equation (12.19) is
obtained:

e33 = − RL

2

P33

M33
+ e32 − e35 (12.19)
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with

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

f32 = f33 = f34 = f35 = P33
M33

= is

e35 = 1
CL

∫
f35dt = Us

e32 = e30 = 1
CL

∫
f31dt = UL

f33 = 2
L L

∫
e33dt

Thus, the dynamic equation issued from this junction is the following:

L L

2

d

dt
(is) = − RL

2
is + UL − Us (12.20)

Comparing the obtained dynamic equations with those issued from the Kirchoff’s
law, the following system can be obtained:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

L L

2

d

dt
(iin) = − RL

2
iin − UL + Uin

CL
d

dt
(UL) = iin − is

L L

2

d

dt
(is) = UL − RL

2
is − Us

(12.21)

where RL , L L and CL are, respectively, the resistance, inductance, and the capacity
of the cable of length l and they are estimated experimentally according to the cable
characteristics. Uin,Us are, respectively, the known input and output cable voltages.

Āc =

⎛
⎜⎜⎝

−RL
L L

−2
L L

0
1

CL
0 −1

CL

0 2
L L

−RL
L L

⎞
⎟⎟⎠ , B̄c =

⎛
⎜⎝

2
L L

0
0

⎞
⎟⎠ , C̄c = (

1 0 0
)
,

B̄ fc =
⎛
⎝ 1

0
0

⎞
⎠ , B̄dc =

⎛
⎝ 0

0
0

⎞
⎠ , xc(k) =

⎛
⎝ iin

UL

is

⎞
⎠ .

where uc(k) = Uin(k), yc(k) = is(k) and τ SC
k = τC A

k � 2. The elements of Δ Āc

are estimated as the tenth of their nominal values. l corresponds to the channel length,
RL , L L , and CL , are respectively, the resistance, inductance, and the capacity of the
transmission cable and they are identified experimentally according to its material
nature. Uin , is are, respectively, the measured input voltage and output current of the
cable.
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Fig. 12.16 Considered Markov process

Consider that the transition probability matrix is given byΠk =
(

0.6 0.3
0.2 0.7

)
, and

the measurement signal is:

w(k) = (1 − γ (k))y(k)+ γ (k)y(k − 2)

By using the FD observer of (12.4), we can get the state error and residual equation
as follows (12.22):

{
ec(k + 1) = [

Āc − (1 − γ )λC̄c
]

ec(k)− γ λC̄cec(k − 2) + B̄dc dc(k)
rc(k) = (1 − γ )C̄cec(k)+ γ C̄cec(k − 2)

(12.22)

The stochastic variable γ modeled with a Markov chain is taken with the following
profile (Fig. 12.16).

12.5.4 Modeling and Fault Diagnosis of the Robot Part

12.5.4.1 Electromechanical System Modeling

There are two electromechanical systems located inside the robot and used for the
traction motion. They are constituted by three principal components (Fig. 12.17): the
DC motor part, which is the combination of an electrical and a mechanical parts,
the gears system part, and the wheel system part. In this subsection, dynamic bond
graph models of all of these components are graphically synthesized then expressed
by differential equations.

Electrical Part of the DC Motor

This part corresponds to RL electrical circuit of the j th DC motor (Fig. 12.18) com-
posed by: input voltage’ source U0 j , electrical resistance Re j , inductance L j and
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Fig. 12.17 jth electromechanical system of the mobile robot

Fig. 12.18 Electrical RL
circuit of the jth DC motor

back electromotive force EMF, which is linear to the angular velocity of the rotor
θ̇e j and equal to ke j θ̇e j with ke j the EMF constant. The index j ∈ [1, 2] corresponds
to the j th motor of the robot.

The corresponding RL circuit bond graph model is given in integral causality by
Fig. 12.19.

Let us note e1 j , P1 j , M1 j , effort, momentum, and algebraic value of element I
of the j th motor (Fig. 12.19). The gyrator element GY describes the power transfer
from the electric to mechanic by a flow variable f4 j of the link 4 and Se0 j is the
input voltage source, then the following state equation is obtained:

e1 j = Se0 j − Re j

P1 j

M1 j

− ke j f4 j (12.23)
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Fig. 12.19 Bond graph model
of the electrical part of the j th
DC motor

Fig. 12.20 Bond graph model
of the mechanical part of the
j th DC motor

with ⎧⎪⎪⎨
⎪⎪⎩

f0 j = f1 j = f2 j = f3 j = 1
L j

∫
e1 j dt = P1 j

M1 j
= i j

Se0 j = U0 j

f4 j = θ̇e j

Thus, the corresponding dynamic equation of circuit of Fig. 12.21 is:

L j
di j

dt
= U0 j − Re j i j − ke j θ̇e j (12.24)

Mechanical Part of the DC Motor

This part represents the mechanical part of the j th DC motor, characterizing by its
rotor inertia Jes , viscous friction parameter fe j , transmission axis rigidity K j , and a
motorized torque U j . In this part, the influence of backlash phenomenon expressed
by a disturbing torque w j is represented by a modulated effort source for the bond
graph model [18]. The corresponding bond graph model in integral causality is given
by Fig. 12.20.

The traction system for this miniature mobile robot corresponds to two electro-
mechanical actuators, composed by a DC electric motor and a wheel part through
a gear transmission of constant 25:1. In the studied case, 1,000 encoder increments
of each traction actuator corresponds to 8 cm linear displacement, and the initial
and maximal dead zone between input and output of the gear system is about 4
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Fig. 12.21 Backlash mecha-
nism for the jth DC motor

increments, corresponding to 0.32 cm. It is small and less influent perturbation, but
it is important to consider this dead zone at the modeling step for robust diagnosis.
Also, the motor axis rigidity differs generally from the load one, it is for that in the
proposed model this transmission rigidity is considered.

The backlash mechanism considered in this model is represented by a disturbing
torque, hampering the smooth functioning of the system, and caused by simultaneous
and evaluative reactions of the shock between the two sides of the gears system
(Fig. 12.21). This torque is chosen as it is continuous, nonlinear, and differentiable,
compared to the size of the gears system and its effect on the global system.

So, a smooth and continuous model of transmitted torque w j , which is developed
in [18] and illustrated in Fig. 12.20, is taken as a modulated effort source (M Se : w j )

(Fig. 12.20). This torque is expressed as follows:

w j = A j K jτ0 j

1 − e−γ jΔθ j

1 + e−γ jΔθ j
(12.25)

where w j is the disturbing and nonlinear transmitted torque, Δθ j = θe j − N j · θs j

defines the difference between input θe j and output θs j motor positions, N j a reducer
constant, A j is an integer defining the smooth decreasing of the dead zone region,
K j the rigidity constant of the transmission system, τ0 j

is the dead zone amplitude

and γ j = 1/
(

2τ0 j

)
the sigmoid function slope of the j th DC motor.

Let us note e5 j , P5 j , M5 j effort, momentum, and algebraic value of element I of
Fig. 12.20, f4 j is the flow variable of link 4, f9 j ,1/K j flow and algebraic value of
element C , then the following state equation (12.26) is obtained:

e5 j = − fe j

P5 j

M5 j

+ e4 j + e6 j − K j

∫
f9 j dt (12.26)

with ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

f4 j = f5 j = f6 j = f7 j = f8 j = 1
Je j

∫
e5 j dt = P5 j

M5 j
= θ̇e j

e8 j = e9 j = K j
∫

f9 j dt
f9 j = f8 j − f10 j = θ̇e j − N j θ̇s j

e4 j = ke j i j

e6 j = −w j
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Fig. 12.22 Bond graph model
of jth gear part

Thus, the corresponding dynamic equation of mechanical part is given as follows:

Je j

d θ̇e j

dt
= − fe j θ̇e j + ke j i j − w j − K j

(
θe j − N jθs j

)
(12.27)

with U j the input motor torque of the j th DC motor, given in function of the current
i j and the torque constant ke j , considered equal to the electrical constant.

Gears Part

This part concerns the mechanical gears which links between the mechanical and
the load parts with a reduction constant N j (Fig. 12.17). Bond graph model of this
part is given by Fig. 12.22 and represents a transformer element TF between the j th
velocities of the motor axis θ̇e j and the wheel θ̇s j .

According to Fig. 12.22, let us choose f10 j , f11 j , e10 j and e11 j as the correspond-
ing flows and efforts variables of links 10 and 11:

{
f10 j = N j f11 j

e11 j = N j e10 j

(12.28)

which corresponds to the mechanical equation:
{

f10 j = θ̇e j = N j θ̇s j

e11 j = N j C j
(12.29)

Wheel Part

This part represents the load part of the j th electromechanical system, characterizing
by its inertia Js j , viscous friction parameter fs j , and backlash disturbing torque N j w j .
The bond graph model of this part in integral causality is given by Fig. 12.26.

Let’s note e14 j , P14 j , M14 j effort, momentum and algebraic value of element I
of Fig. 12.23. f9 j is the flow and of element C (Fig. 12.20), then the following state
equation (12.30) is obtained.

e14 j = − fs j

P14 j

M14 j

+ e13 j + e11 j + e28 j (12.30)
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Fig. 12.23 jth wheel part
bond graph model

with ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

f11 j = f12 j = f13 j = f14 j = 1
Js j

∫
e14 j dt = P14 j

M14 j
= θ̇s j ;

e11 j = N j e9 j = N j K j
∫

f9 j dt;
f9 j = f8 j − f10 j = θ̇e j − N j θ̇s j ;
e13 j = N j w j ;
e28 j = Re27 j = −RFx j

Thus, the corresponding dynamic equation of mechanical part is given as follows:

Js j

d θ̇ s j

dt
= − fs j θ̇s j + N j w j + N j K j

(
θe j − N jθs j

) − RFx j (12.31)

where Fx j is the contact efforts which are the origin of the longitudinal and yaw
dynamics and R the constant radius of the wheel.

After a concatenation of the different bond graph models, the global model of
the j th electromechanical system is deduced in Fig. 12.24. The measured states are
shown by detectors element D f : θ̇e j and D f : θ̇s j .

Thus, the dynamic nonlinear model of the j th electromechanical system of the
mobile robot with the environment interaction is given by the Eq. (12.32):

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

L j
d
dt

(
i j
) = U0 j − Re j i j − ke j θ̇e j

Je j
d
dt

(
θ̇e j

) = − fe j θ̇e j + ke j i j − w j − K j
(
θe j − N jθs j

)

Js j
d
dt

(
θ̇s j

) = − fs j θ̇s j + N j w j + N j K j
(
θe j − N jθs j

) − RFx j

(12.32)

12.5.4.2 Robot Chassis Modelling

In this subsection, kinematic, geometric, and dynamic models of the chassis of the
miniature studied robot are deduced analytically and graphically.
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Fig. 12.24 jth global bond graph model of the electromechanical system

Kinematic Model

Figure 12.10b shows the robot centre of mass G (xG , yG , α), where (xG , yG) are
the absolute coordinates and α the yaw angle. When the static radius of the robot
wheel is R and the measured wheel velocities θ̇s1 and θ̇s2 , then the deduced kinematic
model of the robot is given as follows:

⎛
⎝ u̇

v̇
α̇

⎞
⎠ =

⎛
⎝ R/2 R/2

Rr1/d −Rr1/d
R/d −R/d

⎞
⎠

(
θ̇s1

θ̇s2

)
(12.33)

with
.
u the longitudinal velocity of the centre of mass,

.
v the lateral velocity of the

centre of mass,
.
α the yaw velocity, d the normal distance between the wheels, and

r1the distance between the wheel axis and the center of the mass.

Geometric Model

This model concerns the deduction of the (xG , yG) coordinates at the absolute ref-
erence (Fig. 12.10b). Thus, from Eq. (12.33) and after geometrical projection, this
following system of equations is obtained.

{
xG = ∫ ( .

u cosα − .
v sin α

)
dt + xG0

yG = ∫ ( .
u sin α + .

v cosα
)

dt + yG0

(12.34)

where
(
xG0 , yG0

)
are the initial positions of the robot.

Dynamic Model of the Robot

This model regroups the longitudinal and yaw dynamics, where the input sources
considered in our case are Fx1 and Fx2 (Fig. 12.10b). These efforts are supposed
known and equal to a necessary effort to tract the system, in our case they are
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Fig. 12.25 Longitudinal
dynamic of the robot

identified as a Coulomb friction. Then, only the viscous friction is considered as a
reaction contact effort, due to the small dimension of the contact area. The following
dynamics are synthesized from bond graph representation:

• Longitudinal dynamic: From Fig. 12.10b, the following bond graph model
(Fig. 12.25) is synthesized:

Let us note e20, P20, M20 effort, momentum, and algebraic value of element I
of Fig. 12.25, f19 is the flow variable of link 19, then the following state equation
(12.35) is obtained:

e20 = − fm
P20

M20
+ Se17 + Se18 (12.35)

with
⎧⎨
⎩

f17 = f 18= f 19 = f 20 = u̇
Se17 = F x1

Se18 = F x2

Dynamic longitudinal equation is given in (12.36), where the longitudinal velocity
u̇ is in function of the measured angular wheel velocities, according to the kinematic
model (12.33):

Fx1+F x2− f mu̇ = mü (12.36)

• Yaw dynamic: From Fig. 12.10b, the following bond graph model (Fig. 12.26) is
synthesized:

Let us note e26, P26, M26 effort, momentum, and algebraic value of element I of
Fig. 12.26, then the following state equation (12.37) is obtained:

e26 = − f z
P26

M26
+ e22 + e24 (12.37)
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Fig. 12.26 Yaw dynamic
bond graph model of the robot
in integral causality

with

⎧⎨
⎩

f22 = f24 = f25 = f26 = P26
M26

= α̇
e22 = d

2 Fx1

e24 = d
2 Fx2

Dynamic yaw equation is given in (12.38), where the yaw velocity α̇ is in function
of the measured angular wheel velocities, according to the kinematic model (12.33):

(
Fx1 − Fx2

) d

2
− fz α̇ = Iz α̈ (12.38)

where Fx1 and Fx2 are, respectively, the longitudinal efforts, fm , fz are the viscous
friction parameters, according to longitudinal and yaw motions. d is the linear dis-
tance between the two wheels. As it is mentioned at the introduction of this section,
because the longitudinal efforts are supposed known.

Then, according to (12.9), the following vectors are identified:

As=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− fm
m 0 0 0 0 0 0 0 0 0 0 0
0 − fz

Iz
0 0 0 0 0 0 0 0 0 0

0 0
− fs1
Js1

0 0 0
−N 2

1 K1
Js1

N1 K1
Js1

0 0 0 0

0 0 0
− fs2

Js2
0 0 0 0

−N 2
2 K2

Js2

N2 K2
Js2

0 0

0 0 0 0
− fe1
Je1

0 N1 K1
Js1

−K1
Je1

0 0 0 0

0 0 0 0 0
− fe2
Je2

0 0 N2 K1
Js2

−K2
Je2

0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0

−ke1
L1

0 0 0 0 0
−Re1

L1
0

0 0 0 0 0
−ke2

L2
0 0 0 0 0

−Re2
L2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

;
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xs =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

u̇
α̇

θ̇s1

θ̇s2

θ̇e1

θ̇e2

θs1

θe1

θs2

θe2

i1
i2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; Bs =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 1
m

1
m 0 0

0 0 d
2Iz

−d
2Iz

0 0

0 0 −R
Js1

0 N1
Js1

0

0 0 0 −R
Js2

0 N2
Js2

0 0 0 0 −1
Js1

0

0 0 0 0 0 −1
Js2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1

L1
0 0 0 0 0

0 1
L2

0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; us =

⎛
⎜⎜⎜⎜⎜⎜⎝

U01

U02

Fx1

Fx2

w1
w1

⎞
⎟⎟⎟⎟⎟⎟⎠

ys =

⎛
⎜⎜⎜⎜⎜⎜⎝

θ̇s1

θ̇s2

θ̇e1

θ̇e2

i1

i2

⎞
⎟⎟⎟⎟⎟⎟⎠

; Cs =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎠

In Fig. 12.27, a description of overall bond graph model of the miniature mobile
robot is presented, including actuators and transmission cable.

From the model of Fig. 12.28, the bond graph of the j th electromechanical system
is given in derivative causality, while the detectors are dualized as a sources. The
element C:1/K j is kept in integral causality, because the initial positions of the gear
sides are known. Then, three analytical redundancy relations can be generated for
each j th system, and the residuals are expressed in (12.39).

⎧⎪⎨
⎪⎩

r1 j = L j
d
dt

(
i j
)−U 0 j +Re j i j+ke j θ̇e j

r2 j = Je j
d
dt

(
θ̇e j

)+ f e j
θ̇e j −ke j i j + w

j
+K j

(
θe j − N jθs j

)
r3 j = Js j

d
dt

(
θ̇s j

) + fs j θ̇s j − N j w j − N j K j
(
θe j − N jθs j

) + RFx j

(12.39)

The FDI algorithm is implemented on the supervisor system, distant from the
network and the robot system sides as it is shown in Fig. 12.29.

The serial cable RS232 contains two principal commonly used signals:

• Transmitted Data (TxD), where Data are sent from Data Terminal Equipment
(DTE) to Data Circuit-terminating Equipment (DCE).

• Received Data (RxD), where Data sent from DCE to DTE.
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Fig. 12.27 Global bond graph model of the mobile robot system including the transmission serial
cable

Fig. 12.28 Bond graph model of the jth electromechanical system in derivative causality

To generate the cable faulty situation, only the transmitted data (TxD) are affected.
In this case, the robot continues working using the old velocities’ reference. In the
studied case, the measured states are the two angular velocities of the traction actu-
ators and the voltage at the end side of the transmission cable.

The identified robot and cable parameters are given in Table 12.1.
Four cases of experiments are presented, they concern the fault free situation, the

robot actuators faults, fault on the transmission cable and the generated delay fault.
Residuals, control inputs, estimation error, and trajectory of the robot are displayed
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Fig. 12.29 FDI algorithm implementation

Table 12.1 System
parameters

Parameters Values

Js1 , Js2 1 × 10−4 kg m2

Je1 , Je2 3 × 10−4 kg m2

fs1 , fs2 3 × 10−4 Nm s/rad
fe1 , fe2 2.5 × 10−3 Nm s/rad
d 4 × 10−2 m
Re1 , Re2 3.2	
m 0.25 kg
ke1 , ke2 0.24 × 10−2

CL 110 × 10−12 F
fm 1 × 10−4 Nm s/rad
fz 5 × 10−4 Nm s/rad
Iz 5.8 × 10−3 kg m2

r1 1 × 10−2 m
R 5 × 10−3 m
L1, L2 250 × 10−9 H
K1, K2 950 Nm/rad
N1, N2 25 Nm/A
RL 1,000	

for each case. In order to avoid the false alarm case, residual threshold are considered
for the evaluation step. These thresholds represent the sum of the absolute element
values of the uncertainty state matrix Δ Āc.

• Case 1: Fault free operation

After generating the different residuals, a planned trajectory (Fig. 12.30) is consid-
ered. In this case, the time evolution of the system input-output is in normal situation.
In Fig. 12.31 a superposed signals of desired and output velocities for each wheels
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Fig. 12.30 Trajectory of the robot

Fig. 12.31 Desired and output velocities of both wheels 1 and 2

are presented. The regulation is made by the robot PID velocity controllers (with
K P = 3790, K I = 803, K D = 104 for motor unit increment, where 1unit=8mm/s).
Controls and residuals signals are given, respectively, in Figs. 12.32 and 12.33. The
convergence of the residuals to zero indicates that the global system is in normal
operation.

• Case 2: Actuator fault

After simulating an actuator fault by adding a faulty profile signal to the existing
control signal of actuator 1 of Fig. 12.34, then the residuals of Fig. 12.35 and the robot
trajectories of Fig. 12.36 show the influence of the introduced fault on the system
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Fig. 12.32 Controls signal of actuators 1 and 2

Fig. 12.33 Residuals signal of actuators 1, 2 and transmission cable

performance. In this case this disturbing fault does not effect the transmission cable
operation as it is shown by the results.

• Case 3: Transmission cable fault

In this case, the resistance RL is varied manually by putting a resistive poten-
tiometer in serial configuration. This maneuvering allows to simulate a cut in the
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Fig. 12.34 Control signals in presence of fault on actuator 1

Fig. 12.35 Residuals signal for actuator 1 in presence of fault

transmission channel, we can notice that control signals of Fig. 12.37 are almost
insensitive to this fault because the robot residuals are in function of the input con-
trol signals coming from the transmission cable. Residual of the cable (Fig. 12.38)
is sensible to this cable fault including the estimation error (Fig. 12.32), which has
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Fig. 12.36 Trajectory in presence of the fault in actuator 1

Fig. 12.37 Control signals in presence of cable fault

deviated from zero when the fault has occurred (Fig. 12.39). The deviation on the
robot trajectory (Fig. 12.40) shows that the robot continues its trajectory by consider-
ing the last data references before the cable fault. Thus, it does not follow the desired
trajectory.

• Case 4: Delay fault

The generated delay for one input (actuator 1) is taken into account by using the
Markov process with the stochastic variable γ (Fig. 12.16). Desired robot trajectory
is considered as an hexagon path. Then, the time evolution of the control signal is
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Fig. 12.38 Residuals signal in presence of cable fault

Fig. 12.39 Estimation error in presence of cable fault

Fig. 12.40 Robot trajectory in presence of cable fault
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Fig. 12.41 Control signals in presence of delay

Fig. 12.42 Residuals in presence of delay on control signal of actuator 1

given by Fig. 12.41, where the residual of the cable (Fig. 12.42) is the most sensitive
to this generated delay. The estimation error of Fig. 12.43 shows the FD observer
convergence and we can notice that the robot diverged completely from its trajectory
(Fig. 12.44).
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Fig. 12.43 Estimation of error in presence of delay in control signal of actuator 1

Fig. 12.44 Robot trajectory in presence of delay in control signal of actuator 1

12.6 Conclusion

This chapter describes an approach of hybrid model-based fault diagnosis for a class
of NCS, applied on telerobotics system. Today, mechatronic systems are designed
with NCS principle in different fields. Of course, the technology evolution during
this last decade has allowed the design of safe and reliable mechatronic systems.
When these latter are controlled through a network, it is necessary to extend the
safety and reliability aspects to the network side. The network part is considered as
a full physical system, making the link between the operator and the mechatronic
system to be controlled. The network behavior can change according to its nature and
associated model. It can be deterministic, uncertain, stochastic, or only a black box.
From fault diagnosis point of view, it is an efficient approach to decouple the network
part from the system to be controlled, according the operation mode. This can help
in differentiating the faults when they appear, i.e., whether the fault originates from
the network or other parts of the system.
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Chapter 13
Road Vehicle Driving Simulator

The vehicle simulator system integrates vehicle dynamics, sound/visual systems,
instructor station, and traffic. A full-fledged human-in-the-loop (HILS) simulator
is a complex system developed on a 6-DOF motion-based platform and realistic
graphics with additional controls and sensory feedbacks, e.g., realistic feeling of
brakes, transmission, steering feedback, gear reduction, etc. Moreover, a Vehicle
Stability Control (VSC) system which connects the human driver, controller, and
vehicle behavior, is required in emergency situations [6]. The basic human-in-the-
loop driving simulator considered in this chapter consists of a three-dimensional
vehicle dynamics model, driver interface, Stewart platform, and visual display.1

13.1 Human–Machine Interface

The vehicle–driver interface of driving simulator, as shown in Fig. 13.1, consists
of different subsystems: inversion controller, real-time controller, 3D animator,
instructor station (Stewart platform), servosystem with solenoid valve, power supply,
AD/DA converter, sensors (pressure transducer and potentiometer), low-pass filter,
PI-controller, etc. During real-time simulations, the real-time controller calculates
the variables (vehicle behaviour) of the vehicle’s dynamic model with sensed driver-
reaction (driver input). Then it provides vehicle’s position (x, y and z-motion), roll,
pitch, and yaw angle to the 3D animator which provides visual information to the
screen in front of the driver sitting on the Stewart platform. The vehicle’s position
(x, y and z-motion), roll, pitch, and yaw angle are also provided to the inverse con-
troller from the real-time controller. The signals from the inversion controller are
fed to the solenoid valve of the servo-system after converting to analog signal by
the DA converter. In this way, the servo-system along with the solenoid valve con-
trols the motion of the legs of the Stewart platform. The positions and the pressures
of the actuators are retrieved by the potentiometers and the pressure transducers,

1 A part of this chapter is adapted from these authors’ previous works published in [2, 5].

R. Merzouki et al., Intelligent Mechatronic Systems, 909
DOI: 10.1007/978-1-4471-4628-5_13, © Springer-Verlag London 2013
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Fig. 13.1 Different subsystems of the driving simulator

respectively. These signals are converted to the digital signals by the DA converter
and are filtered with low-pass filters before being fed back to the inversion controller
and the P-I controller. This completes the closed-loop control system.

The Stewart platform gives vestibule sensation to the driver. Thus, the platform
must reproduce the motions computed from the vehicle model. This must be done in
real time so that the driver does not feel the delay in his/her action and the response.
Model-based control of a Stewart platform requires a computationally efficient and
reasonably accurate inverse model of the system for real-time implementation. More-
over, the design of the platform, its actuators, and the control system requires a
detailed model of the system with accurate representation of the dynamic loads so
that actuators can be sized appropriately, and the response time of the system and
controllers can be optimized. Thus, the system model must account for the leg iner-
tias, electro-hydraulics in the actuator, dynamics of the servo-valve, etc. At the same
time, the controller must perform the assigned task (trajectory tracking, and force
or impedance control) even when system parameters such as the driver weight are
uncertain and measurements are noisy.

13.2 Overwhelming Controller as a System Inversion Tool

Overwhelming control refers to controllers which overwhelm the plant dynamics and
force the plant to follow the dynamics as dictated by the controller. An analogy from
real life is an adult (controller) taking a baby (plant) for a walk while holding one
hand of the baby. Although the plant dynamics may cause small deviations from the
desired path, the overall trajectory tracking performance remains satisfactory. This
concept has been used in the past to develop controllers for serial robots [8, 11–14]
and other applications [9, 18, 19].
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Fig. 13.2 Schema of robust overwhelming control scheme for a spring-mass-damper system

The basic concepts of robust overwhelming control may be explained with the aid
of a simple academic example considered here. The schema of a second-order plant
and a second-order virtual system in the computational domain is shown in Fig. 13.2.
The left part of the figure concerns the controller and right part represents the plant. In
Fig. 13.2, m, K and R correspond to mass, stiffness, and damping parameters, respec-
tively, and subscripts P and c refer to the real and controller domains, respectively.
This way of using an exact copy of the system in the controller domain to derive
control laws is often referred to as physical model-based controller design [17].

In Fig. 13.2, the velocity of the mass point in the real plant is sensed and this
sensed velocity signal is compared with a reference velocity (vref) signal. The error
in velocity is applied to the virtual system (left-hand side of Fig. 13.2), which is
a model residing in computational domain, i.e., the controller. The application of
the error in velocity on the virtual system is shown through a conceptual (not real)
actuator in Fig. 13.2. The computational model generates a force as an output. The
force command is amplified and applied on the real system through an actual force
actuator. Therefore, in Fig. 13.2, there is one real sensor and one real actuator. The
measured variable is the velocity of the mass point in the real plant and the actuated
variable is the force applied at the same mass point. This applied force is controlled
by the controller (left-hand side model) so that the mass point on the real plant moves
in a specified way.

Although an exact copy of the real system (i.e., same physical structure) has been
used in the controller domain, it is assumed that the real system’s parameter values are
not perfectly known. Therefore, the parameter values used in the controller domain
may be different from the corresponding values in the actual plant.

The causalled bond graph of the integrated real system and the system in the
computational domain is shown in Fig. 13.3. The superscript * is used in the model
to denote virtual sensors and actuators in the controller domain. The weight corre-
sponding to the plant mass is included in the plant model, whereas it is intentionally
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Fig. 13.3 Bond graph model of the system in Fig. 13.2 with the virtual system in the controller
showing differential causality

Fig. 13.4 Bond graph model of the system in Fig. 13.2 with the virtual system in the controller
assigned integral causality by adding a pad

excluded from the controller side model to check if the controller will be able to
overwhelm certain unmodeled external forces or disturbances.

It is noticed that the I-element corresponding to the mass in the controller side
is in differential causality. This introduces terms corresponding to differentiation
of measurements from the real system. Transferring inertial elements of dependent
ports to independent ports cannot be used as a solution here. A coupling capacitor
[15] or pad [7, 10–14] is added to the system at an appropriate location to avoid
the differential causality, as shown in Fig. 13.4. The pad, in the form of (1-C-R)
structure, is appended at the 0-junction where the controller mass is modeled. The
pad can also be attached to the 0-junction where virtual actuator (MSf*) element is
connected [7, 11–14]. The R-element in the pad is introduced to reduce the solution
stiffness that is encountered during simulation. Higher values of C and R-elements
reduce the dynamic effects of the pad. Note that the pad stiffness parameter, which
has usually a large value, and the damping parameter have to be tuned through trial
and error to satisfy two contradictory requirements, i.e., solution accuracy versus the
time required for simulation. Further note that in virtual reality simulators, real-time
feel is extremely important.

A signal flow graph (SFG) can be constructed from a bond graph model by fol-
lowing the causal paths. The SFG corresponding to the bond graph model of the
linear time-invariant (LTI) system in Fig. 13.4 is shown in Fig. 13.5.
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Fig. 13.5 Signal flow graph
corresponding to the bond
graph model in Fig. 13.4

The transfer function of the velocity of the plant mass to the reference velocity
can be derived from Fig. 13.5 by straightforward application of Mason’s gain rule

G (s) = f13 (s)

Vref (s)
= T2 (s) α

T1 (s) + T2 (s) α
(13.1)

where

T1 (s) = mPmcs4 + mPkps2 + mPrps3 + mc KPs2

+ mc RPs3 + kp KP + kp RPs + rp KPs + rp RPs2,

T2 (s) = mc Kcs2 + mc Rcs3 + kp Kc + Rcrps2

+ mckps2 + mcrps3 + Kcrps + Rckps,

and s is the usual complex variable. Thus,

Lim
α→∞G (s) = T 2 (s) α

T2 (s) α
= 1 (13.2)

This implies that the plant follows the command if the amplifier gain (α) is suffi-
ciently large, which is exactly what implicit system inversion schemes aim at [15].
Further note that the plant parameters (mP, KP and RP ), appearing only in the term
T1 (s), are all overwhelmed by the controller, i.e., the plant parameters do not appear
in the term T2 (s). Therefore, this type of controller can be applied successfully for
studying inverse dynamics of the Stewart platform. Note that the causal form of the
controller in Eq. 13.1, where the order of the denominator polynomial is one more
than the order of the numerator polynomial, degenerates into a non-causal form
(Eq. 13.2) as the gain parameter approaches infinity.

However, too high value of gain parameter is not recommended for practical
applications. High gain value increases the noise sensitivity and also the time required
for simulation [11]. Moreover, large gain values increase the overshoot in the response
which may exceed the actuator capacity. In most simulator applications, only the low
frequency response is important. Note that pad stiffness and damping values are large.
Therefore, when the controller stiffness (Kc) is large, G(s) approaches unity in the
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Fig. 13.6 Performance of overwhelming controller for (a) gain value 500 and (b) gain value 5,000

low frequency range even for smaller values of the gain. If Kc is large, a small
gain value is needed whereas for small values of Kc, large gain value is required.
Therefore, the gain parameter value is designed along with the controller parameter
values [17]. A suitable design should aim at such controller parameter values which
would filter out the measurement noise within some specific bandwidth (i.e., act as a
second order low-pass properizing filter [15]) and as well keep the trajectory tracking
performance within acceptable limits. Therefore, there has to be a trade-off between
high gain and bandwidth of filtering [11]. This type of design reduces the sensitivity
to measurement noise and the numerical stiffness during the simulation of the inverse
system [2].

The following parameter values are chosen to evaluate the performance of the
overwhelming controller for the example application: mP = 1 kg, KP = 100 N/m,
RP = 2 N s/m, mc = 1.5 kg, Kc = 80 N/m, Rc = 1 N s/m, kp = 10, 000 N/m,
rp = 100 N s/m and g = 9.81 m/s2. An arbitrary initial condition (plant mass was
displaced by 0.02 m) was applied. The controller parameter values are intention-
ally given different values than the corresponding plant parameters. The reference
velocity command is prescribed as a symmetric square wave of amplitude 0.01 m/s
and time period of 0.5 s. Note that a square wave continuously excites transients. At
this stage, no constraints are imposed on the actuator dynamics, i.e., on the actuator
capacity and slew rate.

The plant response for a low amplifier gain (α = 500) is compared with the
prescribed velocity in Fig. 13.6a. The same are compared in Fig. 13.6b for a larger
amplifier gain (α = 5,000) and it is found that the response tracks the command even
when the self-weight is not modeled in the controller domain and the controller para-
meters are grossly different from the plant parameters. This validates the robustness
of the controller to unmodeled dynamics and parameter uncertainties.
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Fig. 13.7 Schema of the
stewart platform

13.3 Modeling of 3D Stewart Platform

In [3], it is suggested that two models of the manipulator system are required: a lean
inverse model for computational efficiency and an accurate forward model for proper
representation of dynamic loads. In the following sections, a lean forward model will
be developed first from which an inverse model with overwhelming controller will
be constructed, and then a full forward model of the platform will be developed.

The schematic representation of the Stewart platform is given in Fig. 13.7, where
the movable payload platform is supported by the fixed base through six vari-
able length actuators. This is a six degrees-of-freedom spherical-prismatic-spherical
mechanism. The coordinate system {XYZ} of the fixed base is placed at the point
O with Y-axis perpendicular to the base plane. The coordinate system {xyz} of the
movable platform is located at the center G of the moving platform. All the joints
attached to the fixed and movable platform are spherical joints.

The movable platform is considered as a six degrees-of-freedom rigid body. The
platform motion is described by three linear displacements along body fixed x, y,
and z axes and the rotational motion of the body can be defined by the three Cardan
angles. The Newton-Euler equations of the movable platform with attached body
fixed axes aligned with the principal axes of inertia are as follows:

∑
Fx = mP ẍG + mP(żGθ̇y − ẏGθ̇z) (13.3)

∑
Fy = mP ÿG + mP(ẋGθ̇z − żGθ̇x) (13.4)

∑
Fz = mP z̈G + mP(ẏGθ̇x − ẋGθ̇y) (13.5)

∑
Mx = JPxθ̈x + θ̇z θ̇y(JPz − JPy) (13.6)
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∑
My = JPyθ̈y + θ̇x θ̇z(JPx − JPz) (13.7)

∑
Mz = JPzθ̈z + θ̇y θ̇x(JPy − JPx) (13.8)

The equations for three linear velocities of the point a (Fig. 13.7) in the moving
system along three axes are as follows:

ẋa = ẋG + za θ̇y − ya θ̇z (13.9)

ẏa = ẏG + xa θ̇z − za θ̇x (13.10)

ża = żG + ya θ̇x − xa θ̇y (13.11)

Similarly, the equations for three linear velocities of the point b and c in the moving
system can be found out. The joint forces acting in the inertial frame and supplied
by the actuators at the points A, B, and C connected with the moving platform are
transformed through coordinate transformation block (CTF) (See Chap. 5) to get
forces in the body fixed direction.

13.3.1 3D Stewart Platform Model Without Leg Inertia

Initially, a lean forward model is developed solely to construct the inverse system
representation. The inverse system must be computationally fast because it is the one
which will be implemented in a computer for controlling the real platform. Thus,
only kinematics consideration is sufficient for model development. The masses of
pistons and cylinders of the actuator are neglected. The rate of change of length of
the link 1 between the moving point A and the fixed point D can be expressed as

L̇1 =
(

xA − xD

L1

)
ẋA +

(
yA − yD

L1

)
ẏA +

(
zA − zD

L1

)
żA (13.12)

Similarly, the rate of change of lengths for other links can be found out. The
angular velocities of the moving platform in the body fixed frame can be expressed
as developed in Chap. 5. The Euler angle rates which are needed for coordinate
transformation (CTF) are calculated as follows:

⎡
⎣ θ̇XE

θ̇YE

θ̇ZE

⎤
⎦ =

⎡
⎣ 1 tan θYE sin θXE tan θYE cos θXE

0 cos θXE − sin θXE
0 sin θXE/ cos θYE cos θ XE/ cos θYE

⎤
⎦

⎡
⎣ θ̇x

θ̇y

θ̇z

⎤
⎦ (13.13)

where subscripts XE, YE, and ZE are used to indicate Euler angle rates and subscripts
x, y, and z indicate body-fixed angular velocities.

http://dx.doi.org/10.1007/978-1-4471-4628-5_5
http://dx.doi.org/10.1007/978-1-4471-4628-5_5
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Fig. 13.9 Schema of the hydraulic piston-cylinder prismatic link

The bond graph model of the 3D Stewart platform without considering leg inertia
is shown in Fig. 13.8. The movable platform is modeled as a rigid body with six
degrees of freedom. The linear and rotary inertias mP, JPx, JPy, and JPz are coupled
by a pair of gyrator rings (Euler junction structure), one for translational and the other
for rotational velocities, according to Eqs. 13.3–13.8. The weight of the platform in
the inertial frame acts on it in non-inertial frame through coordinate transformation
(CTF).

The body fixed velocities of the points a, b, and c are found out according to
Eqs. 4.39–4.41. The moduli b1 to b18 are calculated from the body fixed distances
of the points a, b, and c from the center of gravity G of the platform. The moduli m1 to
m18 are calculated from Eq. 4.42 for leg 1 and other similar equations for other legs.
In Fig. 4.27, six MSE-elements are modulated by control signals u1 to u6 from the
inverse model which is discussed later. The gains α1 to α6 are associated with
the overwhelming control strategy. Six flow sensors (Df-elements) at 1-junctions
in the bond graph model measure the rate of deformation of the associated legs.

13.3.2 3D Actuator Model

The hydraulic cylinder is actuated by creating pressure difference across the two
sides of the piston. The pressure control is performed by solenoid actuated four-
way directional control valve. The schema of the 3D hydraulic actuator is shown in
Fig. 13.9. The end 1 of the cylinder is fixed to the base platform and the other end 2
is connected with the moving platform.

The normal body fixed velocities at the contact point 3 on the cylinder along x
and z-directions by assuming a thin but long piston are

ẋ3sc = ẋsc + (
L − lsp − lcg − wsp/2

)
θ̇zsc (13.14)

ż3sc = żsc + (
L − lsp − lcg − wsp/2

)
θ̇xsc (13.15)

http://dx.doi.org/10.1007/978-1-4471-4628-5_4
http://dx.doi.org/10.1007/978-1-4471-4628-5_4
http://dx.doi.org/10.1007/978-1-4471-4628-5_4
http://dx.doi.org/10.1007/978-1-4471-4628-5_4
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where θ̇ indicates body-fixed angular velocity about the axis indicated in subscript.
At the same time, the body fixed velocities of point 3 on the piston are

ẋ3sp = ẋsp − (
lsp − lpg + wsp/2

)
θ̇zsp (13.16)

ż3sp = żsp − (
lsp − lpg + wsp/2

)
θ̇xsp (13.17)

The normal body fixed velocities at the contact point 4 on the cylinder are

ẋ4sc = ẋsc + (
L − lsp − lcg + wsp/2

)
θ̇zsc (13.18)

ż4sc = żsc + (
L − lsp − lcg + wsp/2

)
θ̇xsc (13.19)

and the same points velocities on the piston along x and z-directions are

ẋ4sp = ẋsp − (
lsp − lpg − wsp/2

)
θ̇zsp (13.20)

ż4sp = żsp − (
lsp − lpg − wsp/2

)
θ̇xsp (13.21)

The rate of change of length of the link between the piston rod end point 2 and
the fixed cylinder end point 1 can be expressed as:

L̇ i =
(

X1 − X2

L i

) (
Ẋ1 − Ẋ2

) +
(

Y1 − Y2

L i

) (
Ẏ1 − Ẏ2

) +
(

Z1 − Z2

L i

) (
Ż1 − Ż2

)
(13.22)

The bond graph model of the hydraulic actuator is shown in Fig. 13.10. The
cylinder and the piston are modelled as rigid bodies with six degrees of freedom
each similar to the movable platform. The inertial velocities of the fixed point 1 and
the piston rod end point 2 are found out similar to the process of finding the inertial
velocities of the points A, B, and C of the movable platform. As one end of the
cylinder is fixed, three zero flow sources are inserted into the bond graph model.
MTF-elements with moduli μx, μy, and μz are used to calculate the relative velocity
between the piston and the cylinder at a 0-junction by Eq. 13.22 and the friction
between the piston and the cylinder is modeled by an R-element at that junction. The
contact point mechanics at the points 3 and 4 are determined by Eqs. 13.14–13.21.
The normal velocity at the contact point on the cylinder is made equal to normal
velocity at the contact point on the piston in the inertial frame by providing higher
values of contact stiffness and damping parameters. The movement of the piston
depends upon the pressure difference between both sides of the piston which are
determined in the submodel for four-way directional control valve and are interfaced
through ports 6 and 7. The information of the force due to pressure difference, which
is necessary for the force controller, is taken out through port 5. In Fig. 13.10, piston
side area is Asp and that of the piston rod is Asr. The information of the rate of
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deformation
(
L̇ i

)
of the real actuator is also taken out for the corresponding part of

the simplified inverse model.

13.3.3 3D Stewart Platform Model with Leg Inertia

The bond graph model of the 3D Stewart platform with leg inertia is shown in
Fig. 13.11. This model is similar to the bond graph model of the 3D Stewart platform
without leg inertia except that space impedance model is replaced by the actual
hydraulic actuator model (See Chap. 5).

The actuators 1 and 2 of the 3D Stewart platform are connected with the support
point A through frictionless joints. Similarly, the actuators 3 and 4 are connected with
support point B and the actuators 5 and 6 are connected with support point C through
similar type joints. The C-element with stiffness parameter Kj and R-element with
damping parameter Rj, which are in mechanical parallel, are used to model the joints.

13.3.4 Inverse Model of 3D Stewart Platform

The inverse system model in the controller domain, as shown in Fig. 13.12, is a
mirror reflection of the simplified model of the Stewart platform given in Fig. 13.8
with some modifications which are required for making it computationally suitable.

The model in Fig. 13.8 is inverted by imposing the rate of change of leg lengths as
inputs and forces generated in those legs as outputs. Stiff spring-damper combinations
or pads (stiffness kp and damping rp) are included in the inverse model to make it
computationally suitable.

13.4 Graphics Interface

In the vehicle simulator developed in this book, the graphics interface is programmed
in Microsoft Visual C++ environment. Special purpose graphics library GDIplus is
used in the programs. GDIplus has inbuilt routines for bitmap rotation, deformation,
shading, etc., and is useful for 3D graphics. There are other available commercial
software for graphics rendering, for example ScanerStudio [16].

The driver’s view area is shown in Fig. 13.13a. It is assumed that aerial view of a
large area (the full vehicle track or a city) is available and stored in a bitmap image.
Satellite images or other web-based resources like Google earth (www.googleearth.
com) or wikimapia (www.wikimapia.com) can be used for this purpose. The driver’s
view is only a small part of this bitmap image. The vehicle center of gravity and
the driver’s eye are assumed to be located at the point o (this may be changed
suitably if required). The viewing area during driving is the area �abcd (� indicates

http://dx.doi.org/10.1007/978-1-4471-4628-5_5
www.googleearth.com
www.googleearth.com
www.wikimapia.com


922 13 Road Vehicle Driving Simulator

F
ig

.1
3.

11
B

on
d

gr
ap

h
m

od
el

of
th

e
3D

St
ew

ar
tp

la
tf

or
m

w
ith

le
g

in
er

tia



13.4 Graphics Interface 923

F
ig

.1
3.

12
B

on
d

gr
ap

h
m

od
el

of
th

e
in

ve
rs

e
sy

st
em

in
th

e
co

nt
ro

lle
r

do
m

ai
n



924 13 Road Vehicle Driving Simulator

Fig. 13.13 a Driver’s front viewing area and b modified front viewing area during heave and pitch

Fig. 13.14 Driver’s front viewing area during (a) yaw and (b) roll

a quadrilateral) and the viewing axis is perpendicular to the lines ab and cd. The vision
of the area between the origin and line ab is obstructed by the vehicle’s dashboard.
Line cd indicates horizon. The angle of yaw for the vehicle is θ . The positions of
the points a, b, c, and d are found out in terms of the position of the point o and the
yaw angle. The distance of the area �abcd from the origin changes according to the
vehicles heave and pitch (see Fig. 13.13b). If the vehicle pitches forward or sinks
down then the area �abcd comes closer to the origin and vice versa. Similarly, the
change in the driver’s front viewing areas during yaw and roll motions are shown in
Fig. 13.14a, b.
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Fig. 13.15 Geometric modeling of skyline as seen by the driver

The minimum and maximum values of x and y among the four points are
determined. To copy the original image �abcd from the global bitmap image of
the terrain (e.g., Google earth image), a rectangle with sides (max y − min y) and
(max x − min x) is specified. A new bitmap is created by cloning the specified rec-
tangle. An empty bitmap and a graphics object are created to hold the rotated image.
The rotation point is moved to the center of the empty bitmap and the cloned object is
rotated about the rotation point through an angle of

(−90
◦ + θ

)
. This rotated image

is then drawn on the graphics object.
The brightness of the rotated image which is drawn on the graphics object (an

object defined in GDIPlus) can be changed by color matrix and image attributes-
object. By reducing brightness of the area in proportion to the distance from the
vehicle, fuzziness at the horizon is simulated. The area closest to the vehicle appears
brighter. The StretchBlt function is applied on strips of the trapezoidal area �abcd
to map it to a rectangular area on the display screen. The height of the rectangular
destination area on the screen decreases as its distance from the bottom of the screen
(vehicle dashboard) increases. The bitmap stretching produces expanded vision near
the vehicle front and condensed vision far away. Coupled with the brightness adjust-
ment scheme, this produces a realistic map of the road and its surroundings. In similar
way to rendering of the front-view through the windscreen, the back-view is rendered
on the rear-view mirror.

It is assumed that the vehicle track is in an isolated area and there is no vertical
structure near its vicinity. Thus, the skyline is far away and the vehicle motion does
not change the size of items visible in the skyline. Under this condition, the skyline
can be constructed from a static panoramic photograph, i.e., a full 360◦ map of
horizon is stored as a bitmap strip. This image is mapped to the inside surface of a
cylinder. A portion of the image from the inside of the cylinder is copied depending
upon the value of yaw, roll, pitch and heave, and then the image is flattened as shown
in Fig. 13.15. The flattened image is drawn at the top of the screen. When the vehicle
pitches forward or heaves down then the skyline moves up and vice versa. Likewise,
when the vehicle yaws, the skyline is panned either to left or to right depending upon
the yaw angle. The skyline tilts when the vehicle rolls. For more realistic rendering
of skyline with static and moving objects, live objects, other vehicles on the track,
etc., specialized software like ScanerStudio [16] can be used.
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Fig. 13.16 Rotating disk for
large yaw control

13.5 Stewart Platform for Vehicle Simulator

In a basic vehicle simulator as developed here, the driver physically feels heave,
pitch, roll, and yaw motions. The surge and sway effects are difficult to achieve as it
requires a movable base, usually on cross rails. However, all these effects are visually
conveyed on the simulator screen. The platform designed in previous sections cannot
provide full 360

◦
yaw because that would cause the legs to collide. Thus, additional

hardware is included as shown in Fig. 13.16 where a motor-driven rotating disk is
mounted on the moving platform.

The rotating disk can be used for independent yaw control by a motor. The motor
applies a reverse torque on the movable platform, but the platform is not allowed yaw
motion, i.e., the yaw command is given as zero in the overwhelming controller of
the platform. Thus, there are two control actions: the overwhelming control is used
to give small heave, pitch and roll motions, and an independent motor controller
(PI angular position control) is used to give large yaw motion.

The driver is mounted on a chair fixed to the rotting disc. The reaction torque
from the rotating disc is an un-modelled disturbance on the remaining parts of the
Stewart platform and the overwhelming controller overwhelms this disturbance to
produce proper trajectory tracking. The commands to the overwhelming controller
in the inverse dynamics model of the platform are given in reference inertial frame.
The platform’s body-fixed velocities are first transformed to inertial frame velocities
where overwhelming controllers and reference commands are modelled. Thus, the
linear and angular velocities obtained from the vehicle model are transformed to
the inertial frame and fed to the Stewart platform’s controller. The rotating disk
PI-controller receives the vehicle yaw rate information and applies the necessary
torque to rotate the disk (with driver, cabin, driver controls and display system).

The forward bond graph model of the Stewart platform with the rotating disk
is shown in Fig. 13.17. Note that the inverse model remains the same, i.e., the
inverse system does not know the changes made to the actual system. The difference
between the two systems is the additional disk which applies some unknown forces
and moments on the moving platform. However, the overwhelming controller over-
whelms the disturbances, i.e., the forces and moments produced by the additional
rotating disc.
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The disk is modeled as a separate rigid body with 6-degrees-of-freedom in the
top side of the forward bond graph model shown in Fig. 13.17. The motor (shown
without the PI-controller) is modeled as a source of effort at a 0-junction so that the
relative rotational velocity between the platform and the rotating disk is controlled,
and the active (on disk) and reactive (on platform) torques are properly applied. The
motor linear inertias are lumped with the platform.

13.6 Results of Test Drive of Driving Simulator

The vehicle behavior is calculated from the vehicle’s dynamic model (See [1, 4])
with driver input, i.e., braking, acceleration, steering, etc. The vehicle responses are
filtered so that only the low frequency responses are fed to the Stewart platform’s
controller as reference velocities.

The Stewart platform parameters and configurations are given in Tables 13.1 and
13.2, respectively. The vehicle parameters are taken from [1].

The top view of the test track with initial position of the vehicle on the track is
shown in Fig. 13.18. Note that this picture is not visible to the driver. The trapezoid
abcd (shown in Fig. 13.13) is then copied from this large image and rendered on the
driver display screen. As the driver (in this case, our student Dr. T.K. Bera) accelerates
the vehicle and it moves forward (trapezoid abcd also moves forward), the driver
sees the right turn. The driver thus mildly decelerates (ABS is the selected vehicle
configuration) and applies the steering and after end of the turn, again accelerates
after straightening the steering. This way, as the driver completes one loop, brakes
are suddenly applied and the vehicle is brought to stop at a position near the starting
position. The path of the vehicle centroid and its forward speed at various locations
are marked on the top view of the track in Fig. 13.18. Note that the nature of driving
varies from person to person depending upon the driver skill and level of training.

Usually, joystick or specialized driving simulator gear (steering, brake, acceler-
ator and clutch pedals with potentiometers for position sensing) are used in driving
simulators. In this case, keyboard input is used. The up arrow is used for acceleration,
down arrow for brake, and left and right arrows are used for steering. The key-press
repeat rate is also used in the program. For example, if down arrow is kept pressed
for a fixed duration then it indicates panic braking (See ABS details in [4]). The
keyboard interface is similar to any video game, but the real difference is that the
vehicle response is calculated in real time from a vehicle dynamics model.

The driver’s view (monitor display) while the driver is taking the first right turn
is shown in Fig. 13.19. This picture shows the skyline tilt (due to roll) during curve
negotiation.

The driver view during braking on a straight path is shown in Fig. 13.20. The
visual feedback shows the vehicle is pitching forward (the skyline is moving up),
i.e., diving during braking.

The dynamic response of the vehicle model running in the background is shown
in Fig. 13.21. The heave and speed of the vehicle are shown in Fig. 13.21a and roll,
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Table 13.1 Parameters of 3D Stewart Platform Used in the Simulations

Subsystem Parameter values

Platform mP = 100 kg JPx = 10 kg m2 JPy = 10 kg m2

JPz = 10 kg m2 kj = 107 N/m rj = 102 N s/m
xa = 0 m ya = −0.1 m za = 1 m
xb = 0.866 m yb = −0.1 m zb = −0.5 m
xc = −0.866 m yc = −0.1 m zc = −0.5 m

Actuator wv = 0.4 m lcg = 1.5 m lsp = 2.151 m
lpg = 1.5 m kct = 107 N/m rct = 102 N s/m
Asp = 0.01 m2 Asr = 0.005 m2 Rfr = 0.0 N s/m
msp = 1 kg msc = 20 kg Jscx = 5 kg m 2

Jscy = 5 kg m2 Jscz = 5 kg m 2 Jspx = 0.5 m2

Jspy = 0.5 kg m2 Jspz = 0.5 m2 x1 = −1.5 m
y1 = 0 m z1 = 0 m x2 = 1.5 m
y2 = 0 m z2 = 0 m
CL = 1.8 × 10−11 m5/(N s)

Servo control pS = 105 Pa β = 800 MPa Lv = 0.001 m
B = 16 m/A KP = 100 KI = 0.00001
γ = 1.5 × 10−6 (m5/kg)1/2

Inverse system kp = 107 N/m rp = 102 N s/m Kc = 107 N/m
Rc = 102 N s/m mc = 10 kg Jc = 10 kg m2

m∗
P = 1 kg J ∗

Px = 1 kg m2 J ∗
Py = 1 kg m2

J ∗
Pz = 1 kg m2 α = 50 g = 9.81 m/s2

Rotary disc mdi = 100 kg Jdix = 10 kg m2 Jdiy = 10 kg m2

Jdis = 20 kg m2 xdi = 0 m ydi = 0.1 m
zdi = 0 m

Table 13.2 Initial Conditions of Stewart Platform (initial configurations)

XA = 2 m YA = 5 m ZA = 1 m XB = 2.866 m YB = 5 m
ZB = −0.5 m XC = 1.134 m YC = 5 m Z C = −0.5 m XG = 2 m
YG = 5.1 m ZG = 0 m XD = 1 m YD = 0 m ZD = 1.732 m
XE = 3 m YE = 0 m ZE = 1.732 m XF = 4 m YF = 0 m
ZF = 0 m XH = 3 m YH = 0 m ZH = − 1.732 m XI = 1 m
YI = 0 m ZI = −1.732 m XO = 0 m YO = 0 m ZO = 0 m
L i = 5.151 m

pitch, and yaw motions are shown in Fig. 13.21b. These responses can be readily
correlated with the motion of the vehicle on the track given in Fig. 13.18.

Apart from the visual feedback, the driver also gets physical feedback from the
Stewart platform on which he/she is seated. Although a real Stewart platform has not
been used in this work, the response of a simulated Stewart platform is considered.
The overwhelming controller in the inverse model of the Stewart platform is fed with
the reference velocities (rate of change of the heave, pitch and roll as computed and
shown in Fig. 13.21) and the yaw rate is fed to the separately controlled rotary disk.
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Fig. 13.18 Motion of the vehicle on the track for the driving simulator

Fig. 13.19 Visual perception during yaw motion

Because only low frequency feel is important, the reference velocities are filtered
through low-pass filters. The outputs from the inverse model are fed to the forward
model of the Stewart platform. In the real case, an actual Stewart platform replaces
the forward model of the platform. The response of the Stewart platform is shown
in Fig. 13.22. Note that without the actual platform, the driver does not feel these
motions.

The discrepancies in the results shown in Fig. 13.22 are due to the low pass filter
which introduces a small delay and smoothens the sharp corners in the original
response before feeding them as commands to the Stewart platform’s controller.
However, these discrepancies and delays are too small for the driver to discern them.
The low-pass filter is required to improve the computational efficiency. Without the
filter, the simulation of the inverse system of the Stewart platform becomes stiff.
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Fig. 13.20 Visual perception during braking

Fig. 13.21 a Heave and speed, and b roll, pitch, and yaw computed from the vehicle model

Because real-time performance rather than precise trajectory tracking is important
in the driving simulator, the errors in platform positioning are not a serious issue
in the vehicle simulator. Note that the vehicle dynamics simulation, visual display
rendering and Stewart platform control are disjoint applications which should be
performed in different computers. The data transfer and synchronisation between
these machines is a different issue which is kept outside the purview of this book.

13.7 Conclusions

A basic driving simulator is developed in this chapter. The simulator integrates a
complex vehicle-dynamics model, a driver interface and a visual display. The human
in the loop simulation system integrates vehicle dynamics, dynamics of Stewart
platform, visual display, and control systems. A detailed bond graph model of a
vehicle with submodels for its components, especially the braking system, has been
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Fig. 13.22 a Heave and speed, and b roll, pitch, and yaw computed from the vehicle model
compared to those of the Stewart platform. The results from the Stewart platform simulation are
given in dotted lines

developed in [1, 4] in Chap. 6. This bond graph model is used in this chapter to
compute the vehicle dynamics in response to driver inputs. The full vehicle model
includes dynamics of the load transfer on the wheels while the vehicle makes a
manoeuvre.

The implementation of a driving simulator requires heavy computational
resources. To reduce computational burden, the exact trajectory tracking require-
ment of the Stewart platform is relaxed. It was possible to run the developed vehi-
cle dynamic model and the graphic rendering together in single IBM Core-2-Duo
machine and obtain real-time performance. However, the inverse and forward Stew-
art platform models could not be simulated in real time in that same machine. Note
that it is the forward model of the Stewart platform, which causes the simulation
stiffness. The stiffness is essentially due to the dynamics of the hydraulic actuators.
In the real driving simulator, the forward model simulation is not required because
the real Stewart platform would replace it. Thus, it is assumed that real-time simula-
tions can be achieved when a real Stewart platform is used. Moreover, parallelization
of computational load would certainly improve the real-time performance.

Some applications of parallel manipulators require precise trajectory tracking.
Moreover, other constraints like limits on the interaction forces are imposed in a
variety of critical operations like surgery, space craft docking, etc. These require-
ments were not considered in this chapter. To satisfy the conflicting requirements
of trajectory tracking and force control, the overwhelming control strategy needs
amendment so that extra interaction forces can be accommodated [5]. Such control
objectives are achieved by using virtual flexible foundations in the controller domain,
which has been discussed in the previous chapters dealing with the impedance control
of serial manipulators.

http://dx.doi.org/10.1007/978-1-4471-4628-5_6
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Arm dynamics, 712
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Automatic transmission system, 470
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B
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boundary conditions, 326, 336
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state variables, 56
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Butler-Volmer equation, 553

C
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D
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DC motor
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speed control, 136
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Decision support system, 580
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Diagnosis

uncertain system, 596
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bevel gear differential, 461
epicyclic differential, 459
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Differentiator circuit, 192
Diffusion process, 544, 554
Digital micromirror device, 360
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light-emitting diode (LED), 199

photodiode, 198
Shockley diode equation, 196

Directional control valve, 300
Distributed parameter system, 321
Double layer capacitor, 374, 569
Drill motion, 764
Drive train, 532
Driver view, 921, 928
Driving simulator, 909
Dualized detectors, 596

E
Eddy current, 407, 413
Efficacy mass, 352
Electrical transformer, 139, 405
Electric power assisted steering (EPAS), 502
Electric vehicle model, 78
Electro-active polymer, 387
Electrolyte, 537, 564
Electromagnet, 404
Electromagnetic induction, 138
Electromechanical coupling factor, 346, 352
Electromotive force, 130, 889
Electronic control unit (ECU), 437
Electrostatic actuator, 150
Encoder, 169
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most significant bits (MSB), 172
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efficiency map, 455
engine thermodynamics, 449
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Entropy change, 540
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Error dynamics, 253
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Euler junction structure (EJS), 96, 310, 443, 720

F
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Fault detection, 578
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Fault indicator, 880
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Fault isolation, 578
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Fault tolerance, 11
Fault tolerant control (FTC), 592
FDI

robust, 596
Finite element modeling, 321
Finite zeroes, 267, 271
First law of thermodynamics, 540
Flexible body system, 282, 321
Flexible joint, 290
Flux density, 139
Flux leakage, 404, 413
Flux path, 410
Flywheel, 447, 463, 532
Force control, 305, 493, 706
Force-current factor, 411
Force-displacement factor, 411
Forward kinematic, 620
Forward model, 267, 271, 915, 926
Free-floating space manipulator, 734
Free-floating space robot, 704
Free-flying robot dynamics, 714
Frequency response, 488
Friction, 125

entropy flow rate, 155
friction law, 125
stick-slip friction, 126

Fringing flux, 404, 413
Fuel cell, 537

cell temperature management, 566
hydration level, 565
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water content management, 565

Fuel cell stack, 539, 564
Fuel utilisation (FU), 556
Fundamental thermodynamic relation, 545

G
Gas mixture, 545
Gas short circuit, 565
Gas spring, 499
Gearbox, 458
Gear efficiency, 535
Gear mesh, 505
Gear shift, 470, 535
Generalized displacement, 20
Generalized likelihood ratio, 580
Generalized momentum, 20
Geometrical analysis, 580
Gibbs-Duhem equation, 159

Gibbs free energy, 551, 555, 568
Gibbs function, 541
Gimbal frame, 315
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gyrator modulus, 36
modulated gyrator, 37

Gyrator
definition, 36
equivalence, 407
modulation, 37
ring, 96, 443

H
H-bridge, 136
Hardware-in-the-loop simulation, 437
Heat exchanger, 558
Heat transfer, 158
Hertzian contact, 288
Holonomic constraints, 707
Homogeneous transformation matrices, 627
Human-in-the-loop simulator, 909
Human–machine interface, 909
Hybrid bond graph, 214
Hybrid electric vehicle (HEV), 525
Hybrid position/force control, 706
Hybrid synergy drive (HSD), 528
Hybrid system, 366
Hybrid vehicle, 525
Hydraulic actuator, 300, 490, 918
Hydraulic cylinder, 302
Hydraulic damper, 492
Hydraulic servomotor, 151
Hydraulic servo-system, 300
Hysteresis, 407
Hysteretic damping, 356

I
Ideal gas, 545
Ideal gas law, 155
Identification, 578
I-element, 29
Impedance, 694
Impedance control, 695, 706
Inchworm motor, 366, 369
Induction, 406
Induction motor, 141

squirrel cage motor, 144
Inertial sliding motion, 348, 364
Infinite zeroes, 267
Information and communication

technologies, 769
Information bond, 37
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Integrated circuit (IC), 181
Integrator circuit, 191
Intelligent autonomous vehicle, 770
Intelligent transport systems, 769
Internal damping, 323, 334
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Internet protocol, 871
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Inverse Laplace transform, 251
Inverse model, 267, 269, 271, 915, 921
Irreversible process, 540
Isolability, 583
Isolatability, 592

J
Jacobian, 621, 640, 752
Joint clearance, 285, 288
Junction, 32

one, 34
zero, 33

K
Kelvin–Voigt model, 356
Kinematics of rotation, 718
Kinematics of translation, 721
Kinetic energy, 30
Knowledgebase, 8

L
Lagrange formulation, 642
Lateral stability, 505
Law of mass action, 542, 543
Lenzs law, 130
LFT

definition, 97
Light emitting diode (LED), 170
Limit switch, 173
Limiting current, 554
Linear dynamics, 710
Linear fractional transformation, 97, 596
Linear matrix inequality, 844, 878
Liquid spring, 477
Load cell, 178
Load leveling system, 490
Longitudinal slip ratio, 505
Lorentz force, 130, 372, 374
Low-bandwidth system, 490
Lyapunov function, 516
Lyapunov stability, 516

M
Maglev system, 402
Magnetic bearing, 402

single sided bearing, 410
two-sided bearing, 411

Magnetic circuit, 140
Magnetic field, 130, 373, 403
Magnetic field intensity, 405
Magnetic flux, 139, 149
Magnetic force, 411
Magnetic permeability, 404, 410
Magnetohydrodynamic effect, 372
Magnetomotive force, 139, 148, 405
Markov process, 903
Martensite fraction, 376, 380
Mass transfer, 157
Material damping, 323
Mechanical trail, 502
Mechanism

belt drive, 128
cam drive, 116
Four bar, 115
gear drive, 120
slider crank, 112

Membrane electrode assembly
(MEA), 549, 560

Memcapacitor, 391
Memristive system, 389
Memristor, 388
Method of effort map, 69
Method of flow map, 69
Method of gradual uncover, 57
Micro-electro-mechanical systems

(MEMS), 360
optical MEMS, 360

Micro-robotics, 378
Micromirror, 360
Microprocessor, 180
Micropump, 372, 374
Minimum-phase system, 273
Misdetection, 580, 583
Modelling

levels of modelling, 15
Modeling uncertainties, 580
Mole flow rate, 543, 552
Moment of Inertia, 641
Monitorability, 583, 591
Moving average, 580
MR element, 547
MR-fluid, 486
Multi bond graph, 724
Multibody system, 281, 306
Multiport

C-field, 86
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gyrator, 93
I-field, 88
IC-field, 91
R element, 84
R-field, 92
transformer, 92

Multi-scale model, 544

N
Natural frequency, 495
Nernst equation, 552, 568
Nernst voltage, 554, 556
Networked control system, 869
Network thermodynamics, 544, 556
Neural bond graph, 387
Newton-Euler equations, 310, 318, 442, 915
Newton-Euler Formulation, 645
Newton’s equations, 307
Nitinol, 376
Nodal line, 308
Non-equilibrium reaction kinetics, 543
Non-holonomic, 707
Non-holonomic constraints, 707
Non-holonomic system, 510, 707
Non-ideal source, 415
Non-inertial reference frame, 306
Non-minimum-phase system, 273
Non-power-conserving gyrator, 528
Non-power-conserving transformer, 535
Nonlinear elements, 79
Nozzle equation, 548
Nozzle flow, 85
Nozzle flow equation, 452
Null modes, 260, 261
Nyquist frequency, 274

O
Object oriented modeling, 718
Observability, 253
Observability matrix, 265
One DOF space robot, 724
Onsager reciprocity, 544
Operating mode, 592
Operational amplifier (op-amp), 181

adder circuit, 187
comparator, 195
differentiator, 192
ideal op-amp model, 181
integrator, 191
inverting configuration, 184
non-inverting configuration, 185

subtraction circuit, 189
voltage gain, 185

Optimal control, 276
Oversteer, 498
Over-voltage, 553, 555, 569

activation, 553
concentration, 554
Ohmic, 553

Overwhelming control, 910
Overwhelming controller, 683
Oxygen utilisation (OU), 556

P
P-V diagram, 465
Pads, 724
Pad structure, 49
Parallel manipulator, 915
Partial pressure, 545, 554
Passive elements, 25
Passive suspension, 476
Pendulum

bob pendulum, 283
gyro-pendulum, 308

Pendulus mass, 500
Phase transformation, 376
Phosphoric acid fuel cells (PAFC), 538
Photo emitter, 174
Photo resistor, 170, 174
PI controller, 560, 562
PID, 900
Piezo-bar, 177, 352, 356
Piezoelectric constants, 346
Piezoelectric effect, 345
Piezoelectric material constitutive

relations, 347
Piezoelectric sensor, 176
Pitch plane vehicle model, 73
Plane impendance, 283
Planetary gear, 459, 530
Planetary gear system, 526
pn junction, 196
Pneumatic actuator, 153
Pneumatic suspension, 78
Point potential method, 65
Polarisation curve, 557
Polarization resistance, 374
Pole placement, 252
Polymer electrolyte, 564
Poppet valve, 494
Positive displacement pump, 151
Potential energy, 28
Potentiometer, 168
Power-assisted steering, 501
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Power bonds
definition, 17, 18

Power density, 557
Power direction, 62
Power modulator, 276
Power split device (PSD), 526
Power steering, 501
Precision, 622
Preferred derivative causality, 49
Preferred integral causality, 49
Pre-heater, 558
Prismatic actuator, 305
Prismatic joint, 318
Proportional gain, 763
Proton exchange membrane fuel cell (PEM-

FC), 538, 564
Proximity sensor, 174
Pseudo bond graph, 21, 378, 558
Pseudo-elasticity, 376
Pulse width modulation (PWM), 136
PZT, 345

Q
Quarter car model, 476, 486
Quaternion, 315

R
Rack and pinion, 502, 505

slider crank, 122
Randles equivalent circuit, 374
Rapson slide, 294
Rate valve, 496
Reaction advancement coordinate, 542
Reaction heat, 568
Reaction rate, 541
Received data, 897
Reconfigurable systems, 6
Reconfiguration, 495, 592
Regeneration, 500
Regenerative braking, 517, 528
Regenerative suspension, 485
Relative degree, 266, 267, 271, 273
R-element, 26
Reliable linear quadratic, 844
Reluctance, 140, 405, 413
Repeatability, 622
Residual, 580, 582

evaluation, 580
generation, 580
sensitivity, 580
threshold, 584

Resistance control, 493

Resonant frequency, 490
Reversible cell voltage, 556
Revolute joint, 285, 287
R-field, 158, 512, 547

for heat transfer, 158
transistor model, 209

Rigid body acceleration, 641
Rigid body dynamics, 95
Rigid link, 284
RobuCar, 585
Robust overwhelming controller, 730
Roll pitch and yaw, 309
Roll stiffness, 497
Root loci, 267
Rotation matrix, 310
Rotation vector, 308
Rotor

internal damping, 416
material damping, 416
passage through resonance, 424, 425
rigid rotor, 396
Sommerfeld effect, 415
source interaction, 414
source loading, 418
unbalance response, 420

RS element, 82, 159, 452
RS-field, 362, 547, 554, 570

S
Sample and hold device, 194
Scalar bond graph, 93
Second law of thermodynamics, 540
Self-aligning moment, 441, 502, 512
Self-leveling, 499
Self-motor, 462
Semi-active suspension, 492
Semi-automatic transmission, 529
Semiconductor diode, 196

current-voltage characteristic, 197
forward bias, 196
reverse bias, 197
saturation current, 198

Sensitivity
index, 600
normalized, 600

Sensitivity analysis, 599
Sensor, 4, 39
Sensor element, 38
Sequential probability ratio, 581
Seven-body mechanism, 297
Shanon’s sampling theorem

Shanon frequency, 274
Shape memory alloy (SMA), 376
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S (cont.)
SMA wire, 424

Shift logic map, 536
Signal bond, 37
Signal conditioning, 5, 180
Signal flow graph, 912

branches and gains, 233
conversion, 232
example, 235
forward path, 237
loop gain, 237, 249
Mason’s gain rule, 236, 249
nodes, 233
receptors, 234

Simulink, 294
Simultaneous localization and mapping, 771
Single fault hypothesis, 591
Singularity, 621
Sky-hook damper, 486
Slalom manoeuvre, 474
Slider

planar slider, 291
three-dimensional slider, 318

Slider-crank, 447
Sliding mode control, 514
Sliding surface, 515
Sliding velocity, 534
Slip

lateral slip ratio, 440
longitudinal slip ratio, 440
slip ratio, 469
Tyre slip, 439

Slip angle, 498
Slip control, 506, 514
Slip-friction curve, 505
Slow-active system, 490
Smart actuator, 377
Software-in-the-loop simulation, 437
Solenoid, 403
Solenoid actuator, 147

clapper solenoid, 149
Solid oxide fuel cell (SOFC), 538, 539
Sommerfeld effect, 415
Source

effort, 31
flow, 31
modulated, 32

Source-sensor, 269
Space vehicle dynamics, 710
Specific enthalpy, 547
Specific entropy, 545
Speed ratio, 534, 535
Spinning top, 315
Spool valve, 300, 494, 500, 501

Sprung mass, 477, 487, 495
Stabilizer bar, 498
State equation, 56
State space, 55
State-transition matrix, 275
Stationary wavelet transform, 875
Steer-by-wire, 501
Steering, 446

Ackermann steering, 446
slalom manoeuvre, 474
steering response, 473
steering wheel, 447
yaw rate controller, 447

Steering column, 504
Steering gear, 501
Steering linkage, 501, 505
Steering wheel, 503
Stepper motor, 145

claw pole motor, 146
holding torque, 145
permanent magnet motor, 146
step angle, 145
variable reluctance motor, 145

Stewart platform, 909, 915
Stick-slip effect, 348
Stick-slip friction, 365, 370
Stoichiometric coefficient, 541
Strain gauge, 175, 177
Stress influence coefficient, 382
Structural analysis, 256, 271
Structural changes, 578
Structural controllability, 262, 487
Structural equations, 32
Structural independence, 583
Structural observability, 264
Structural rank, 259
Supervisory control, 7
Suspension system, 444, 474, 498
Sweet-spot, 506
switch function, 743
Switching control, 493
System inversion, 913

T
Tachogenerator, 175
Takagi-Sugeno technique, 875
Test drive, 928
Tetrahedron of state, 387
TF-element, 35

modulated, 35
transformer modulus, 35
transformer orientation, 36

Thermal cracking, 559, 566
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Thermal expansion, 341
Thermodynamics, 155
Thermofluid transport, 86
Three DOF space robot, 724
Throttle valve, 453
Timer, 227
Tip trajectory error, 735
Tire sensor, 506
Top, 315
Torque control, 761
Torque converter, 470, 532, 533
Torque ratio, 534, 535
Torsion bar, 501, 504
Trajectory control, 705, 729
Transducer, 162

active, 163
passive, 163

Transduction factor, 411
Transfer function, 267, 489

forward path, 54
from bond graph model, 245, 246
from signal flow graph, 236
from state space model, 238
loop gains, 54
Mason’s gain rule, 54

Transformer
definition, 34

Transformer equivalence, 407
Transformer modulus, 35
Transistor, 136, 205
Transmission control protocol, 871
Transmission efficiency, 536
Transmitted data, 897
Triple phase boundary (TPB), 540, 554
True bond graph, 19
Turbine, 532
Two-force member, 282
Tyre

Burckhardt formulae, 441
composite slip based formulation, 445
cornering coefficient, 441
friction model, 441
longitudinal stiffness, 440
Pacejka’s magic formula, 441
self aligning moment, 441
tyre forces, 439

U
Uncertain ARRs

generation, 597
Uncertain bond graph, 97
Uncertain systems, 595
Understeer, 498

Unicausality, 269
Unit circle, 275
Universal serial port, 874
Unsprung mass, 477, 487, 495

V
Valve timing, 452
Vector bond, 84, 93
Vector bond graph, 84
Vector junction, 93
Vehicle

model of four wheel vehicle, 438
Vehicle simulator, 926
Velocity gain, 763
Velocity propagation, 639
Virtual foundation, 698, 754
Virtual reality, 912
Voigt notation, 347

W
Wet SMA actuator, 378
Wheel

model, 444
suspension force, 445

Wheel acceleration control, 506
Wheel locking, 505
Wien bridge oscillator, 201
Wireless tool kit, 872
Word bond graph, 104
Workspace, 622

X
XOR gate, 172

Y
Yaw angle, 308, 909
Yaw dynamics, 779, 817
Yaw motion, 587, 926
Yaw rate, 474
Yttria stabilized zirconia (YSZ), 539

Z
Zero-dimensional model, 544
Zero dynamics, 272
Zero-order causal path, 52
Zero-order-hold, 275
z-Transform, 274
Z-Y-X Representation, 722
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