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Preface 

The present book includes a set of selected papers from the third “International 
Conference on Informatics in Control Automation and Robotics” (ICINCO 2006), 
held in Setúbal, Portugal, from 1 to 5 August 2006, sponsored by the Institute for 
Systems and Technologies of Information, Control and Communication (INSTICC). 

The conference was organized in three simultaneous tracks: “Intelligent Control 
Systems and Optimization”, “Robotics and Automation” and “Systems Modeling, 
Signal Processing and Control”. 

The book is based on the same structure. 
Although ICINCO 2006 received 309 paper submissions, from more than 50 

different countries in all continents, only 31 where accepted as full papers. From 
those, only 23 were selected for inclusion in this book, based on the classifications 
provided by the Program Committee. The selected papers also reflect the 
interdisciplinary nature of the conference. The diversity of topics is an important 
feature of this conference, enabling an overall perception of several important 
scientific and technological trends. These high quality standards will be maintained 
and reinforced at ICINCO 2007, to be held in Angers, France, and in future editions 
of this conference. 

Furthermore, ICINCO 2006 included 7 plenary keynote lectures and 1 tutorial, 
given by internationally recognized researchers. Their presentations represented an 
important contribution to increasing the overall quality of the conference, and are 
partially included in the first section of the book. We would like to express our 
appreciation to all the invited keynote speakers who took the time to contribute with a 
paper to this book, namely, in alphabetical order: Oleg Gusikhin (Ford Research & 
Adv. Engineering), Norihiro Hagita (ATR Intelligent Robotics and Communication 
Labs), Gerard T. McKee (University of Reading) and William J. O’Connor, 
University College Dublin. 

On behalf of the conference organizing committee, we would like to thank all 
participants. First of all to the authors, whose quality work is the essence of the 
conference and to the members of the program committee, who helped us with their 
expertise and time. 

As we all know, producing a conference requires the effort of many individuals. 
We wish to thank all the people from INSTICC, whose work and commitment were 
invaluable. 
 
 
February 2008 Juan A. Cetto 

Jean-Louis Ferrier 
José Dias Pereira 

Joaquim Filipe 
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Abstract. Most people usually do not consider the car sitting in their driveway 
to be on the leading edge of new technology. However, for most people, the 
personal automobile has now become their initial exposure to new intelligent 
computational technologies such as fuzzy logic, neural networks, adaptive 
computing, voice recognition and others. In this chapter we will discuss the 
various intelligent vehicle systems that are now being deployed into motor 
vehicles. These intelligent system applications impact every facet of the driver 
experience and improve both vehicle safety and performance. We will also 
describe recent developments in autonomous vehicle design and demonstrate 
that this type of technology is not that far away from deployment. Other 
applications of intelligent system design apply to adapting the vehicle to the 
driver’s preferences and helping the driver stay aware. The automobile industry 
is very competitive and there are many other new advances in vehicle 
technology that cannot be discussed yet. However, this chapter provides an 
introduction into those technologies that have already been announced or 
deployed and shows how the automobile has evolved from a basic 
transportation device into an advanced vehicle with a host of on-board 
computational technologies.  

Keywords. Computational intelligence, vehicle systems. 

1 Introduction 

Although the automotive industry has always been a leading force behind many 
engineering innovations, this trend has become especially apparent in recent years. 
The competitive pressure creates an unprecedented need for innovation to 
differentiate products and reduce cost in a highly saturated automotive market to 
satisfy the ever increasing demand of technology savvy customers for increased 
safety, fuel economy, performance, convenience, entertainment, and personalization. 
With innovation thriving in all aspects of the automotive industry, the most visible 
advancements are probably in the area of vehicle controls enabled by the proliferation 
of on-board electronics, computing power, wireless communication capabilities, and 
sensor and drive-by-wire technologies. 

The increasing sophistication of modern vehicles is also accompanied by the 
growing complexity of required control models. Therefore, it is not surprising that 
numerous applications of methodologies generally known as “intelligent”, “soft 
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computing”, “computational intelligence”, and “artificial intelligence” have become 
increasingly popular in the implementation of vehicle systems. In this chapter, we 
focus on applications of computational intelligence methodologies such as Fuzzy 
Logic, Neural Networks, Machine Learning, Knowledge Representation, Probabilistic 
and Possibilistic Reasoning as building blocks for intelligent vehicle systems. These 
examples are drawn from published sources with credible evidence of successful 
vehicle implementation, or research sponsored by automotive enterprises. This 
chapter does not provide an exhaustive bibliographical review, but limits the number 
of references that are necessary to illustrate relevant examples of applications of 
intelligent technologies. 

In this review we describe the introduction of different methods of computational 
intelligence for vehicle control in chronological order. In the next section we review 
one of the first applications of computational intelligence for vehicle control: fuzzy-
neural controls. Section 3 describes automotive applications of speech recognition, 
while Sect. 4 discusses the varied uses of on-board vehicle diagnostics. In Sect. 5 we 
describe applications of intelligent vehicle technologies which also include a 
discussion on the technology needed for autonomous vehicles. Section 6 discusses the 
emerging field of application of driver-aware technologies that monitor and mitigate 
adversary driver conditions, such as fatigue, impairment, stress or anger. The final 
section summarizes the chapter and presents our conclusions.  

2 Fuzzy-Neural Systems Control 

Fuzzy logic and neural networks were the first computational intelligence techniques 
implemented in the vehicle as viable alternatives to the classical control methods that 
may be infeasible, inefficient or uneconomical. The first commercial applications of 
fuzzy logic for speed control and continuous variable transmission date back to 1988 
[37] [38].  

Fuzzy logic controllers take advantage of human knowledge of the control 
behavior. The control process is described inside a set of “IF-THEN” rules that also 
includes probabilistic fuzzy variables for control values. In a fuzzy logic controller, 
the crisp sensor inputs are converted to the fuzzy variables that are processed against 
the rule base. A combined result is then converted back into a specific crisp control 
value.  

There are a number of reviews outlining the advantages and production 
implementations of fuzzy logic in control of different vehicle systems, including anti-
lock breaking systems (ABS), engine control, automatic transmissions, anti-skid 
steering, and climate control [4] [43]. In recent years, the proliferation of hybrid 
vehicles (e.g. vehicles that combine combustion engines and electric motors) created 
the potential for a new application area of fuzzy logic control for vehicle subsystems 
[32]. These examples demonstrate that incorporating expert rules expressed through 
fuzzy logic simplifies complex control models.  

In addition, fuzzy logic allows the modeling of such inherently ambiguous notions 
as driver behavior in an efficient and effective way. Exploring this feature of fuzzy 
logic, Takahashi [38] presents the concept of vehicle control, where the driver plays 
the role of the human sensor for the control system. In this case, the driving 
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environment and driver intentions might be predicted by analyzing the operations 
executed by the driver, such as pedal inputs and steering maneuvers. Furthermore, this 
control system makes it possible to infer driver classification (for example 
“defensive”, “medium”, “sporty” [45]) and adjust the characteristics of the engine, 
transmission and other vehicle subsystems to the driver preferences.  

While fuzzy logic allows for the representation of the knowledge of human 
experts in the form of rules, neural networks allow for the capture of expertise 
through training. Often both techniques are combined together. Hayashi et al. [14] 
describes a Neuro-Fuzzy Transmission Control system developed at Isuzu Motors. 
This system combines both a Fuzzy Logic module and Neural Nets. Fuzzy Logic is 
used to estimate the automobile load and driver intentions from both the input shaft 
speed and accelerator position displacement. The Neural Net module determines the 
optimal gear-shift position from the estimated load, driver intentions, vehicle speed 
and accelerator pedal displacement. The Neural Net is trained using a standard gear-
shift scheduling map, uphill driving data, and knowledge from an experienced driver. 

The efficient control of vehicle subsystems depends on the accuracy and 
completeness of the feedback data from the system parameters. However, in many 
cases, the direct measurement of such system parameters is impractical due to 
complexity, noise and the dynamic nature of the system. Marko et al. [20] 
demonstrates that neural networks could be trained to emulate “virtual”, ideal sensors 
that enhance diagnostic information from existing sensors on production vehicles.  

The most prominent application area of neural-network based sensors is the on-
line diagnostics of engine combustion failures, featured in the Aston Martin DB9 
engine control system [1]. The importance of this application is enhanced by the fact 
that engine misfires are the leading contributors to excessive vehicle emissions and 
fuel consumption. In general, the identification of engine misfires can be done 
through the observation of crankshaft dynamics. However, the complexity of these 
dynamics can easily lead to misinterpretation. Neural Networks, trained by artificially 
inducing a combustion failure, can classify a misfire with a high level of accuracy 
based on indirect data, such as engine speed, load, crankshaft acceleration, and phase 
of the cylinder firing sequence [21] [28]. 

3 Speech Recognition 

Speech technology is another important type of an in-vehicle AI application. The 
importance of an in-vehicle speech interface is related to requirements for non-
destructive hands-free control of the ever increasing number of auxiliary functions 
offered in vehicles, such as telephones, entertainment, navigation, and climate control 
systems.  

One of the first vehicle speech dialog systems, called Linguatronic, was 
introduced by Mercedes-Benz in their S-class car line in 1996 [15]. The speech 
recognizer used in Liguatronic is speaker-independent and based on the Hidden 
Markov Model (HMM) combined with the Dynamic Time Warping (DTW) word 
recognizer for a user definable telephone directory [6]. 

Most of the systems available today are based on a single utterance command and 
control paradigm. Such systems typically require the memorization of all commands 
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from the manual that are often expressed in an artificial (non-natural) language. To 
address these limitations, automotive companies and suppliers have been actively 
pursuing research and development of the next generation of in-vehicle intelligent 
dialog systems [22] [27]. For example, Pieraccini et al. [27] presents a multimodal 
conversational interface prototype that was implemented on the Ford Model U 
Concept Vehicle shown at the 2003 North American International Auto Show in 
Detroit, Michigan. This system adopts a conversational speech interface coupled with 
a touch screen display. The speech recognition engine makes use of dynamic semantic 
models that keep track of current and past contextual information and dynamically 
modify the language model in order to increase accuracy of the speech recognizer. 

4 On-Board Diagnostics and Prognostics 

While intelligent systems in service diagnostics have been in use since the 1980s, 
vehicle on-board diagnostics and prognostics define an emerging area of 
computational intelligence applications. Each new vehicle currently contains a large 
number of processors that control the operation of various automotive subsystems, 
such as the engine, lights, climate control, airbags, anti-lock braking systems, traction 
control, transmissions, stereo systems and others. Each of these processors runs 
software that deals with faults and abnormal behavior in the various subsystems. This 
software has three main goals: 

 

Vehicle fault information is aggregated in the On Board Diagnostic (OBD) system 
that is a standard component of every modern vehicle. The fault detection algorithms 
(predominantly model based) provide input to the OBD that is used to evaluate the 
health of individual vehicle subsystems for on-board monitoring and to support off-
line diagnostic maintenance systems. There has also been considerable work done to 
apply model-based systems and qualitative reasoning to support on-board diagnostics 
[36]. This work includes the development of the Vehicle Model-Based Diagnosis 
(VMBD) project in Europe. This project involves running model-based diagnosis on 
demonstrator vehicles to analyze problems with emissions in a diesel engine. In this 
case, a model was developed that represented the turbocontrol subsystem in the 
engine and a solution to a problem was found using a consistency-based diagnosis 
system. The model of the system is not a single model of the entire system, but 
instead contains a library of component models. Qualitative models capture the 
interdependencies and physical effects of the airflow and pressure that is present in 
the engine. The concept of model based diagnostics is further refined and developed 
by combining it with a dynamic Bayesian network [33] [34] [35]. The network model 
is applied to approximate the fault dynamics, interpret the residuals generated by 
multiple models and to determine fault probabilities. This approach was piloted for 
on-board diagnosis of the Anti-lock Braking System (ABS) and Electronic Stability 
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Program (ESP) of a Daimler Chrysler pilot vehicle and demonstrated an effective way 
to detect faults from multiple model residuals. 

Fault prognostics recently became an important feature of on board diagnostic 
systems. The goal of this technology is to continually evaluate the diagnostics 
information over time in order to identify any significant potential degradation of 
vehicle subsystems that may cause a fault, to predict the remaining useful life of the 
particular component or subsystem and to alert the driver before such a fault occurs. 
Most of the work in this direction is inspired by the recent progress in Condition 
Based and Predictive Maintenance [7] [9]. Presently available on selected military 
vehicles [13], a prognostic capability is envisioned as becoming a substantial 
extension of OBD systems and vehicle telematics [5].  

Model based prognostics assume models that are used to calculate the residuals 
between the measured and model predicted features, estimate the measure of 
degradation, and to evaluate the remaining useful life of the component. Model based 
prognostics use the advantages of first principle models and provide an accurate 
representation of the particular vehicle subsystems [18] [19]. Alternatively, learning 
based prognostic techniques are data driven and employ black box type models, e.g. 
neural networks, Support Vector Machines, fuzzy models, statistical models, and 
other approximators to identify the trend of change in the features, and can 
consequently predict fault scenarios [12] [13].  

An open scalable Integrated Diagnostic/Prognostic System (IDPS) architecture for 
real time diagnostics and prognostics was proposed in [41]. Diagnostics is performed 
by a fuzzy inference engine and static wavelet neural network that is capable of 
recognizing the occurrence of a fault mode and identifying the fault. Prognostic 
functionality includes a virtual sensor to provide fault dimensions and a prediction 
module employing a dynamic wavelet neural network for fault trending and 
estimation of remaining useful life of bearings.  

As the complexity of vehicles increases, the need for intelligent diagnostics tools, 
such as the ones described above becomes more critical. 

5 Intelligent Vehicle Technologies 

Intelligent Vehicle Technology is a concept typically associated with the development 
of autonomous vehicle functionality. The key attributes of intelligent vehicles include 
the following: 

• the ability to sense the vehicle’s own status as well as its environment;  
• the ability to communicate with the environment;  
• the ability to plan and execute the most appropriate maneuvers [42]. 
 

Intelligent vehicle technologies are a rapidly growing field pursued by the 
automotive industry, academia and government agencies [42] [2]. The general 
interest in intelligent vehicle technologies is also fuelled by a number of competitions 
for unmanned ground vehicles (UGV) around the world: the annual Intelligent 
Ground Vehicle Competition (see http://www.igvc.org) sponsored by the 
International Association for Unmanned Vehicle Systems held since 1993; the 
Defense Advanced Research Projects Agency (DARPA) Grand challenge (see 

Intelligent Vehicle Systems      7 



 
http://www.grandchallenge.org/) started in 2004; and the European Grand-Robot Trail 
(see http://www.elrob.org/) held its first annual contest in May 2006. Today, the 
DARPA Grand challenge is probably the most publicized event with its grand prize of 
$2 million in 2005. In 2005, the teams had to complete a 132 mile race through the 
Nevada Mojave desert in less than 10 hours. Interestingly, a number of teams in the 
2005 DARPA Grand Challenge based their design on existing production vehicles. 
For instance, the winning team from Stanford in collaboration with Volkswagen used 
a specially modified “drive-by-wire” diesel “Toureg” R5. Furthermore, the team 
“Gray” that completed the race in fourth place used a standard 2005 Ford Escape 
Hybrid integrated with other off-the-shelf instrumentation and control technologies. 
Team “Gray” specifically mentioned in their technical paper [40] that the team 
approached the Grand Challenge from the standpoint of being integrators rather than 
developers of such technology. These examples clearly demonstrate how close 
existing automotive products are in regards to the implementation of intelligent 
vehicle functionality.  

Although the autonomous vehicle is not currently a goal of the automotive 
companies, the elements of this technology are quickly finding their way into 
passenger vehicles to provide driver assistance in critical moments. The applications 
of intelligent vehicle technologies to the automotive sector are often seen as the next 
generation of vehicle safety systems. Specifically, for applications within the 
automotive industry, Richard Bishop [2] defines “Intelligent Vehicle systems” as 
systems that sense the driving environment and provide information or vehicle control 
to assist the driver in optimum vehicle operation. 

Today different data about the driving environment can be obtained through any 
combination of sources such as on-board video cameras, radars, lidars (light detecting 
and ranging, the laser-based analog to radar), digital maps navigated by global 
positioning systems, communication from other vehicles or highway systems. The on-
board system analyzes this data in real-time and provides a warning to the driver or 
even takes over control of the vehicle. Examples of intelligent vehicle technologies 
existing today include lane departure warning, adaptive cruise control, parallel 
parking assistants, crash warning and automated crash avoidance.  

In general, intelligent vehicle systems do not necessarily employ the full scale of 
computational intelligence techniques. However, it is clear that intelligent systems when 
combined with the conventional systems and control techniques can play a significant role 
to facilitate or even enable the implementation of many of the intelligent vehicle 
functionalities. For instance, analysis of images from video cameras calls for the 
application of traditional AI techniques such as machine vision and pattern recognition. 
The fusion of the disjointed data from multiple sources benefits from the application of 
neural networks in a similar fashion to the virtual sensor development in engine control. 
The implementation of real-time response to the changes in driving conditions may take 
advantage of fuzzy logic. For example, Tascillo et al. [39] describes the prototype of a 
system that identifies and classifies objects in close proximity using a neural net approach 
to select the best course of action to avoid an accident. Nigro and Rombaut [25] proposes a 
rule-based system incorporating linguistic variables to recognize driving situations. 
Engstrom and Victor [8] developed real-time recognition of the driving context (e.g. city, 
highway, suburban driving) using neural networks. Miyahara et al. [23] presents a vision-
based target tracking system based on the range window algorithm and pattern matching. 
Schlenoff et al. [31] discusses the use of ontology to enhance the capabilities and 
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performance of autonomous vehicles, particularly in navigation planning. These are only 
few examples from the vast on-going research using computational intelligence techniques 
to address intelligent vehicle functionality.  

The integration of vehicle control systems and fusion of a different type of 
information provides another new dimension for building intelligent vehicle systems. 
For example, algorithms that combine engine and navigation (GPS) data create the 
opportunity for the development of predictive models and control strategies that 
optimize fuel efficiency and vehicle performance. In [29] [30] an intelligent control 
method using fuzzy logic is applied to improve traditional Hybrid Electric Vehicle 
(HEV) control. A rule-base with a fuzzy reasoning mechanism is used as a lower level 
controller to calculate the operating point of the internal combustion engine based on 
the current speed, engine efficiency and emission characteristics and driver required 
torque. A second fuzzy controller works as a predictor for the future state of the 
vehicle using information about the speed and elevation of the sampled route that is 
provided by the navigation system. The role of the second (supervisory) fuzzy 
controller is to anticipate changes in the vehicle state and to implement predefined 
heuristics based on the battery charge/discharge rate and on the estimated changes in 
the road and traffic conditions (e.g. downhill/uphill, city/highway ). Fuzzy logic is 
then used in conjunction with the conventional HEV control system to provide 
additional flexibility and information fusion that result in substantial fuel economy 
and emission reduction. 

6 Driver-Aware Technologies 

In the past decade there has been an increased interest in technologies that monitor 
and mitigate driver conditions, such as fatigue, impairment, stress or anger that 
adversely affects the driver’s vigilance and reduces their ability to safely operate the 
vehicle.  

There are two main approaches for real-time detection of driver conditions: by 
monitoring the deviations in driver’s performance in the vehicle operation and by 
monitoring the driver’s bio-physical parameters [16]. The first approach involves the 
analysis of steering wheel movements, acceleration, braking, gear changing, lane 
deviation and distance between vehicles. The second approach measures and analyses 
bio-physical parameters of the drivers such as features of the eyes (such as eye 
closure rating, called PERCLOS), face, head, heart, brain electrical activity, skin 
conductance and respiration, body posture, head nodding, voice pitch, etc. These 
measurements can be conducted by using video camera, optical sensors, 
voice/emotion recognition, and steering wheel sensors.  

There has been substantial research addressing the issues of driver drowsiness and 
fatigue. Many of the proposed systems rely on a number of soft computing methods, 
such as sensor fusion, neural networks, and fuzzy logic. For example, Ward and 
Brookhuis [44] describes project SAVE (System of effective Assessment of the driver 
state and Vehicle control in Emergency situations) and a subsequent project AWAKE 
(effective Assessment of driver vigilance and warning to traffic risK Estimation) 
undertaken in Europe in the late 1990s with the aim of real-time detection of driver 
impairment and the engagement of emergency handling maneuvers. In SAVE the data 
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from the vehicle sensors is first classified using neural networks and then the final 
diagnostics is performed using fuzzy logic. 

Ford has been extensively studying the efficacy of different methods to identify 
and provide remedies for drowsy drivers using VIRtual Test Track Experiment 

lane departure warning for drowsy drivers including steering wheel torque and 
vibration, rumble strip sound, and heads up display. 

The emerging area of affective computing [26] opened up a new opportunity to 
monitor and mitigate the adversary driver behaviors based on negative emotions such 
as stress and anger. In fact, Prof. Picard considers that the automotive industry will be 
the first to apply truly interactive affective computing to products for safety reasons 
[3]. “Sensors can decide the driver’s emotional condition. A stressed driver might 
need to be spoken to in a subdued voice or not interrupted at all.” 

However, the attention to affective technologies in the automotive industry 
encompasses more than just safety issues. The success of humanoid robots leaves no 
doubt of the importance of emotional intelligence for building machines and systems 
that can appeal to people. The description of the modern vehicle as a highly 
computerized machine that continuously interacts with the driver seems to be a 
reasonable candidate for the massive realization of the concept of emotional 
intelligence. It is reasonable to expect that a vehicle that is implanted with emotional 
intelligence ability can be appealing to the customer and may stimulate the creation of 
an emotional bond between the vehicle and the driver.  

Toyota’s POD (Personalization on Demand) concept vehicle [24] that was 
developed in collaboration with Sony is an intelligent vehicle control system that is 
able to estimate the driver’s emotion and also exhibits its own emotional behavior 
corresponding to the vehicle status. The POD vehicle is inspired by the idea of 
affective computing and represents the first vehicle spin-off of humanoid robot 
technology [11]. From a systems perspective it implements a cognitive model that is 
similar to the cognitive emotional engine of Sony’s Aibo companion robot [10] but 
with vehicle specific sensors and actuators. Its main components include three AI 

Cognitive Behavior Module, and Control Module. 
POD’s Perception Module detects variations in driving conditions; monitors the 

steering wheel, accelerator and brakes, the pulse, the face and the perspiration level of 
the driver. Soft sensors screen driver’s preferences, including driving style, music and 
other favorites. The result is a set of features that describe the current status of the 
driver and vehicle. A nonlinear mapping with predefined thresholds maps the feature 
set into 10 different emotional states. 

POD’s Cognitive Behavior Module estimates the new state based on the current 
and the previous state and pulls the set of behaviors (reactions) that correspond to this 
new state. This is the reaction of the POD vehicle to current emotional state of the 
vehicle and the driver. POD’s behaviors are event driven software agents that create 
actions based on the information from the sensors and the other behaviors. The agents 
exemplify different behaviors; some of those behaviors are blended in ten different 
emotions, including happiness, surprise, sadness, etc. The cognitive module functions 
as an evolving adaptive controller that continually monitors the vehicle systems and 
driver’s status and generates actions that maximize safety and comfort objective 
functions. POD’s cognition module learns from the driver’s habits and actions and 

(VIRTTEX). Kozak et al. [17] describes the analysis of different methods to provide 
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evolves the behavior agents accordingly. The result of this is that POD’s emotions 
continually evolve and reflect the current status of the vehicle and the driver. 

POD’s Control Module implements the actions associated with the selected 
behaviors by activating specific actuators. Actuators include color changing LED 
panels on the front, servomotors that change the positions of the headlamps, grille, 
and side mirrors that communicate the current emotional status of the vehicle. The 
POD actuators display warnings, chose the right music, control the A/C. The 
emotional state of the vehicle is expressed and communicated by controlling the 
shutters, antenna, vehicle height, windshield color, and ornament line.  

7 Conclusions 

In this chapter we have reviewed the major areas of intelligent system applications 
that are utilized in motor vehicles. The goal of this chapter was to focus on the 
technologies that are actually deployed inside the customer vehicle and interact with 
the driver. The modern passenger car or truck is an extremely sophisticated and 
complex piece of machinery that plays a critical role in the lives of many consumers. 
It is also much more than a mechanical transportation device and is often the center of 
passionate debate among consumers. There are few other industries that are as 
competitive as the automobile industry and this often results in very fast 
implementation of new technologies.  

We discussed many approaches to intelligent system design that impact the driver 
with the intention of improving the overall driving experience. It has been shown that 
not all new technologies are readily embraced by drivers and the auto manufacturers 
have learned that “talking cars” and other intrusive technologies are not always 
welcome. Therefore, the automobile manufacturers must balance the benefits of 
introducing new technologies with the possible consumer backlash if the technology 
application is rejected. All of the applications described in this chapter have been 
deployed or tested and they show the wide range of technologies that have been 
adapted into the cars and trucks that we drive. 

It is quite clear that the AI and intelligent systems have become a valuable asset 
that has many important uses in the automotive industry. The use of intelligent 
systems and technologies results in applications that provide many benefits to both 
the auto manufacturers and their customers. We believe that this trend will increase 
into the future as we move toward the age of intelligent vehicles and transportation 
systems. 
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Abstract. This chapter discusses the possibilities of symbiosis with human and 
communication robots from the viewpoint of communication media. Recently 
communication robots have come into greater use as next-generation 
communication media by being networked with humans, PCs and ubiquitous 
sensors (stationary and wearable). The “Network Robots”, a new framework for 
integrating ubiquitous network and robot technologies, is a step towards 
providing infrastructure to make robots into communication media. In this 
chapter, the development of communication robots at ATR is introduced along 
with the results of two field experiments at elementary school and a science 
museum as notable examples of communication robots in the real world. 

Keywords. Communication robot, network robot system, human robot 
interaction. 

1 Introduction 

How could robots become next-generation media of communication? We can guess a 
possible scenario by examining the history of media usage. The history of media 
strongly suggests that we human beings have an inherent motivation to disseminate 
our feelings and experiences to each other using any and all kinds of communication 
media. For example, paper and the printing technology invented by Gutenberg many 
centuries ago still give us many chances to communicate with others. The Internet, 
which was invented only several decades ago, now becomes an indispensable 
communication media allowing person-to-person, person-to-community, and 
community-to-community communication. It allows people to communicate 
anywhere, anytime, and with anyone using PCs, cell phones, and PDAs.  

People tend to adopt more easy-to-use media intrinsically for disseminating and 
sharing their experiences. In this regard, communication robots may become a 
plausible media of communication, since we can ask them and communicate with 
them without, for example, typing commands as if they were human partners. 
However, their communication ability, such as speech recognition, is insufficient in 
practical use and needs to be improved. Recent developments in ubiquitous networks 
may increase the possibility of improving this ability and living with robots by having 



robots cooperate with PCs and ubiquitous sensors via networking. Therefore, by 
making use of networks, communication robots will become next-generation 
communication media. 

This chapter discusses the possibilities of symbiosis with human beings and 
communication robots based on humanoids. Several research issues for symbiosis are 
discussed. Communication robots developed at ATR shows that they can improve 
their communication abilities by a network robot system, a new framework for 
integrating ubiquitous network and robot technologies, especially with ubiquitous tags 
and sensors. 

2 Towards Symbiosis with Humans  

Let us consider an everyday communication robot living together with humans. The 
robot should recognize and understand a succession of scenes, including persons, 
objects, and the environment, and perform daily activities while communicating with 
humans. In the case of a humanoid robot, it recognizes scenes using vision, audio and 
tactile sensors and generates human-like behaviors by its arms, hands, neck, eyes, etc. 
Having the same parts as a human body, it might be called a “physical existence 
media” of communication and give us an impression which is different from present 
communication media, such as cell phones, PCs and PDAs. For example, when the 
eyes of a robot look into a person and follows him as shown in Fig. 1, we may feel a 
strong impression as if we were with another person there. Since the communication 
functions in humanoid robots will be applied in part to other types of communication 
robots, i.e., robots in virtual space and ones embedded in the environment, our 
discussion will embrace all communication robots. Therefore, this chapter focuses on 
communication robots based on humanoids. 

There are three kinds of research issues for symbiosis. The first issue is how to 
allow a robot to naturally communicate with human. One significant function of 
communication robots is to talk while gesturing and gazing as physical existence 
media as if they could talk to each other. Current communication media hardly do that. 
For example, let us imagine how to respond if a cell phone asks us “please, hug me.” 
We may have no idea of how to hug it, since it has no hands and body.  

Previous AI technology tended to focus on individual communication skills such as 
seeing, hearing, talking, and thinking. However, perceptual abilities are yet insufficient 
for real world environments. One possible way of improving these abilities is to 
communicate with ubiquitous sensors, PCs and Internet information via networks, since 
they can obtain missing/additional information easily, such as human and object 
identifications, missed events, individual information on the environment, etc.  

The second issue is to realize network robots that allow communication with other 
robots, ubiquitous sensors (stationary and wearable) and PCs for improving individual 
communication skills and obtaining missing/additional information in the environment. 
In a network robot system, three different types of robots are identified, that is, a 
“visible type,” a “virtual type” and an “unconscious type”, as shown in Fig. 2 [1]. 
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Fig. 1 Eye contact. 

 
Fig. 2 Three types of network robots. 

The “visible type” or “real existence” robot has a concrete body in the real world. 
Typical examples are humanoid and pet robots. In contrast, the “virtual type” robot 
works in a virtual (cyber) world. It has a graphical representation, and interacts with 
human users through a display. The “unconscious type” robot is embedded in an 
environment, such as roads, towns, rooms, and equipment. Examples include a 
“robotic room” that monitors people within it and provides support using actuators 
that are integrated with the room. These different types of robots are connected via a 
network and collaborate with each other. Together with various sensors embedded in 
the environment, network robots can provide services that cannot be realized with a 
single robot. 

The third issue is to carefully analyze whether humans could accept robots or not 
in a society. In particular, we need to conduct field experiments in various public 
places such as exhibition halls, schools, downtown, and busy streets as well as at 
private space such as home.  
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3 Developing Communication Robots at ATR  

As for the first research issue, the communication robot “Robovie” series has been 
developed as a platform for communication robots at ATR since 1999. Figure 3 
shows a series of Robovies. Robovie II can observe perceptual information using 
vision, audio and tactile and ultrasonic sensors, and generate human-like behaviors 
using human-like actuators [2]. 

 
Fig. 3 “Robovie” series for communication robots. 

 
Fig. 4 An example of “joint attention” behavior. 
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(a) Balancing     (b) Doing a headstand 

Fig. 5 Robovie-M with Robovie Maker. 

 
Fig. 6. Behavior editor “Robovie Maker®”. 

Its height and weight are 114 cm and 39 kg respectively. It includes a 3-joint head, 
two 4-joint arms, skin sensors, mobility, omni-directional image recognition, voice 
dialog capability, and ultrasonic distance sensor. It can roughly recognize human 
faces using an omni-directional camera, maintain eye-contact with a specific person, 
and recognize about three hundred Japanese or fifty English words, in addition to 
speech-synthesizing about three hundred sentences. More than one hundred behaviors 
can be registered in advance. Eye contact is automatically changed depending on the 
communication situation.  

In general, human communication even in a meeting consists of a chain of short-
time interactions, which includes the parts of introduction (“hello”), development 
(“shake your hand”), turn (“where do you come from?”) and conclusion (“bye”). A 
network of situated modules [3] has been developed in order to tackle this problem. 
The situated modules fall into more than one hundred behaviors, such as “hello”, 
“shake your hand”, “please hug me”, “play with me”, “bye”, etc. The state space 
construction enables a robot to make appropriate internal representation by itself from 
only sensor information. As a result, Robovie II can continue to communicate with 
humans autonomously by representing friendly interactive behaviors such as greeting, 
nodding, gazing, kissing, singing, hugging, etc., while running on batteries. For 
example, “joint attention”, in which a robot gazes at a human and then points at an 
object is a significant behavior for a robot to serve as an assistant in a room or on the 
street. In joint attention, humans tend to glance in the direction of the object pointed at 
by the robots as shown in Fig. 4. This behavior may help humans pay attention to 
specific objects or events. Various arm movements will help humans decide the 
appropriate route or the path to a place of interest. 
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Robovie-M has been commercialized and currently on the market. Robovie-M, 
with a 29 cm height and 1.9 kg weight, is available in an assembly kit for use as an 
educational tool for students, researchers, and engineers. Figure 5 shows an 
assembled Robovie-M. Robovie-M has 22 servomotors and one acceleration sensor. It 
can also be used as a platform for physical existence media or various demonstrations 
targeted for researchers, engineers, etc. 

We also developed a software program, called “Robovie Maker®,” that can easily 
generate a lot of behaviors for Robovie-M using a PC and a mouse (Fig. 6). A set of 
text files describing robot behaviors is generated. This software will become a 
meaningful step towards standardization of communication robot behavior description. 
The standardization is promising for human-robot symbiosis, since it will enable us to 
exchange a variety of behaviors of many kinds of communication robots by 
downloading them from websites in the near future.  

4 Network Robots at an Elementary School 

Field experiments in the real world often point out intrinsic research issues. 
Experiments on symbiosis with pupils and Robovie-II at an elementary school were 
conducted in order to find some clues for all of the research issues. For example, we 
easily encounter the problem of the so-called cocktail-party effect in speech 
recognition. That is, since many pupils attempt to come near the robot as a newcomer 
and say many words at the same time, it could not recognize who is speaking and 
what he/she says. This is related to the first research issue. Work on blind source 
separation has been known as a possible solution for the cocktail-party effect. 
However, we can consider alternate approach of using network robots since the robot 
can obtain additional/missing information from ubiquitous sensors and tags. That is 
related to the second research issue. As for the third research issue, we are analyzing 
the relationship between pupils and Robovie-II in an 18-day field trial held at a 
Japanese elementary school, as shown in Fig. 7 [3]. 

 
Fig. 7 Robovie-II at a school and wireless tags. 

Another interesting trial was included in the experiment. The basic idea is to 
examine the proposition that children might learn from robots as they learn from other 
children. Two English-speaking Robovie-IIs communicated with first- and six-grade 
pupils at the perimeter of their respective classroom. Using wireless identification 
tags and sensors, these robots identified and interacted with children who came near 
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them. The robots gestured and spoke English with the children, using a vocabulary of 
about 300 sentences for speaking and 50 words for recognition. The children were 
given a brief picture-word matching English test at the start of the trial, after one 
week and after two weeks. Interactions were counted using the tags, and video and 
audio were recorded.  

The result shows that interaction with the robot was frequent in the first week, and 
then it fell off sharply by the second week. Nonetheless, some children continued to 
interact with the robot. Interaction time during the second week predicted 
improvements in English skill at the post-test, controlling for pre-test scores.  

 
Fig. 8 The map of the Osaka Science Museum. 

5 Guide Robots in a Science Museum 

We installed a network robot system [4] in the Osaka Science Museum (Fig. 8) to 
guide visitors and to motivate them to study science. RFID readers, infrared cameras, 
and video cameras were used to acquire rich sensory information for monitoring and 
recognizing the behavior of visitors in an environment. The Robovie II autonomously 
interacted with people using gestures and utterances that came from humans. Robovie 
M was characterized by its human-like physical expression. Their task is to guide 
visitors to exhibits.  

Figure 9 shows an example of this behavior. When bringing visitors to the 
exhibition place related to the telescope. Robovie said to visitors, “I am taking you to 
an exhibit, please follow me!” (a), and approaches the telescope booth (b,c). Robovie 
suggested looking through it and then explained its inventor (d).  

(1) Robovie-M explains an exhibit. 
(2) Robovie II asks Robovie-M a question about it. For example, “Who made it?”  
(3) Robovie-M answers the question and expounds on his answer.  
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Two stationary robots (Robovie II and Robovie-M) casually talk about the 
exhibits like humans with accurate timing because they are synchronized with each 
other using an Ethernet network. The topic itself is intelligently determined by the 
ubiquitous sensors. By knowing the previous visiting course of a visitor, the robots 
can try to interest him in an exhibit and he overlooked by starting a conversation on 
that exhibit. Figure 10 shows robots talking. The flow and an example of dialogue are 
given below:  



(Robovie-M): “That chair can float, even if a person is sitting on it.”  
(Robovie II): “That’s incredible! How does it do that?”  
(Robovie-M): “By magnetic power.”  
(Robovie II): “I wonder if I can sit on that…” 
(Robovie-M): “I doubt it.” 

 

 
(a)                                       (b) 

 
(c)                                       (d) 

Fig. 9 Robovie guiding visitors to the telescope exhibition place. 

 
(a) Talking to each other       (b) Talking to visitors 

Fig. 10 Scenes of the robots who talk to each other. 

By the end of the two-month period, the number of visitors reached 91,107, the 
number of subjects who wore RFID tags was 11,927, and the number of returned 
questionnaires was 2,891. The experimental results show that the new approach 
positively affected people’s experience in their visits to the Science Museum. We 
compared the effects of the exhibits-guidance and free-play interactions. As a result, 
the free-play interaction helped to build visitors’ interest in science, while Robovie 
mostly received higher subjective impressions, which is probably due to its novelty. 

6 Conclusions 

This chapter discussed symbiosis with humans and communication robots from the 
viewpoint of communication media. Three research issues for realizing symbiosis 
were discussed. In order to tackle these issues, several kinds of Robovies have been 
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developed, and field experiments at a school and science museum were conducted. 
These experimental results suggest that communication robots should be designed to 
have something in common with their users. Symbiosis with human beings and robots 
provides a social as well as a technical challenge. The network robot is also very 
effective for identifying a specified person among several persons. 

In the near future, communication robots will likely spend much time talking with 
persons and sometimes taking care of them. That means symbiosis in the human 
community will make communication robots ultimate communication media. 
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Abstract. There are many contexts, from space structures to disk drive heads, 
from medical mechanisms to long-arm manipulators, from cranes to light 
robots, in which it is desired to achieve rapid and accurate position control of a 
system end-point by an actuator working through a flexible system. The 
system’s actuator must then attempt to reconcile two, potentially conflicting, 
demands: position control and active vibration damping. Somehow each must 
be achieved while respecting the other’s requirements. Wave-based control is a 
powerful, relatively new strategy for this important problem that has many 
advantages over most existing techniques. The central idea is to consider the 
actuator motion as launching mechanical waves into the flexible system while 
simultaneously absorbing returning waves. This simple, intuitive idea leads to 
robust, generic, highly efficient, adaptable controllers, allowing rapid and 
almost vibrationless re-positioning of the remote load (tip mass). For the first 
time there is a generic, high-performance solution to this important problem 
that does not depend on an accurate system model or near-ideal actuator 
behaviour.  

Keywords. Flexible mechanical systems, robot analysis and control, slewing of 
space structures, active vibration control. 

1 Introduction 

There are many contexts, from space structures to disk drive heads, from medical 
mechanisms to long-arm manipulators, from cranes to light robots, in which it is 
desired to achieve rapid and accurate position control of a load (or system end-point) 
by an actuator that is separated from the load by an intermediate system which is 
flexible. While all systems are to some extent flexible, issues related to flexibility 
become decisive as one tries to design lighter mechanisms, or systems that are more 
dynamically responsive, or softer, or more energy efficient, or simply long in one 
dimension. 

The system’s actuator must then attempt to reconcile two, potentially conflicting, 
demands: position control and active vibration damping. Somehow each must be 
achieved while respecting the other’s requirements.  

Previous approaches have included various classical and state feedback control 
techniques (often using simplified dynamic models); modal control (often considering 
a rigid-body, or zero frequency mode separately from vibration modes); sliding mode 



control; input command shaping; time-optimal control leading to bang-bang control; 
wave-based control; and control based on real-virtual system models [1] [2] [3] [4] [5] 
[6]. Each method has special characteristics and drawbacks, discussed in the 
literature. None is completely satisfactory under all headings. 

The wave-based control strategy [7] [8] [9] [10] [11] [12] is a powerful, relatively 
new method of dealing with flexibility that has been shown to be better than existing 
methods in most respects. The central idea is to consider the actuator motion as 
launching mechanical waves into the flexible system while simultaneously absorbing 
returning waves. This simple, intuitive idea leads to robust, generic, highly efficient, 
adaptable controllers, allowing rapid and almost vibrationless re-positioning of the 
system and the remote load (tip mass). For the first time there is a generic solution to 
this important problem that does not depend on an accurate system model and does 
not demand close to ideal performance by the actuator. Rather than treating the 
flexibility as a problem, it works with the flexibility to achieve system control in a 
natural way. 

Fig. 1 Typical flexible systems, with actuator position, x0(t) or θ0(t), controlling tip position, 
xn(t) or θn(t). 

For simplicity, it will be assumed that there is a single actuator, with its own position 
controller, which is attempting to control the position of the system tip, moving it 
from rest in one position to rest at a target position. If gravity is active, it is assumed 
that the initial and final gravitational strains are equal, so that, when the system comes 
to rest again, the net displacement of the actuator will equal that of the tip. It is further 
assumed that the actuator position controller has zero steady-state error, so final 
position accuracy is limited only by the actuator sensor accuracy. 
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This chapter will investigate the mathematical foundation for a wave-based 
interpretation of flexible system dynamics, both lumped and continuous, exemplified 
in Fig. 1. It will then show how this view can be used to interpret the actuator-system 
interface as a two-way energy flow, leading to the design of controllers that give 
optimal performance by controlling this energy flow, in ways that are simple, robust, 
generic, and energy efficient.  



2 Wave Analysis of Flexible Systems 

In flexible systems of the above type, the actuator and load are dynamically 
uncoupled. The interaction between them is mediated by the flexible system dynamics 
and it involves delays. When the actuator moves it directly affects only the part of the 
flexible system to which it is attached. A disturbance (or “wave”) then travels through 
the system to the load or tip, and then back towards the actuator, typically dispersing 
as it goes, in a complex motion. At each end of the system, some of this wave may be 
reflected and/or absorbed, depending on the instantaneous relationship between the 
motions of the actuator, or tip, and the motion of the adjacent parts of the flexible 
system.  

The wave-based control strategy depends on (a) understanding, (b) measuring and 
(c) controlling the (notional) two-way flow of energy and momentum happening at 
the interface between the actuator and the flexible system. To move the tip from rest 
to rest the actuator must launch a “wave” into the flexible system and then absorb it, 
in such a way that when all the energy and momentum of the motion have been 
extracted, the system is at the target position.  

The term “wave” here is very general, and includes not just oscillating motion but 
also a “step wave” which, after it passes a point, changes the net or DC displacement, 
implying “rigid body” or “zero frequency” motion. Because the primary focus here is 
position control, the wave variable is taken as displacement, linear or angular (in 
meters or radians). In other applications, variables such as force, torque, velocity, or 
acceleration would be appropriate as wave variables, and the wave control ideas can 
easily be adapted to suit. 

3 Resolving Actuator Motion into 2-Way Waves 

The actuator motion, x0(t) is notionally resolved into two component motions, a0(t) 
and b0(t),  

( ) ( ) ( )tbtatx 000 += ,   (1) 

with a0 corresponding to an outwards-going, or launch, wave, b0 corresponding to a 
return wave, which the actuator attempts to absorb. 

For the control application, the resolving in (1) need not be precise: it is necessary 
to fulfil only certain generic criteria [11]. The simplest definition sets 

+= dt
Z
tftxta )()(½)( 00

    (2) 

−= dt
Z
tftxtb )()(½)( 00

    (3) 
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where f(t) is the force that the actuator applies to the beginning of the flexible system 
in the direction of motion, and Z is an impedance term, whose value is not critical. For 
lumped systems Z can be taken as √(k1m1), corresponding to the first spring stiffness, 
k1, and first mass, m1. For the gantry crane, one can set Z = √(ρT) where ρ is the linear 
density of the cable and T the tension at the top, and for a simple pendulum system, Z 
= m√(g/L), with m the mass and L the length. 

( ))()()()()( 010 sAsGsXsGsB −=         (4) 

with 

( ))()()()()()( 0100 sAsGsXsGsXsA −−=     (5) 

where G(s) is a second order mass-spring-damper system, with mass and spring 
corresponding the beginning of the lumped flexible system, and with viscous damping 
at half critical [Fig. 2]. 
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Fig. 2 A wave-based control implementation using (4) and (5) to determine return wave, b0 
from x0 and x1, with G as shown. 

4 The Control Strategy 

For rest-to-rest motion to a target position, the strategy is as follows. The input to the 
actuator is set as the sum of two components. The first component is set directly by 
the controlling computer, the only essential requirement being that its time profile 
ends at half the target displacement and holds there. The second component is the 
measured return wave, b0, calculated by measuring two variables, such as x0 and x1, or 
x0 and f, and calculated using for example (3) or (4).  

Adding the second input component, which has the form of a positive feedback 
signal, provides active vibration damping, by making the actuator appear as a 
matched viscous impedance to “waves” returning from the flexible system towards 
the actuator. See for example (3). This causes the actuator to act as a very efficient, 
one-way, active vibration absorber, yet without impeding the action of simultaneously 
setting a launch wave.  

A second effect of the absorbing component is to cause the total steady-state 
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For a system of lumped masses and springs in series, a slightly better expression 
[11] [12] for the s-domain version of the return wave, B0(s), is given by 

actuator displacement to become exactly double the launch component. This can be 



seen most clearly in the case of (2) and (3). For rest to test motion, the force integral 
terms must become zero, so that at rest a0 and b0 must become equal to each other and 
equal to ½x0. Thus, if the launch displacement component is set to settle at half the 
target displacement, adding the absorbing component ensures that (a) the system 
vibrations are absorbed, and (b) in absorbing them, the system arrives exactly at target. 
Thus, the main control problem has been solved, in a simple and elegant manner. 

The launch component of the actuator motion can be considered as pushing the 
system half the distance to the target, while the absorbing component acts as if the 
reaction of the system were pulling the actuator the other half displacement, but in 
such a way that all momentum and energy return to zero precisely on completion of 
the process, just when the system arrives to target. 

4.1 Launch Wave Profile 

The launch waveform (time profile) is to a great extent arbitrary. It can arrive at the 
half-target displacement in many ways (step, ramp, constant acceleration, or using a 
pre-determined motion plan), limited only by the actuator dynamics. The control 
strategy works very well for all such choices. 

There is one choice that is particularly neat [11]. The absorb wave motion is added 
throughout the entire manoeuvre. If the absorb wave is recorded from the beginning, 
the initial part of it can be used to determine a very good way to complete the launch 
wave. The actuator gets half way to target before the launch wave has reached its 

complete its trajectory using an inverted and time-reversed version of the wave that 
has been absorbed out of the system up to that point. Thus, the “echo” that was 
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Fig. 3 Wave-echo control to determine actuator motion x0. The target distance is 1. The a0 
component is set by the controller as a ramp until t=t1 (when x0=½), then as a reverse replay of 
recorded b0, but inverted (shown dotted). At all stages b0 is determined from the measured 
system response. 
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steady (half-target) value (Fig. 3). At this point, the launch wave can be set to 
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absorbed from the system in the first half of the manoeuvre is played back into the 
system in reverse to complete the manoeuvre. This has the effect of bringing the tip to 
rest in a time-and-space mirror-image of the start-up motion. In other words, the load 
stops dead, rapidly, precisely at the target, while the actuator continues to move so 
that the rest of the system then relaxes in just the right way to leave everything 
motionless in the correct position. 

5 Sample Results 

As an example, Fig. 4 shows the control of a uniform, lumped three-mass system.  
The actuator and end-mass positions are shown against time expressed in units of the 
period, T, or 2π/ωn, where ωn = (k/m). The target displacement is 1m. Also shown are 
a0(t) and b0(t). 

 

 T = t*ωn/ 2π

 
Fig. 4 End point of a uniform, three-mass system, moved 1 m.  

As can be seen, the response is remarkable. Without a control strategy, the position 
of the end mass (“load”) would, of course, oscillate somewhere between zero and 
two, with three frequency components superposed. Instead the load is translated from 
rest to rest, in a single, controlled movement, with almost no overshoot and with 
negligible oscillations (and so little or no settling time). The total manoeuvre time is 
excellent. Depending how strictly one defines the settling time, it is between 3 and 3.5 
“periods” of ωn, (This corresponds to about only 1.5 periods of the fundamental mode 
of the 3-mass system.) 

The end mass (load) comes to rest exactly at target. It does so sooner than its 
actuator. The actuator’s movements are smooth and easily achievable. Around mid-
manoeuvre, the speed of the end-mass (the slope in Fig. 4) is close to that of the 
actuator: the flexible system is then behaving as if rigid, or almost so: vibration is 
under control.  

Similarly impressive results are obtained whether the system is long or short, 
uniform or not, with linear or hardening or softening springs (other than the first), 
with or without internal damping, with ideal or realistic actuator, and with or without 

Displacement [m] 

End mass, x3(t) actr. x0(t) 

a0(t) 

b0(t) 
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precise values for all the terms in (3) or (4). Illustrating a mixture of such added 
complexities, Fig.5 shows the response of a 5 DOF system with non-linear (hard-
ening) springs; variations of the masses of 1, 0.5, 1, 2, 1; damping between the masses 
of 0, 0.25, 0.1, 0.25, 0, 0.05 times critical damping; an actuator modelled as a first 
order system of time constant 1/3ωn; and b0(t) approximated by (3). These parameter 
values and system size were chosen almost at random: a similar result is obtained for 
almost arbitrary choices of these system variables. 

 

Load mass, x3

Periods, T 

 
Fig. 5 Response of end mass of 5 DOF system, with non uniform masses, various dampers 
between the masses, non-linear springs, a first order actuator, and b0(t) determined simply by (3). 

As can be seen, the non-uniformities, actuator limitations, and so on, make things 
less smooth, but despite everything, the controller gets the load exactly to target, 
rapidly, and it works very effectively to remove vibratory energy from the system 
during the motion and on arrival at target. 

The presence of system non-uniformities requires no adjustment to the control 
strategy. The actuator’s action is restricted to either launching or absorbing waves. To 
absorb returning waves the actuator must await their arrival. The non-uniformities 
will delay, and stretch out, their arrival and therefore delay the absorbing process. 
Also the non-ideal actuator response will slightly prolong the final tidying up. But 
even though the strategy and controller settings were not changed, their effectiveness 
in meeting the much more difficult challenge is almost undiminished. 

Figure 6 gives a trolley crane example, moving a load 2 m, with a 4-m cable of 
significant mass [10]. The launch waveform is set to correspond to half the maximum 
trolley velocity, to which is added the return wave, b0. For a long manoeuvre, this 
causes the trolley velocity to approach the maximum for the middle part of the transit, 
with the swing angle approaching zero. In other words, the system is then moving at 
top speed and as if it were rigid, with the load displacement tracking the trolley 
displacement. After the halfway point for the trolley (1 m), the launch displacement a0 
is based on the previous b0. This causes the trolley to decelerate in precisely the way 
needed to get the load to land at target (2 m) and stop dead. The load arrives before 
the trolley, which continues to move in just the right way to allow the cable to 
straighten up as all wave energy flows out of the system. 

Displacement [m] 
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Fig. 6. Load arrives and stops at target before trolley. Crane target distance 3 m. Cable 
length=4 m, ρ=0.1 kg/m, m=2 kg, T=23.54 N, Z=1.534 Ns/m. Note time symmetry of load & 
trolley motions, due to a0 and b0 following wave-echo scheme of Fig. 3. 

6 Discussion & Conclusions 

Aspects of the problem of controlling flexible systems have been presented in new 
and fruitful ways, leading to new control algorithms that perform remarakbly well.  
They easily move a load from point to point, rapidly, yet with negligible residual 
vibration and negligible overshoot and zero steady-state error. They move the load at 
close to the actuator velocity (the ideal), in one controlled motion, without exciting 
load or system vibrations unnecessarily. The control strategies are very robust; they 
are applicable to a wide variety of problems; they require minimal system 
information, little computational overhead, and are very tolerant of limitations in the 
actuator dynamics. Sensing requirements are also minimal. Other than the actuator’s 
own motion, only one other sensed input is needed, and the second sensor supplying 
this information is located conveniently close to the actuator, where sensing is 
generally easiest and safest in practice. 

Modelling errors hardly feature. System changes are automatically accommodated. 
The order of the controller automatically matches that of the system, and explicit 
information, for example, about locations of poles (or natural frequencies and 
damping ratios of modes) is not needed.  

The control approach can be considered a combination of “command shaping” 
and feedback control, the launch wave being a simple, shaped input, and the absorb 
part the feedback contribution. 

With the wave-echo idea, the returning waveform, b0, reveals to the controller the 
entire system dynamics in just the form the controller needs to achieve ideal system 
deceleration to rest. In a sense, the system itself serves as the system model, which is 
therefore always accurate, up to date, and of the correct order. The system itself also 
serves as the model’s computer. To put it another way, all the required system 
identification is done in real time, as part of the controlled motion, with minimal 
computational overhead. This partly explains the control system’s robustness to 
system changes.  

–0.5

–1
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The interface between the actuator and the flexible system is seen as a wave 
gateway, controlled and managed by the actuator’s motion. Energy and momentum 
enter and leave the flexible system at the interface. They propagate in two directions 
within the system, from actuator to end-mass, and back again, albeit in ways that are 
faltering, complex, and highly dynamic. Rest-to-rest motion corresponds to getting 
the energy and momentum into, and then out of, the system in just the right way to 
ensure that the entire system comes to rest at the target.  

The actuator is the sole agent for all this. But the actuator interacts directly only 

It is here contended that wave-based methods provide just such a “general solution” 
for a wide class of problems, with many additional attractive features.  
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Abstract. Networked Robotics is an area that straddles robotics and network 
technology. A robot system controlled via the WWW exploits the Internet 
network and hence is one realisation of networked robotics. A set of field robots 
that exploit wireless networks to share and distribute tasks might also be 
considered an exemplar of networked robotics. But isn’t this just an exemplar of 
distributed robotics? And if so, what does networked robotics bring to the 
“robotics” table? These are questions and issues addressed in this chapter. The 
chapter will propose that networks are at once both enabling and constraining to 
robotics. They enlarge the scope of the robotics discipline yet introduce 
challenges that must be overcome if that potential is to be fully realized. In 
short, when the network becomes a design issue – normally when performance 
of the system is at a premium – networked robotics is at play. 

Keywords. Networked robotics, distributed robotics, robot architectures. 

1 Introduction 

Computer networks are a pervasive element of everyday life. They allow us to access 
information at a distance and indeed to link geographically dispersed computing 
resources into powerful, distributed computing platforms. The World Wide Web 
(WWW) motivated the first integration of robotics with networking through the 
creation of online robot systems [12]. Teleoperation, which has a well established 
record of operating robots remotely, subsequently found a new transport medium in 
which to explore remote control issues and novel applications [2
models, object orientation and multi-agent systems offered robotics the opportunity to 
compose complex systems from distributed sensor, effector and computational 
resources [21] [8] [9]. More expansive views envision networked robotics as humans 
and robots acting together in intelligence spaces [15]. 

The online robot system, the Internet robot, the distributed robot architecture and 
the intelligence space are all very different views of networked robotics. What, 
however, are the underlying principles and purposes of networked robotics? What 
exactly is networked robotics? What or how does it contribute to robotics and, indeed, 
to networking, if anything? Or is networked robotics just the latest in a long line of 
fund-worthy buzzword? These are the questions that this chapter sets out to address. 
The important message is that networked robotics is an enabler – it allows us to do 
things that were not previously possible with robots – the online robot is just one 

5] [13]. Client-server 



example. However, it is also constraining, since in order to do many of these things 
there are problems that we need to overcome. Ultimately it is a liberator, for in doing 
these things and overcoming these problems, robot architectures and systems can be 
liberated from the constraints of fixed wiring. 

The remainder of this chapter is organized as follows. The following section 
presents the component or modular view of robotic systems that is emphasised in the 
treatment of networked robotics provided in this chapter. Section 3 then makes the 
distinction between robotics resources, robot systems, robotic agents and tasks that 
follows from this modular view. Section 4 compares networked robotics with 
distributed robot systems, introducing robot talk networks and distributed robot 
architectures. Section 5 widens the discussion to include ambient and pervasive 
intelligence, and in this context as well sensor and other forms of distributed networks 
of devices and computational nodes. Section 6 incorporates internet and online robots 
into the framework developed in the previous sections. Section 7 explores networked 
robotics within the context of field robotics. Section 8 provides a general framework 
for exploring important issues in networked robotics. Section 9 concludes the chapter. 
The chapter does not offer a review of networked robotics but only dips into research 
that has a bearing on the question posed in the title. 

2 Breaking the Robot Apart 

Early robot systems incorporated deliberative reasoning architectures in which the 
functional elements of the architecture, such as vision analysis and path planning, 
followed sequential programming principles and interacted through procedure calls 
[22]. The systems were by today’s standards monolithic, undifferentiated and 
unstructured. Indeed, they rapidly lost their appeal when more fine-grained behaviour 
and hardware-oriented approaches to building robot systems emerged [3]. While the 
deliberative and the behaviour-based approaches both offered opportunities for 
modularity, and the latter was heralded as a more modular and hence more flexible 
approach to systems engineering, they were both slow to follow when the wider 
discipline of computing embraced object-orientation [7] – the additional effort 
implied by object orientation was viewed as unnecessary and would only get in the 
way of engineering the robot system. However, object orientation did appeal to some 
researchers [10] [23] and the importance of modularity was not lost on the designers 
of reconfigurable robot systems [1]. 

Networked robotics is founded on the ability, at different levels of granularity, to 
model a robot system as a set of components that are glued together to compose robot 
systems. Object orientation is useful to networked robotics to the extent that it fosters 
the idea of a software component that encapsulates a certain unit of functionality and 
provides a well-defined interface by which other objects can avail themselves of that 
functionality – by way of a set of services on the interface. Therein lies part of the 
distinctive character of networked robotics and the challenges it faces: What defines a 
useful component? How are robot architectures composed from these components? 
Robot systems lend themselves to component-based approaches when we enumerate 
their sensors and effectors, but it is less obvious how to break apart the rest of the 
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system. This is a key challenge for robotics engineering in general but is specifically 
addressed by networked robotics in the context of distributed architectures. 

Once we tender the notion that a robot system can be modelled as a set of 
components that interact with each other we can then ask the question as to how these 
components are represented on a computer system; as the elements of a suite of 
libraries that are glued together under an application that is compiled and executed; or 
as active components whose interfaces are made public through a registry service or 
its equivalent. The latter model fosters the further idea of automated reconfiguration 
of the system. Reconfiguration is a familiar idea to robotics, but primarily in the guise 
of modular reconfigurable robot systems [14]. Networked robotics makes the model 
more accessible to the wider robotics community.  

Why would one wish to remap components to create alternative robot 
architectures? The simple answer is that it is one of the possibilities that an active 
component-based approach to robot architectures offers. It is not a recognised path to 
follow in robotics since the standard model for robot systems engineering is to 
identify a task and to create a robot system to support that and only that task. The task 
may involve a number of distinct stages that require swapping in or out desired our 
undesired functionality [4] [3]. In general, however, the one architecture is expected 
to persist for the duration of the task and indeed indefinitely. The argument is 
typically offered that this persistence necessarily concedes optimization for specific 
subtasks in favour of optimization across the whole task. However, reconfiguration 
may offer a better approach, a least an alternative, and networked robotics makes 
reconfiguration accessible. 

3 Tasks, Agents and Resources 

In robotics we can talk of a robot system, typically a mobile robot platform, 
embodying a set of robotics resources. The resources include sensors, effectors, and 
computational components. Robot architectures bind together these components in a 
form suitable to complete some designated task. Under networked robotics the 
relation between the task and the resources is the architecture. The architecture 
coordinates the resources to complete the task. It is the embodiment of robotic 
agency. The role of the robot platform in this model is only incidental: it mounts the 
physical sensors and actuators and typically as well the computational platform on 
which the computational components execute. Therefore, in networked robotics we 
associate tasks with agents and in turn associate agents with resources, not the robot 
platform. This gives networked robotics it’s wider reach to sensor networks and 
ambient intelligence. 

The networking in networked robotics thus eliminates the requirement for the 
resources that are coordinated to be localised to a single robot platform. The 
components are enhanced through the awareness of the network and the ability to 
perform remote procedure calls or adopt process-oriented message-passing models for 
interaction with other components. In short, the components are network-enabled. The 
robotic engineer is no longer constrained to map robotic agency one for one to a 
mobile robot platform, but that option is not conceded either – the engineer now has 
more options. 

What is Networked Robotics?      37 



4 Robot Talk Networks 

We will now draw a distinction between networked robotics (NR) and distributed 
robotics (DR). Research on multirobot systems covers a very broad area of robotics 
[2], but this chapter will focus on the specific notion of a team of mobile robots 
cooperating to complete some task [24]. The distributed in DR then implies multiple 
robot systems geographically dispersed about the task environment. A network 
framework is often used in these systems to allow the robots to communicate and 
indeed to allow one or more human operators to guide the system as a whole or the 
robot individually. The key difference between NR and DR is that in the former the 
robot platform is modelled as a physical cluster of robotic resources whereas in the 
latter the robot platform is a modelled as a single robotic agent. 

Given the above interpretation of DR, the problem statement for DR is then: Given 
a set of robots and a task that has been broken down into a set of subtasks, how does 
one allocate these subtasks between the set of robots in order to achieve optimum 
performance? NR, on the other hand, takes robotics resources as its primitive 
architectural unit, not the robot platform, and hence the problem statement is 
formulated accordingly: Given a set of robotics resources and a task which can be 
broken out into subtasks, how does one compose the resources to create robotic 
agents that will perform the task? 

When the problem statements for NR and DR are defined in this way there is, of 
course, no explicit reference to networking. The network is really just a part of the 
implementation. In fact, the NR problem statement is really a statement about 
distributed robot architectures (DRA). By this we mean that the components of the 
architecture are distributed across multiple robot platforms and the network provides a 
means of wiring the components together. This can be contrasted with the role of 
networking in DR, where it effectively provides a “talk network” which allows robots 
to talk with each other as and when the need arises. 

The basic unit for communication within a robot talk network is a robotic agent. 
The agent-to-agent communication within a task setting will typically be high-level, 
for example passing back and forth higher-level observations, negotiating for 
resources or cooperating on task planning. The basic unit of communication for 
distributed robot architectures is a resource-to-resource network data connection, 
which can be referred to as an arclet, representing a wired connection. Since the latter 
is part of the control architecture of the robotic agent, and perhaps requires 
coordinated action across multiple robot platforms, there may be non-functional 
performance requirements that need to be satisfied. These requirements may in turn 
place considerable pressure on the performance of the network, and hence cause the 
engineer to consider network performance in the design of the networked robotic 
agent. These requirements are much harder to deal with than the requirements for talk 
networks, which may simply rest on maintaining agent-agent network connectivity. 
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5 Embedded Intelligence 

Networked robotics embodies the requirement to make explicit the physical, 
geometrical and functional properties of sensors and effectors in order to allow 
distributed sensors and effectors to be integrated in networked robotic agents. In 
doing so it affords as well the opportunity for robotics to exercise a form of outreach 
into new application areas. 

There is no reason, for example, why the resources that are integrated should not 
include sensors and effector devices embedded in the environment in which a mobile 
robot operates, or indeed in which humans live and work. In fact, there is no reason 
why the robotic intelligence should not be based exclusively on sensor and effectors 
systems embedded within the environment. The contrast can be drawn, therefore, 
between embodied intelligence (i.e. intelligence embodied in robotic artifacts) and 
embedded intelligence (i.e. intelligence embedded in the environment). 

Of course, what is environment and what is object are relative – a set of mobile 
robot systems may provide an embedded robotic intelligence to one or more mobile 
robot systems or humans that they collectively enclose. The latter concept allows us 
to draw the link, in turn, between network robotics and sensor networks, and 
ultimately to other forms of device networks through to an all-encompassing ambient 
and pervasive intelligence. Some of the most innovative work in networked robotics 
addressed precisely this form of intelligence [15]. These links are important in 
opening up new opportunities for robotics beyond the traditional industrial robot 
systems. 

6 Internet and Online Robots 

The model of networked robotics outlined above is largely one of resources and 
distributed architectures. Where in this lies Internet and online robots? Online robots 
have their origin in web-based access to remote laboratory-based robot systems [12], 

Since the performance of the Internet is a factor that needs to be taken into 
account in the design of online robot systems and internet robots, though for different 
reasons, these systems are central to networked robotics. The key challenge, for 
online robots as well but to a lesser extent than Internet robots, is that fluctuating 
bandwidth, time delays and network jitters are givens [17]. The obvious approaches to 
addressing these problems is to reduce the time dependency of the system by 
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[20]. Internet robotics, on the other hand, has its origins in teleoperation, tele-
manipulation and telerobotics [25]. It has simply transposed the medium of communi-
cation to a setting, the Internet, which is outside the designer’s control [13]. In the 
case of Internet robotics time delay is a major issue, whereas in the case of online 
robots it is generally not such a major concern. Failure to gain control of time delays 
in the first instance can result in the failure of the system due to instability, whereas in 
the second case it can lead to annoyance but generally not complete failure. If the 
Internet robotic system is part of a remote surgical system, for example, then failure 
may have severe consequences. Failure of an online robot experiment can lead to 
frustration, waiting around, but generally nothing catastrophic. 



incorporating more local intelligence at the robot site (telerobotics versus 
teleoperation), designing new communication protocols that adapt better to changing 
bandwidth limitations and requirements, or adapting both the operational speed and 
performance of the operator interface and remote robot system in tandem with 
changing bandwidth availability and requirements.  

There are two major challenges for online robot systems. The first is to build 
interesting, reliable, online robot systems that engage the public and students alike, 
and which can operate 24/7. For use in robotics education they must also incorporate 
assessment methods within a learning programme. The latter, however, requires the 
development of a robotics curriculum if the system is to make a substantive 
contribution to robotics education [18]. 

The second major challenge is in fact one that requires both Internet and Online 
Robots techniques. This is precisely the concept of open research laboratories; robot 
laboratories, that is, that offer a particular research and development challenge, 
requiring remote contributors to have access to laboratory systems under manual 
(individual or shared) or mediated control, that provides facilities to allow users to 
contribute software and hardware components that can be combined to build robot 
architectures, and offers learning resources introducing laboratory systems and indeed 
the discipline of robotics. Allied to this is the creation of protocols by which 
components interact. 

7 Field Robot Systems 

The Internet is a highway that anyone and everyone can use. There is little scope for 
robotics to exert an influence on its design in order to better serve the requirements of 
Internet and online robots. In field robot systems, where a set of robot systems are 
typically deployed in a natural environment, the possibilities are very different. Such 
systems, even if networked via wireless Ethernet, can be isolated from the Internet 
highway. In these setting the range of networking options can be expanded to include 
radio and even infra-red networks, and the network can be put under tighter control. 
Indeed, field robot systems are better served by a more networked robotics centred 
viewpoint that recognises the importance of distributing resources in sensor and 
actuator networks [6] [16]. 

Heterogeneous network environments offer new possibilities for networked 
robotics. For example, radio networks, since they tend to have low protocol overheads 
can support multi-channel real-time communication requirements between low-level 
control systems on geographically dispersed robot platforms. Ethernet, on the other 
hand, can support a form of robot talk network allowing the robot systems to share 
information and knowledge, distribute tasks and to effect such operations as role-
transferral. In order to exploit this opportunity, and to explore distributed robot 
architectures, as against just robot networks, it is important to gain control not only of 
the network but also of the processor nodes that support the computational elements 
of the robot architecture. 

Field robotics presents other interesting opportunities and challenges for 
networked robotics. For example, a human operator may need to interact with the set 
of robots either individually or as a unit and to a greater or lesser degree. A networked 
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robotics agent may be embedded within the field robot system to mediate between the 
human operator and the robots. The agent may be distributed across the set of 
individual robot systems; giving it a presence in every robot system; but nevertheless 
it has an existence independent of the individual robots. 

In a conventional robot team setting the mediating intelligence is typically run on 
a separate server and instructions or state changes are communicated via a wireless 
network to the individual robots. Robot soccer teams that participate in the RoboCup 
competition are one example [11], in fact these represent a case of field robotics in the 
small. The network robotic agent may in fact not only monitor the state of the robot 
system but also of the environment and change the state of the robot team accordingly 
(e.g. from defence mode to attack mode). 

These, and other, possibilities are a consequence of fully exploiting networking 
within robotics. They are afforded by the introduction of networking, but, as stated, 
they also raise problems that need to be overcome if those possibilities are to be 
realized. The networking problems for field robot systems in the large, in addition, are 
very different to those for field robot systems in the small. Indeed, although one might 
consider that such possibilities are afforded by network technology, the question is 
whether indeed they really are possible and then as to whether they are useful is a 
challenge to both networked robotics and to robotics engineering. 

8 A Platform Model for Networked Robotics 

Networked robotics is concerned with engineering the underlying platform that 
supports the implementation of robot systems, whether networked, distributed, field, 
reconfigurable, internet, or online robot system. This section will offer a platform 
model based on network robotic concepts introduced in previous sections. Figure 1 
gives a diagrammatic view of the model. 

The model is centred on a modular approach to robotics, whereby a robot system 
is modelled as a hierarchy of modules. These comprise primitive modules and glue 
modules. Primitive modules are resource modules – they offer well-defined services. 
Glue modules (solid circles in Fig. 1) incorporate abstract task requirements and link 
with resource modules to realise these requirements. They can not only offer the 
functionality embodied in the module they link to, but also create new functionality. 
When linking has been completed the glue modules become resource modules. The 
hierarchy, so crafted, can be constructed to the appropriate level required for the 
services of an Internet or online robot, or still higher to networked and distributed 
robotic systems. 

The composition of robot architectures can follow traditional manual methods 
based on compiling and linking code, and process-oriented or remote procedure 
models for concurrent, decentralised, or distributed applications. Networked robotics, 
however, offers an alternative model for the composition process. In this model the 
modules are network enabled, and both self and context aware. Network enablement 
means that the modules have a unique network address and can listen to and connect 
with other modules across the network. Self-awareness means that the modules are 
aware of their own capability, specifically the services they offer and under what 
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Fig. 1 A platform model for networked robotics. 

conditions they can offer these services, and the underlying platform resources 
(processing and communication) required to provide these services. Context 
awareness means that the modules are aware of their network and physical location. 
The latter include, for device modules for example, their physical location on a 
mobile robot platform.  

Primitive modules by definition are assigned a location on the network. So too are 
glue modules, prior to and following instantiation. In effect, every module is exposed 
to the network to form a flat serial bus architecture from which application hierarchies 
can be composed. Additional platform level services are required to support this 
composition process, including the ability for modules to publish or advertise 
themselves, for glue modules to query the set of published modules for those that can 
help them to satisfy their functional and non-functional requirements, and for 
negotiation to gain access to module services. These services must also be reflected in 
the design of the modules [5]. 

At the highest level the architecture forms single or multiple robotic agents in the 
form of networked, distributed, field, reconfigurable, online, and Internet robot 
systems (NRS, DRS, FRS, RRS, ORS, and IRS respectively in Fig. 1). These in 
turn offer application services to users. The modules that form the architecture live 
within a platform environment comprising process nodes and communication 
pathways. These platform-level resources need to be properly deployed in the service 
of the application. This includes the ability for modules to move about in order to 
satisfy performance requirements. Here one finds typically two opposing forces 
acting: the first, dispersal of modules in order to balance the load across the processor 
nodes; the second, clustering of modules on the same processor node in order to 
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satisfy real-time requirements. As modules come to life, move, or die, the available 
processor and bandwidth resources will change. The modules need to be aware of 
these changes and react appropriately: knowing when to stay put, to ask for more 
resources, or to move to other nodes. In this the modules are situated and need 
situated intelligence to get the best out of the platform for the application. 

Platform services must be provided to support the mobility of the modules. These 
services must include as well a model of the capacity of each processor node and of 
the communication pathway so that the pressure on resources can be assessed. 
Reconfiguration of the platform nodes and of the communication pathways as well 
will provide more scope for optimizing the platform resources available for the 
application systems. Another set of reconfiguration services are also required to allow 
the reconfiguration of networked robotic robot systems. Such reconfiguration may be 
required to meet the requirements of different subtasks. The graceful transitions 
between these different systems will require additional services. 

The modular, networked robotics approach also offers benefits for the process of 
developing robot systems and applications. The modular, networked approach means 
that engineers can develop and publish individual modules, create subsystems and 
offer both of these to others, giving a more open, collaborative engineering 
environment. This is a natural extension of the online robot and the Internet robot 
systems concept into an important and challenging area of engineering [19]. 

Networked Robotics in the model above is first and foremost a medium for wiring 
together robotics components to form robot architectures. The operation and 
performance of the platform are important in maintaining the appropriate performance 
and stability of the architecture. Internet and online robots are special, important, and 
popular representations of such architectures. However, they are only the surface. The 
network also offers avenues for integrating robotics technology with other newer 
network based technologies to create ambient and pervasive robotic intelligence. The 
platform model above reflects this, but extends the scope beyond hardware-based 
distributed devices to systems comprising both hardware and software components, 
and systems offering opportunities for reconfiguration. 

9 Conclusions 

Network technology is both enabling and constraining for robotics. It offers new 
opportunities, such as online robots, but it creates challenges that need to be 
accounted for either in the robot design or in the creation of new network 
environments. The extent to which the network is taken into account in the design of 
the robot system determines the extent to which the work contributes to networked 
robotics. Connecting a set of robots or robot components to a network is only 
incidentally networked robotics. Incorporating measures to accommodate for network 
time delays in the controller of a telemanipulation system is hard networked robotics. 
Gaining control of the underlying network and processor platform, creating new 
protocols and heterogeneous networking options, is currently only realistic within 
field robot systems, but is core networked robotics. 

Networked robotics allows us to take further the progress that has led from the 
early structured yet monolithic robot control systems through the object-oriented 
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software paradigm that meshes well with robots at the device level, to active 
component and ultimately self-aware network enabled modules that can broker their 
own connectivity. The glue logic that enables primitive robotic resources to be 
blended into successively higher-level functionality needs to be modelled. A 
framework must be provided that allows the components to be mapped and remapped 
between robot architectures. The creation of such a framework is an important 
challenge for networked robotics. 

Networked robotics is little concerned with the content of the components that the 
robotic engineer defines. It is concerned with content and hence robotic intelligence to 
the extent that this content needs to be communicated to other modules. This is part of 
the self-awareness that needs to be built into modules. Networked robotics is only 
incidentally distributed robotics to the extent that the latter incorporates a network as 
a medium for the robots to talk to each other. However, a networked robotics 
environment may be configured as a distributed robotics systems. In this is it is 
clearly a more general class of system. Networked robotics is more than incidentally 
cooperative robotics to the extent that a cooperative robotics system incorporates 
distributed robot architectures and communication resources are explicitly modelled. 

Online robots are a popular example of networked robotics, but networked 
robotics is much more. The purpose of this chapter was to explain how much more. 
Networked robotics is about modularity, it is about using network technology to wire 
together distributed, networked enabled, self and context-aware modules that offer 
well defined sets of services. Networked robotics is about composing robot 
architectures that express themselves through robotic intelligence in robot-robot and 
human-robot systems and interactions. Networked robotics offers robotics a timely 
injection of insight and innovation; we have the opportunity to reflect on the 
discipline of robotic science and engineering and at the same time engage new 
technologies as users and enablers. Networked Robotics is an opportunity. Once we 
have understood better what robotic science is about and what robotics can do, and in 
particular once we have a new set of tools for composing robot systems, we can set 
networked robotics aside. 
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Abstract. This chapter discusses how to encode fuzzy knowledge bases for diag-
nostic tasks (i.e., list of symptoms produced by each fault, in linguistic terms de-
scribed by fuzzy sets) as constrained optimisation problems. The proposed setting
allows more flexibility than some fuzzy-logic inference rulebases in the specifi-
cation of the diagnostic rules in a transparent, user-understandable way (in a first
approximation, rules map to zeros and ones in a matrix), using widely-known
techniques such as linear and quadratic programming.

Keywords. Fault detection and diagnosis, fuzzy mathematical programming, ap-
proximate reasoning, optimisation.

1 Introduction

Many industrial activities depend on the correct operation of complex technological
processes. A fault changes the behaviour of a system in such a way that it does no
longer satisfy its nominal performance objectives or even the system functionality is
lost. The objective of diagnosis (process monitoring) is estimating a vector of fault state
parameters, f , from measurements of the outputs of a dynamic system, whose trajec-
tories depend on f and on time, initial conditions, external input variables, physical
parameters, etc. Detecting faults with a gradation of severity from let’s say 0 to 100%
may be advantageous in practice: detecting faults in its early stages enables corrective
actions to be taken on time, if needed.

Different approaches to the problem appear in literature: data-based, knowledge-
based or based on differential-equation analytical models. A description of many of
these techniques appear in [1] and [2]. The broadest conception of the problem may
be set up in a probabilistic setting. In that situation, a comprehensive approach to the
problem would involve estimation under nonlinear stochastic dynamics [3] [4] as well
as decision-theoretic criteria [5] apart, of course, of the consideration of robustness of
the resulting results when subject to possibly significant modelling errors. The problem,
as such, is quite complex and possibly intractable. Hence, simplified assumptions are
often stated.

In quite a few practical cases, diagnostic-related knowledge is available from ex-
perts, who express it in linguistic terms (“fault F produces a pressure in pipe 3 lower
than normal”). The meaning of some of those linguistic terms may be understood as
rules involving fuzzy concepts defined on the numeric range of the physical variables
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being measured. This fact inspires the use of fuzzy logic in diagnosis [6] [7]. Other
knowledge-based frameworks extend the basic logic reasoning schemes to uncertain
reasoning [8] [9], possibilistic reasoning [10] [11], Bayesian networks [12] [13] or un-
certain probability [14], or combine the approach with neural networks [15] [16].

This chapter presents an alternative approach: the expert knowledge stemming from
some (partially simplified) properties of a nonlinear dynamic system is encoded as a
constrained optimisation problem, transcoding fuzzy assertions as approximate linear
equations in the linguistic domain. The idea of transforming fuzzy statements into equa-
tions also appears in [17] and [18] in a different context of system modelling.

The proposed approach seems to possesses significative advantages with respect to
a classical fuzzy IF-THEN rulebase, particularly in multiple fault situations, while keep-
ing the problem readable (reduced number of “rules”) and computationally tractable
(efficient off-the-shelf linear programming (LP) software exists able to deal with hun-
dreds, even thousands, of constraints and variables, and quadratic programming (QP)
routines are also widely available). LP is a widely known tool [19] [20], taught in many
undergraduate disciplines so that user understanding of both the rules and the inference
tools implies that the approach might be useful in practical applications.

The structure of the chapter is as follows: a preliminary section will justify some
approximate additivity properties of systems based on linearisation. Section 3 will dis-
cuss how a fuzzy rulebase may be encoded as equations. Section 4 will discuss the
available algorithms to solve them and how they should be modified for the problem in
consideration. A conclusion section closes the chapter.

2 Preliminaries

Dynamic systems. Let us assume that a system to be diagnosed is governed by equa-
tions ẋ = ψ(x, u, f, θ, t) where x is the system’s dynamical state, u is a set of known
input variables, f is the failure state to be estimated and θ are a set of system parameters,
also assumed to be approximately known, and t is the time variable [4].

First, it will be assumed that the initial conditions x(t0) and inputs of standarised
tests are known beforehand, as well as system-dependent parameters θ. The result of
such tests will be a finite collection of measurements at some time instants:

y = ψ(x(t0), θ, u, t0, t, f)

where, by assumption, only f is unknown. Let us denote as q = (x(t0), θ, u, t0, t)
the set of known variables; they will be denoted as the experiment context variables.
The diagnostic problem may then be cast as estimating f from y(q, f), i.e., obtaining
the implicit function, if it exists f = γ(q, y). In general, the analytic expression for γ
cannot be obtained except in the simplest of the cases. If enough sensors exist,and pre-
classified data from the system (y,q,f ) were available, a functional approximator such as
a neural network might be used in order to try to learn γ by example, or at least to learn
the normal behaviour and generate some residuals in case of faults. Applications of the
approach are reported in [16] and [21]. However, learning for successful fault isolation
in a complex system may require an impractical number of data. The approach will not
be pursued further in this chapter.
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The diagnosis problem becomes easier if some simplifications and assumptions are
made. Taking a Taylor series expansion of ψ on the variable f , around f = 0, which
will be defined as the “normal” situation, the result is an affine model:

y(q, f) = ψ(q, 0) +
∂ψ

∂f
(q, 0) ∗ f + o(f2) (1)

This Taylor series expansion justifies that at least approximately a linearity assumption
holds:

y(q, f) ≈ ψ(q) + Cy(q) ∗ f (2)

where Cy is a linear operator (a matrix whose elements depend on the known infor-
mation q). Usually, a parameterised analytical model of the system is not available so
ψ(q) and Cy(q) cannot be calculated. However, human operators possess knowledge
that may be encoded in terms of fuzzy sets. Expressing such a knowledge in the form
(2) is discussed in next section.

3 Fuzzy Diagnostic Models

In the above discussed context, a collection of fuzzy sets mapping y to the interval [0, 1]
are assumed to defined by an expert on the system to be diagnosed, μ : Rp → [0, 1]k

where p is the number of measurements and k is the number of fuzzy concepts. Usually,
those sets are denoted by user-defined linguistic labels.

Then, the expert also knows which effects each fault has in the measurements. This
knowledge is usually expressed in terms of rules:

If the isolated fault Fi occurs, then abnormal symptoms Si1 , . . . , Sip should be
observed, being the rest normal.

Those rules, in a fuzzy context, may be basically understood as

If the severity of fault Fi is fi, 0 ≤ fi ≤ 1, and it is the only fault occurring
in the system, then the intensity of symptoms Si1 , . . . , Sip is approximately fi,
and the intensity of the rest of them is zero.

where fi = 0 denotes fault not occurring and fi = 1 denotes the fault occurring at a very
significative severity level requiring user attention,1 and the intensity of the symptoms
is the membership function of the suitably defined fuzzy concepts.

In a multiple-fault situation, the system is assumed to verify an expression such as
(2). If the observed outputs are the fuzzified ones, it will be assumed that the system
verifies the following linear equation in the domain [0, 1]p of logic values:

μq(y) ≈ C(q)f +D(q) (3)

where C and D are a known function of the system’s parameters, input variables and
initial conditions of the experiment. The notation μq indicates that even the definition

1 It is up to the user to fix a maximum value of fi (usually 1) in the optimisation procedures
to be discussed, or to set fi = 1 as a “landmark” point but considering higher values (more
severe) possible.
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of the membership function may depend on a priori information, such as historical
data, system-dependent parameters, etc. C(q) will be similar to ∂μ

∂yCy(q). Note that a

differentiable system indeed does verify such an equation2 for small values of f based
in (2). The basic assumption here is that, with suitably defined fuzzy sets, the range in
which such an equation fulfills is large enough to be useful for diagnosis.

Fuzzy sets may be defined on the difference between the observed readings and
those in a normal situation, as an alternative to the absolute reference frame for concepts
implicit in (3), so that:

μq(y −D(q)) ≈ C(q)f (4)

In a practical situation, both types of fuzzy sets (3) or (4) may be used. In summary, the
following linear equation must be solved in the diagnosis process:

μ(y, q) = C(q)f (5)

Other authors also pose matrix representations of the relationship between fuzzy faults
and symptoms (for instance, Yao and Yao [22] uses a fuzzy relation approach). The
assumption of linearity in the logic domain, with suitable definitions of membership
functions is also used, in a control context, in [17].

3.1 Rule Encoding

The proposed expert rules are encoded in the format required in (3) in a simple way.
Let us discuss several situations which will be clarified by examples.

First, the simplest setting would imply that, under a standarised test (q is fixed for
all diagnostic experiments), a fuzzy set denoting an “abnormal” situation is defined for
every measured variable. In that case, the knowledge:

Fi causes abnormality in y1, y3, . . .

will define a column of matrix C, where elements at rows 1, 3, . . . will be 1 and the
rest of elements not explicitly enumerated at the above assertion will be set as zero. The
usual fuzzy negation operator may be used if some variables have a fuzzy set defining
the “normal” value of a variable.

Example 1. Let us have an industrial boiler where a fault f1 causes: no variation on a
temperature measurement t1, and increasing of temperature t2. Another fault, f2, causes
increases in both temperatures. They both cause an increase of pressure p. Defining
abnormally high temperatures with fuzzy sets denoted as “T1 abnormal”, μ1 and “T2

abnormal”, μ2, and “normal pressure” with another fuzzy set (such as a triangular one),
μ3, the basic diagnosis equation would be:

⎛
⎝

μ1(t1)
μ2(t2)

1 − μ3(p)

⎞
⎠ =

⎛
⎝

0 1
1 1
1 1

⎞
⎠

(
f1
f2

)

2 Formally, left and right derivatives may be needed, but details are not relevant.
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Alternatively, if the nominal normal pressure depends on a variable q, denoted as
P0(q), (for instance, q might be the load regime of the boiler), a fuzzy set may be
defined on the pressure increment so that the diagnosis equation would be written as:

⎛
⎝

μ1(t1)
μ2(t2)

1 − μ3(p− P0(q))

⎞
⎠ =

⎛
⎝

0 1
1 1
1 1

⎞
⎠

(
f1
f2

)

Model errors and sensor faults. Another situation takes into account the approximate
nature of (5) allowing for an instrumental “fault” variable associated to each of the mea-
surements. That instrumental fault variable encompasses both sensor faults and mod-
elling errors (inaccuracy in the definition of the membership functions).

Example 2. In the example being considered, the fault vector may be extended as:

⎛
⎝

μ1(t1)
μ2(t2)

1 − μ3(p)

⎞
⎠ =

⎛
⎝

0 1 1 0 0
1 1 0 1 0
1 1 0 0 1

⎞
⎠

⎛
⎜⎜⎜⎜⎝

f1
f2
f∗
1

f∗
2

f∗
3

⎞
⎟⎟⎟⎟⎠

(6)

where f∗ are three instrumental fault variables and f denotes the “primary” faults.

In other situations, different faults have opposite effects on a particular variable so
that its simultaneous occurrence does not deviate its measurements from the normal
condition. The following example clarifies how to encode such a knowledge.

Example 3. If, in Example 1 fault 1 decreases T1, being the rest of symptoms the same
as previously described, with concepts “abnormally high”, μh, and “abnormally low”,
μl, defined for T1, then the rulebase should be encoded as:

⎛
⎜⎜⎝

μh(t1)
μl(t1)
μ2(t2)

1 − μ3(p)

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

−1 1
1 −1
1 1
1 1

⎞
⎟⎟⎠

(
f1
f2

)

In the above example, depending on the units and membership definitions, the −1
terms may be a different negative number. Note that some combinations of faults may
yield negative membership values; this is not a problem if inequality restrictions are
considered, as discussed in Sect. 4.1.

In any of the examples, a coefficient in matrix C lower (higher) than 1 would in-
dicate a milder (stronger) effect of the fault on the symptom, as defined by the mem-
bership function. Modifying the coefficients might be needed in a fine-tuning phase be-
cause not all the faults influence with the same intensity a particular variable. However,
taking into account “sensor” errors f∗, an initial setting with mostly 0 and 1 coefficients
in C may be enough in order to achieve a reasonable output.
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4 Inference

A fault estimation f is consistent with the observed symptoms if it is a solution of the
basic diagnosis equation (5). Hence, fuzzy diagnosis amounts to finding the set of so-
lutions of (5). However, some considerations need to be made: indeed, if sensor faults
and modelling errors, f∗, are considered, the solution set includes any conceivable pri-
mary fault f , as sensor faults can accommodate any reading. For instance, in (6) a value
of f∗ can be calculated for any sensor reading and any value of f . However, if sensor
faults are not considered, with less faults than sensors the set of consistent faults will be
usually empty, as (5) will have no solution due to modelling errors. So, the above idea
must be refined for practical usability.

Inference as optimisation. As above discussed, sensor faults must be considered in
practice. Then, (5) are equality restrictions and a criterion should be used in order to
rank all the feasible solutions. Note also that inequality restrictions fi > 0 implicitly
apply, unless the user casts a meaning for negative fault severities.

A possible criterion to be chosen is minimising the norm of the “instrumental” fault
component, i.e., giving as the diagnosis solution the one that achieves less discrepancy
between the measurements and the predictionsC(q)f . The discrepancy μ−C(q)f will
be denoted as inference error.

If the chosen norm is the Euclidean one, fuzzy inference is equivalent to a least
squares problem. Let us consider an equation μ = Cf where sensor faults are also
members of f . This is a linear system of equations with more unknowns than equations,
which can be solved in the following sense:

The feasible solution f that minimises the squared Euclidean norm of Wf , where
W is a diagonal weight matrix, is given by the pseudo-inverse formula [23]:

f = W−2CT (CW−2CT )−1μ (7)

In a practical setting, a high penalisation in W must be specified for the sensor fault
components f∗. For invertibility of W , small positive weights in the primary faults
need to be introduced.3

If the chosen norm is the 1-norm ofWf (sum of absolute value of the components),
then inference can be carried out in a linear programming setting. The LP framework
needs to introduce dummy variables for positive and negative sensor errors f∗ = f+ −
f−, f+ > 0, f− > 0, to calculate the 1-norm as the sum of f+ + f−. This change of
variables is standard in LP textbooks.

Note that LS algorithms produce an “intermediate” point as a result (not a vertex of
the feasible region), sharing the error between all the equations, as small errors are not
significant (because of the squaring) so LS tries to reduce big errors. On the contrary,
LP produce a result in a vertex of the feasible solution space, and increments from either
small or big errors weight the same.

3 Solving y = Cf by standard least squares, f = (CT C)−1CT µ, is equivalent to the proposed
approach when the primary-fault weights tend to zero and sensor ones are equal to the same
constant.
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4.1 Constrained Optimisation

Under the proposed settings, it is implicitly assumed that a reasonable diagnostic should
verify fi ≥ 0 in all components of the primary faults.

Also, fuzzy concepts saturate in [0, 1]. Hence, simultaneous faults yielding the same
symptom cannot fulfill, for instance, 1 = f1 + f2 if they are fully active. However, two
easy options are available (or a combination of them) in that case:

– When a fuzzified sensor reading is saturated, replace the equality constraint in the
diagnosis equation by an inequality (1 ≤ Cif , 0 ≥ Cif , where Ci denotes the i-th
row of C).

– Translate an ordered fuzzy partition on a domain into numerical values (for in-
stance, {very low, low, normal, high, very high} into {−2,−1, 0, 1, 2}) in the spirit
of the so-called linguistic equation [17] [24]. In this way, the basic diagnosis equa-
tion (5) may involve sensor values ranging more than [0, 1], but somehow keeping
the linguistic meaning.

Algorithms. LP algorithms incorporate linear inequality restrictions seamlessly. How-
ever, the least squares formula (7) must then be discarded and quadratic programming
(QP) routines used instead. For instance, if the sensor reading in Example 4 had been
{.2, .18, 0} the output of the LS formula would have been f1 = 0.197, f2 = −0.003,
out of the constraint space so QP or non-negative least squares would have been
needed.

As the involved restrictions are linear, efficient code exists for both LP and QP set-
tings. For brevity, mostly linear programming settings will be considered in the sequel,
although a similar version posed as QP would produce comparable results. For instance,
commercially available LP software is able to efficiently deal with hundreds (even thou-
sands) of variables and restrictions, allowing for large-scale implementation of the ideas
in this work.
Binary Faults. Some faults may be only either 0 or 1, without intermediate values (for
instance, circuit breaker ON vs. OFF). To carry out optimisation, explicit enumeration
of all the involved binary (or integer) variables and solving for each of them the optimi-
sation on the remaining real variables may be an approach. Alternatively, mixed linear
integer programming or branch-and-bound methodologies may also be applied [19].
Managing Non-unique Solutions. The optimisation routines stop at an approximately
optimal point. However, there might be other optimal points or, at least, which may
have a very similar value of the cost index. The situation is particularly frequent in the
case of missing measurements, which amounts to deleting the corresponding row of C.

In order to choose between possible nonunique solutions, the weights of the differ-
ent fault components should penalise each fault according to its probability: in that way,
the solution would tend to be the most likely fault consistent with the sensor measure-
ments.
Imprecise Measurements. Some sensors may be imprecise, in the sense that a small
deviation from the expected values is frequent and acceptable to assume when produc-
ing a diagnosis. In a sense, quadratic cost indices naturally take that fact into account,
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but LP settings need a straightforward change of variable to do that.4 This is easily car-
ried out, by expressing each “sensor fault” by a sum of two sub-faults, bounding the
maximum value of one of them (with a small weight in the inference cost index) and
setting a much larger penalisation on the deviations of the non-limited one. If the small
sensor errors have zero weight, the setting is equivalent to interval measurements:

f∗ = f+
1 + f+

2 − f−
1 − f−

2 (8)

0 ≤ f+
1 ≤ l+, 0 ≤ f−

1 ≤ l−, 0 ≤ f+
2 , 0 ≤ f−

2 (9)

Heavy cost in f+
2 and f−

2 , no penalisation in f+
1 , f

−
1 results in an interval sensor reading

allowing, with no cost, diagnostics involving the actual reading, say σ, plus or minus
the desired bound: [σ − l−, σ + l+].

Example 4. Let us consider a knowledge base:

Fault 1 produces S1, S2. Fault 2 produces S2, S3

and a fuzzified sensor reading were {0.2,0.43,0.15}. The setting for minimal squared
inference error (weighting by 0.5 the “confidence” on the accuracy of (2), because the
addition of individual faults may not result in the exact addition of the results due to
possible system nonlinearity) would be carried out by the following Matlab code:

C=[1 0;1 1;0 1];C2=[C eye(3)];
j=diag([0.01 0.01 1 .5 1]);
cw=C2*inv(j);
f=inv(j)*pinv(cw)*[.2 .43 .15]’

The result is f1 = 0.21, f2 = 0.16.
Alternatively, the Matlab code for the above problem minimising the 1-norm of the

inference error via linear programming is:

C=[1 0;1 1;0 1];
C2=[C eye(3) -eye(3)];
j=[0.01 0.01 1 .5 1 1 .5 1];

x=linprog(j,[],[],C2,
[.2 .43.15],zeros(8,1));

which produces f1 = 0.2, f2 = 0.15, apportioning all error to the less reliable sensor
2. Vector j contains the weights for f1, f2 and the positive and negative components of
the 3 possible sensor/modelling faults. The Matlab manual explains the meaning of the
arguments to linprog.

5 Conclusions

This paper presents a methodology for approximately translating expert diagnostic know-
ledge into mathematical programming problems (constrained optimisation). The knowl-
edge is a series of statements about the list of symptoms caused by the occurrence of a
particular fault, expressed via linguistic statements involving fuzzy sets.

4 The same change of variable may be used in QP formulations to fine-tune the cost index
formula, if so wished.
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The approach deals naturally with multiple faults approximately following a linear
equation in the linguistic domain. The diagnostic procedure operates satisfactorily with
missing measurements or a limited number of faulty sensors.

The proposed approach can be thought of as an intermediate between IF-THEN
rulebases and diagnosis based on a full mathematical model. It keeps a linguistic in-
terpretation while allowing for many combinations of requirements difficult to be taken
into account in a pure logic framework. Marginal possible intervals of fault severities are
also easily calculated in the case of non-unique solutions of the optimisation problem.
The problem is computationally tractable even in a large-scale framework as efficient
software exists for the proposed optimisation techniques.

The presented framework has been discussed on a theoretical level with simple aca-
demic examples. Detailed comparative analysis and application to realistic diagnostic
environments with a large number of “rules” is under research at this moment.
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Abstract. This chapter presents the principles of a Home Automation system
dedicated to power management that adapts power consumption to available power
resources according to user comfort and cost criteria. The system relies on a
multi-agent paradigm. Each agent is embedded into a power resource or an equip-
ment, which may be an environment (thermal-air, thermal-water, ventilation, lu-
minous) or a service (washing, cooking), and cooperates and coordinates its
action with others in order to find acceptable near-optimal solution. The control
algorithm is decomposed into two complementary mechanisms: an emergency
mechanism, which protects from constraint violations, and an anticipation mech-
anism, which computes the best future set-points according to predicted con-
sumptions and productions and to user criteria. The chapter details a negotiation
protocol used by the both mechanisms and presents some preliminary simulation
results.

Keywords. Home automation system, multi-agent systems, automatic control,
negotiation and cooperation, power management.

1 Introduction

For the next decades, the two major problems concerning energy are the greenhouse
effect and the depletion of petrol resources especially the energy provided by oil and
gas. Therefore, by conscience or by necessity, the resort to renewable resources of en-
ergy such as wind or solar radiations, arrives in the buildings knowing that the building
represents 47% of the energy consumption and it is responsible for 25% of the green-
house effect [1]. Moreover, undoubtedly, the user will be confronted by variable tariffs
of energy according to the hour and the days and to the energy producers. It is in this
varied and dynamic context of production and consumption of energy that a building,
equipped with a Home Automation system to control the energy, takes its importance.
The role of a Home Automation system dedicated to power management is to adapt the
power consumption to the available power resources taking into account user comfort
criteria: it permits to limit the use of supplementary resources which require additional
investment and to avoid the expensive need of storage. A Home Automation system
has to reach a compromise between the priorities of the user in term of comfort and in
term of cost while satisfying technological constraints of equipment and user’s comfort
constraints.
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This problem can be formulated as a scheduling problem. In [2], a solution based on
a Resource Constrained Project Scheduling Problem (RCPSP), to improve the manage-
ment of thermal-air equipments, is presented. Its aim is to satisfy resource constraints by
coordinating the control of thermal-air equipment. Nevertheless, this approach requires
precise predictive models and RCPSP techniques are hardly adaptable to the context
of multi energy resources and multi equipments. In [3], an anticipation mechanism us-
ing Bellman-Ford’s algorithm [4] is presented for solving the problem of managing
predicted events in a Home Automation system. The principal advantage of Bellman-
Ford’s approach is that the optimal solution is guaranteed (if exist) but the major disad-
vantage is the high order of complexity.

An alternative approach is to use Multi-Agent techniques. Algorithms based on
Multi-Agent Systems are nowadays used in several areas such as Computer science
or Automatic Control. The first MAS approach for energy distribution have been pre-
sented in [5] and [6]. Kok et al. [7] put forward a market-based control concept for
the supply and demand matching (SDM) in electricity networks. It aims to propose a
Multi-Agent system for the electronic market. Its purpose is to control tasks in future
electricity network which is expected to develop into a network of networks in which a
vast number of system parts communicate and coordinate with each other.

The developments of solutions based on Multi-Agent Systems, well suited to solve
spatially distributed and opened problems, permit to imagine an intelligent Multi-Agent
Home Automation system. This chapter presents a Multi-Agent Home Automation Sys-
tem (MAHAS). It focuses on the definition of a negotiation protocol between agents
embedded into equipments as well as in energy resources. The chapter is organized as
follows: Section 2 describes, in a general view point, the Multi-Agent Home Automa-
tion System. Section 3 presents the two main mechanisms of this system: the emergency
and anticipation mechanisms. Section 4 presents, in detail, the principle of the negoti-
ation protocol for emergency and anticipation mechanisms. Then, the chapter presents
some preliminary results and highlights the future work which will be done.

2 Multi-Agent Home Automation System

The three main features of the Multi-Agent Home Automation System (MAHAS)
(Fig. 1), which consists of agents embedded into energy resources and into the different
equipments, are the following:

– Distributed: the energy resources and equipments are distributed spatially and their
control systems are independent.

– Flexible: the energy resources are few but also some equipments can accumulate
energy (thermal-air, thermal-water) or satisfy with delay to demands of services
(washing service, cooking service).

– Opened: the number of connected resources and equipments may vary with time
(equipments or resources can be connected or disconnected) without having to com-
pletely redefine the control mechanism.

In Multi-Agent Systems, the notion of control involves operations such as coordination
and negotiation among agents, elimination of agents that are no longer present and
adding new agents when needed.
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Solar radiations

Cooking Washing Refrigerator Heating Hot water

Wind

Fig. 1 Energy network and communication between embedded agents housing.

2.1 Agent Architecture

The main functionalities of an agent in MAHAS are shown in Fig. 2.

Prediction of
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Anticipation
mechanism
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Fig. 2 Structure of an agent in MAHAS.

Depending on weather forecast, energy resource information and user habits:

– Resource agent calculates the available power resources: to determine what is and
what will be the available power. For the moment, the energy resources are repre-
sented by a virtual energy resource which manages operations between the different
resources.

– Equipment agent calculates the prediction of power consumption: to determine
what are the future power needs taking into account the usual behaviour of users.
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From these predictions and taking into account the user constraints and criteria, a plan
is jointly constructed by the different agents which negotiate their future power con-
sumption (Sect. 4). The construction of a plan by cooperating and negotiation between
agents is called the anticipation mechanism (Sect. 3.2). This plan includes predicted
values of the variables that characterize the environments (for example: the room tem-
peratures) or the end dates of services (an oven for instance). Then, this plan is applied
but it can be modified in case of unforeseen perturbations (for example: consumption
peak). If the perturbation is so important, the agents renegotiate in order to recalculate
plans. The real time adjustment of a plan in order to match constraints is achieved by
cooperation between agents: it is called the emergency mechanism (Sect. 3.2).

A third mechanism may exist: the local control mechanism i.e. the controllers en-
dowed into equipments by the manufacturers. It’s time response is very fast. This mech-
anism receives set points from the agents. Besides, some information on its current state
(power needs) are sent back to the agents so that they can be taken into account in the fu-
ture plans. This mechanism is not mentioned in this chapter because other mechanisms
are slower and local controls are assumed to be transparent.

One of the objectives of the MAHAS is to fulfil user comfort. A notion bound
directly to the comfort is the satisfaction function [8]. Satisfaction functions have been
defined for energy resources as well as for equipments. The equipment satisfaction
function will be expressed by a function defined on the domain of the characteristic
variable corresponding to the interval [0, 100%] where zero means “inadmissible” and
100% is “perfect”. For example: thermal air environment satisfaction function, which is
defined on room temperature values corresponding to an interval selected by user, can
be represented by Fig. 3.

The resource satisfaction function is also expressed by a function where the char-
acteristic variable corresponds to produced power. When the produced power exceeds
the resource capacity, the satisfaction function falls to 0%. The nominal power of the
resources corresponds to 100%.

Temperature
value

Satisfaction function

18°C
0%

100%

20°C 22°C 24°C

Fig. 3 Thermal air environment satisfaction function.

3 Agent Mechanisms

3.1 Emergency Mechanism

The emergency mechanism is a real time adjustment mechanism which is triggered out
when the level of satisfaction of an agent falls below the weak values (10% for ex-
ample). This mechanism, which relies on the negotiation protocol (Sect. 4), permits to



A Multi-agent Home Automation System for Power Management 63

react quickly to avoid violations of energy constraints and to guarantee a good level
of user satisfaction. It is considered as transparent for anticipation mechanism because
emergency adjustments have very small impact on the period considered by anticipa-
tion.

Therefore, the emergency mechanism adjusts, in real time, set points coming from
the predicted plan, equipment’s current state (equipment satisfaction value) and con-
straints and user criteria. The predicted set points can be directly transmitted to the
local control mechanism or modified in case of emergency.

When the emergency mechanism is triggered, each agent has multiple roles:

– It evaluates, at predefined intervals, its current satisfaction. Therefore, it uses an
infinite internal loop. This interval of time is called checking period.

– It can request help from other agents, by sending messages, when its satisfaction
falls below a level of emergency.

– It analyzes the other agent demand and makes some propositions.
– When it receives some answers to its demands, it chooses and accepts the interest-

ing propositions (to have a maximum value of satisfaction).
– It can allow, according to received messages, to activate or inactivate its associated

equipment.

If an equipment agent satisfaction decreases, it sends messages requesting help from
resource agents to initiate a negotiation. Other agent answers are collected during a
fixed delay and are sorted out according to their satisfaction values. Then a solution
which maximizes the satisfactions of equipments and resources is chosen.

3.2 Anticipation Mechanism

The emergency mechanism is sufficient to avoid constraint violations but a MAHAS
can be improved in order to avoid emergency situations. This improvement is obtained
thanks to the anticipation mechanism. The objective of this mechanism is to compute
the predicted set points depending on predictions of consumptions and on predictions of
energy resources. The anticipation mechanism relies on the fact that there is on the one
hand, some electric equipments which are capable of accumulating energy and on the
other hand, some services that have a variable date as for their execution: some services
can both be delayed or advanced. From these preliminary observations, it is possible to
imagine that if the equipment consumption can be anticipated, there is a way to organize
it better.

The anticipation mechanism relies on learning algorithms which are not explained
in this chapter. As for the emergency mechanism, the anticipation mechanism relies
also on a negotiation protocol (Sect. 4). It works on a time window (anticipation period)
larger than the checking period and works with average values of energy, because it is
difficult to make precise predictions, in order to keep emergency mechanism transparent
for it.

During anticipation mechanism, each agent has multiple roles:

– When requested, it predicts future needs or resources over a given number of antic-
ipation period. This period is a multiple of the checking period.
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– It analyzes the other agent demands and makes some propositions.
– When it receives some answers to its demands, it chooses and accepts the best

propositions (to have a maximum value of satisfaction for all).
– It calculates, according to received messages, its predicted set points.

The message exchanges between agents during emergency and anticipation negotiations
are defined by a protocol which is presented in the next section.

4 Negotiation Protocol

The negotiation protocol has been defined on the basis of the contract negotiation model
[9], CNP protocol [10] [11] and algorithms of distributed constraint satisfaction prob-
lems [12]. This protocol can be used for agent mechanisms according to the checking
period for emergency mechanism and anticipation period for anticipation mechanism.
The negotiation protocol is characterized by successive messages exchanged between
resource and equipment agents. Agents exchange messages for two objectives:

– To avoid to overpass the maximum available energy.
– To keep the satisfactions over a certain value: acceptable characteristic variable for

environments which accumulate energy and acceptable shifts for services.

The agreements issued from negotiations are based on satisfactions of equipments (rep-
resenting user comfort criteria) and on satisfactions of resources (representing the ideal
power production).

4.1 Phases of Negotiation Protocol

The negotiation protocol (Fig. 4) may be decomposed into three phases:

– Energy demand phase: During this phase, the resource agents request equipment
agents for propositions that lead to satisfactions greater or equal to an attempting
satisfaction value and wait for equipment agent answers.

– Proposition phase: A conversation between resource agents and equipment agents
takes place during which new propositions are exchanged. Then, resource agents
analyse these propositions and can either accept them or request for equipment
agents to send all the solutions for a new attempting satisfaction.

– Final decision phase: The resource agents take the decision, so equipment agent
demands can either be accepted or refused.

The global success of negotiation is reached when all the equipments have reached quite
similar satisfactions. When an event is under negotiation and no solution is possible, a
negotiation with the user starts to modify user constraints.
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Fig. 4 Negotiation protocol.

4.2 Primitives of Negotiation Protocol

The primitives of negotiation protocol are decomposed into two groups.

Energy Resource Agent Primitives:

– Request: The resource agents initiate a negotiation by asking equipment agents to
send them their power needs in order to reach a satisfaction greater or equal than
an attempting satisfaction provided by resource agent. It collects the answers, it
verifies if there is a global solution. Next request indicates to the equipment agents
that there is no solution for the attempting satisfaction because the energy asked by
equipments exceeds the maximum available energy provided by resources, so re-
source agents request equipment agents to send them other propositions about their
needs for a smaller attempting satisfaction. A request may be defined as:
request(mechanism-name, period, satisfaction)
where mechanism-name has two values “emergency” or “anticipation”. period value
may be equal to the checking period or to the anticipation period. satisfaction is the
attempting satisfaction value provided by resource agent.

– Accept: This message indicates to equipment agents that one of the proposed solu-
tions has been accepted by a resource agent. This message may be defined as:
accept(proposition)
where proposition is one of the solutions proposed by the equipment agents.

– Renegotiate: This message indicates that there is no solution that satisfies the con-
straints defined by the user. A negotiation with the user starts. This message may
be defined as:
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renegotiate(constraints)
where constraints is the set of constraints that cannot be satisfied.

Equipment Agent Primitives:

– Help: This message initiates a negotiation. It is sent when an emergency situation
is detected or foreseen for the next checking period. It may be defined as:
help().

– Propose: This message replies to a request from resource agents. It contains a set of
propositions of possible sequences of energy consumption covering one period for
an emergency mechanism or several periods for an anticipation mechanism. This
list may be empty if there are not any possible propositions.
This message may be defined as:
propose(set-of-powers, satisfactions)
where set-of-powers are the propositions of equipment agent during the checking or
anticipation period. satisfactions are the predicted satisfaction values corresponding
to each proposition.

4.3 Preliminary Results

In this subsection, an illustrative example is presented for Home Automation system
which consists only of thermal air environments which are the largest part of consump-
tion of electricity in buildings in winter. This system consists of three electrical heaters
of 1 kW each and a 2100 W energy resource knowing that the initial temperatures in
rooms are fixed to 18oC and the desired value of temperature is 20oC (satisfaction func-
tion takes its values between 0% for 18oC and 100% for 20oC). The temperature values

Fig. 5 Simulated temperature in room 1.

for other rooms are quite similar to room 1 (Fig. 5). The control system, in this exam-
ple, is capable of maintaining temperature values for each environment above 18oC:
because of the lack of power, the temperatures remain close to the minimum acceptable
value. An example of exchanged messages between the energy resource agent and the
equipment agents is presented below:
Heater2: help(heater2)

Resource: request ("emergency",15s,90%)
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Heater2: propose (900W,90%)

Heater1: propose (900W,90%)

Heater3: propose (900W,90%)

Resource: request ("emergency",15s,80%)

Heater3: propose (800W,80%)

Heater1: propose (700W,70%)

Heater2: propose (750W,75%)

Resource: request ("emergency",15s,70%)

Heater1: propose (650W,65%)

Heater3: propose (700W,70%)

Heater2: propose (600W,60%)

Resource: accept(650W, 600W, 700W)

Heater1: help(heater1)

Resource: request ("emergency",15s,90%)

Heater2: propose (900W,99%)

Heater1: propose (900W,90%)

Resource: accept(900W, 900W, 0W)

Heater2 agent has requested help from the resource agent to start the negotiation. Then
a conversation between the agents takes place during which the resource agent requests
the equipment agents to send their propositions for an attempting satisfaction value, and
during which the equipment agents send their propositions, which may be empty, to the
resource agent.

In the absence of MAHAS but with an unbalancing system, always the same heater
is penalized when all heaters simultaneously consume energy according to the user’s
predefined priorities. Contrary to MAHAS, the maximum user satisfaction cannot be
guaranteed.

5 Conclusions and Perspectives

This chapter has presented a Multi-Agent Home Automation system allowing the agents
to cooperate and coordinate their actions in order to find the accepted near-optimal solu-
tion for power management. Negotiation protocol has been detailed. The experimental
results have showed the performance of the negotiation algorithm. This chapter have
provided evidence that cooperation and negotiation capabilities of Multi-Agent sys-
tems can be advantageously used in automatic control systems for spatially distributed
and opened systems.

The implementation of a simulator for the emergency and anticipation mechanisms
is not finished yet. This simulator will be tested on a reduced-scale model of an apart-
ment composed of two thermal environments and several services (washing
machine, . . . ). Each environment contains a reduced-scale electric heater, a tempera-
ture sensor and a micro-controller card with an embedded Java Virtual Machine.
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Abstract. Process identification in the field of resistance spot welding can be
used to improve welding quality and to speed up the set-up of a new welding
process. Previously, good classification results of welding processes have been
obtained using a feature set consisting of 54 features extracted from current and
voltage signals recorded during welding. In this study, the usability of the in-
dividual features is evaluated and various feature selection methods are tested
to find an optimal feature subset to be used in classification. Ways are sought
to further improve classification accuracy by discarding features containing less
classification-relevant information. The use of a small feature set is profitable in
that it facilitates both feature extraction and classification. It is discovered that
the classification of welding processes can be performed using a substantially re-
duced feature set. In addition, careful selection of the features used also improves
classification accuracy. In conclusion, selection of the feature subset to be used
in classification notably improves the performance of the spot welding process
identification system.

Keywords. Feature selection, k-nearest neighbour classifier, process identifica-
tion, resistance spot welding.

1 Introduction

Resistance spot welding is one of the most important methods for joining metal objects.
It is in widespread use in, for example, the automotive and electrical industries, where
more than 100 million spot welding joints are produced daily in European vehicle in-
dustry only [1].

In resistance spot welding, two or more metal sheets are joined together by passing
an electrical current through them. The current is conducted through two electrodes
pressed against the metal surfaces to hold the parts to be welded tightly together. The
heat produced by the flowing current melts the metals, and a welding spot is formed.
The amounts of current, pressure and time are all carefully controlled and matched to
the type and thickness of the material.

After cooling, the quality of the welding joint can be estimated by measuring its di-
ameter. In general, the bigger the diameter is, the firmer is the welding joint. Some other
factors, such as faults and embrittlement in the welding joint, also affect its strength.
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The most reliable and commonly used method to verify the quality of a welding joint
is to tear the welded parts apart and to measure the spot diameter. However, the weld-
ing joint is thereby destroyed. Some nondestructive methods for estimating the spot
diameter also exist, but so far, no real-time, nondestructive method for online use on
production lines has been developed. The two most common methods of nondestruc-
tive testing are radiographic and ultrasonic weld inspection [2]. These methods can also
be used to detect discontinuities within the internal structure of a weld. Another exam-
ple of nondestructive quality control methods of spot welding is the method based on
primary circuit dynamic resistance monitoring by Cho and Rhee [3].

Different combinations of welding machines used and materials welded constitute
distinctive welding processes. In other words, welding processes could also be called
production batches. In this study, the properties of welding experiments that distinguish
different processes are the type of welding machine used, the materials welded, the
thicknesses of the materials and the welding time. However, changes in current, elec-
trode force and electrode wear are thought to be internal changes of processes. Recog-
nition of the most similar process from a pool of previously stored processes is called
process identification.

This study is a follow-up on a previous article by the authors, in which different clas-
sification methods were evaluated for use in the identification of spot welding processes
[4]. That study showed that welding processes can be reliably identified by extracting
certain statistical and geometrical features of current and voltage signals measured dur-
ing welding and performing classification based on these features. The k-nearest neigh-
bour classifier (kNN) with the parameter value k=3 was found to be the most suitable
method for the classification of spot welding processes.

Process identification is needed to be able to utilise information collected from pre-
viously run processes to produce new welding spots of good quality. The characteristics
of a sample from a new welding process can be compared to information collected from
previously run processes to find a similar process. After that, the process parameters of
the previous process already proven to lead to high-quality welding joints can be ap-
plied to the new process. With this approach, good welding results are achieved right
from the beginning, and the time needed for the set-up of a new process can be signif-
icantly reduced. In addition, if a similar process is found, the quality control methods
that proved viable for that process can also be used for the new process.

In the previous study by the authors, classification of welding processes was per-
formed using altogether 54 distinctive features extracted from the signal curves recorded
during welding. The aim of this study was to reduce the dimension of the feature space
by eliminating features with less classification-relevant information and to consider the
usefulness of the individual features. This was expected to cut down the time needed
for classification and, most importantly, to further improve the classification accuracy.
Various feature selection methods were tested to find the minimal feature set yielding
good classification results.

Previously, feature selection in the field of spot welding has been studied by
Stoppiglia et al. [5]. In that study, however, only one process was considered at a
time, and the study concentrated exclusively on nondestructive estimation of the diam-
eter of the welding spot. The existing feature selection methods have been extensively
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reviewed in the studies [6] and [7]. Especially, in [7] and [8], the Sequental Floating
Feature Selection methods used in this study have been shown effective and suitable for
feature selection problems with the dimension of the feature data of the same magnitude
as the data used in this study.

2 The Data

The data used in this study were supplied by two welding equipment manufacturers.
There were altogether 20 processes, of which 11 had been welded at Harms+Wende
GmbH & Co.KG and 9 at Stanzbiegetechnik. A total of 3879 welding experiments
were covered. The experiments were done by welding two metal objects together using
a resistance spot welding machine. Each of the observations contained measurements
of current and voltage signals recorded during welding.

The raw signal curves contained plenty of oscillatory motion and a pre-heating sec-
tion, and they were therefore pre-processed. The pre-heating parts of the curves were
cut off, so that all that remained was the signal curves recorded during the actual weld-
ing phase. In addition, the curves were smoothened using the Reinsch algorithm [9]. An
example of a signal curve before and after pre-processing is shown in Fig. 1a,b.

3 The Features

Altogether 54 geometrical and statistical features were extracted from the two signal
curves relating to a single welding experiment. The geometrical features were chosen
to locate the transition points of the curves as precisely as possible. The statistical fea-
tures included the median of the signal and the arithmetic means of the signal values
calculated on four intervals based on the transition points. In addition, the signal curve
was divided into ten intervals of equal length, and the means of the signal values within
these intervals were used as features. There were altogether 12 geometrical and 15 sta-
tistical features extracted from both signal curves. The features are demonstrated in
Figs. 2 a,b.

In practice, it often happens that some of the geometrical features overlap, and that
the overlapping features vary from one curve to another. However, this can also be
regarded as a characteristic of the curve. In Fig. 2a, all the geometrical features are
demonstrated on an artificial curve simulating the real data. On this curve, the features
do not overlap, but the curve is otherwise notably similar to genuine signal curves.
Figure 2b shows an example of the features calculated on a real signal curve.

The ten means of a signal curve have earlier been used as features in the articles
[4][10] [11] and [12]. It has been discovered that they present the main characteristics
and differences of the curves very well and are therefore suitable to be used in the
quality control and identification of welding processes.

4 Feature Selection

Of the classification methods evaluated in the previous article by the authors [4], the k-
nearest neighbour classifier proved to be optimal for the identification of spot welding
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(a) (b)

Fig. 1 (a) A raw signal curve. The pre-heating section is outlined with a rectangle. (b) The same
curve after pre-processing.

(a) (b)

Fig. 2 (a) The geometrical features on an artificial voltage curve. The line segments A–D below
the curve demonstrate the intervals based on the transition points on which means were calcu-
lated. (b) An example of how the geometrical features often partially overlap in practice. On this
voltage curve, the features named “peak” and “max” overlap.

processes. The parameter value k=3 was selected based on the comparative study. The
classification was performed using alternatively either all the 54 features extracted from
the curves or only the ten mean values calculated on both signal curves (altogether 20
features). The best results were obtained using the ten means. In that case, a classifica-
tion accuracy of 98.53 percent was obtained, while the classification based on all the
54 features yielded notably inferior results with a classification accuracy of only 84.13
percent.

Although good classification results were obtained using the ten means as features,
there was still an interest to study the usability of the other features. Also, the amount
of classification-related information carried by each of the ten means was unknown.
Therefore, various feature selection methods were applied to the entire feature set to
find the optimal feature subset to be used in classification. It was studied whether clas-
sification accuracy could be further improved by discarding redundant features. Since
dimension reduction of the feature set also reduces the computational time required for
classification, a minimal subset was searched for.

Five different feature selection methods were tested: Sequential Forward Selection
(SFS), Sequential Backward Selection (SBS), Sequential Forward Floating Selection
(SFFS), Sequential Backward Floating Selection (SBFS) and n Best Features Selection.
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SFS is a simple bottom-up search procedure in which one feature at a time is added
to the current feature set. At each stage, the feature to be included is selected from
the set of remaining available features, so that the new extended feature set yields a
maximum value of the criterion function used [13]. The SBS method is the top-down
counterpart of the SFS algorithm.

The Floating Forward and Backward Feature Selection methods, SFFS and SBFS,
introduced in [14], are based on the plus l-take away r method [15], in which the feature
set is alternately enlarged by l features using the SFS method and reduced by discard-
ing r features applying the SBS algorithm. In the Floating Feature Selection methods,
however, the number of forward and backward steps is dynamically controlled instead
of being fixed in advance. The conditional inclusion and exclusion of features is con-
trolled by the value of the criterion function. In the bottom-up algorithm, SFFS, after
each forward step, a number of backward steps are applied as long as the resulting
subsets yield better values of the criterion function than the previously evaluated ones
of the same dimension. In the top-down counterpart, SBFS, an exclusion of a feature
is followed by a series of successive conditional inclusions if an improvement to the
previous sets can be made. The feature to be included into the current feature set or
excluded from it is always the one that improves the set most or degrades the value of
the criterion function least [14].

The n Best Features Selection method simply means selection of the n individually
best features in the sense of maximizing the criterion function. It is the simplest alter-
native for feature subset selection, but also the most unreliable since the features may
correlate with each other. Therefore, it was only used for comparison in this study.

The best possible way to design the process identification system would have been
to select the feature set and the classification method used simultaneously. However,
because the kNN classifier had previously been found suitable for the process identifi-
cation task [4], the effectiveness of the different feature subsets produced by the feature
selection methods were evaluated using the classification accuracy of the 3NN classifier
as the criterion function. In addition, the k-nearest neighbour method has been used to
measure the goodness of a feature set also in the studies [7] and [8].

The SFS, SBS and n Best Features methods were selected to be used in this study
because of their easy application and relatively short calculation time. Compared to the
basic sequential feature selection methods, the main advantage of the floating methods
is that the resulting feature sets of different dimensions are not necessarily nested, as in
the case of the SFS and SBS methods. This is because the floating methods are able to
correct the erroneous decisions made at the previous steps of the algorithm. Therefore,
these methods provide a close to optimal solution to the problem of feature subset se-
lection [14]. Because of this characteristic, they are also highly applicable to problems
involving nonmonotonic feature selection criterion functions, which was the case in this
study. In addition, even though the floating feature selection methods are only nearly
optimal, they are much faster than the optimal but computationally prohibitive Branch
and Bound algorithm [16].

In order to evaluate classification accuracy when using different feature sets, the
data were divided into training and test data sets, which consisted of 2/3 and 1/3 of the
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data, respectively. The training data set was used to train the 3NN classifier, and the test
data set was used to evaluate the classification accuracy.

5 Results

The best possible feature subsets for maximizing the 3NN classifiers classification accu-
racy were searched for. The feature selection methods were applied to both the original
and a normalized feature set. The latter was formed by normalizing the feature values
of the original feature set to have an average of zero and a standard deviation of one.
The results of the classification using feature subsets constructed by the various feature
selection methods are presented in Table 1a,b.

The tables show the best classification accuracy obtained using feature sets formed
by each of the feature selection methods. The feature subsets of all dimensions between
1 and 54 (dimension of the original feature set) were formed with each of the fea-
ture selection methods. Classification using each of these sets was performed, and the
best classification accuracy obtained was recorded in the tables. The percentages in the
middle row indicate the ratios of correctly classified processes and the numbers in the
bottom row stand for the dimension of the feature set used in classification. It should be
noted that the best feature subsets produced by the different feature selection methods
are composed of unequal numbers of features.

The classification results of feature subsets formed from the unnormalized features
are presented in Table 1a, and the results of the subsets constructed from the normalized
features are shown in Table 1b. It can be seen that the subsets of the set of normalized
features are notably larger than the subsets of the set of original features. However, the
dimensions and classification accuracies of the different feature subsets are difficult to
compare since only the subsets yielding the best classification results were considered
at this point. Only the backward methods, SBS and SBFS, seem to yield better feature
subsets when applied to normalized data. Nevertheless, the dimensions of these sets,
17 and 29, are much larger than those of the subsets formed from the unnormalized
feature data, which are both of dimension 7. For comparison, it can be studied what the
classification accuracies would be for smaller subsets of the set of normalized features
formed with the backward methods. These results are presented in Table 2. It can be
seen that quite good classification results are also obtained by using the smaller feature
sets. However, these results do not compare with the classification results of the subsets
produced from the unnormalized feature set by the forward methods, SFS and SFFS.

From the point of view of this study, it was considered more important to find a
moderately small feature set that yields excellent classification results than to reduce the
dimension of the feature set used to the absolute minimum. It can be stated, however,
that the best classification results are obtained with small feature subsets formed from
the original feature set. The best of all feature subset with a classification accuracy of
99.30 percent was produced by the SFFS method. The dimension of this set was 11.
The SFS method also yielded a feature subset with almost equally good classification
accuracy of 98.92 percent. And what is remarkable about this result is that this set
consists of only 6 features.
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Table 1 Classification results of the 3NN classifier using different feature subsets formed by the
feature selection methods together with the number of features included in each feature set. (a)
Subsets formed from the original feature set. (b) Subsets formed from normalized feature data

(a) Feature selection method SFS SBS SFFS SBFS nBEST
Classification accuracy 98.92 84.67 99.30 84.75 95.28
Number of features used 6 7 11 7 10

(b) Feature selection method SFS SBS SFFS SBFS nBEST
Classification accuracy 98.30 97.14 98.45 97.45 95.12
Number of features used 18 17 19 29 52

Table 2 Classification accuracies of subsets of different dimensions formed by the SBS and SBFS
methods from the normalized feature set

Method/Dim. 6 7 8 10 15 20
SBS 95.74 96.28 96.44 96.83 96.75 97.06

SBFS 95.67 96.21 96.52 96.90 97.14 97.21

The observation that, in general, the subsets generated from the set of original fea-
tures yield better classification results than the subsets formed from the normalized data
alludes that the measurements of current contain more information related to process
identification than the measurements made of voltage. This is because the original range
of current measurement values was wider than the range of voltage values. Therefore,
in the case of the original data, the features extracted from the current signals affect
the classification more than the features calculated from the voltage signals. Since the
influence of the two signals is equalized in normalized data, this implies that the fea-
tures calculated from current signals are more significant to process identification than
the features extracted from the voltage signals. From experience, however, it is known
that only a rough classification of welding processes can be made based on the current
signals alone, and the information carried by the voltage signals is also needed to get
more precise results.

The significance of the features extracted from the current signals can also be es-
tablished by comparing the amount of classification-related information contained in
each of the features individually. Table 3a presents the 20 individually best features of
the normalized feature set. The column in the middle shows the accuracy of classifica-
tion based on only one feature. The classification results of the feature subsets formed
with the n Best Features Selection method are presented in the column on the right.
It can be seen that all the 20 individually best features are extracted from the current
curves. (The first feature extracted from voltage signals would be the 22nd on this list.)
However, the individual goodness of the features is not a sufficient criterion for feature
selection since the features may correlate with each other. Because of this, the feature
subsets produced by the n Best Features Selection method are generally inferior to the
subsets formed by the other methods. The best subset formed from the normalized fea-
ture set yielded a classification accuracy of 95.12 percent, and the subset consisting of
unnormalized features yielded an accuracy of 95.28 percent as seen in Table 1.
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Table 3 The 20 individually best features of the normalized feature set. A c at the end of a feature
name means that the feature has been extracted from the current signal, while a v stands for
voltage signal

Feature % n
median c 72.45 72.45
start value c 72.29 89.47
mean C c 71.67 90.40
interval mean 5 c 71.36 92.57
mean D c 69.51 92.57
interval mean 6 c 69.20 92.26
interval mean 4 c 68.65 92.57
interval mean 2 c 68.50 94.58
interval mean 7 c 68.19 94.74
mean A c 66.33 94.97
interval mean 8 c 65.87 94.58
interval mean 9 c 65.71 94.50
interval mean 10 c 64.94 94.35
interval mean 3 c 64.63 94.43
peak value c 62.38 94.50
mean B c 61.84 94.50
max value c 61.77 93.96
interval mean 1 c 61.53 94.43
last value c 60.06 94.81
min value c 59.68 94.66

It should also be noted in Table 3 that all of the ten means calculated on the current
signal (called interval means) are among the 18 individually best features. After this,
it only seems logical that remarkably better classification results were obtained in the
previous study using a feature subset consisting of the ten means than using the entire
feature set in classification.

In Table 4, the features selected by the SFS, SFFS and n Best Features Selection
methods are presented. These feature subsets of the dimensions 6, 7 and 10 were formed
from the unnormalized feature set. It can be seen that several of the features have been
selected by two or all three of the methods. Again, the ten means are well represented
in the set of features selected. It should also be noted that the SFS and SFFS methods
have selected approximately evenly features extracted from the current and the voltage
signals. As the best classification results are obtained using feature subsets formed by
these methods, it can be concluded that the use of features extracted from both the
signals is necessary to obtain excellent classification results.

6 Conclusions

In this study, various feature selection methods were discussed with an aim to improve
the performance of a spot welding process identification system. The methods were
applied to a set of features extracted from current and voltage signals recorded during
welding. The classification accuracy of the 3NN classifier found suitable for the process
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Table 4 The features selected by the SFS, SFFS and n Best Features Selection method from the
original feature set

Feature SFS SFFS nB
start value c x x x
interval mean 2 c x x x
interval mean 1 v x x
interval mean 5 v x x
median c x x
interval mean 5 c x x
interval mean 6 c x x
interval mean 10 v x
last value v x
peak value v x
median v x
interval mean 3 v x
interval mean 6 v x
mean A c x
mean C c x
mean D c x
interval mean 4 c x
interval mean 7 c x

identification task in a previous study was used as the criterion function for the feature
subsets produced by the methods. Altogether five different feature selection methods
were tested on both the original and a normalized feature set. These methods were
the Sequential Forward Selection (SFS), the Sequential Backward Selection (SBS), the
Sequential Forward Floating Selection (SFFS), the Sequential Backward Floating Se-
lection (SBFS) and the n Best Features Selection. In general, the subsets generated from
the set of original features yielded better classification results than the subsets formed
from the normalized data.

It was discovered that classification accuracy can be improved from the 84.13 per-
cent obtained previously to 99.30 percent simultaneously reducing the dimension of
the feature set from 54 to 11. This reduction in the feature set size facilitates both the
extraction of features and the actual process identification. The best feature subset (clas-
sification accuracy of 99.30 percent) was obtained using the SFFS method. The feature
subset produced by the SFS method also yielded a very good classification result. The
classification accuracy obtained using this set was 98.92 percent. And what is most im-
portant about this result is that the dimension of this set was notably smaller than the
dimension of the set produced by the SFFS method being only 6. Hence, it was shown,
that the dimension of the feature subset used in classification can be significantly re-
duced and the performance of the spot welding process identification system notably
improved.

By considering the amount of classification-related information contained in each
of the features individually, it was confirmed that the ten means calculated on intervals
of equal length of a signal curve are indeed very good features to be used in classifi-
cation. In addition, it was discovered that the features extracted from current signals
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contain more information related to process identification than those calculated from
voltage signals. Nevertheless, the use of both of these is necessary to obtain excellent
classification results.

Acknowledgements

We would like to thank our partners in cooperation Fachochschule Karlsruhe, Stanz-
biegetechnik and Harms + Wende GmbH & Co.KG. Furthermore, we would like to
express our gratitude for the financial support provided by the Commission of the Eu-
ropean Communities, specific RTD programme “Competitive and Sustainable Growth”,
G1ST-CT-2002-50245, “SIOUX”, and Infotech Oulu, an umbrella organization for in-
formation technology research in Oulu region.

References

1. TWI: World centre for materials joining technology. Resistance Spot Welding,
www document (2004) Retrieved September 29, 2005, from www.twi.co.uk/j32k/
protected/band_3/kssaw001.html.

2. Anderson, T.: Radiographic and ultrasonic weld inspection: establishing weld integrity with-
out destroying the component. Practical Welding Today, December 13 (2001)

3. Cho, Y., Rhee, S.: Primary circuit dynamic resistance monitoring and its application to
quality estimation during resistance spot welding. Welding Journal 81 (2002) 104–111

4. Haapalainen, E., Laurinen, P., Junno, H., Tuovinen, L., Röning, J.: Methods for classifying
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Abstract. A fuzzy logic resource allocation algorithm that enables a collection 
of unmanned aerial vehicles (UAVs) to automatically cooperate will be 
discussed. The goal of the UAVs’ coordinated effort is to measure the 
atmospheric index of refraction. Once in flight no human intervention is 
required. A fuzzy logic based planning algorithm determines the optimal 
trajectory and points each UAV will sample, while taking into account the 
UAVs’ risk, risk tolerance, reliability, and mission priority for sampling in 
certain regions. It also considers fuel limitations, mission cost, and related 
uncertainties. The real-time fuzzy control algorithm running on each UAV 
renders the UAVs autonomous allowing them to change course immediately 
without consulting with any commander, requests other UAVs to help, and 
change the points that will be sampled when observing interesting phenomena. 
Simulations show the ability of the control algorithm to allow UAVs to 
effectively cooperate to increase the UAV team’s likelihood of success. 

Keywords. Decision support systems, distributed control systems, fuzzy 
control, knowledge-based systems applications, software agents for intelligent 
control systems. 

1 Introduction 

Knowledge of meteorological properties is fundamental to many decision processes. 
Due to personnel limitations and risks, it is useful if related measurement processes 
can be conducted in a fully automated fashion. Recently developed fuzzy logic based 
algorithms that allow a collection of unmanned aerial vehicles (UAVs) and an 
interferometer platform (IP) [9] to automatically collaborate will be discussed. The 
UAVs measure the index of refraction in real-time to help determine the position of 
an electromagnetic source (EMS). The IP is actually an airplane with an 
interferometer onboard that measures emissions from the electromagnetic source 
whose position is to be estimated. Each UAV has onboard its own fuzzy logic based 
real-time control algorithm. The control algorithm renders each UAV fully 
autonomous; no human intervention is necessary. The control algorithm aboard each 
UAV will allow it to determine its own course, change course to avoid danger, sample 
phenomena of interest that were not preplanned, and cooperate with other UAVs. 

Section 2 provides an overview of the meteorological sampling problem and a 
high level description of the planning and control algorithms that render the UAV 
team fully autonomous. Section 3 discusses the electromagnetic measurement space, 
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UAV risk, and the planning algorithm. Section 3 also discusses the UAV path 
construction algorithm that determines the minimum number of UAVs required to 
complete the task, a fuzzy logic based approach for assigning paths to UAVs and 
which UAVs should be assigned to the overall mission. Section 4 describes the 
control algorithm that renders the UAVs autonomous. Section 4 also describes the 
priority for helping (PH) algorithm, a part of the control algorithm based on fuzzy 
logic that determines which UAV should help another UAV requesting help. The 
three subclasses of help requests are also discussed in this section. Section 5 discusses 
experimental results including UAV path determination, UAV path assignment, 
determination of which UAVs should fly the mission and the result of a request for 
help during the mission. Finally, Sect. 6 provides a summary.  

2 Meteorological Sampling and Cooperative  
Autonomous Platforms 

For many applications it is useful to be able to make meteorological measurements in 
real-time. Examples include determining the index of refraction of the atmosphere to 
facilitate geo-location [9]; determination of the presence and extent of such 
phenomena as radio holes and ducts, which may interfere with communications; 
tracking atmospheric contaminants [10]; and sand suspended in the atmosphere that 
can interfere with sensors. 

The fuzzy logic based planning and control algorithms that have been developed 
allow a collection of UAVs making up the UAV team to engage in cooperative 
sampling of the atmosphere in real-time without human intervention. Each UAV will 
have its own control algorithm allowing it to determine new optimal trajectories in 
real-time subject to changing conditions. Also, the control algorithm on the UAVs 
will allow them to cooperate to increase the probability of mission success. There will 
be two different types of cooperation allowed by the control algorithm and three 
classes of help requests which are discussed in Sect. 4. 

3 Planning and Risk  

The measurement space consists of the electromagnetic propagation environment 
where UAVs and the IP make their measurements. This environment includes sample 
points and the desirable neighborhoods that surround them. The sample points or the 
desirable neighborhoods are where the UAVs will make measurements. The method 
of determining the sample points and desirable neighborhoods is described below. 

The measurement space also includes taboo points and the undesirable 
neighborhoods that surround them. The taboo points are points of turbulence and 
other phenomena that could threaten the UAVs. The undesirable neighborhoods 
surrounding them also represent various degrees of risk. The method of specifying 
taboo points and quantifying the degree of risk associated with their undesirable 
neighborhoods employs fuzzy logic and is discussed in this section. 
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The planning algorithm allows the determination of the minimum number of 

UAVs needed for the mission subject to fuel constraints, risk, UAV cost, and 
importance of various points for sampling. Risk refers to turbulent regions or regions 
undesirable for other reasons, e.g., the presence of enemy observers or physical 
obstructions. The planning algorithm automatically establishes the order in which to 
send the UAVs taking into account the UAV’s value; onboard sensor payload; 
onboard resources such as fuel, computer CPU and memory; etc. The priority of 
sample points and their desirable neighborhoods are taken into account. The planning 
algorithm also calculates the optimal path around undesirable regions routing the 
UAVs to or at least near the points to be sampled. 

In the planning phase, the location of the EMS is unknown. Some positions are 
more likely than others for the EMS’s location. When establishing likely positions for 
the EMS, human experts are consulted. The experts provide subjective probabilities of 
the EMS being located at a number of positions. These likely EMS locations are 
referred as hypothesis positions. Ray-theoretic electromagnetic propagation [1] is 
conducted from each hypothesis position to each interferometer element on the IP. 
The points on the sampling grid nearest the points of each ray’s passage are the 
sample points. The priority of a sample point is related to the subjective probability of 
the hypothesis position from which the associated ray emerges. Sample points arising 
from the highest probability hypothesis positions have priority one; sample points 
associated with lower probability hypothesis positions, priority two; etc. 

Each sample point is surrounded by what are referred to as desirable 
neighborhoods. Depending on local weather, topography, etc., the desirable neighbor-
hoods are generally concentric closed balls with a degree of desirability assigned to 
each ball. The degree of desirability characterizes the anticipated variation in the 
index of refraction. 

A point may be labeled taboo for a variety of reasons. A taboo point and the 
undesirable neighborhoods containing the point generally represent a threat to the 
UAV. The threat may take the form of high winds, turbulence, icing conditions, 
mountains, etc. The undesirable neighborhoods around the taboo point relate to how 
spatially extensive the threat is. 

When determining the optimal path for the UAVs to follow both the planning 
algorithm and the control algorithm running on each UAV take into account taboo 
points and the undesirable neighborhood around each taboo point. The path planning 
algorithm and control algorithm will not allow a UAV to pass through a taboo point. 
Both the concepts of risk and risk tolerance are based on human expertise and employ 
rules each of which carry a degree of uncertainty. This uncertainty is born of 
linguistic imprecision [11], the inability of human experts to specify a crisp 
assignment for risk. 

Risk is represented as a fuzzy decision tree [2] [4] [5] [6] [7] [8]. The risk subtree 
defined below is a subtree of the larger risk tree that was actually used. The risk tree is 
used to define taboo points and the undesirable neighborhoods surrounding the taboo 
points.  

The root concepts on the risk tree use the membership function defined in (1–3), 
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tabooq = position of taboo point (3) 

where the “taboo point,” tabooq  is the point at which the risk phenomenon has been 
observed.  The root concepts used on the risk subtree are given in (4), and the 
subscript α is an element of the root concept set , RC, i.e., 

∈α RC={Mountains, High Tension Wires, Buildings, Trees, Smoke Plumes, 
Suspended Sand, Birds/Insects, Other UAVs, Air Pollution, Civilian, Own 

Military, Allied Military, Neutral Military, Cold, Heat, Icing, Rain, Fog, Sleet, 
Snow, Hail, Air Pocket, Wind, Wind Shear, Hostile Action/Observation} 

(4) 

The norm in (2) is typically taken as an Euclidean distance.  The values taken by the 
quantity lΔ will be discussed in a future publication. 

The fuzzy membership function for the composite concept “risk” is defined as 
( ) ( )x,qmaxx,q taboo

RC
taboorisk α

α
μμ

∈
=  (5) 

The best path algorithm is actually an optimization algorithm that attempts to 
minimize a cost function to determine the optimal trajectory for each UAV to follow, 
given a priori knowledge.  The cost function for the optimization algorithm takes into 
account various factors associated with the UAV’s properties, mission and 
measurement space.  Two significant quantities that contribute to the cost are the 
effective distance between the initial and final proposed positions of the UAV and the 
risk associated with travel. 

For purposes of determining the optimal path, the UAV is assumed to follow a 
rectilinear path consisting of connected lines segments, where the beginning and 
ending points of each line segment reside on the UAV’s sampling lattice.  Let A and 
B be two grid points on the UAV’s sampling grid with corresponding position 
vectors, BA rr and , respectively.  Denote the Euclidean distance between A and B 
as ( )BA r,rd .  Let ( )BA r,rv  be the speed at which the UAV travels in going from Ar  to 
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where taboon is the number of taboo points, i.e., columns in the taboo point matrix 
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Br . If both BA rr and are sample points then the UAV travels at sampling velocity, 
otherwise it travels at non-sampling velocity. The path cost is given by  



 
[ ]

taboon21 t,,t,tTaboo ≡  (7) 

and tabooi n,,2,1i,t =  are the taboo points determined to exists in the measurement 
space when ( )BA r,rtcos_path is calculated.  The quantity, β , is an expert assigned 
parameter.  Note that ( )BA r,rtcos_path  is an effective time.  When risk is not 

present, i.e., ( )⋅
=

taboon

1i
Birisk r,tμβ  is zero, then ( )BA r,rtcos_path  is the actual travel 

time.  When risk is present then the travel time is increased.  The time increase will be 
significant if the risk is high. 

If the candidate path for the mission consists of the following points on the UAV 
lattice given by the path matrix in (8), 

[ ]n21i r,,r,rPath =  (8) 
then the total path cost is defined to be 

≡
−
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Determining the optimal path for the ith UAV consists of minimizing the total 
path cost given by (9) such that there is enough fuel left to complete the path. 

The planning algorithm determines the path each UAV will pursue, which points 
will be sampled, the minimum number of UAVs required for sampling the points and 
makes assignments of UAVs for measurements at particular points.  UAVs are 
assigned as a function of their abilities to sample high priority points first.  The 
planning algorithm determines flight paths by assigning as many high priority points 
to a path as possible taking into account relative distances including sampling and 
non-sampling velocity, risk from taboo points, and UAV fuel limitations.  Once flight 
paths are determined, the planning algorithm assigns the best UAV to each path using 
the fuzzy logic decision rule for path assignment described in this section.   

The planning algorithm must assign UAVs to the flight paths determined by the 
optimization procedure described below in this section.  This is referred to as the 
UAV path assignment problem (UPAP).  The planning algorithm makes this 
assignment using the following fuzzy logic based procedure.  To describe the decision 
rule it is necessary to develop some preliminary concepts and notation. 

Each UAV will fly from lattice point to lattice point, i.e., grid point to grid point, 
let one such route be given by the matrix of points, 

[ ]1n21 P,P,,P,PPath
path

=  (10) 

where the ordering of points gives the direction of the route, i.e., starting at 1P  and 

ending at 1P .  Let the taboo points be those given in (7).  Let the degree of 
undesirability of the neighborhood associated with taboo points, tabooi n,,2,1i,t =  be 

denoted ( )jirisk P,tμ  for the route points pathj n,,2,1j,P = .  The definition of the 
mission risk is 

( ) ( )≡
= =

taboo pathn
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1j
jirisk P,tPathrisk_mission μ  (11) 
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Within the path specified by (10), let there be the following sample points to be 

measured, spj n,,2,1j,S = .  Let the function prio assign priorities to the sample 

points, i.e, ( )jSprio  is the priority of the jth sample point.  The values that ( )jSprio  
can take are positive integers with one representing the highest priority, two the next 
highest priority, etc.  The mission priority for Path is defined to be 

( ) ( )≡
=

spn

1i iSprio
1Pathprio_mission  (12) 

Furthermore, let the ( )( )Path,iUAVT  be the amount of time it will take UAV(i) to fly 
and make measurements along Path . 

The fuzzy degree of reliability experts assign to the sensors of UAV(i) is denoted 
as ( )( )iUAVsrμ .  This is a real number between zero and one with one implying the 
sensors are very reliable and zero that they are totally unreliable.  Likewise, 

( )( )iUAVnsrμ is the fuzzy degree of reliability of other non-sensor systems onboard 
the UAV(i).  This fuzzy concept relates to any non-sensor system, e.g., propulsion, 
computers, hard disk, deicing systems, etc.  The value of UAV(i) in units of $1000.00 
is denoted as ( )( )iUAVV .  The amount of fuel that UAV(i) has at time t is denoted 

( )( )t,iUAVfuel .  All the UAVs participating in a mission are assumed to leave base at 
time, ott = . 

Let UAV(i)’s fuzzy grade of membership in the fuzzy concept “risk tolerance” be 
denoted as ( )( )iUAVtolrisk−μ .  The quantity, ( )( )iUAVtolrisk−μ , is a number between 
zero and one and will be simply referred to as UAV(i)’s risk-tolerance.  If the risk 
tolerance is near zero then the UAV should not be sent on very risky missions.  If the 
UAV’s risk tolerance is near one then it can be sent on very risky missions.  It seems 
natural to compare risk-tolerance to value.  So the comparison can be carried out on 
the same footing, a fuzzy concept of value should be defined. 

The fuzzy grade of membership in the fuzzy concept “Value” of each UAV that 
can be assigned to the mission is defined as 

( )( ) ( )( )
( )( ){ }

UAV
UAV

max UAVV

j

Value i
i

Value j
μ ≡  (13) 

The “max” operation in (13) is taken over the set of all possible UAVs that can be 
assigned to the mission. 

The advantage of the concept of “risk-tolerance” is that it gives the user an extra 
concept to exploit.  If the UAV is not of great relative value, but it still might be 
needed for a crucial mission after the current one, it might be useful to give it a low 
risk tolerance so that it is not lost on the current mission.  This may allow it to be used 
on the following mission. 

The final concept and related fuzzy membership function that must be defined is 
“slow”.  A UAV is said to be slow if it takes a long time to travel a particular path.  
The fuzzy membership function for the concept “slow” is defined as follows: 
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A “slow” UAV experiences a higher relative mission risk since it is in the field longer 
and may be exposed to risk longer. 

To construct the fuzzy membership function for the fuzzy concept “assign UAV to 
Path” (AUP) make the following definitions: 

(15) 

(16) 

(17) 

(18) 

The Heaviside step function denoted as χ in (15) takes the value one when its 
argument is greater than or equal to zero and is zero otherwise.  The quantity fuelε is 
added to the fuel term to make sure the UAV selected has more than enough fuel.  
Given the definition of ( )( )Path,iUAVnum  the fuzzy membership function that gives 
the grade of membership of UAV(i) in the fuzzy concept “assign UAV to Path” is 
defined as 

(19) 

where the “max” operation in the denominator of (19) is taken over the set of all 
UAVs that can be assigned to the path. 
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4 Control Algorithm 

Each UAV has a real-time algorithm onboard it that allows recalculation of paths 
during flight due to changes in environmental conditions or mission priorities. These 
changes typically become apparent after the planning algorithm has run during the 
pre-flight stage. As in the case of the planning algorithm the control algorithm uses an 
A-star algorithm [3] to do the best path calculation, employs fuzzy logic and solves a 
constrained optimization problem. Although this can require a number of minutes of 
computation on a two to three gigahertz computer, this is considered adequate given 
the required UAV flight time between points. 

The control algorithms’ recalculation of flight paths can be triggered by a number 
of events such as weather broadcasts that indicate new taboo regions or changes of 
priority of sample points. For those changes that do not require UAVs supporting each 
other, the control algorithm does not differ from the planning algorithm. The control 
algorithm is faster by virtue that it only need process those parts of the measurement 
space where there have been changes relative to sample or taboo points. 

A UAV may requests help if it discovers a potential elevated system like a radio 
hole, malfunctions or suspected malfunctions. All of these conditions can result in 
help messages being transmitted between the UAVs. These help messages can result 
in interactions between the UAVs based on transmission of the results of priority 
calculations for rendering support to the requesting UAVs.  

Currently in the control stage, when a UAV discovers an interesting physical 
phenomenon, is malfunctioning, or suspects due to internal readings that it is 
malfunctioning, it sends out a request for help. Each UAV receiving this message 
calculates its priorities for providing assistance to the UAV in need. This priority 
calculation gives rise to a number between zero and one, inclusive, which is 
subsequently transmitted to the original UAV desiring support. The requesting UAV 
sends out an omni-directional message with the ID of the UAV with highest priority 
for contributing support. The high priority UAV then flies into the necessary 
neighborhood of the requesting UAV to provide help. 

There are three classes of help request. The first occurs when a UAV, the 
requester, determines it may have discovered an interesting physical phenomenon. 
This phenomenon may be an elevated duct, radio hole, rain system or some other type 
of system with physical extent. The requester desires to determine if the phenomenon 
has significant extent. It will request that a helping UAV or UAVs sample likely 
distant points within this phenomenon. 

The second class of help request relates to a UAV that according to internal 
diagnostics may be experiencing a sensor malfunction. This UAV will requests that 
another UAV or UAVs measure some of the points that the requesting UAV 
measured. This will help determine if the UAV is actually malfunctioning. If the 
requesting UAV is determined to be malfunctioning, then it will fly back to base, if it 
is capable. The determination of whether it is actually malfunctioning requires some 
consideration. Since the second UAV will probably be measuring a distant point at a 
time different than the original requesting UAV made its measurements, potential 
variation in the index of refraction over time must be taken into account. 

When a UAV sends out an omni-directional request for help, those UAVs 
receiving the message will calculate their fuzzy priority for helping, denoted as “PH.” 



 
The UAV that will ultimately help the requester is the one with the highest fuzzy 
priority for helping.  The fuzzy priority for helping takes into account a variety of 
properties of the potential helper.  The set of UAVs that receive the request for help 
from UAV(i) at time t is denoted as ),( tihelp .  If UAV(i) request help at time t and 
UAV(j) receives the message then UAV(j) will take into account the amount of time, 
denoted, ( )( )jUAVtime_help , it will take it to fly from the point where it received the 
request to the point where it would provide support.  It also takes into account the 
amount of fuel UAV(j) has left at the time of the request, denoted ( )( )t,jUAVfuel ;  
UAV(j)’s fuzzy concept of price denoted as “price”, and UAV(j)’s fuzzy concept of 
“mission priority” at time, t . Let the set of relevant UAV properties be denoted as 

prop_UAV and be defined as 

{ }price,prio_mission,fuel,time_help
prop_UAV =

 (20) 

The fuzzy priority for helping denoted as PHμ  takes the form 
( ) ( )( )
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The quantities αw  and αμ  for prop_UAV∈α are expert defined weights and 
fuzzy membership functions, respectively.  The fuzzy membership functions are 
defined in (22–25) and given below, 
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It is assumed that all evaluations are processed at time, t , so time dependence is 
suppressed in (21–25) for notational convenience. A more sophisticated version of the 
control logic that takes path risk, changes in risk, UAV reliability, UAV risk-tolerance 
and missed sample points into account will be the subject of a future publication. 

5 Computational Experiments 

The planning and control algorithms described in the previous sections have been the 
subject of a large number of experiments. This section provides a description of a 
small subset of these experiments. They serve to illustrate how the algorithms were 
tested. Due to space limitations only experiments involving up to three UAVs are 
discussed. 

UAV experiments using only one UAV demonstrate how the planning and control 
algorithm will determine the route the UAV flies so that it is successful in making 
measurements at sample points in space, while the UAV avoids taboo points, that is 
points in space that could damage or destroy the UAV. Experiments using two UAVs 
illustrate how the control algorithm allows the UAVs to automatically support each 
other to increase the probability their joint mission is successful.  

Figures 1–4 use the same labeling conventions. Sample points are labeled by 
concentric circular regions colored in different shades of gray. The lighter the shade 
of gray used to color a point, the lower the point’s grade of membership in the fuzzy 
concept “desirable neighborhood.” The legend provides numerical values for the 
fuzzy grade of membership in the fuzzy concept “desirable neighborhoods”. If the 
fuzzy degree of desirability is high then the index of refraction is considered to be 
close to the index of refraction of the sample point at the center of the desirable 
neighborhood. This allows the UAV to make significant measurements while 
avoiding undesirable neighborhoods. 

Each sample point is labeled with an ordered pair. The first member of the ordered 
pair provides the index of the sample point. The second member of the ordered pair 
provides the point’s priority. For example, if there are spn sample points and the 

thq sample point is of priority p , then that point will be labeled with the ordered pair 
(q,p). 

Points surrounded by star-shaped neighborhoods varying from dark grey to white 
in color are taboo points. As with the sample points, neighborhoods with darker 
shades of gray have a higher grade of membership in the fuzzy concept “undesirable 
neighborhood.” The legend provides numerical values for the fuzzy grade of 
membership in the fuzzy concept “undesirable neighborhood.” UAVs with high risk 
tolerance may fly through darker grey regions than those with low risk tolerance. 
When comparing planning and associated control pictures, if a point ceases to be 
taboo, the neighborhood where it resides is marked by a very dim gray star as well as 
being labeled by a dialog box as being an “old taboo point.” New taboo points and 
their associated undesirable neighborhoods are labeled with dialog boxes indicating 
that they are “new.” 
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UAVs start their mission at the UAV base which is labeled with a diamond-
shaped marker. They fly in the direction of the arrows labeling the various curves in 
Figs. 1–4.  

Figure 1 provides the sample points, taboo points and sample path for one UAV as 
determined by the planning algorithm. It is important to notice that the UAV’s path 
passes directly through each sample point, i.e., through the center of the concentric 
circular regions representing the fuzzy degree of desirability of neighborhoods. 
Fortuitously, the taboo points and their neighborhoods are so positioned that they do 
not interfere with the UAV’s measurement process or its return to base. 

Figure 2 depicts the actual path the UAV flies as determined by the UAV’s real-
time control algorithm. The path determined by the control algorithm differs from the 
one created by the planning algorithm due to real-time changes in taboo points. After 
leaving the UAV base new weather data was acquired informing the UAVs that the 
exact position of the third sample point, i.e., the one labeled (3,1) actually resides 
within an undesirable neighborhood. Due to the high priority of the sample point and 
the UAV’s risk-tolerance, the UAV flies into the taboo points’ undesirable 
neighborhood as indicated in Fig. 2.  

In both the planning and control algorithms the UAV measures sample points of 
two different priorities, with the direction of the flight path selected so that the higher 
priority points are measured first. By measuring high priority points first, the 
likelihood of an important measurement not being made is diminished, if the UAV 
can not complete its mission due to a malfunction, change in weather, etc. 

Also, due to movement of old taboo points or the emergence of new taboo points 
which are marked “New,” the path determined for the UAV using the control 
algorithm is significantly different than the one created by the planning algorithm. 
The path change represents the control algorithm’s ability to reduce UAV risk. 

Figure 3 depicts the sampling path determined by the planning algorithm for an 
experiment involving two UAVs. The first, UAV(1) follows the dashed curve; the 
second, UAV(2), the solid curve. The UAVs were assigned to the different paths by 
the fuzzy path assignment decision rule described in Sect. 3. UAV(1) is assigned to 
sample all the highest priority points, i.e., the priority one points. UAV(2) samples the 
lower priority points, i.e., those with priority two. Due to the greedy nature of the 
point-path assignment algorithm, the highest priority points are assigned for sampling 
first. 

Figure 4 depicts the actual flight path the UAVs take during real-time. Initially, 
UAV(1) is successful in measuring sample points one and two as assigned it by the 
planning algorithm. Just beyond sample point two, UAV(1) experiences a 
malfunction. UAV(1)’s real-time control algorithm subsequently sends out a help 
request informing the only other UAV in the field, UAV(2) of the malfunction. 
UAV(2)’s control algorithm determines a new path for UAV(2) to fly so that the 
priority one points, labeled (3,1) and (4,1), that UAV(1) was not able to sample are 
subsequently measured. After UAV(2) measures sample point five, its new flight path 
allows it to measure sample points three and four. UAV(2)’s control algorithm 
determined it was very important that these priority one points be measured. 
Unfortunately, due to the extra fuel expended in reassigning sample points three and 
four to UAV(2), UAV(2) did not have enough fuel to measure sample points seven 
and eight which were of priority two. UAV(2)’s real-time control algorithm 



 
determined the best possible solution in the face of changing circumstances and 
limited resources. 

It is important to note that the control algorithms running on UAV(1) and UAV(2) 
direct both UAVs to alter their return paths to the base due to the emergence of new 
taboo points making the planning algorithm determined flight paths too dangerous.  
The control algorithm uses each UAV’s fuzzy risk-tolerance to determine how near 
each UAV may approach a taboo point. 

Table 1 Details of three UAV mission depicted in Fig. 5 

 
Fig. 1 One UAV trajectory as determined by 
the planning algorithm. 

 
Fig. 2 One UAV trajectory as determined by 
the real-time algorithm. 
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Figure 5 provides an example of the AUP decision tree’s assignment of three 
UAVs to three paths. The highest priority locations are assigned to UAV(1) as it has 
the greatest fuel capacity, i.e., 90 minutes. UAV(1) however does not have enough 
fuel to handle the high priority points located at positions six and seven and therefore 
UAV(2) is assigned these points along with the second degree high priority locations.  

Table 1 provides numerical details of the tasks depicted in Fig. 5. The column 
labels have the following interpretation: “Location,” the UAV coordinates on the 
map; “Fly mode,” whether the UAV sampled from its previous location to its current 
position. If the UAV sampled then a “S” was entered. “NS” was entered if sampling 
did not occur. “Fuel Time” refers to how much fuel remained by the time the UAV 
reached the associated location. 



 

 
Fig. 3 Trajectory of two UAV as determined 
by the planning algorithm. 

 
Fig. 4 During flight, updates about 
environmental changes cause real-time 
control algorithms on the two UAVs to 
change their trajectories. 
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Fig. 5 Three UAV mission described in Table 1, an example of the AUP decision tree’s 
assignments. 

6 Summary 

Fuzzy logic based planning and control algorithms that allow a team of cooperating 
unmanned aerial vehicles (UAVs) to make meteorological measurements have been 
developed.  The planning algorithm including the fuzzy logic based optimization 
algorithm for flight path determination and the UAV path assignment algorithm are 
discussed.  The control algorithm also uses these fuzzy logic algorithms, but also 
allows three types of automatic cooperation between UAVs.  The fuzzy logic 
algorithm for automatic cooperation is examined in detail.  Methods of incorporating 
environmental risk measures as well as expert measures of UAV reliability are 
discussed as they relate to both the planning and control algorithms.  Experimental 
results are provided.  The experiments show the algorithms’ effectiveness. 
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Abstract. In this chapter, a neural network model is presented for forecasting 
the average speed values at highway traffic detectors locations using the Fuzzy 
ARTMAP theory. The performance of the model is measured by the deviation 
between the speed values provided by the loop detectors and the predicted 
speed values. Different Fuzzy ARTMAP configuration cases are analysed in 
their training and testing phases. Some ad-hoc mechanisms added to the basic 
Fuzzy ARTMAP structure are also described to improve the entire model 
performance. The achieved results make this model suitable for being 
implemented on advanced traffic management systems (ATMS) and advanced 
traveller information system (ATIS). 

Keywords. Fuzzy ARTMAP, travel cost estimates, ATIS. 

1 Introduction 

Traditional models of traffic congestion and management lack the adaptability and 
sophistication needed to effectively and reliably deal with increasing traffic volume 
on certain road stretches. A realistic estimate of planned routes travel cost with 
reasonable accuracy is essential for successful implementation on an advanced 
traveller information system (ATIS) for use in an intelligent transportation system 
(ITS).  An ATIS consists of a route guiding system (RGS) that recommend the most 
suitable route based on the traveller’s requirements, using the information gathered 
from various sources as loop detectors and probe vehicles. The success of an RGS 
will depend on its ability to predict the anticipatory travel cost in addition to the 
historical and real-time travel cost [4]. 

Several aspects should be taken into account to evaluate the travel cost such as 
distance, time, economy, danger or personal preferences. From the distance point of 
view, the travel cost quantification will be strictly static, only dependent on the sum 
of the stretches length. A time based estimate will be dynamic and dependent on 
multiple factors. It could be directly measured or by the distance-speed relationship. 
For a economic estimate, toll fares, vehicle consumption and wear will be considered. 
Road accident risks as well as driving easiness at some particular stretches might be a 
decisive factor to rule out a route. Finally the traveller’s preferences for route services 
or particular scenarios such as mountain or landscape roads could affect the decision 
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eventually. This chapter will focus on speed estimate in road stretches with traffic 
detectors using a Fuzzy ARTMAP neural network structure. As said before, speed 
may be used to calculated the travel time cost as long as distance is known.  

Neural network computing applied to travel cost forecast appeared to overcome 
the shortcomings of preceding methods whose forecasts deteriorate over multiple time 
steps [5]. A neural network provides a mapping between a set of inputs and 
corresponding outputs [1]. The network is trained to learn this mapping using a 
number of training examples. Backpropagation (BP) is the most widely used neural 
network model in civil engineering applications, primarily due to its simplicity. 
However, backpropagation has shortcomings, including a very slow rate of 
convergence and arbitrary and problem-dependent selection of the learning and 
momentum ratios [2]. 

A neural model for forecasting the freeway link travel time using counter 
propagation neural (CPN) network is presented in [4]. There, it was showed that CPN 
model was nearly two orders of magnitudes faster than BP training algorithm for the 
same level of accuracy. In this chapter, a neural network model based on Fuzzy 
ARTMAP is presented for forecasting the average speed values at highway traffic 
detectors locations. Faster as the aforesaid CPN model, the presented model gives 
lightly better average errors in forecasting values in more realistic both training and 
testing scenarios.  

2 Fuzzy ARTMAP Basis 

The Fuzzy ARTMAP, introduced by Carpenter et al. [3] is a supervised network 
composed of two Fuzzy ARTs (ARTa and ARTb) interconnected by a series of 
connections between their output layers. Each connection has an associated weight 
value (wij) between 0 and 1, and may be considered as the membership function value 
in the fuzzy sets theory of the corresponding network category. 

These connections form what is called the map field Fab. The weights of the map 
field are all initialised to 1.  The map field has two parameters: the learning rate βab, 

representation of a Fuzzy ARTMAP network. 
The input data of both ARTa and ARTb are normalized values, between 0 and 1 

(minimum and maximum expected input values respectively), and form the network 
input vectors a and b. This normalization ensures a proportional response of the 
network from the input data. Input vector of ARTa is put in complement coding form, 
resulting in vector A. Complement coding is not necessary in ARTb so the input 
vector B directly presented to the network.  

and vigilance criterion ρab, and an output vector xab. Figure 1 shows  a graphic sample 
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Fig. 1 Sample Fuzzy ARTMAP network. 

2.1 Training 

Fuzzy ARTMAP networks usage requires a training process before being able to 
classify input data.  In this process, a vector representing a data pattern is presented to 
ARTa, and a vector which is the desired output corresponding to this pattern is 
presented to ARTb. The relationship between these two vectors is learned through the 
weight values of the map field. The vigilance criterion of ARTa, ρa, varies during 
learning from a initial value called the baseline vigilance aρ . The vigilance parameter 
of ARTb, ρb, is set to 1 to perfectly distinguish the  desired output vectors.  

When vectors A and B are presented to ARTa and ARTb, both networks soon enter 
resonance. The map field vigilance criterion is then evaluated to verify if the winning 
neuron of ARTa corresponds to the desired output vector presented to ARTb. This 
criterion is: 

abb

ab
J

b

y

wy
ρ≥

∧
 (1) 

where yb is the output vector of ARTb, J is the index of the winning neuron on the 

neuron of the output layer of ARTa and ρab∈[0,1] is the vigilance criterion of the map 
field. If the criterion is not respected, the vigilance of ARTa is increased just enough 
to select another winning neuron (ρa>|A∧wJ|/|A| ) and the vector A is repropagated in 
ARTa.  

When the vigilance criterion is respected, the vigilance value of ARTa is set to its 
initial baseline value aρ  and the map field learns the association between vectors A 
and B by modifying its weights as follows: 

( ) ab
Jab

ab
ab

ab
J wxw ββ −+= 1  (2) 

output layer of ARTa, wab
J corresponds to the weights of the connections to the Jth 
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The weights in ARTa are also modified as: 
( ) ( ) JaJaJ wwAw ββ −+∧= 1  (3) 

In practice, the ARTa learning rate, βa, is set equal to βab, or simply β, defining the 
learning network capability. 

2.2 Classifying 

During the training process the weight values of the Fuzzy ARTMAP were updating, 
as new patterns were presented to the network, till they reached a final value. At this 
point the network can be used as a classifier of the vector data presented to ARTa. 
ARTb is not used during this classifying process and learning network capability is 
deactivated (β=0).  

ARTa will establish a winning node on its output layer from each input vector A 
presented to the network. The output vector of the map field is then set to:  

ab
J

ab wx =   (4) 
where J is the index of the winning node on output layer of ARTa, and wab

J is the 
corresponding weight values vector on the map field . The index J of this component 
is the number of the category in which the input vector A has been classified. The use 
of the map field is thus to associate a category number to each neuron of ARTa’s 
output layer. However, not just the category that best fits an input is the only result of 
the classifying process. The weight values associated with this category may also be 
useful to get ulterior information about the relationship between the input vector and 
the categories learned by the network in the training process. 

3 Working Model 

3.1 Training the Network 

The data for this experiment were collected through the Freeway Performance 
Measurement System (PeMS) project, and could be obtained thanks to the Next 
Generation Simulation (NGSIM) and Federal Highway Administration (FHWA) web 
page at  http://ngsim.fhwa.dot.gov. PeMS project was conducted by the Department 
of Electrical Engineering and Computer Sciences at the University of California, at 
Berkeley, with the cooperation of California Department of Transportation. Available 
data from 5 detector stations on US 101 South for 11 days, from June 8 to June 22, 
excluding the weekends, are provided in this data set. Speed, volume and occupancy 
at each detector for the 5-min time step are presented at each detector in each lane. 
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Fig. 2 Fuzzy ARTMAP training structure. vtr(t), training speed value at instant t; vc

tr(t), training 
speed categorized value at instant t. 

Average speed data from June 13 to June 17 (5 consecutive weekdays, making a 
total of 1440 samples) collected from two stations with different traffic congestion 

Table 1 Training cases 

Case Input training subsets time 
step (min) 

ARTa input 
nodes 

ARTb input 
nodes No. of Categories 

A 6*5 6 1 9 
B 6*5 6 1 81 
C 6*5 6 6 81 
D 6*5 4 4 81 
E 6*5 8 8 81 
F 1*5 6 6 81 

 
Six different structure model cases, shown in Table 1, were considered with 

different number of input and output nodes, categories and time step between 
consecutive input training subsets. In Case A, six ARTa input nodes and one ARTb 
input node were used to associate six consecutive 5-min time step normalized past 
speed values to one categorized future speed value in the map field of the Fuzzy 
ARTMAP, Fab. This categorized speed value is calculated as the average of the six 5-
min time step speed values following the normalized speed values presented to ARTa, 
and categorized into one of  9 possible categories. Numerically, these categories are 
linearly spaced and normalized speed values  in the range of  0–80 mph. In Case B, 
and following ones, the number of categories were increased to 81. In Case C, each 
six consecutive 5-min time step normalized past speed values presented to ARTa were 
associated to six consecutive 5-min time step normalized future speed values 
presented to ARTb. In Case D and E the number of input nodes were changed to 4 and 
8 respectively. Finally in Case F, with six input nodes anew, the consecutive sets of 
values presented to the ARTa and ARTb were 5 min ahead of the former, instead of 
30 min.  
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levels (717486, light; 717489, heavy), were employed to train the net. Figure 2 shows 
the structure of the Fuzzy ARTMAP during this process.  
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A one-shot stable learning configuration, as shown in Table 2, has been adopted: 
conservative limit (α ≅ 0) and fast learning (β =1), holding for fuzzy ART modules 

Table 2 Training configuration network parameters 

α β aρ  ρab ε 
0.001 1 0 0.95 0.001 

3.2 Testing the Network 

 

Fig. 3 Fuzzy ARTMAP testing structure. vts(t), testing speed value at instant t; vp(t), forecasting 
speed value for instant t. 

Figure 3 shows the structure of the Fuzzy ARTMAP during this process. Sets of 
consecutive 5-min time step normalized speed testing values were presented to ARTa. 
ARTb in testing phase is not used. A number of  forecasting speed values, equals to 
the number of input nodes in ARTb in the training phase, were obtained from each set. 
These forecasting speed values were calculated from the weight vectors of the map 
field Fab, wab, multiplying the selected weight vector, wab

J, by the speed value 
associated to the higher training category.  

The fuzzy ARTMAP configuration for the testing phase was similar to the one 
adopted in the training phase but with the learning capability deactivated (β= 0), as 
shown in Table 3. 
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Fab 

with constant vigilance [3]. 

Average speed data from June 20 to June 22 (3 consecutive weekdays following the 
training ones, making a total of 864 samples) collected from the same two stations 
that in the training process and shown in station forecasting speed error. Figure 4a and 
5a, were employed to make a test of the speed forecasting net capability. A test 
performance was made for each training case.  
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Table 3 Testing configuration parameters 

α β aρ  ρab ε 
0.001 0 0 0.95 0.001 

3.3 Forecasting Results 

The Fuzzy ARTMAP model have been implemented in MATLAB  Release 12 
technical language on a mobile AMD Athlon  XP 2000+ computer. In order to 
measure the forecasting accuracy, an average error term was defined in the following 
form: 

( ) [ ] [ ]
[ ]=

−
=

N

t t

pt

tv
tvtv

N
E

1

100%
   (5) 

where N is the number of predicted speed values; vp[t], the predicted speed value for 
moment t; vt[t], the testing speed value measured by the station detector at moment t. 

Table 4 Average error in forecasting speed 

E(%) Station Case A Case B Case C Case D Case E Case F 
717486 4.12 2.91 3.16 3.77 3.12 2.64 
717489 14.78 13.95 10.96 9.67 15.84 7.78 

Case B improves Case A forecasting precision by simply increasing the number of 
categories, particularly  with the 717486 station in which all speed values concentrate 
in a range of 30 mph. 

Forecasting precision for 717489 station, in which speed values change quickly 
close to high congestion situations, strongly improves in Case C as more predicted 
speed values are given (six instead of one) for the 30-min forecasting time interval 
considered. Applying no interpolation rule, six is the highest number of predicted 
values since detectors present new data each 5 min. 

The increase in the number of nodes in Case E implies that both the time interval 
of past speed values presented to the net and the time interval of  forecasting speed 
values are longer, since the number of nodes in ARTa and ARTb were equal in the 
training process. For the 717489 station, with  speed values changing quickly close to 
high traffic congestion situations, the longer the forecasting time interval , the bigger 
the error will be. In Case D, the opposite situation occurs but the processing time 
increases substantially for the same forecasting time interval. No significantly error 
variation for 717486 station in Cases D and E.  

over the testing days time. The maximum error values occur close to high traffic 
congestion situations in 717489 station, when vehicles speed changes too fast in the 
5-min step time. This maximum error values are dramatically high but are quickly 
reduced as the next forecasting speed values are available. Hence, global error 
performance keeps a satisfactory level. Table 4 shows the average error in forecasting 
speed for the considered cases.  

Figures 4 and 5 show the forecasting speed (b) and the forecasting error (c) values 
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(a) 717486 station detector speed data 

 
(b) 717486 station forecasting speed data 

 
(c) 717486 station forecasting speed error 

Fig. 4 717486 station data and forecasting results. 
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(a) 717489 station detector speed data 

 
(b) 717489 station forecasting speed data 

 
(c) 717489 station forecasting speed error 

Fig. 5 717489 station data and forecasting results. 
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Fig. 6 Case F model structure. vts(t), testing speed value at instant t; vpi(t), ith forecasting speed 
value for instant t; vp(t), averaged forecasting speed value for instant t. 

The best error performance is achieved in Case F in which several forecasting 
speed values (up to the number of input nodes)  are obtained for a particular moment 
into the future (due to the time overlap of the input set speed values). An average of 

3.4 Comparative Results 

The average errors in forecasting values presented in [4] for BP and CPN models with 
the same duration of time step (5 min) and the same number of input and output nodes 
(6), were slightly higher (11.5% and 10.9% respectively) than the one achieved for 
the Case F (7.8% for the station with the most congested traffic level) in the Fuzzy 
ARTMAP model. However, speed travel values, instead of travel time values, were 
predicted in the model presented in this chapter and real traffic data were used instead 
of simulated traffic data. Case F did not take more than 10 seconds (a rough measure 
was made) of processing time to carry out both training and testing phases with the 
conditions described above. BP and CPN models took 312.7 and 3.8 seconds 
respectively just for the training process. Convergence behaviour of Fuzzy ARTMAP 
networks are faster and more independent of the initial weights than Back or Counter 
propagation networks. Actually, training convergence can be guaranteed as far as 
Fuzzy ART Stable Category Learning Theorem [3] is satisfied.  

4 Conclusions 

The Fuzzy ARTMAP neural network model described in this chapter provides an 
appropriated forecasting travel cost mechanism, in terms of average speed values for 
being integrated in travel cost estimates systems supplied with traffic dynamic 
parameters such as speed, occupancy or volume data. Multiple training and working 
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them is then made to get the final forecasting speed value. Figure 6 shows the model 
structure designed for this particular case. 
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configurations for the network are possible in order to match host system 
requirements, all of them with a remarkable time processing and forecasting error 
performance. Forecasting test results obtained accuracy levels under the 8% of 
precision from real congested highway traffic data. A figure slightly lower than 
previous neural network models developed for highway traffic predictions. So it 
represents a promising challenge in the evolution of neural networks appliance to 
intelligent transportation system (ITS). 
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Abstract. We present a methodology for the synthesis of controllers, which ex-
ploits (explicit) model checking techniques. That is, we can cope with the system-
atic exploration of a very large state space. This methodology can be applied to
systems where other approaches fail. In particular, we can consider systems with
an highly non-linear dynamics and lacking a uniform mathematical description
(model). We can also consider situations where the required control action can-
not be specified as a local action, and rather a kind of planning is required. Our
methodology individuates first a raw optimal controller, then extends it to obtain
a more robust one. A case study is presented which considers the well known
truck-trailer obstacle avoidance parking problem, in a parking lot with obstacles
on it. The complex non-linear dynamics of the truck-trailer system, within the
presence of obstacles, makes the parking problem extremely hard. We show how,
by our methodology, we can obtain optimal controllers with different degrees of
robustness.

Keywords. Controller synthesis, controller optimization, model checking,
nonlinear systems.

1 Introduction

Control systems (or, shortly, controllers) are small hardware/software components that
control the behavior of larger systems, the plants. A controller continuously analyzes
the plant state (looking at its state variables) and possibly adjusts some of its parame-
ters (called control variables) to keep the system in a condition called setpoint, which
usually represents the normal or correct behavior of the system.

In the last years, the use of sophisticated controllers has become very common in
robotics, critical systems and, in general, in the hardware/software embedded systems
contained in a growing number of everyday products and appliances.

However, since the primary aim of a controller is to ensure the correct behavior
of the controlled plant, we have to guarantee the efficiency and the robustness of con-
trollers. By efficiency, we mean the capability of the controller to bring the system to
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the set point in the shortest possible time (also called time optimality). By robustness,
we mean the capability of the controller to perform well when the state variables vary
outside the design range.

Therefore, the verification of these properties is a crucial task that is being addressed
using different formal methodologies (e.g., model checking and theorem proving) de-
veloped in different research communities (e.g., automata theory and artificial intelli-
gence [1]). In particular, much work is being done to provide a methodology for the
automatic (or semi–automatic) synthesis of correct controllers directly from the plant
specifications.

However, efficiency and robustness can hardly be simultaneously fulfilled, espe-
cially in critical systems, where the system dynamics is difficult to understand and to
control.

Therefore a possible approach for approximate a correct solution, can be to start by
synthesizing a very efficient or even optimal controller and – as a second step – to make
it robust. (Observe, however, that in case safety is involved, a better approach could be
to choose the best controller in the class of the safe ones [2]).

To this aim, in this chapter we describe an automatic methodology composed by:

1. a procedure for the synthesis of an optimal controller;
2. a procedure for the transformation of the optimal controller into a robust one.

Our methodology exploits explicit model checking in an innovative way w.r.t the
approaches adopted so far, especially in the AI planning area. In particular, the first
procedure – looking for an optimal solution – actually can also be considered as a plan-
ner. Indeed, this procedure does not simply individuate a good local move, but searches
for the best possible sequence of actions to bring the plant to the setpoint. Therefore, it
can be also used as a planner, though we will not pursue this point in this chapter.

2 Controller Synthesis Techniques

In this section we recall some basic notions about controller synthesis and describe the
main results presented in this field by the recent research.

2.1 Controller Synthesis

There are a number of well-established techniques for the synthesis of controller. For
short, we mention only three of them:

1. PID controllers;
2. fuzzy controllers;
3. dynamic programming techniques.

As it well-known [3], PID-based techniques are very effective for linear systems, while
they badly perform w.r.t. non-linear ones. On the contrary our technique is able to cope
with such systems, as shown in the case study.

Fuzzy control is well known as a powerful technique for designing and realizing
control systems, especially suitable when a mathematical model is lacking or is too
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complex to allow an analytical treatment [4] [5]. However fuzzy rules correspond to
local actions, so that, in general, they do not result in an optimal controller. Moreover
there are situations where local actions are not viable at all, and rather a kind of planning
is required. For an example of such a situation see the case study.

Dynamic programming techniques are very suitable for the generation of optimal
controllers [6] [7]. Although our methodology has a dynamic programming flavor, it
can cope with (and it is especially suitable for) very rough plant descriptions, whose
mathematical definition cannot be adapted to the dynamic programming preconditions,
when the cost function cannot be decomposed or the system dynamics function cannot
be inverted. Again, see the case study, where a backward decomposition of the cost
function (in this case, the length of the path) is hard to perform, due to the complexity
of the system dynamics function and to the presence of obstacles. Indeed, we performed
a direct systematic analysis of the trajectories, using model checking techniques to sup-
port the required computational effort.

3 Optimal Controller Generation through Model Checking

Our objective is to build an optimal controller for a system (or plant) S which, at every
state, has a limited number of allowed actions. Moreover, we suppose that S starts at
a given interesting initial state s0, and that the final goal is to bring S in a goal state
(however, we can easily generalize to the case with n initial states). We recall that our
optimality criterion is essentially the time optimality: that is, we want to bring S in a
goal state in the smallest possible number of steps.

Thus, our controller has to be able to decide, for every state of S which is reach-
able from s0, which is the action that brings to the nearest (w.r.t. the number of steps)
goal state. The optimality of the action chosen implies the optimality of the generated
controller. Note that forcing the controller to consider all the states reachable from s0,
instead of controlling only the states in the unique optimal path from s0 to a goal state,
allows us to handle the cases in which a bad move is made as a consequence of a given
action.

In order to build such a controller, we consider the transition graph G of S, where
the nodes are the reachable states and a transition between two nodes models an allowed
action between the corresponding states. In this setting, the problem of designing the
optimal controller reduces to finding the minimum path in G between each state and
the nearest goal state.

Unfortunately a transition graph for complex, real-world systems could be often
huge, due to the well-known state explosion problem. Thus it is likely that G would not
fit into the available RAM memory, and then the minimum path finding process could
be highly time-consuming.

However, Model Checking techniques [8] [9] [10] developed in the last decades have
shown to be able to deal with very huge state spaces. Thus, our idea is to reuse such
model checking algorithms, reshaping them to be a controller generator. Note that in
this chapter we focus on protocol-based hybrid systems, so we use model checking tech-
niques based on an on-the-fly explicit enumeration of the system under analysis, since
for such kind of systems these algorithms often outperform the symbolic ones [11].
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More in detail, in our technique we have two phases, which we describe in the
following.

3.1 Optimal Raw Controller Synthesis Phase

In the first phase, an explicit model checking algorithm is used, which performs a Depth
First (DF) visit of all the reachable states of S, starting from s0. As usual, a hash table
HT is used in order to store already visited states. Moreover, the stack holds, together
with states, also the next action to be explored.

However, the DF visit is enriched in order to generate the controller C. To this aim,
HT also stores, for each visited state, a flag toGoal, initially set to 0. When a goal
state g is reached, then the states in the current path from s0 to g (that is to say, the
states currently on the stack) will have this flag set to 1, as soon as the visit backtracks
to them. This is to signify that such states indeed reach a goal, and may be put in C
– together with the action taken and the number of steps they need to reach the goal
itself. In this way, when a state s with the toGoal flag set to 1 is reached, then we can
analogously set the toGoal flag on all the states currently on the stack, and put them
on C.

However, this scheme may fail in the following case. Suppose that a cycle s1r1 . . .
rhs2t1 . . . tks1 is found, were s1 and s2 are on the stack. When analyzing tk, the
toGoal flag of s1 is not set to 1, since we have not backtracked from s2 yet. However,
the visit is truncated, since s1 is already visited, thus tk will not be inserted in C (unless
it was already present, or it reaches a goal through another path which does not intersect
the stack).

To avoid this, a predecessor table PT is maintained for each state which is visited
again while it is on the stack. We have that PT stores all the paths leading from a state
on the stack and another state previously on the stack. Thus, in the situation described
above, the path r1 . . . rhs2t1 . . . tk is added to the predecessor table of s1. Thus, when
the DF visit of s1 is finished, all the states in its predecessor table are added on C by
using a backward visit, provided that s1 indeed reaches a goal.

Finally, in order to preserve optimality, each insertion on C is effectively performed
only if the number of steps to be inserted is less than the already stored one.

3.2 Controller Strengthening Phase

The second phase of our approach performs a strengthening of the controller C gener-
ated by the first phase. In fact, C only contains an optimal plan that can be used to drive
S from s0 to the goal. That is, C does not take into account any state outside the optimal
plan. The final controller should be aware of a larger set of states: indeed, the dynamics
of S can be very complex, and a particular setting of the control variables may not al-
ways drive S to the expected state. That is, all the state variables usually have a specific
tolerance, and the reactions to controls are subject to these tolerances. For this reason,
we refer to the controller C output by the first phase as a raw controller.

Therefore, to ensure the robustness of the controller, in the second strengthening
phase we explore a larger number of states obtained by randomly perturbing the raw
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controller states. That is, for each state s in the raw controller table C, we apply a set
of small random changes, bounded by the state variables tolerances, and obtain a new
state s′. Then, from each new state s′, we start a breadth first visit of the state space of
S stopping as soon as we reach a state s′′ that is already in C. The path from s′ to s′′ is
stored in C and the process is restarted.

After some iterations of this process, we have that C is now able to drive S from any
reasonable system state to the nearest state of the optimal controller and, from there,
reach a goal. That is, C is now our final optimal controller.

4 The Controller Generation Process

The CGMurϕ tool is an extended version of the CMurϕ [12] [13] model checker. It
is based on an explicit enumeration of the state space, originally developed to verify
protocol-like systems. We choose CMurϕ as a base to develop our controller generator
since it already implements the most common state space compression techniques, such
as bit compression [14] and hash compaction [15] [16], useful to decrease the memory
requirements of the controller generation process when dealing with large-dimensional
control systems. In particular, when bit compression is enabled, CMurϕ saves memory
by using every bit of the state descriptor, the memory structure maintaining the state
variables, instead of aligning the state variables on byte boundaries (this saves on av-
erage 300% of memory). When using hash compaction, compressed values, also called
state signatures, are used to remember visited states instead of full state descriptors.
The compression ratio can be set to obtain an arbitrary state site (CMurϕ default is 40
bits), but is lossy, so there is a certain probability that some states will have the same
signature after compression.

Moreover, the CMurϕ code is very easy to modify: indeed, in order to generate
controllers for complex and hybrid systems we added to CGMurϕ some important ex-
tensions, i.e., finite precision real numbers handling (to model systems with continuous
variables) and external linking to C/C++ functions (to easily model the most complex
aspects of the plant, or even interface the model with a complete plant simulator).

The behavioral part of the plant is modeled in CGMurϕ through a collection of
guarded transition rules, whereas the goal construct is used to define the goal proper-
ties, that is “normal” or “safe” states of the plant, i.e. the states that the controller should
to bring (or maintain) the plant to.

In the following sections we describe the controller generation algorithm that is the
core of CGMurϕ. In particular, first we show the data structures used, then we illustrate
the procedure for the synthesis and strengthening of the controller table.

4.1 Data Structures

The controller generation algorithm of CGMurϕ uses the following data structures:

– the stack ST contains pairs (s, r), where s is a state and r is the index of last transi-
tion (i.e., CMurϕ rule) fired from s.
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DFS(state p) { //p is the start state
//initialization (start state)
if (isGoal(p)) return;
stack_push(ST,(p,first_enabled_rule(p)));
hashtable_store(HT,p);
HT[p].toGoal = false; HT[p].inPT = false;
//main DFS loop
while (!stack_empty()) {
(p,r) = stack_top(ST);
if (r is not null) {
s = apply_rule(p,r);
stack_top(ST) = (p,next_enabled_rule(p,r));
if (Insert(s,p,r)) UpdatePaths(s,p,r)

} else { //r is null, no more rules for p
UpdatePathsPt(p); stack_pop(ST);

}} //while
UpdatePathsFl();

}

Fig. 1 Extended CGMurϕ depth first search.

– each slot of the hash table HT contains a (visited) state and two special flags: the
toGoal flag indicates that a goal can be reached from this state in one or more steps
(transitions), whereas the inPT flag is true if the state has been saved in the predeces-
sors table.

– the predecessors table PT is an hash table storing (s, l) pairs where s is a state on
the DFS branch being currently explored, and l is the list of paths leading from an
initial state to s. Each step of the path contains a state and the action that leads to that
state from the previous step.

– the final transitions list FL stores paths to visited states (similarly to the predeces-
sors table) that are discovered when such states are outside the current DFS branch.
These paths are merged with the ones in the predecessors table to compute the short-
est path to the corresponding states at the end of the state space exploration.

– the controller table CTRL contains, for each reachable system state s that leads (in
one or more steps) to a goal, a pair < r, c > indicating that the shortest path leading
from s to a goal state has c steps, where the first step is the action given by rule r.

4.2 Optimal Raw Controller Synthesis Algorithm

The optimal raw controller synthesis algorithm, as shown in Fig. 1, consists of an ex-
tended depth-first visit of the plant state space. As in a standard DF visit, each state s
to be visited is generated by applying a particular rule r to the current state p. In Fig. 1,
functionfirst enabled rule(p) returns the first rule that can be applied on a par-
ticular state p, whereas function next enabled rule(p,r) returns the next rule
that can be applied on p after rule r. Both functions return null if such transition does
not exist.

In addition, during the DF visit our algorithm updates the controller table when a
goal is encountered (in function Insert), when an already visited state is encountered
(in function UpdatePaths), when all the children of a state have been explored (in
function UpdatePathsPt()) and when the state space exploration ends (in function
UpdatePathsFl).

The function Insert, given a new state s reached from state p by firing rule r,
checks if s is a goal state and, if so, it creates an entry in the controller table for the state
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UpdatePaths(state s, state p, rule r) {
if (HT[s].toGoal==true) {
if (p is not in CTRL or CTRL[p].count >= CTRL[s].count+1) {
HT[p].toGoal = true; CTRL[p].rule = r;
CTRL[p].count = CTRL[s].count+1;

}} else if (s is on the stack ST) {
//s may reach a goal
foreach ((p’,r’) on the stack ST) {
save (p’,r’) in PT[s]; HT[p’].inPT = true;

}} else if (HT[s].inPT == true) {
//s was on the stack
insert (p,r,s) in FL;

}}

Fig. 2 Function UpdatePaths.

p using the rule r. When s is not a goal, Insert behaves as in a standard DFS: if s is
non visited the function pushes it on the stack and stores it in the hash table; otherwise,
the function simply returns true to indicate that s is a visited state.

Figure 2 shows the details of function UpdatePaths that is called when the DFS
reaches an already visited state s by applying a rule r on a state p. In this case, we may
have to update the controller table CTRL:

– if s reaches a goal, then also p does. Thus, if p is not in the controller table, we
insert it together with r. Otherwise, if p is already present in the controller table, we
update its rule with r if the goal path through s is shorter than the path previously
set for p in the controller table. This update ensures the optimality of generated
controller.

– if s is in the stack, then it may still reach a goal. Thus we remember all the states
on the path leading to s that is represented by the current stack content by saving
them in the predecessors table PT.

– finally, if s is in the predecessors table, but not on the stack, we save it in the final
list FL, together with its parent p and the transition r. This information will be later
used to resolve cyclic paths in the predecessor table.

The function UpdatePathsPt is called when a state s has been completely ex-
panded by the DFS algorithm. If s reached a goal, then for each state p in the predeces-
sors table of s, we add to CTRL a rule that allows p to reach the goal through s.

Finally, the function UpdatePathsFl, called at the end of the visit, completes
the controller table by adding rules for states in the final list FL. This is similar to what
is done by UpdatePathsPt, but is applied at the end of the state space exploration
and on a separate set of states. Such states belong to intersecting paths of the transition
graph, so their shortest path to the goal can be computed only when all the goal paths
have been generated.

4.3 Controller Strengthening Algorithm

The controller strengthening is implemented by the exploreNeighborhood func-
tion shown in Fig. 3. For each state p in the controller table, the function generates
MAX VARS PER STATE variations by applying small changes to the state variables.
Then, the algorithm checks if each of the new states is in turn in the controller table. If
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ExploreNeighborhood() {
repeat {
complete = true;
foreach (p in CTRL)
for vars = 1 to MAX_VARS_PER_STATE {
s = add_random_variations_to(p);
if (s is not in CTRL) {
complete = false;
//get a path from s to a state in CTRL
path = BFS_lookup(s,CTRL);
//store new path in CTRL
foreach ((s’, r’) in path)
CTRL[s’].rule = r’;

}}} until (complete)
}

Fig. 3 Function exploreNeighborhood.

any generated state s is not yet handled by the controller, the function performs a BFS
search from s until it reaches a controlled state, and inserts the path from s to such state
in CTRL. The process is repeated until all the generated variations are found in CTRL.
At this point, CTRL knows how to drive the plant on the optimal plan and how to bring
the plant on the nearest optimal plan state from a reasonable number of states outside
the optimal plan.

5 Truck-and-Trailer Obstacles Avoiding Controller

To show the effectiveness of our approach, we show how it can be applied to the truck
and trailer with obstacles avoidance problem.

The goal of a truck and trailer controller is to back a truck with a trailer up to a
parking place starting from any initial position in the parking lot. This is a non trivial
problem due to the dynamics of the truck-trailer pair (see the mathematical model in
Sect. 5.1).

Moreover, we added to the parking lot some obstacles, which have to be avoided by
the truck while maneuvering to reach the parking place. In this setting, also finding a
suitable maneuver to reach the goal for any starting position may be an hard task. On
the other hand, finding an optimal maneuver is a very complex problem, that cannot
be modeled and resolved using common mathematical or programming strategies, e.g.,
using a dynamic programming approach.

Indeed, in the truck-and-trailer-with-obstacles problem, a backward decomposition
of the cost function (e.g., the length of the path) is hard to perform, due to the complexity
of the system dynamics function and to the presence of obstacles, whereas a forward
decomposition does not satisfy the optimality principle, since the presence of obstacles
may make an optimal local maneuver not optimal w.r.t. the final goal. This also makes
fuzzy controllers not suitable for this problem, since fuzzy rules have a local character.

In the following sections we give details of the truck and trailer model and show
the results obtained by applying the controller generation process described in Sect. 3
to perform a systematic analysis of the truck trajectories, discretized as a sequence of
forward steps.
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Fig. 4 Truck and trailer system description.

5.1 Model Description

Our model of the truck and trailer is based on the set of equations presented in [17]. The
system has four state variables, that is the coordinates of the center rear of the trailer
(x, y ∈ [0, 50]), the angle of the trailer w.r.t. the x-axis (θS ∈ [−90◦, 270◦]) and the
angle of the cab w.r.t the x-axis (θC ∈ [−90◦, 270◦]). We assume that the truck moves
backward with constant speed of 2m/s, so the only control variable is the steering angle
u ∈ [−70◦, 70◦]. Figure 4 shows a schematic view of the truck and trailer system with
its state and control variable. Moreover we single out 10 points in the truck and trailer
border (displayed in the Fig. 4 by bold points) representative of the truck and trailer
position.

If the values of the state variables at time t are x[t], y[t], θS [t] and θC [t], and the
steering angle is u, then the new values of state variables at time t + 1 are determined
by following equations:

x[t+ 1] = x[t] −B ∗ cos(θS [t]) (1)

y[t+ 1] = y[t] −B ∗ sin(θS [t]) (2)

θS [t+ 1] = θS [t] − arcsin
(
A ∗ sin(θC [t] − θS [t])

LS

)
(3)

θC [t+ 1] = θC [t] + arcsin
(
r ∗ sin(u)
LS + LC

)
(4)
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whereA = r ∗ cos(u), B = A ∗ cos(θC [t]− θS[t]), r = 1 is the truck movement length
per time step, LS = 4 and LC = 2 are the length of the trailer and cab, respectively (all
the measures are in meters).

After computing (3) and (4), the new value of θC is adjusted to respect the jackknife
constraint: |θS − θC | ≤ 90◦.

Note that this model does not consider the obstacles: indeed, embedding the obstacle
avoidance in the mathematical description of the truck and trailer dynamics would result
in a untractable set of equations. This feature will be added directly in the CGMurϕ
model described below.

5.2 The CGMurϕ Model

In the CGMurϕmodel we use real values to represent the state variables x and y, whilst
for the angle values (i.e., θS , θC and u) it is sufficient, w.r.t. the system dimensions, to
use integer values. Moreover, we define some tolerance constants to set up a range of
admissible final positions and angles for the center rear of the trailer. These tolerances
are used to define the CGMurϕ goal property.

To embed the obstacles in the model, we approximate them through their bounding
rectangles (or rectangle compositions). Then we consider the representative points of
the truck-trailer position (defined above, see Sect. 5.1) and, each time a new truck po-
sition is computed, we use a function to check if any of these points has hit the parking
lot obstacles or borders. Therefore, our controller synthesis algorithm considers only
feasible maneuvers to the goal state.

Moreover, in order to obtain a more robust controller we also considered the maneu-
vering errors due to the truck-trailer complex dynamic properties (e.g., friction, brakes
response time, etc.) that cannot be easily embedded in the mathematic model. We used
such errors to draw a security border around each obstacle and used these augmented
obstacles in the collision check described above.

To estimate maximum maneuvering error we applied a Monte Carlo’s method de-
scribed as follows. We consider a large set of valid parking lot positions S = {sk|1 ≤
k ≤ 500000}. Given a position sk ∈ S, (1) we apply a random maneuver mk ob-
taining the new position s̄k. Then (2) we randomly perturb sk generating the position
sp

k and apply the same maneuver mk on sp
k obtaining the position s̄p

k. Finally, (3) we
compute the distance of the selected truck points Pi between the positions sp

k and s̄p
k.

This process is repeated 200 times for each position in S, thus analyzing 100 millions
of perturbations. The security border size is the highest distance measured for a point
in the step (3). We found out that this distance is 0.98 m.

5.3 Experimental Results

We tested our methodology using several obstacles topologies. In this section we present
the results relative to the map shown in Fig. 5 where the obstacles and the security bor-
ders are highlighted.

Table 1 shows the results of the first phase of our algorithm (see Sect. 4.2). We
repeated the controller generation using two different approximations for the real state
variables x and y, rounding them to 0.5 and 0.2 meters.
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Fig. 5 Optimal trajectory generated by CGMurϕ from initial position x = 12, y = 16, θs = 0,
θc = 0.

Indeed, an higher precision extends the reachable state space and, consequently, the
number of transitions in the controller. The results in Table 1 show that we are able to
deal with system having millions of states.

In the second phase, we refined the controller by applying 36 disturbs to each state
in the controller table and finding the appropriate rules to reconnect each new state to
the optimal controller paths, as described in Sect. 4.3. As shown in Table 2, in this phase
a significant number of transitions is added, due to the complexity of the truck-trailer
dynamics.

Table 1 Experimental results for optimal raw controller synthesis

Round Reachable Rules Trans. in Time
states fired controller Sec

0.5 m 2233997 64785913 382262 8160
0.2 m 12227989 354611681 1749586 32847
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Table 2 Experimental results for controller strengthening

Round MAX Trans. Trans. in Size of
VARS added controller controller

0.5 m 36 257850 640112 14 Mb
0.2 m 36 646364 2395950 50 Mb

Controller Robustness. In order to check the controller robustness, we considered all
the trajectories starting from each state in the controller. For each trajectory state s, we
applied a random disturbance on the state variables, generating a possibly new state sp,
and then we applied to sp the rule associated to controller state s′ that is nearest to sp.
A trajectory is robust if, applying the disturbances above, it eventually reaches the goal
state.

Table 3 Check of controller robustness

Round Disturb range Disturb range Robust
for x,y for θs,θc trajectories

0.5 m ±0.25 m ±1◦ 40%
±0.125 m ±0.5◦ 45%
±0.0625 m ±0.25◦ 57%

0.2 m ±0.1 m ±1◦ 74%
±0.05 m ±0.5◦ 88%

We checked all trajectories by applying different disturb ranges. As shown in Ta-
ble 3, the fraction of robust trajectories increases with the controller precision (i.e., the
real values approximation). Note that the percentages of robust trajectories in the second
round are completely satisfying considering:

– the optimality of the trajectories;
– the extreme complexity of this parking problem;
– the unavailability of correction maneuvers.

6 Conclusions

The controller tables generated through our methodology contain millions of state-rule
pairs. Thus, if we are working with small embedded systems, the table size could be a
potential issue. This problem can be mitigated by applying various compression tech-
niques on the table.

A completely different solution that we are also experimenting is the generation
of hybrid controllers, that are optimal controllers working in parallel with e.g. a fuzzy
controller. In this case, the optimal controller ensures the execution of the optimal plans
(i.e., it is the optimal raw controller generated in Sect. 4.2), whereas the fuzzy controller
is able to bring the system back to the optimal plans from any state outside the optimal
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raw controller. Thus, the fuzzy controller substitutes the extended knowledge generated
by the algorithm in Sect. 4.3 with a set of inference rules. These rules may be in turn
generated by an iterative learning process driven by an algorithm similar to the one of
Sect. 4.3.
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Abstract. In this chapter, we propose an autonomous gait pattern for a dynamic
biped walking based on a soft-computing approach. Our control strategy takes
simultaneously advantage from a Fuzzy-CMAC based computation of robot’s
swing leg’s desired trajectory and a high level control strategy allowing regulat-
ing the robot’s average velocity. The main interest of this approach is to proffer to
the walking robot autonomy and adaptability involving only one parameter: the
average velocity. We present results about transition of velocities and we show
that the presented control strategy allows to increase robustness of the walking
robot according to perturbation forces.

Keywords. Autonomous gait pattern, biped dynamic walking, Fuzzy-CMAC neu-
ral networks.

1 Introduction

The design and the control of biped robots are one of the more challenging topics in
the field of robotics and were treated by a large number of research works over past
decades. The potential applications of this research area are very foremost in the middle
and long term. Indeed this can lead firstly to a better comprehension of the human loco-
motion mechanisms, what can be very helpful for the design of more efficient orthosis.
Secondly, the humanoid robots are intended to replace the human for interventions in
hostile environments or to help him in the daily tasks. However, in addition to the prob-
lems related to autonomy and decision of such humanoid robots, their basic locomotion
task is still today a big challenge. If it is true that a number of already constructed pro-
totypes, among which the most remarkable are undoubtedly the robots Asimo [1] and
HRP-2P [2], have proved the feasibility of such robots, it is also factual that the perfor-
mances of these walking machines are still far from equalizing the human’s dynamic
locomotion process. The design of new control laws allowing real time control for real
dynamic walking in unknown environments is thus today fundamental. Moreover, such
robots must be able to adapt themselves automatically to indoor and outdoor human
environments. Consequently, it is necessary to develop more autonomous biped robots
with robust control strategies in order to allow them, on the one hand to adapt their gait
to the real environment and on the other hand, to counteract external perturbations.
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In the field of biped locomotion, the control strategies can be classified in two main
categories. The first is based on a kinematics and dynamic modeling of the mechani-
cal structure. This implies to identify perfectly the intrinsic parameters of biped robot’s
mechanical structure, requires a high precision measurement of the joints’ angles, ve-
locities and accelerations and needs a precise evaluation of interaction forces between
feet and ground. Moreover, the control strategies based on a precise kinematics and
dynamic modeling lead a large number of computational operations requiring heavy
equipments. For all these reasons, the computing of the on-line trajectories generally
are given by using a simplified modeling and the stability is ensured by the control of
the Zero Moment Point (ZMP) [3] [4] [5] [6]. The second solution consists to use the
soft-computing techniques (fuzzy logic, neural networks, genetic algorithm, etc.) and/or
pragmatic rules resulting from the expertise of the walking human [7] [8] [9] [10] [11]
[12]. Two main advantages distinguish this second class of approaches. Firstly, it is not
necessary to know perfectly the characteristics of the mechanical structure. Secondly,
this category of techniques takes advantage from learning (off-line and/or on-line learn-
ing) capabilities. This last point is very important because generally the learning ability
allows increasing the autonomy of the biped robot.

In this chapter, we present a control strategy for an under-actuated robot: RABBIT
(Fig. 1) [13] [14]. This robot constitutes the central point of a project, within the frame-
work of CNRS ROBEA program [15], concerning the control of walking and running
biped robots, involving several French laboratories.

Fig. 1 Prototype RABBIT.
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This robot is composed of two legs and a trunk and has no foot as shown on Fig. 1.
If it is true, from design point of view, that RABBIT is simpler compared to a robot
with feet, from the control theory point of view, the control of this robot is a more
challenging task, particularly because, in phase of single support, the robot is under-
actuated. In fact, this kind of robots allows studying real dynamical walking leading to
the design of new control laws in order to improve biped robots’ current performances.
It is pertinent to note that the ZMP approach, generally used for humanoid robots, is not
appropriated for the case of a biped without feet, because the contact surface between
the foot and the ground is limited to a point.

This project has been the subject of many publications concerning the field of con-
trol strategies emerging on the one hand from rigorous mathematical modeling, and on
the other hand issued from the use of CMAC neural networks. Developed approaches
have been subject of experimental validations [16] [17] [18]. In this chapter, we present
an extension of the control strategy using the CMAC neural network. In our previous
work [16] [17], the CMAC was used to generate the joint trajectories of the swing leg
but these trajectories were fixed. Consequently, the step length could not be changed
during the walking. Today, our aim is to develop a control strategy able to generate a
fully autonomous biped walking based on a soft-computing approach. In this chapter,
we show how it is possible to change the walking gait by using the fusion of different
trajectories learnt by several CMAC neural networks. In fact, our control strategy is
based on two stages:

– The first one uses a set of pragmatic rules allowing to stabilize the pitch angle of
the trunk and to generate the leg motions. This control strategy allows generating
a stable dynamic walking with step length and velocity transitions [19]. During
this first stage, the robot is supposed to move in an ideal environment (without
disturbance). We also assume that frictions are negligible. However, in the case of
our intuitive control, it is not possible to counteract external (pushed force) and
internal (friction) disturbances. Consequently, we propose to use a neural network
allowing to increase the robustness of our control strategy. In fact, in the first stage,
the pragmatic rules are used as a reference control to learn, by a set of CMAC
neural networks, a set of joint trajectories.

– In the second stage, we use these neural networks to generate and to modulate
the trajectory of the swing leg. These trajectories are obtained by fusing outputs
of several neural networks. In fact, the data contained in each CMAC represent a
reference walking carried out during the first stage where each reference walking
is characterized by a set of parameters as the step length and the average velocity.
The fusion is realized by using fuzzy logic and allows to modulate, for example,
step length according to average velocity. In fact, the fusion of several reference
trajectories allows us to generate new gait and theoretically to carry out an infinity
of trajectories only from a limited number of walking references.

This chapter is organized as follows. Section 2 presents the characteristics of our
virtual under-actuated robot. In Sect. 3, we explain the method used to train CMAC
neural network. Section 4 presents the control strategy using the Fuzzy-CMAC neural
networks. In Sect. 5, we give the main results obtained in simulation. Conclusions and
further developments are finally given.
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2 Virtual Modeling of the Robot

The robot RABBIT has only four articulations: one for each knee, one for each hip.
Motions are included in the sagittal plane by using a radial bar link fixed at a central
column that allows to guide the direction of progression of the robot around a circle.
Each articulation is actuated by one servo-motor RS420J. Four encoders make it pos-
sible to measure the relative angles between the trunk and the thigh for the hip, and
between the thigh and the shin for the knee. Another encoder, installed on the bar link,
allows to give the pitch angle of the trunk. Two binary contact sensors detect whether or
not the leg is in contact with the ground. Based on the informations given by encoder,
it is possible to calculate the step length Lstep when the two legs are in contact with the
ground. The duration of the step tstep is computed by using the contact sensor informa-
tions (duration from takeoff to landing of the same leg). Furthermore, it is possible to
estimate the average velocity VM by using Eq. (1).

VM =
Lstep

tstep
(1)

The characteristics (masses and lengths of the limbs) are summarized in Table 1.
Since the contact between the robot and the ground is just one point (passive DOF), the
robot is under-actuated during the single support phase: there are only two actuators (at
the knee and at the hip of the contacting leg) to control three parameters (vertical and
horizontal position of the platform and pitch angle). In fact, this robot represents the
minimal system able to generate a biped walking and running gaits.

Table 1 Masses and lengths of the limbs of the robot

Limb Weight (Kg) Length (m)

Trunk 12 0.2
Thigh 6.8 0.4
Shin 3.2 0.4

The numerical model of the robot previously described was designed with the soft-
ware ADAMS1 (Fig. 2). This software, from the mechanical system’s modeling point
of view (masses and geometry of the segments), is able to simulate the dynamic be-
havior of such system and namely to calculate the absolute motions of the platform as
well as the limbs’ relative motions when torques are applied on the joints by the vir-
tual actuators. Figure 3 shows references for the angles and the torques required for the
development of our control strategy. qi1 and qi2 are respectively the measured angles
at the hip and the knee of the leg i. q0 corresponds to the pitch angle. T sw

knee and T sw
hip

are the torques applied respectively at the knee and at the hip during the swing phase,
T st

knee and T st
hip are the torques applied during the stance phase.

1 ADAMS is a product of MSC software.
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Fig. 2 Modeling of the robot with ADAMS.

Fig. 3 Parameters for angles and torques.

The model used to simulate the interaction between feet and ground is exposed in
[20]. The normal contact force is given by Eq. (2):

Fn
c =

{
0 if y > 0

−λn
c |y| ẏ + kn

c |y| if y ≤ 0 (2)

where y and ẏ are respectively the position and the velocity of the foot (limited to a
point) with regard to the ground. kn

c and λn
c are respectively the generalized stiffness

and damping of the normal forces. They are chosen in order to avoid the rebound and
to limit the penetration of the foot in the ground. The tangential contact forces are
computed with the Eq. (3) in the case of a contact without sliding or with the Eq. (4) if
sliding occurs.

F t
c =

{
0 if y > 0

−λt
cẋ+ kt

c(x− xc) if y ≤ 0 (3)

F t
c =

{
0 if y > 0

−(sgn(ẋ))λgF
n
c − μgẋ if y ≤ 0 (4)

Where x and ẋ are respectively the position and the velocity of the foot with regard
to the position of the contact point xc at the instant of impact with ground. kt

c and λt
c
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are respectively the generalized stiffness and damping of the tangential forces. λg is
the coefficient of dynamic friction depending on the nature of surfaces in contact and
μg a viscous damping coefficient during sliding. After each iteration, the normal and
tangential forces are computed from the Eqs. (2) and (3). But, if F t

c is located outside
the cone of friction (‖F t

c‖ > μs ‖Fn
c ‖ with μs the static friction coefficient), then the

tangential force of contact is computed with Eq. (4). The interest of this model is that
it is possible to simulate walking with or without sliding phases allowing us to evaluate
the robustness of the designed control strategy.

Within the framework of a real robot’s control, the morphological description of this
one is insufficient. It is thus necessary to take into account the technological limits of the
actuators in order to implement the control laws used in simulation on the experimental
prototype. From the characteristics of servo-motor RS420J used for RABBIT, we thus
choose to apply the following limitations:

– when velocity is included in [0;2000] rpm, the torque applied to each actuator is
limited to 1.5 Nm what corresponds to a torque of 75 Nm at the output of the reducer
(ration gear equal to 50),

– when velocity is included in [2000;4000] rpm the power of each actuator is limited
to 315 W,

– when the velocity is bigger than 4000 rpm, the torque is imposed to be equal to
zero.

3 Training of CMAC Neural Networks

In this section, we present firstly the CMAC neural network and secondly, the principle
which we use to train the CMAC.

3.1 CMAC Neural Networks

The CMAC is a neural network imagined by Albus from the studies on the human cere-
bellum [21] [22]. Despite its biological relevance, its main interest is the reduction of
the training and computing times in comparison to other neural networks [23]. This
is of course a considerable advantage for real time control. Because of these charac-
teristics, the CMAC is thus a neural network relatively well adapted for the control of
complex systems with a lot of inputs and outputs and has already been the subject of
some researches in the field of the control of biped robots [8] [11].

The CMAC is an associative memory type neural network which is a set of N de-
tectors regularly distributed on several C layers. The receptive fields of these detectors
are distributed on the totality of the limited range of the input signal. On each layer,
the receptive fields are shifted of a quantification step q. Consequently, the widths of
the receptive field are not always equal. The number of detectorsN depends on the one
hand of the width of the receptive fields and on the other hand of the quantification step
q. When the value of the input signal is included in the receptive fields of a detector,
this one is activated. For each value of the input signal, the number of activated detec-
tor is equal to the number of layers C (parameter of generalization). Figure 4 shows
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a simplified organization of the receptive fields having 14 detectors distributed on 3
layers. Being given that there is an overlapping of the receptive fields, neighboring in-
puts will activate common detectors. Consequently, this neural network is able to carry
out a generalization of the output calculation for inputs close to those presented during
learning.

Fig. 4 Description of the simplified CMAC with 14 detectors distributed on 3 layers. For
each value of the input signal, the number of activated detector is equal to 3. A =
[0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0], Y = A(u)T W = w3 + w8 + w12.

The output Y of the CMAC is computed by using two mappings:

– The first mapping projects an input space point u into a binary associative vector
A = [a1 . . . aN ]. Each element of A is associated with one detector and N is the
number of detector. When one detector is activated, the corresponding element A
of this detector is 1 otherwise it is equal to 0.

– The second mapping computes the output Y of the network as a scalar product of
the association vector A and the weight vector W = [w1 . . . wN ] (Eq. 5).

Y = A(u)TW (5)

The weights W of CMAC are updated by using Eq. (6).

wi = wi−1 +
βe

C
(6)

wi−1 and wi are respectively the weights before and after the training at each sample
time ti. C is the generalization number of each CMAC and β is a parameter which is
included in [0, 1]. e is the error between the desired output Y d of the CMAC and the
computed output Y of the CMAC.

3.2 Learning Phase

During this learning phase, we use an intuitive control allowing us to perform dynamic
walking of our virtual under-actuated robot without references trajectories. This intu-
itive control strategy is based on three points:
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– the observation of the relations between joint motions and the evolution of the pa-
rameters describing the trajectory of the robot platform,

– an interpretation of the muscular behavior,
– the analysis of the intrinsic dynamics of a biped.

Based on these considerations, it is possible to determine a set of pragmatic rules. The
objective of this strategy is to generate the movements of the legs by using a succession
of passive and active phase. Also, it is possible to modify step length, average velocity
by an adjustment of several parameters [19]. Consequently, this approach allow us to
generate several reference walkings which are learnt by several CMAC neural networks.

Figure 5 shows the method used during this training phase.
The trajectories of the swing leg (in terms of joint positions and velocities) are

learnt with four “single-input/single-output”CMACk (k = 1, . . . , 4) neural networks.
Indeed, two CMAC are necessary to memorize the joint angles qi1 and qi2 and two other
CMAC for angular velocities q̇i1 and q̇i2. qi1 and qi2 are respectively the measured
angles at the hip and the knee of the leg i; q̇i1 and q̇i2 are respectively the measured
angular velocities at the hip and the knee of the leg i. When leg 1 is in support (q12 = 0),
the angle q11 is applied to the input of each CMACk (u = q11) and when leg 2 is in
support (q22 = 0), this is the angle q21 which is applied to the input of each CMACk

(u = q21). Consequently, the trajectories learnt by the neural networks are function
of the geometrical pattern of the robot. Moreover, we consider that the trajectories of
each leg in swing phase are identical. This allow on the one hand to divide by two the
number of CMAC and on the other hand to reduce the training time. The weights of
each CMACk are updated by using the error between the desired output Y d

k of each
CMACk and the computed output Yk of each CMACk .

4 Control Strategy using FUZZY-CMAC

Figure 6 shows the global strategy which is used to control the walking robot. It should
be noted that the architecture of this control can be decomposed into three parts:

Fig. 5 Principle of the learning phase of CMAC neural networks (u = q11).
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Fig. 6 Principle of the control strategy used Fuzzy-CMAC trajectories.

– The first is used to compute the trajectory of the swing leg from several output of
the CMACk neural networks and a Fuzzy Inference System.

– The second allows regulating the average velocity from a modification of the de-
sired pitch angle.

– The third is composed by four PD control in order to ensure the tracking of the
reference trajectories at the level of each articulation.

In Sect. 4.1, we give the characteristics of the reference walkings learnt by CMACs.
Section 4.2 presents the principle of the Fuzzy-CMAC trajectories. Sections 4.3 and 4.4
describe respectively the high level control and PD control.

4.1 Reference Trajectories

During the training stage, five trajectories with an average velocity VM included in
[0.4. . . 0.8] m/s have been learnt by five CMACl. Each CMACl is composed of four
single input/single outputCMACk (two CMACk for the angular positions qi1 and qi2
and two other CMACk for the angular velocities q̇i1 and q̇i2). Table 2 gives the main
parameters which are used during the learning phase according to the desired average
velocity VM , where VM is calculated by using Eq. (1). qd

r and qd
0 are respectively the

desired relative angle between the two thighs and the desired pitch of the trunk. qd
sw

corresponds to the desired angle of the knee at the end of the knee extension of the
swing leg just before the double contact phase.

Each reference walking is characterized by a set of parameter (qd
r , qd

sw, qd
0 ) allowing

to generate different walking gaits (VM , Lstep). Figure 7 shows stick-diagrams repre-

Table 2 Parameters used during the learning stage

VM (m/s) qd
r (◦) qd

sw(◦) qd
0 (◦)

CMAC1 0.4 20 −7 3.5
CMAC2 0.5 25 −10 3
CMAC3 0.6 30 −15 2.5
CMAC4 0.7 35 −20 8
CMAC5 0.8 40 −25 8
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Fig. 7 Stick-diagram of the walking robot for three different velocities. VM is equal to, from the
top to the bottom, 0.4 m/s, 0.6 m/s and 0.8 m/s.

senting the biped robot for three average velocity. VM is equal to, from the top to the
bottom, 0.4 m/s, 0.6 m/s and 0.8 m/s.

It must be pointed out that the step length Lstep increases when VM increases.
Table 3 gives Lstep according to VM .

Table 3 VM and Lstep for the five reference trajectories

VM (m/s) Lstep(m)

CMAC1 0.4 0.23
CMAC2 0.5 0.28
CMAC3 0.6 0.31
CMAC4 0.7 0.36
CMAC5 0.8 0.4

4.2 Fuzzy-CMAC Trajectories

During the walking, the measured angle q11, if leg 1 is in support, or q21, if leg 2 is in
support, is applied at each input of each CMACl

k (see Fig. 6). The desired angles qd
i1

and qd
i2, and the desired angular velocities q̇d

i1 and q̇d
i2 are carried out by using a fusion

of the five learnt trajectories. This fusion is realized by using a Fuzzy Inference System
(FIS). This FIS is composed of five rules:

– IF VM IS V erySmall THEN Y = Y 1

– IF VM IS Small THEN Y = Y 2
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– IF VM IS Medium THEN Y = Y 3

– IF VM IS Big THEN Y = Y 4

– IF VM IS V eryBig THEN Y = Y 5

where Y l corresponds at the output of the CMACl. Figure 8 shows the member-
ship functions. The average velocity is modeled by five fuzzy sets (VerySmall, Small,
Medium, Big, VeryBig). Each desired trajectory Yk is computed by using Eq. (7).

Fig. 8 Membership functions used to compute the Fuzzy-CMAC trajectories.

Yk =
∑5

l=1 μ
lY l

k∑5
l=1 μ

l
(7)

Consequently, the trajectories depends on the one hand of the geometrical position
of the stance leg (qi1) and on the other hand of the measured average velocity (VM ).

4.3 High Level Control

The high level control allows us to regulate the average velocity by adjusting the pitch
angle of the trunk at each step by using the error between the measured average velocity
VM and the desired average velocity V d

M and of its derivative as described in Fig. 6.
At each step, Δqd

0 , which is computed by using the error between VM and V d
M and

of its derivative (Eq. 8), is then added to the pitch angle of the previous step qd
0(n) in

order to carry out the new desired pitch angle of the following step qd
0(n+ 1) as shown

in Eq. (9).

Δqd
0 = Kp(V d

M − VM ) +Kv d

dt
(V d

M − VM ) (8)

qd
0(n+ 1) = qd

0(n) +Δqd
0 (9)

4.4 PD Control

In order to ensure the tracking of the desired trajectories, the torques Tknee and Thip

(see Fig. 3) applied respectively at the knee and at the hip are computed by using PD
control. During the swing stage, the torques are carried out by using Eqs. (10) and (11).
qd
ij and q̇d

ij are respectively the reference trajectories (position and velocity) of the swing
leg from the output of the Fuzzy-CMAC.
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T sw
hip = Kp

hip(q
d
i1 − qi1) +Kv

hip(q̇
d
i1 − q̇i1) (10)

T sw
knee = Kp

knee(q
d
i2 − qi2) +Kv

knee(q̇
d
i2 − q̇i2) (11)

Secondly, the knee of the stance leg is locked, with qd
i2 = 0 and q̇d

i2 = 0 (Eq. 12),
and the torque applied to the hip allows to control the pitch angle of the trunk (Eq. (13)).
q0 and q̇0 are respectively the measured absolute angle and angular velocity of the trunk.
qd
0 is the desired pitch angle.

T st
knee = −Kp

kneeqi2 −Kv
kneeq̇i2 (12)

T st
hip = Kp

trunk(qd
0 − q0) −Kv

trunkq̇0 (13)

5 Results

The control strategy presented in the previous section allows:

– To generate the joint trajectories of the swing leg from the geometrical configura-
tion of the robot and the real average velocity.

– To regulate, at each step, the average velocity thanks to an adjustment of the pitch
angle.

The main interest of our approach is that it allows walking robot autonomy and
adaptability. A significant example of that is the robot’s adaptability to adapt its step
length using only one parameter: the average velocity. In this section, first of all we
present results regarding transition of velocities (Sect. 5.1) and secondly we show that
the presented control strategy allows increasing robustness of the walking robot with
reference to perturbation forces (Sect. 5.2).

5.1 Autonomous Walking Gait

Figure 9 shows the stick-diagram of the biped robot representing the walking of the
robot during the transition velocity and Fig. 10 shows the desired average velocity V d

M ,
the measured velocity VM (see Eq. (1)) and the step length Lstep during the transition
velocity.

Fig. 9 Stick-diagram of the biped robot during one transition velocity.
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When the desired average velocity V d
M is modified from 0.3 m/s to 0.9 m/s, VM

increases gradually and converges fowards the new value of VM . The regulation at each
step of the average velocity is obtained thanks to an adequate adjustment of the pitch
angle. Moreover, Lstep increases automatically from 0.25 m to 0.4 m.

Figures 11 and 12 show the angle q11 and q12. It is interesting to note that, as it has
been mentioned before, the trajectory depends on the one hand on the stance leg’s geo-
metrical position and on the other hand on the measured average velocity. It is pertinent
to note that the control strategy allows to adapt automatically walking gait based on the
five learning reference walking.

It must be pointed out that the walking gait can depends to the desired average
velocity V d

M . But in this case, the step length transition is abrupt. Furthermore, the fact
that the walking gait depends of the measured average velocity allows increasing the
robustness of the walking of the robot.

5.2 Evaluation of the Robustness According to a Pushed Force

During walking, a robot moving in real environment can be subjected to external forces
involving an imbalance. Consequently, the control strategy must react quickly in order
to compensate this perturbation and to avoid the fall of the robot. Generally, when hu-
man being is pushed forwards, he increases the step length. In the case of the proposed
control strategy, the step length depends of the real average velocity VM . If the robot
is pushed forwards, the duration of the step tstep decreases and consequently, VM in-
creases. And if the robot is pushed backwards, the average velocity decreases and the
step length too. In fact, at the next step after one perturbation force, Lstep is adjusted
according to the modification of the average velocity. In this manner, it is easier for the
robot to compensate this kind of perturbation.

In order to illustrate this intrinsic robustness, we present in this section two results
showing how the biped reacts when a forwards or backwards forces are applied on the
trunk of the robot.

– Forwards pushed force: Figure 13 shows the stick-diagram representing the walk-
ing robot before and after the forwards perturbation force. At t = 15 s, we applied
on the trunk of the robot an impulsive pushed force. The duration and the amplitude

Fig. 10 Average velocity and step length during one transition velocity when the desired average
velocity is modified from 0.3 m/s to 0.9 m/s.
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Fig. 11 Angle q11 when VM increases gradually from 0.3 m/s to 1 m/s.

Fig. 12 Angle q11 when VM increases from 0.3 m/s to 1 m/s.

of this force are respectively 0.2 s and 50 Nm. It must be pointed out that the tra-
jectories of the biped robot are updated automatically in order to compensate this
perturbation.
As the Fig. 14 shows it, before this perturbation, the robot walks with an average
velocity to 0.7 m/s which corresponds to the desired average velocity.
After this perturbation, VM increases considerably but the step length increases
according to average velocity. Moreover, the pitch angle decreases thanks to the
hight level control (Fig. 15). Consequently, our control strategy allow to compen-
sate slowly this kind of perturbation.

– Backwards pushed force: Figure 16 shows the stick-diagram representing the walk-
ing robot before and after the backwards force perturbation. At t = 15 s, we applied
on the trunk of the robot an impulsive pushed force. The duration and the amplitude
of this force are respectively 0.2 s and −25 Nm.
In this case,VM decreases and the step length decreases too (Fig. 17). The pitch
angle increases in order to compensate this perturbation (Fig. 18).

Fig. 13 Stick-diagram representing the walking robot before and after the forwards perturbation
force. The duration and the amplitude of this force are respectively 0.2 s and 50 Nm.
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Fig. 14 Average velocity VM when the robot is pushed forwards at t = 15 s.

Fig. 15 Pitch angle of the trunk when the robot is pushed forwards at t = 15 s.

Fig. 16 Stick-diagram representing the walking robot before and after the backwards perturbation
force. The duration and the amplitude of this force are respectively 0.2 s and −25 Nm.

Fig. 17 Average velocity VM when the robot is pushed backwards at t = 15 s.

In summary, our control strategy allows to compensate slowly pushed force because:

– Lstep is adjusted automatically according the measured average velocity.

– The average velocity is updated thanks to the high level control.
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Fig. 18 Pitch angle of the trunk when the robot is pushed backwards at t = 15 s.

6 Conclusions

In this chapter, we have proposed an autonomous gait pattern for a dynamic biped walk-
ing based on a soft-computing approach. We show how it is possible to generate new
walking gaits by using the fusion of five trajectories learnt by CMAC neural networks
during a learning phase. Our approach is based firstly on Fuzzy-CMAC issued com-
putation of robot’s swing leg’s desired trajectory and secondly on a high level control
strategy allowing regulation of the robot’s average velocity. The main interest of this ap-
proach is to proffer to the walking robot autonomy and adaptability involving only one
parameter: the average velocity. We have presented results regarding velocity’s tran-
sitions and we show that the presented control strategy allows increasing the walking
robot’s robustness according to perturbation forces. Future works will firstly focus the
extension of our Fuzzy-CMAC approach in order to increase walking robot’s autonomy
as well according to the nature of the environment (get up and down stairs for instance),
as regarding the obstacles’ avoidance and dynamic crossing. Then, a second perspective
will focus the experimental validation of our approach.
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Abstract. This chapter presents a Particle Filter approach to solve the metric lo-
calization of a team of three robots. The method considers the existence of a fixed
active beacon which has sensorial capabilities. The localization strategy is based
on the distance and orientation measurements among the robots and the robots
and the fixed active beacon. By means of this technique the team of robots are
capable of navigating in isolated and unstructured scenarios. In spite of common
differential vehicles, this approach is intended to be applied in car-like vehicles,
still a large scope of mobile robots in real environments.

Keywords. Particle-filter, cooperative localization, mobile robots.

1 Introduction

One of the cutting-edges of technology is the presence of robots in unexplored scenar-
ios to accomplish the most different type of missions. Since most of the tasks in these
scenarios can not be accomplished by humans, mobile robots development are a present
real necessity. The localization of a mobile robot is in the sequel of the implementation
to accomplish different types of predetermined tasks coupled with high level of preci-
sion. Moreover, a mobile robot is not an isolated mobile platform, since other mobile
robots can be working for a similar goal. Consequently, and if visible between them,
the different mobile robots may work together, to improve their localization [1] [2].

Cooperative localization schemes for teams of robots explore the decentralized per-
ception that the team supports to enhance the localization of each robot. These tech-
niques have been studied in the recent past [3] [4] [5] [6].

Cooperative localization is a key component of cooperative navigation of a team of
robots. The use of multi-robot systems, when compared to a single robot, has evident
advantages in many applications, in particular there where the spatial or temporal cover-
age of a large area is required. An example on the scientific agenda is the planet surface
exploration, in particular Mars exploration. At the actual technology stage, the difficulty
in having human missions to Mars justifies the development, launching and operation
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of teams of robots that may carry out autonomously or semi-autonomously a set of ex-
ploration tasks. The mission outcomes in the case of surface exploration may largely
benefit from having a team of cooperative robots rather than having a single robot or a
set of isolated robots. In either case, and depending on the particular allocated mission,
the robots may have to be localized relative to a fixed beacon or landmark, most proba-
bly the launcher vehicle that carried them from earth.

This chapter proposes a methodology for cooperative localization of a team of
robots based on a Particle-Filter (PF) approach, relying on distance and orientation
measurements among the robots and among these and a fixed beacon. It is considered
that the fixed beacon has sensorial capabilities of range and orientation measurement,
but has a maximum detectable range. Each robot has limited range detection along a
limited field of view. For localization purposes, the proposed approach propagates a PF
for each robot. The particle weight update is based on the measurements (distance and
orientation) that each robot acquires relative to the other robots and/or the fixed beacon.
A motion strategy is implemented in such a way that each robot is able to detect, at
a single time instant, at least one teammate or the fixed beacon. Therefore, either the
fixed beacon (if detected) or the other robots (if detected) play the role of an external
landmark for the localization of each robot.

The developed strategy is targeted to an exploration mission and it is considered
that all the robots start the mission close to the fixed beacon, evolve in the environment
(the team of robots could be carried to the target scenario by a single platform which
could be used as a reference beacon) and eventually may loose detection of the fixed
beacon. Finally, the robots have to return to the starting location. Even more, due the
sensorial limitations of the robots they also could loose detection among them.

In the approach presented in this chapter, besides cooperative localization, the team
navigation involves obstacle avoidance for each robot and a motion strategy where one
of the robots, the master, follows a pre-specified path and the other teammates, the
slaves, have a constrained motion aimed at having the master in a visible detectable
range from, at least, one of the slaves. The master stops whenever it is to loose visible
contact with the slaves and these move to approach the master and to provide it with
visible landmarks.

The localization problem has to deal with the uncertainty in the motion and in the
observations. Common techniques of mobile robot localization are based on proba-
bilistic approaches, that are robust relative to sensor limitations, sensor noise and en-
vironment dynamics. Using a probabilistic approach, the localization turns into an es-
timation problem with the evaluation and propagation of a probability density function
(pdf). This problem increases when operating with more than one robot, with complex
sensor’s model or during long periods of time. A possible solution for the localization
problem is the PF approach [7] [8], that tracks the variables of interest. Multiple copies
(particles) of the variable of interest (the localization of each robot) are used, each one
associated with a weight that represents the quality of that specific particle.

The major contribution of this chapter is the use of a PF approach to solve the coop-
erative localization problem allowing the robots to follow a reference path in scenarios
where no map and no global positioning systems are available and human intervention
is not possible. The simulation is implemented with a fleet of three car-like vehicles.
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This chapter is organized as follows. Section 1 presents the chapter motivation and
an overview of related work on mobile robot navigation using PF. Section 2 introduces
the notation and the principles of Particle-Filter. Section 3 explains the main contribu-
tions of the chapter, namely the cooperative localization and motion strategy using PF
in a team of robots. Simulation results obtained with some robots in an environment
with obstacles are presented in Sect. 4. Section 5 concludes the chapter and presents
directions for further work.

2 Single Robot Navigation

This section describe the robots used in the work and presents the basis for the PF
localization approach for each single robot in the particular application described in
Sect. 1.

2.1 Robot Characterization

It is assumed that each robot is equipped with a 2D laser scanner, with a maximum
range capability, ρmax, over a limited rear and front angular field of view of width
2ϕmax, as represented in Fig. 1-right. Consequently, the robots are able to measure the
distance, ρ, and the direction, ϕ, to obstacles in their close vicinity and are prepared
to avoid obstacles. This sensor supports the robot perception to evaluated the distance
and the orientation under which the beacons (the fixed beacon and/or the other robots in
the team) are detected. It is also assumed that each robot is able to recognize the other
robots and the fixed beacon based on the same laser scanner or using, for instance, a
vision system.

Maneuvering car/cart-like vehicles is a difficult task, when compared with other
type of vehicles, for instance mobile robots with differential kinematic system. Due to
this fact, car/cart-like kinematic system has been considered to emphasize the capabili-
ties of the purposed localization technique when applied on these type of vehicles. The
kinematic model of a car/cart-like vehicle, presented in Fig. 1, is expressed by ẋ

ẏ

θ̇

=
 cos(θ) 0

sin(θ) 0
0 1

 ·
[

v(t)
v(t) tan φ(t)

l

]
(1)

where (x, y) is the position, θ is the vehicle’s heading, both relative to a global referen-
tial, v(t) is the linear velocity and φ(t) is the steering angle that defines the curvature
of the path and l is the distance between the rear and front wheels (see Fig. 1-left).

The proposed navigation strategy is optimized for car/cart like vehicles (as de-
scribed in Sect. 3), but the approach can be implemented in robots with similar ca-
pabilities of motion and perception.

2.2 Localization based on Particle-filter

The pose of a single robot is estimated based on a PF [7]. Each particle i in the filter
represents a possible pose of the robot, i.e.,

ip =
(
ix, iy, iθ

)
. (2)
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Fig. 1 Robot’s kinematic model (left) and sensorial capabilities (right).

In each time interval, a set of possible poses (the cloud of particles) is obtained.
Then, the particles are classified according to the measurement obtained by the robot at
its real pose. Simulations of the measurements are performed, considering each particle
as the actual pose of the robot and the probabilistic model of the sensor. The believe
of each particle being the real pose of the robot is evaluated taking into account these
measurements. The real pose of the robot is estimated by the average of the cloud of
particles based on their associated believes. An important step of the method is the
re-sampling procedure, where the less probable particles are removed from the cloud,
bounding the uncertainty of the robot pose [8].

Differently from other approaches, where a set of fixed beacons are distributed for
localization purposes [9], this chapter considers the existence of a single fixed beacon L
at (xL, yL), as represented in Fig. 2a, that provides a fixed reference each time the robot
observes it. The fixed beacon has sensorial capabilities similar to those of the robots,
with limited range detection but over a 360◦ field of view (see Fig. 2a).

The particles associated to the robot are weighted taking into account the observa-
tions made by the robot and by the fixed beacon. Let ρLB and ϕLB be the distance
and the relative orientation of the robot B obtained from the fixed beacon measure-

Fig. 2 (a) Robot and a fixed beacon observation and (b) each particle and robot observations.
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ment (Fig. 2a). Similarly, ρBL and ϕBL are the distance and the relative orientation of
the beacon obtained from the robot measurement (Fig. 2b). Additionally, each particle
associated to the robot B defines iρLB and iϕLB (which represents the fixed beacon
measurement if the robot was placed over the particle i):

iρLB =
√

(xL − ixB)2 + (yL − iyB)2 + ξρ (3)

iϕLB = arctan
( iρLBy

iρLBx

)
+ ξϕ (4)

where ξρ and ξϕ represent the range and angular uncertainties of the laser sensor, con-
sidered as Gaussian, zero mean, random variables. The simulated measurements for
each particle define two weights, iPρ and iPϕ, related to the acquired sensorial data as,

iPρ = κρ ·
∣∣ρLB − iρLB

∣∣−1
(5)

iPϕ = κϕ ·
∣∣ϕLB − iϕLB

∣∣−1
(6)

where κρ and κϕ are coefficients that allow to compare both distances. Thus, a weight
that determines the quality of each particle according to the beacon measurement is
given by

iwLB =
{

ηLB · iPρ · iPϕ if VLB = 1
1 if VLB = 0 (7)

where ηLB is a normalization factor and VLB is a logic variable whose value is 1 if
L observes B, and 0 otherwise. On the other hand, each particle also defines iρBL,
iϕBL (which represents the robot measurement of the distance and angle with which
the fixed beacon will be detected if the robot were placed over the particle i, i.e., in iB,
see Fig. 2b) and VBL (a logic variable whose value is 1 if B observes L and 0 otherwise).
The weight that determines the quality of each particle according to the measurement to
the beacon is similar to (7), by switching the indices “B” and “L”. Therefore, the total
weight of the particle i associated with the robot B, iwB , is given by

iwB = iλB · iwLB · iwBL (8)

where iλB is a normalization factor. Given the formulation of the weights, if the ve-
hicle is not able to observe the fixed beacon and the fixed beacon is not able to detect
the robot, or equivalently VLB = 0 and VBL = 0, all the particles have the same im-
portance. As will be shown in Sect. 4, when no observations are available, re-sampling
is not possible and therefore localization uncertainty increases. Once the mobile robot
observes again the fixed beacon or vice-versa, re-sampling is possible and uncertainty
decreases.

2.3 Path Following and Obstacle Avoidance

Due to the limited range of perception featured by the sensors, the robot may navigate
in areas where the perception of the fixed beacon is not available. To cope with this
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constraint the navigation strategy should assure that the vehicle will return to the initial
configuration, i.e., the initial position where the vehicle and the beacon are able to
detect each other. Different strategies can be applied to drive the robot to the initial
configuration.

One strategy is based on a set of way points along a closed path. However, the
environment is still unknown and some way points could lay over an obstacle. When
this occurs the navigation algorithm may endows to an unreachable point leading to
circular paths around obstacles. To overcome this problem another strategy is adopted.
The idea is to build a continuous path that the robot has to follow with an obstacle
avoidance capability based on reactive navigation techniques.

Different approaches have been proposed for path following, where the robot posi-
tion is estimated by Extended Kalman Filter (EKF) using Global Position System (GPS)
and odometry [10]. In the present work no GPS is available, and rather than using EKF,
a PF approach is used.

To accomplish an accurate navigation, each robot follows a path previously de-
fined and the “Pure-pursuit” algorithm [11] is applied for path-tracking. This algorithm
chooses the value of the steering angle as a function of the estimated pose at each time
instant. Without a previous map, different obstacles may lay over the path and, conse-
quently, a reactive control algorithm will be applied if the vehicle is near an obstacle
[12] [13]. The path-tracking and the obstacle avoidance behaviours are combined by
means of a hybrid control structure in such a way that the robot is able to avoid the
obstacle and continue the path-tracking when the vehicle is near the path [14] [15].

3 Cooperative Localization and Navigation

This section illustrates the cooperation among robots to improve the robots localization
when the detection of the fixed beacon is not available. The method takes advantage of
the measurement of the different teammates in order to estimate the pose of each robot.
Moreover, a cooperative motion strategy is presented that allows the team of robots to
perform a more efficient localization. Robots are identified by numbers 1 to 3 and the
fixed beacon is numbered with 4 as represented in Fig. 3.

3.1 Cooperative Robots Localization based on Particle-filter

The pose of each robot is estimated by the PF technique, considering all the robots
involved, i.e., the measurements acquired by all the robots. When a robot moves, only
the weights of the particles of that robot are updated. However, the estimation of the
position using PF is performed taking into account the measurements acquired by the
sensors of that robot and the other robots.

Similarly for the case involving the fixed beacon, if B is a robot moving and A is
a static robot, the observation of robot B performed by the robot A defines the values
ρAB and φAB . In the same way, the observation of robot A performed by robot B
defines ρBA and φBA, which is similar to Fig. 2, replacing the beacon L by the robot
A. Thus, each particle associated with the robot B defines the values iρAB , iρBA, iφAB

and iφBA. These values can be obtained applying expressions similar to (3) and (4).
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Nevertheless, in this case, instead of using the position of the fixes beacon, the estimated
position of the robot A (x̂A, ŷA, θ̂A) is considered. Therefore, from the measurement
of robot A and B, the weights iwAB and iwBA, which determine the quality of each
particle according to both measurements, can be obtained. The weights are calculated
by expressions similar to (5), (6) and (7).

Therefore, all the measurements acquired by a robot depend on the estimated po-
sition of the other robots. The evaluation for the poses estimation includes cumulative
errors and, consequently, the weight of the particles are influenced by the measurement
provided by the fixed beacon (when it is able to observe the robots or the robots are
able to observe the fixed beacon). Then, the weight of the particle i of the robot j is
given by

iwj =
{∏3

n=1,n6=j
iwnj · iwjnifV4j + Vj4 = 0

iw4j · iwj4 ifV4j + Vj4 = 1
,

whose value depends on the logic variables Vj4 (equal to 1 if the robot j can observe
the fixed beacon) and V4j (equal to 1 if the fixed beacon is able to observe the robot j).

3.2 Motion Strategy

In this approach, the objective of the team navigation is the exploration of an unknown
environment. A closed path is defined to be followed by one of the robots of the team.
For a correct path following, localization is carried out using the PF approach described
in Sects. 2.1 and 2.2. As the path may be such that the fixed beacon is not detected,
to achieve this goal some robots operate as beacons to their teammates, with this role
interchanged among them according to a given motion strategy.

There are other approaches exploring the same idea. In [16] and [17] a team of
Milibots is organized in such a way that part of the team remains stationary providing
known reference points for the moving robots. This approach, named as “leap-frogging”
behaviour, uses trilateration to determine the robots position. To apply trilateration,
three beacons are required. During the main part of the navigation problem considered
in this chapter, only two robots (acting as beacons) are detected from the robot whose
localization is under evaluation, as the fixed beacon is not detected. There are situations
where only a single robot is visible and trilateration is not useful.

In [8] a collaborative exploration strategy is applied to a team of two robots where
one is stationary, and acts as a beacon, while the other is moving, switching the roles
between them. In that approach, PF technique is applied for cooperative localization
and mapping. Nevertheless, it is supposed that the heading of the observed robot can be
measured. Since this estimation is not trivial, this chapter presents a different approach
for PF.

In the proposed methodology the team is divided in two categories of robots. One
of the robots is considered the “master” having the responsibility of performing an
accurate path following of a previously planned trajectory. The other two robots, the
“slaves”, play the role of mobile beacons. The master robot is identified by the num-
ber 1, and the slave robots with 2 and 3 (see Fig. 3). Initially, the master follows the



148 F. G. Bravo et al.

planned path until it is not able to detect, at least, one slave. Once this occurs, the
master stops and the slave robots start to navigate sequentially. They try to reach differ-
ent poses where they will act as a beacon for the master. These poses can be determined
previously, taking into account the path and a criterion of good coverage, or can be es-
tablished during the navigation, considering the position where the master stopped. In
both cases, the objective is to “illuminate” the master navigation by the slave mobile
beacons in such a way that it can be located accurately. At this stage, once the master
stops and one of the slaves is moving, the master and the other slave play the role of
beacon for the slave which is moving.

According to the previous statement and considering the type of sensors and the
angular field of view, a strategy for motion of the slaves is considered. The strategy is
based on the idea of building a triangular formation after the master stops, what happens
when the master is not able to detect, at least, one slave. Using this triangular configu-
ration the vehicles are allowed to estimate their position by means of the measurement
of their relative positions with the minimum possible error. Furthermore, slave robots
give the master a large position estimation coverage. This configuration is fundamental
if the view angle of the sensors is constrained, otherwise, the robots can see each other
in any configuration.

Once the master has stopped, two points P2 and P3 are generated (see Fig. 3) and
the slaves will have to reach these points with the same orientation of the master so that
they can see each other. P2 and P3 are calculated by taking into account the angular
field of view of the robots. Hence, P2 is located along the master’s longitude axis and
P3 is such that the master, P2 and P3 define an isosceles triangle.

Therefore, when the master robot stops, a path is generated in such a way that it
connects each current slave position with the goal point (P2 or P3). This path has also
to accomplish the curvature constraint and allow the slave vehicles to reach the goal
point with a correct orientation. For this purpose, β-Splines curves [18], have been ap-
plied as represented in Fig. 3.

Master and slave perform the path following and the collision avoidance in a sequen-
tial way. The slave 2 starts moving when the master has stopped. The slave 3 begins to
move once the slave 2 reaches its goal. Finally, the master starts moving when the slave
3 has reached its target configuration.

θθ

θ

4

Beacon

3
Slave

2

Slave

1

Master

P2

P3

Fig. 3 β-spline generation.
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(a) (b)

Fig. 4 (a) Single robot navigation and (b) evolution of the cloud of particles.

4 Simulation Results

Different experiments have been implemented to test the proposed approach, performed
with different numbers of teammate: one, two and three robots. Several trajectories have
been generated to evaluate the influence of the length and the shape of the path on the
localization performance.

The algorithm was tested by considering that the robots perform both clockwise
or anti-clockwise loops. Figure 4a presents the desired path (dotted-line), the real path
(continuous line) and the estimated path (dashed-line) obtained by the navigation of a
single robot, i.e., no cooperative localization is considered. The fixed beacon is repre-
sented by the non-filled circle. Figure 4b presents the evolution of the cloud of parti-
cles along the navigation process, which conveys the associated uncertainty. The cloud

SLAVE 

(a) (b)

Fig. 5 (a) Two robots in a big loop and (b) evolution of the cloud of the master robot.
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MASTER

SLAVE 2SLAVE 3

(a) (b)

Fig. 6 (a) Three robots in a big loop and (b) evolution of the cloud of the master robot.

shrinks when the robot observes the fixed beacon and enlarges when no observation is
acquired.

Figures 5a and 6a illustrate the evolution of the real and the estimated path when
the cooperative navigation is applied on a team of two and three robots, respectively,
along the same desired path. Figures 5b and 6b present the evolution of the cloud of
particles for the master robot. The estimation is improved, mainly when using three
robots and, consequently, the navigation of the master robot is closer to the desired
path. In each experiment the robots closed the loop three times. The improvement in the
pose estimation when applying the cooperative localization technique is shown in these
figures as the real and the estimated path are closer than in the previous experiment,
with a single robot. Figure 7 presents the error of the position estimation in the previous
three experiments along one loop, with different number of teammate. It is remarkable

Fig. 7 Position estimation error along the big loop for teams with 1, 2 and 3 robots.
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that the error decreases when the number of the robots in a team increases. However,
the time the robots take to close the loop increases with the number of teammate, since
the motion strategy for cooperative localization requires that part of the team remain
stationary while one of the robot is navigating.

Figure 8 illustrates two experiments with different paths in which a team of three
robots closed the loop several times. Both paths are shorter than the path of Fig. 5a. In
the path of Fig. 8b (the one whose shape looks like a Daisy) the robots navigate close
to the beacon for three times.

Figure 9 presents the error of the position estimation along one loop of the experi-
ment of Figs 8a,b and 5a. It illustrates that shorter paths provide lower error and there-
fore better performance. In addition, this figure also illustrates that the pose estimation
can be improved by modifying the shape of the path as is the case of the experiment
of the “Daisy path” (Fig. 8b). In this experiment, the error remains bounded presenting
lower values than the other experiments. This improvement is achieved due to the ef-
fect of navigating near the beacon and applying its perception for updating the weight
of the robots particles. Obviously, the pose estimation improves when the time periods
where the robot navigates near the beacon increases. A conclusion is, if the exploration
of wide and large spaces is needed, trajectories similar to the daisy path are preferred,
i.e., trajectories where the team navigates near the beacon several times.

5 Conclusions and Open Issues

This chapter presented a Particle-Filter approach to solve the cooperative localization
problem for a small fleet of car-like vehicles in scenarios without map or GPS and no
human intervention. A team of three robots and a fixed beacon have been considered
in such a way that the robots take advantage of cooperative techniques for both local-
ization and navigation. Each robot serves as an active beacon to the others, working as

MASTER

SLAVE 2

SLAVE 3

MASTER

SLAVE 2

SLAVE 3

(a) (b)

Fig. 8 Cooperative navigation along two different paths: (a) short loop and (b) Daisy loop.
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Fig. 9 Position estimation error along one loop for a team of three robots along different paths.

a fixed reference and, at the same time, providing observations to the robot which is
moving. With this approach, robots are able to follow a previous calculated path and
avoid collision with unexpected obstacles.

Moreover, the proposed approach has been validated by different simulated experi-
ments. Different path and number of teammates have been considered. The experiments
illustrate that the number of teammates decreases the estimation error. Likewise, the
length of the planned path affects to the quality of the estimation process. However, for
paths with similar length, the estimation procedure can be improved by changing its
shape.

The following step is the implementation of this approach in a team of real car-like
robots. There are still open issues requiring further research, in particular the number of
particles and other tuning parameters, the matching between beacons and other mobile
robots and the implementation of active beacons.
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Abstract. One of the major drawbacks of flexible-link robot applications is its
low tip precision, which is an essential characteristic for applications with in-
teraction control with a contact surface. In this work, interaction control strate-
gies considering rigid and flexible contact surfaces are applied on a two degrees
of mobility flexible-link manipulator. The interaction strategies are based on the
closed-loop inverse kinematics algorithm (CLIK) to obtain the angular references
to the joint position controller. The control schemes were previously tested by
simulation and further implemented on the flexible-link robot. The obtained ex-
perimental results exhibit a good force tracking performance, especially for a
rigid surface, and reveal the successful implementation of these control architec-
tures for a robot with one flexible link.

Keywords. Flexible-link manipulator, closed-loop inverse kinematics, interaction
control, real-time control.

1 Introduction

The evolution of industrial manufacturing, lead to the necessity of optimize the pro-
duction, where the main goal is to achieve best quality products at lower prices. The
manipulator robot is a crucial automation equipment that fulfill these requirements, due
to its high productivity and easy adaptation to a large number of complex and repetitive
tasks. The manipulator robots have also the ability to work in adverse environments to
the human workers. Due to these characteristics, the study of robot manipulator control
has received a growing attention by a lot of researchers during the last decades, in order
to design robots with high performance [1].

In general, industrial robots have rigid mechanical elements which leads to a high
power consumption. To overcome this disadvantage, lightweight and flexible links have
been considered in the construction of new robots. These new links allow the same
mobility capacity as the rigid robots with a lower power consumption. Also, due to the
lighter weight of the links, the interaction with the environment, especially in the case
of collision, cause less damage.

When a manipulator robot executes an interaction task, the tip or end-effector enters
in contact with the environment and a certain force is exerted on the surface. Since it’s
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necessary to achieve an high precision tip position to obtain a good interaction force
control, advanced control algorithms have been developed to obtain a high force track-
ing performance [2]. However, flexible-link manipulators exhibit an important draw-
back in comparison with rigid robots, due to the difficulty in control its tip or end-point
position. The flexibility rises the dynamic coupling, the non-linearities, and gives to
the robot infinite degrees of freedom derived from the vibration modes of the flexible
elements. Due to these vibrations, the system becomes a non-minimum phase system
[3]. The zeros in the right semi-plan, due to the non minimum phase lead to an unstable
system, when the tip position is directly controlled through feedback.

To avoid these drawbacks, several techniques to efficiently control flexible-link
robots have been studied. The control of a flexible manipulator at the joint level has
been established by a lot of authors like Khorrami and Jain [4] for the tracking problem
and Vandegrift et al. [5] for the regulation problem, among others. One of the proposed
strategies to solve the inverse kinematics problem for flexible arms, was derived from
the closed loop inverse kinematics algorithm (CLIK) developed for rigid manipulators
[6]. The inverse kinematics formulation with feedback of joint coordinates and deflec-
tion variables for constrained flexible manipulators was developed by Siciliano [7] and
Siciliano and Villani [8]. Finally, more complex algorithms for solving the inverse kine-
matics problem at high speed velocities with flexible manipulators have been proposed
by Cheong et al. [9].

The purpose of this work is to obtain experimental results with interaction control
algorithms for a planar robot with two revolute joints and two links, where the second
link is flexible. The control strategies were implemented considering the CLIK algo-
rithm to obtain the desired angular references to the joint position controller. The in-
teraction control algorithm was applied considering rigid and flexible contact surfaces,
respectively.

The outline of the chapter is as follows. Section 2 describes the flexible link for-
ward and inverse kinematics formalism and the closed loop inverse kinematics algo-
rithm (CLIK). In Sect. 3 a brief overview of the CLIK-based interaction controllers for
rigid and flexible surfaces are described. Section 4 describes the planar flexible-robot
setup, the hardware and software control architecture considered for the real-time ex-
periments. In Sect. 5 the obtained interaction control results in real-time are presented.
Finally, in Sect. 6 some conclusions are drawn.

2 Flexible Link Kinematics

Let us consider a planar robot with two degree of mobility, where the first link is rigid
and the second link is flexible, as depicted in Fig. 1.

The robot’s flexible link can be modeled as an Euler-Bernoulli cantilever, with
length L. The flexible link is attached to a rigid joint. When a torque τ is applied to the
rigid joint, the flexible link is rotated by an angle θ between the body frame {X ,Y ,Z}
and the base reference frame {X0,Y0,Z0}, as illustrated in Fig. 2.

In this figure, v(x, t), represents the lateral displacement point x along the flexible
link, relative to X axis. Thus, the projection of x on X axis will be given by L −
u(x, t) coordinate. Two models are considered to obtain the length reduction coordinate
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Rigid link (m I L )R R, , 1

u
v

L-up

Fig. 1 Planar flexible robot schematics.

Fig. 2 Flexible link scheme deflection caused by an applied torque.

u(x, t): linear and quadratic models. The linear model approach considers that length
reduction is null, i.e. u(x, t) = 0. In the quadratic model approach, length reduction is
calculated by the following expression

u(x, t) = −1
2

∫ x

r

(
dv

dξ

)2

dξ (1)

In Fig. 3 both length reduction approach due to an elastic link deflection are represented.
In the following, the Assumed Modes discretizing method [10] will be considered

for the lateral displacement v calculation. This method consider

v(x, t) = χ(x)δ(t) (2)

where χ are the normalized mode shapes and δ are the generalized elastic coordinates.
Considering only the two first vibration modes, v is given by

v(x, t) =
2∑

k=1

χi(x) δi(t) (3)
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v(x,t)
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(a) Linear model
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(b) Quadratic model

Fig. 3 Elastic link length reduction models.

For this particular flexible-link robot, χi are given by Nabais [11]:

χ1 = 3
(
x

L

)2

− 2
(
x

L

)3

χ2 = −
(
x

L

)2

+
(
x

L

)3

(4)

where x as refered above, is a point on the elastic link. Vector p represented in Fig. 1
is the position on the link relative to reference frame {X0,Y0,Z0}. This vector is repre-
sented by

p = p1 +R2
0 (p2 − u + v) (5)

where R2
0 represents the rotation matrix and p1 is the position on the first link relative

to reference frame {X0,Y0,Z0}. Also, p2 is the non-deformed second link end-effector
position relative to reference frame {X2,Y2,Z2}. Summing p2, u and v, leads to:

p = p2 − u + v (6)

The rotation matrix R2
0 that describes the position p relative to reference frame {X0,Y0,

Z0} is represented by:

R2
0 =

[
cos(θ1 + θ2) − sin(θ1 + θ2)
sin(θ1 + θ2) cos(θ1 + θ2)

]
(7)

Considering that p is the end-effector or tip position, p represents the forward kinemat-
ics of the flexible-link robot. Thus, the forward kinematic equations are given by:

[
px

py

]
=

[
L1 cos(θ1)
L1 sin(θ1)

]
+R2

0

[
L2 − u
v

]
(8)

which leads to the following equations:

px = L1 cos(θ1) + (L2 − u) cos(θ1 + θ2)
−v sin(θ1 + θ2) (9)

py = L1 sin(θ1) + (L2 − u) sin(θ1 + θ2)
+v cos(θ1 + θ2)
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where u and v are given by Eqs. (1) and (3), respectively.
The inverse kinematics equations relate the cartesian position coordinates, given by

Eq. (9), and the joint θ and deflection δ coordinates. Replacing the Eqs. (1)–(3) into
Eq. (9), two equations and four unknown variables (θ1, θ2, δ1, δ2) are obtained. Thus,
the system is undetermined and other methods should be exploited to overcome this
problem.

2.1 CLIK Algorithm

To solve the problem presented above, the Closed Loop Inverse Kinematics algorithm
(CLIK) developed for rigid robots was adopted in this work, according to Siciliano [7].
This algorithm feeds back the joint angles θ calculated by the CLIK algorithm in a
closed loop dynamic system in order to obtain the reference values to the joint position
controller. This algorithm is given by Siciliano and Villani [8]:

θ̇d = JT
p (θ)KP (pd − p) (10)

where

– θ̇d are the desired joint velocities,
– Jp = Jθ i.e., the rigid part of the Jacobian matrix,
– pd is the desired tip position,
– p is the cartesian position determined by forward kinematics with coordinates θ,
– KP is a proportional gain matrix.

To obtain the joint references θd for real-time control, it is necessary to integrate the
joint velocities given by Eq. (10). Thus, the discrete version of θd, is given by:

θd(tk+1) = θd(tk) + TsJ
T
p (θd(tk))KP (pd(tk) − p(tk)) (11)

where

– θd are the reference joint angles for the position controller,
– Ts is the sampling period.

3 Interaction Control

3.1 Rigid Surface

Let us consider that the robot is in contact with a rigid surface. The restriction imposed
by the surface, is described by

φ(p) = φ(k(θ, δ)) = 0 (12)

Assuming that the robot is in a static condition, the deflections satisfy the following
equation:

Kδ = −JT
δ (θ, δ)λjφ (13)
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where K is the robot stiffness matrix, jφ is the equation gradient (12), defined by

jφ =
(
∂φ

∂p

)T

(14)

and λ is the Lagrange multiplier associated with the restriction. From Eq. (13), δ is
given by

δ = −K−1f (15)

where,
f = JT

δ (θ, δ)λjφ (16)

Differentiating Eq. (15) leads to

δ̇ = −K−1Jf (θ, δ)θ̇ (17)

where

Jf =
∂f

∂θ
= λjφ

∂JT
δ (θ, δ)
∂θ

(18)

and,
θ̇ = JT

p (θ, δ)KP (pd − p) (19)

The Jacobian Jp is defined by

Jp = Jθ(θ, δ) − Jδ(θ, δ)K−1Jf (θ, δ) (20)

where ep is the difference between the desired tip position and the cartesian position
determined by the robot forward kinematics. The joint angles and the deflection coor-
dinates are given by the CLIK algorithm. Discretizing these coordinates, leads to [7]

θd(tk+1) = θd(tk) + TsJ
T
p (θd(tk), δd(tk))KP ep(tk) (21)

and
δd(tk+1) = −K−1(JT

δ (θd(tk), δd(tk))λ(tk)jφ (22)

Notice that the Jacobian Jp not only depends on θ coordinates, but also depends on δ
coordinates. This happens because δ depends on fd, i.e. the force that should be applied
by the robot on the surface.

The overall interaction controller applies a joint position PD controller plus the
desired force fd. The control law is described by

τ = Kp(θd − θ) −Kdθ̇ + JT
θ (θ, δ)fdn (23)

where n is the normal to the surface and fd is the desired force. Notice that the PD
controller doesn’t control directly the interaction force between the tip of the link and
the contact surface. In fact, only the joint angles are controlled. In Fig. 4 the simplified
block diagram of the CLIK-based interaction controller considering a rigid surface is
represented.
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Fig. 4 Simplified block diagram of the CLIK-based interaction controller considering a rigid
surface.

3.2 Flexible Surface

In this case, the interaction control algorithm is similar to the previous presented algo-
rithm for the rigid surface. The main difference concerns with the calculation method
of the reference force, which is based on the estimated stiffness surface coefficient ke.
Notice that, for simplicity, the environment is modeled as a linear spring. Due to this
assumption, the deflection coordinates δ, the Jacobian Jp and the trajectory planning
algorithm will be slightly different [8].

In the interaction control algorithm considering a rigid surface described above,
the contact force is represented by the Lagrange multiplier λ. In this case, the force is
represented by

fd = kepf (24)

In the interaction controller with a flexible surface, the desired trajectory has two com-
ponents, one tangent to the contact surface ps and another component normal to the
surface pf . With these two components, the desired reference trajectory is represented
by the following equation

pd = ps + pf (25)

where pd is the desired tip cartesian position, and pf is determined by

pf = k−1
e fdn (26)

In Fig. 5 the geometric representation of the desired tip position, considering the desired
force fd on the surface is presented.

For the flexible contact surface, the Jacobian Jp is then given by

Jp = Jθ(θ, δ) − keJδ(θ, δ)K−1Jf (θ, δ) (27)

where,

Jf =
∂JT

δ n

∂θ
(nT p− nT pe) + JT

δ n
∂nT p

∂θ
(28)

The discrete version of the deflection coordinates algorithm, is given by

δd(tk+1) = −K−1(keJ
T
δ (θd(tk), δd(tk)) (29)

×n(nT p(tk) − nT pe))

where
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Fig. 5 Geometric representation of the desired tip position.

– pe is the non-deformed coordinate of the surface,
– Jθ is the rigid part of the robot’s Jacobian,
– Jδ is the flexible part of the robot’s Jacobian.

In Fig. 6 the simplified block diagram of the CLIK-based interaction controller consid-
ering a flexible surface is represented.
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� �

�
d

e

p
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�
d

fd

Trajectory
planner

pd

Fig. 6 Simplified block diagram of the CLIK-based interaction controller considering a flexible
surface.

In [7, 8], the Jacobian Jf is considered as only dependent on θ. This assumption
is valid when small link deflections are considered, i.e. they can be neglected. In this
work, the robot’s link is extremely flexible, and this assumption is not valid. For this
reason, it is assumed that Jacobian Jf is fully dependent on θ and δ.

When the robot is in contact with the environment, the interaction controller de-
scribed above, apply the desired force fd on the surface through the joint position PD
algorithm described by Eq. (23).

4 Robot Experimental Setup

For the purpose of analyze the interaction control algorithm performance, an experi-
mental setup was built at the Robotics Laboratory. In Fig. 7, a picture of the planar
flexible-link robot used for the experiments, is presented.

Table 1 exhibits the most important physical parameters of the joints and links of
this robot.
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Fig. 7 Picture of the experimental robotic setup.

Table 1 Physical parameters of the robot

Joint 1 and rigid link 1
LR – link length 0.32 m

IR0 – Inertia of the link 0.25 kgm2

Im1 – Inertia of the actuator 0.093 kgm2

Joint 2
r – Radius of the joint 0.075 m
IH – Rotating inertia 13.22 × 10−4 m4

MH – Mass of the joint 0.47 kg
Im2 – Inertia of the actuator 0.024 kgm2

Flexible link 2
L – Link length 0.5 m

e – Link thickness 0.001 m
h – Link width 0.02 m

I – Cross section inertia 1.67×10−12 m4

Ib – Link inertia 99×10−4 kgm2

mb - Link mass 0.0785 kg

The control hardware used to drive the flexible robot consists of a host PC Pentium
IV 3 GHz computer that runs the Matlab/Simulink software and a target PC Pentium
200 MHz computer, where the real-time target software runs under the Matlab/xPC en-
vironment. The signals are processed through a low cost ISA-bus servo I/O board from
SERVO TO GO, INC., and the electric d.c. joint motors are driven by linear power am-
plifiers configured to operate as current amplifiers. In this functioning mode, the input
control signal is a voltage in the range of ±10 V with current ratings in the interval
[−3, 3] A. The deflection of the elastic link is measured by three full bridge strain
gage sensors located along the link and processed by HOTTINGER BM instrumenta-
tion amplifiers. The contact forces are measured by a JR3 6-axis force/torque sensor
mounted on the contact surface (see Fig. 10 for details). The force sensor hardware
provide decoupled and digitally filtered data at a frequency rate of 8 KHz for each
channel. Figure 8 represent the overall hardware and software control architecture for
the flexible-link robot.
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Fig. 8 Hardware and software control architecture for the flexible-link robot.

5 Experimental Results

For the purpose of analyzing the interaction control performance, the control method-
ologies presented in Sects. 3.1 and 3.2 are applied through experimentation to the planar
robot represented in Fig. 7. Notice that all the interaction tasks described on this sec-
tion were previously tested by simulation in Matlab/Simulink in order to obtain the best
performance. For this purpose, Virtual Reality Toolbox from Matlab was used to build
the tridimensional (3D) robot model, as depicted in Fig. 9.

Fig. 9 Picture of the 3D planar robot model built in Matlab/Virtual Reality Toolbox. Notice that
the dot line represents the undeformed flexible contact surface.
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5.1 Rigid Surface

The first task consists of applying a force profile on the rigid surface while maintaining
the robot’s position. In the second task, the robot should move along the rigid surface
with simultaneously application of the desired force profile on the surface, as repre-
sented in Fig. 10.

Fig. 10 Top view of the flexible robot executing an interaction task.

The sampling frequency used is 1 kHz and the following controller gains were used
in all the experimental tasks: KP = [2000; 2000] for the CLIK algorithm and Kp =
[3000; 600], Kd = [20; 10] for the PD controller. Notice that all the experiments were
executed considering that tip is already in contact with the surface before the execution
of the task.

Due to the maximum allowed values for the deflections adjusted in the robot’s super-
vision and control software and the high degree of flexibility of the link, the maximum
force that is possible to apply by the flexible link on the surface, is 1 N. In Fig. 11
the results for a task where only a desired force trajectory is applied on the surface are
presented. The force is applied at the initial contact point, P = [0.32; 0.575] m. The
contact surface has 45 of inclination with the reference base frame x-axis. The refer-
ence force profile has a maximum value of 0.9 N, a growing time of 15 seconds and a
full evolution time of 50 seconds.

In Fig. 12 the results for a task with force and position reference trajectories are
presented. The reference force has the same profile of the first task and the position
reference trajectory executes a straight line movement with a cycloidal profile of 5 cm
in 5 seconds along the rigid surface.

From the analysis of the plots, is possible to observe a good force tracking perfor-
mance in static conditions (Fig. 11). Also, when the robot executes a movement along
the rigid surface, while executing the desired force profile, an acceptable force tracking
performance with low force errors is observed along the trajectory (Fig. 12). In all these
experiments an overshoot is observed when the applied force begins to decrease, due to
tip/surface contact friction effects. Notice that the desired force is applied on the surface
without force feedback, but the force errors are kept small. These results validate the
interaction control strategy described in Sect. 3.1.
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Fig. 11 Rigid surface: contact force and modal amplitudes of the flexible link.
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Fig. 12 Rigid surface: contact force and cartesian trajectory along the surface.

5.2 Flexible Surface

In order to obtain preliminary experimental results for a flexible environment, a soft
foam was fixed on the plate attached to the force sensor. The overall estimated stiff-
ness coefficient of the device is ke ≈110 N/m. Since the interaction controller for the
flexible surface revealed to be extremely sensitive for ke values larger than 15 N/m, a
desired path profile fd with a maximum value of 1 N was planned considering the esti-
mated stiffness environment but setting ke=15 N/m in Eq. (29) in order to observe the
correspondent applied force and deformation of the environment.

From Fig. 13 it is possible to observe an acceptable force tracking behavior in static
conditions. In this case, a force overshoot is observed at the end of the growing path
due to the flexible environment characteristics. From the force trajectory plot, is possi-
ble to observe that applied force reach the desired value of 1 N. However, since there
are a significant gap between the estimated stiffness coefficient and the ke value used
in Eq. (29), the modal amplitudes of the flexible link will not match the desired ones
calculated by the CLIK algorithm (Fig. 13b). Also, due to the ke mismatch described
above, the cartesian trajectory evolution along x−axis will exhibit a poor tracking per-
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Fig. 13 Flexible surface: contact force and modal amplitudes of the flexible link.

formance, as depicted on Fig. 14a. Finally, is possible to observe that joint position
controller reveal an excellent tracking performance (see Fig. 14b for details).
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Fig. 14 Flexible surface: cartesian and joint trajectories.

6 Conclusions

In this chapter interaction control strategies for a manipulator robot with a two de-
grees of mobility and a flexible link were analyzed by simulation and experimentation.
The interaction control results reveal the successful implementation of the control al-
gorithms in real-time for a robot with one flexible link. The interaction control results
were obtained considering rigid and flexible contact surfaces.

Future research will concentrate on the improvement of the real-time software func-
tionality, the study of more complex inverse kinematic algorithms for flexible arms and
the improvement of the interaction controller robustness for the flexible contact surface.
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Smooth Trajectory Planning for Fully Automated 
Passengers Vehicles: Spline and Clothoid Based Methods 

and its Simulation  

Larissa Labakhua1, Urbano Nunes2, Rui Rodrigues2 and Fátima S. Leite2 

1 University of Algarve, Escola Superior de Tecnologia/ADEE, Faro, Portugal 
llabak@ualg.pt 

2 Institute of Systems and Robotics, University of Coimbra, Coimbra, Portugal 

Abstract. A new approach for mobility, providing an alternative to the private 
passenger car, by offering the same flexibility but with much less nuisances, is 
emerging, based on fully automated electric vehicles. A fleet of such vehicles 
might be an important element in a novel individual, door-to-door, 
transportation system to the city of tomorrow. For fully automated operation, 
trajectory planning methods that produce smooth trajectories, with low 
associated accelerations and jerk, for providing passenger’s comfort, are 
required. This chapter addresses this problem proposing an approach that 
consists of introducing a velocity planning stage to generate adequate time 
sequences for usage in the interpolating curve planners. Moreover, the 
generated speed profile can be merged into the trajectory for usage in 
trajectory-tracking tasks like it is described in this chapter, or it can be used 
separately (from the generated 2D curve) for usage in path-following tasks. 
Three trajectory planning methods, aided by the speed profile planning, are 
analysed from the point of view of passengers’ comfort, implementation 
easiness, and trajectory tracking. 

Keywords. Trajectory planning, splines, clothoids, trajectory tracking, fully-
automated vehicles, passenger comfort. 

1 Introduction 

Negative side effects of car use in build-up areas jeopardise the quality of life. 
Technology driven inventions like cybernetic transport systems may contribute to 
sustainable urban mobility. In this context, a new approach for mobility providing an 
alternative to the private passenger car, by offering the same flexibility but with much 
less nuisances, is emerging, based on fully automated electric vehicles, named 
cybercars [2] [7]. A fleet of such vehicles might be an important element in a novel 
individual, door-to-door, transportation system to the city of tomorrow. These 
vehicles must be user-friendly, easy to handle and safe, not only for passengers but 
also for the other road users. These vehicles are already in operation in specific 
environments featuring short trips at low speed [1] [7].  

For fully automated operation, trajectory planning methods that produce smooth 
trajectories, with low associated accelerations and jerk, are required. Although motion 

urbano@isr.uc.pt, ruicr@isec.pt, fleite@mat.uc.pt 



planning of mobile robots has been thoroughly studied in the last decades, the 
requisite of producing trajectories with minimum accelerations and jerk (integrating 
both lateral and longitudinal accelerations) has not been traceable in the technical 
literature. A global minimum-jerk trajectory planning approach is proposed in [8] but 
in the context of joint space trajectories of robot manipulators.  

This chapter addresses the problem of generating smooth trajectories with low 
associated accelerations, proposing an approach that consists of introducing a velocity 
planning stage to generate adequate time sequences to be fed into the interpolating 
curve planners. The generated speed profile can be merged into the trajectory for 
usage in trajectory-tracking tasks like it is described in this chapter, or it can be used 
separately (from the generated 2D curve) for usage in path-following tasks [9]. Three 
trajectory planning methods used to generate smooth trajectories from a set of 
waypoints, embedding a given speed profile, are analysed from the point of view of 
passengers’ comfort, easiness of implementation, and trajectory tracking performance. 
The trajectory-planning methods studied are the following ones: cubic spline 
interpolation, trigonometric spline interpolation, and a combination of clothoids, 
circles and straight lines. For its evaluation, the well-known Kanayama trajectory-
tracking controller was used [4]. The kinematics model of a Robucar vehicle 

simulations the studied trajectory planning methods. 

2 Acceleration Effects on the Human Body 

For a vehicle following a trajectory at speed v , accelerations are induced on the 
passengers, which can be expressed as 

T N
dv dv da e v e
dt dt dt

θ= = +  (1) 

where v  denotes the longitudinal velocity (tangent to the trajectory), θ  is the vehicle 
orientation, and Te  and Ne  are unit vectors in the tangent and normal trajectory 
directions, respectively. Moreover 

1d v
dt
θ

ρ=  (2) 

where ρ  is the curvature radius. From (1) and (2) one gets the longitudinal 
acceleration (tangential component), induced by variations in speed, 

T
dva dt=  (3) 

and lateral accelerations (normal component), originated by changes in vehicle’s 
orientation, whose values are also affected by the vehicle speed: 

21
L

da v v
dt
θ

ρ= =  (4) 
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(platform used in our autonomous navigation experiments) is used to evaluate through 

The lateral acceleration is function of the trajectory curvature and speed. Assuming 
constant speed, the smaller is the curvature the smaller is the induced lateral 
acceleration, and therefore less harmful effects on the passengers. The ISO 2631-1 
standard (Table 1) relates comfort with the overall r.m.s. acceleration, acting on the 
human body, defined as 



2 2 2 2 2 2
w x wx y wy z wza k a k a k a= + +  (5) 

motion on the xy -plane, 0wza = . The local coordinate system is chosen so that its 
x -axis is aligned with the longitudinal axis of the vehicle, and it’s y-axis defines the 
trajectory lateral direction.  

2.1 Speed Profile 

Trajectory planning for passenger’s transport vehicles must generate smooth 
trajectories with low associated accelerations and jerk. As expressed by (3) and (4), 
lateral and longitudinal accelerations depend on the vehicle’s speed. Thus, the 
trajectory planner should not only generate a smooth curve (spatial dimension) but 
also its associated speed profile (temporal dimension). 

Table 1 ISO 2631-1 Standard 

Overall acceleration Consequence 
20.315 /wa m s<  Not uncomfortable 

20.315 0.63 /wa m s< <  A little uncomfortable 
20.5 1 /wa m s< <  Fairy uncomfortable 

20.8 1.6 /wa m s< <  Uncomfortable 
21.25 2.5 /wa m s< <  Very uncomfortable 

22.5 /wa m s>  Extremely uncomfortable 

Using Table 1 and (5), for “not uncomfortable” accelerations, the longitudinal and 
lateral r.m.s. accelerations must be less than 20.21 /m s . Speed profiles can be 
calculated under this constraint, and consequently appropriate time-interval values 
sequences obtained to be used by the curve planners. Assuming a constant speed and 
a perfect arc cornering with a radius r , the reference speed in corners (segment 
between waypoints i  and j ) is 

2,  0.21 /ij T Tv a r a m s≤ ⋅ ≤  (6) 
It makes sense to consider a straight course segment just before each corner for 

reducing speed, and others after corners for increasing speed. So, the reference speed 
on the straight segments begin (end), designated by the waypoint k , can be calculated 
as 

2,      0.21 /k i L Lv v a t a m s= ± Δ ≤  (7) 

2 / Lt l aΔ =  (8) 
where the waypoint i designates the corner begin (end), and is the straight segment 
length.  

Figure 1 shows an urban road way with very close corners, a roundabout, and a set 
of waypoints defined by stars.  
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where wxa , wya , wza , are the components of the r.m.s. acceleration w.r.t. , ,x y z axes 
and ,  ,  ,x y zk k k  are multiplying factors. For a seated person 1.4,  1x y zk k k= = = . For 
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Fig. 1 Urban road way with very close corners, a roundabout, and waypoints defined by stars. 
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Fig. 2 Speed profile defined by speed values at the waypoints specified in Fig. 1: 

, 1, 2,..., 26riv i = . 

For the purpose of comparison of the three trajectory planning algorithms, applied to 
the scenario depicted in Fig. 1, and somehow to observe the above acceleration 
constraints, it was empirically defined the speed profile shown in Fig. 2. A simple 
algorithm to generate a 1C  speed profile curve using a second order polynomial is 
presented in [9] which is a step in an iterative trajectory planning method that 
generates smooth curves with bounded associated accelerations. 

3 Kinematics Model 

Cybercars are expected to be used in urban areas, airport terminals, pedestrian zones, 
etc., i.e. in places where the vehicle will move at relatively low speed. Therefore, 
kinematics-based trajectory control can be considered. 
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Fig. 3 Kinematics model of a 4-wheel car-like vehicle with front and rear steering capability. 

These vehicles are under-actuated systems with two controls, speed and steering 
angle, but evolving in a 3D  configuration space { }, ,x y θ , the first 2 coordinates for 
the 2D  position and the third for the vehicle orientation. A representation of the 
kinematics model of Robucar (bi-steerable, 4-wheels actuated vehicle manufactured 
by Robosoft) is shown in Fig. 3. The model shows the possibility to steer both the rear 
and front pairs of wheels. The rear steering angle is proportional by a factor –k to the 
front steering angle. If the angle ϕ represents the front wheels’ steering command, the 
back wheels will be deflected from the central axis of the vehicle by an angle –kϕ. 
Assuming that the wheels roll without slipping, the rear and front steering angles give 
the directions of the velocities at points F and T, respectively. Hence, the position of 
the instantaneous turning centre of the solid, point G in Fig. 3 can be deduced. Using 
the geometrical model of Fig. 3, the kinematics model of the vehicle¸ with the 
possibility of steering both the rear and front wheels, can be derived [11]: 

2

cos( ) 0sin( ) 0sin( ) 0cos( ) 10
0

F
T F
T

F F
T

F
F
T

kx ky kq v vL
k

θ ϕ
θ ϕ

ϕ ϕ
θ ϕϕ
ϕ

−
−
+= = ⋅ + ⋅⋅

−

 (9) 

where L is the vehicle length and v2 defines the front wheels steering angular speed. 
The rear wheels steering angular speed is 2kv . 
 The results shown in Fig. 4 were calculated using model (9). For a given front 
steering angleϕ , the effect of the rear steering angle is shown. 
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Fig. 4 Car-like vehicle trajectories, using the same front wheel steering angle 5ºFϕ = and 
different values of the rear steering angle, given by the coefficient k. 

Autonomous vehicles are expected to be used in places such as city centres with 
narrow areas and wherever it is needed to share the space with pedestrians. So, it is 
also important to know the position of each wheel, in order to avoid any kind of 
casualties, sidewalks, etc. Solving the kinematics model (9), and knowing the vehicle 
length L and its width e, it is possible to derive an output equation for the wheels’ 
positions. 

4 Trajectory Planning Methods 

4.1 Cubic Splines 

We assume that 0 1 mt t t< < <  is a chosen partition of the time interval [ ]0 , mt t , and 
that 0 1, , , mp p p  are given distinct points in 2ℜ . We are interested in the construction 
of a smooth curve in 2ℜ  which goes through the point kp  at time kt , for all 

0, 1, , ,k m=  with prescribed initial and final velocities ( 0v  and mv  respectively). 
The instants of time are chosen in order that the trajectory satisfies a reasonable 
criterion of performance. Typically, this interpolation problem can be solved by a 
cubic spline, which is roughly a smooth concatenation of simple cubic polynomial 
curves. More precisely, a curve ( )S t , [ ]0 , mt t t∈ ,  is a cubic spline in 2ℜ if it fulfils 
simultaneously the following: 
1. ( )S t is defined in each subinterval [ ]1,k kt t +  by:  

2 3
1 1 1 1

2 3
2 2 2 2

( ) k k k kk
k k k k

a b t c t d tS t
a b t c t d t

+ + +=
+ + +

 (10) 

2. ( )S t  is 2C −smooth in [ ]0 , mt t , i.e., ( )S t , ( ),S t′ ( )S t′′  are continuous functions in 

[ ]0 , mt t ; 
3. ( )k kS t p= , 0, ,k m=  (interpolation conditions); 
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4. 0 0( )S t v′ =  and ( )m mS t v′ =  (boundary conditions). 
All the coefficients in (10) are uniquely determined by solving a set of linear 

algebraic equations arising from conditions 2–4. The cubic spline ( )S t  is a smooth 
concatenation of each spline segment ( )kS t  and thus uniquely computed [3]. 

4.2 Trigonometric Splines 

An alternative to build a 2C
satisfying all the requirements at the beginning of this section is based on the 
construction of a trigonometric interpolating curve, described in [6] and [10]. This 
curve is again obtained by putting together smaller pieces (spline segments). 
However, one particular but important feature of this construction is that each piece 
can be computed separately. As a consequence, one may reduce the computations of 
each spline segment to the time interval [ ]0,1 , thus simplifying notations. 

The piece connecting point kp  (at 0t = ) to point 1kp +  (at 1t = ) is denoted by 
( )kS t  and given by the following convex combination of two other curves, ( )kL t  and 
( )kR t : 

2 2( ) cos ( / 2) ( ) sin ( / 2) ( ).k k kS t t L t t R tπ π= +  
The curves kL  and kR  are called respectively the left component and the right 
component of the spline segment and will be computed from the local data as follows. 
The name “trigonometric spline” is suggested by the expression which defines the 
spline components. 

• Computation of kL  ( 0k ≠ ): 
If the points kp , 1kp +  and 1kp −  define a straight line, then ( )kL t  is the line 

segment connecting kp  (at 0t = ) to 1kp +  (at 1t = ). Otherwise, consider the circle 
defined by the 3 points and let ( )kL t  be the circular arc joining kp  (at 0t = ) and 

1+kp  (at 1=t ) that does not contain 1kp − . 
• Computation of kR  ( k m≠ ): 
The previous algorithm (for the left component) is also implemented to compute 

the right component, but uses instead the points kp , 1kp +  and 2kp + . 
The computation of the left component 0L  of the spline segment 0S  and the right 

component mR  of the spline segment mS  is slightly different. The computation of 0L  
requires the use of the prescribed initial direction (at time 0t ) in addition to the points 

0p and 1p . For mR it is required to use the prescribed final direction (at time mt ) 
besides the points 1mp −  and mp . More details can be found in [10]. Properties of the 
trigonometric spline: 

a. The final curve is guaranteed to be 2C
b. The procedure used to compute 0L and mR  shows how to compute a 

trigonometric spline when directions are prescribed at each instant of time kt . This is 

-smooth trajectory in a two-dimensional environment 

-smooth; 
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an important issue in trajectory planning in a real environment. However, in this case 
S  will no longer be 2C

c. Another important property is due to the fact that only four data points are used 
to compute each spline segment. This is of particular importance in real trajectory 
planning. Indeed, under the presence of an unpredictable change of a data point 
(resulting, for instance, from the appearance of a sudden obstacle), at most the two 
previous and the two following segments of the spline, have to be recalculated. This 
contrasts with the classical cubic spline, mentioned previously, which would have to 
be entirely recalculated. 

4.3 Clothoids 

Using clothoid curves it is also possible to produce smooth trajectories with smooth 
changes in curvature (see Fig. 5). Clothoids allow smooth transitions from a straight 
line to a circle arc or vice versa. The clothoid curvature can be defined as in [5] by: 

0( )k s s kσ= + , (11) 
 

where σ is the curvature derivative, 0k the initial curvature, s the position 
variable [ ]0,s l∈ ,  and l the curve length. The orientation angle at any clothoid point is 
obtained integrating (11): 

2
0 00( ) ( )

2
ss k u du s k sσθ θ= = + +  (12) 

 
where 0θ is the initial orientation angle. The parametric equations of a clothoid in 
the xy plane are given by: 

0 0

0

0
0

0

( ) 2 ( )

2 ( ) 2

,
2 ( ) 2

l
x s r Rly

sCF CF

x
y

s SFSF

πθ θ θ

θ θ
π π

θ θ
ππ

= − ∗

∗ − +

 
(13) 

 
where 1θ and lr are respectively the orientation angle and the radius of the clothoid at 
the point s l= , R is a 2D rotation matrix, 0x and 0y are the co-ordinates of the clothoid 
at 0s = , CF and SF denote respectively the cosine and sine Fresnel integrals 

2
0( ) cos

2
xCF x u duπ= , 2

0( )
2

xSF x sen u duπ=  

and 
2

0 0( )
2

s s k sσθ θ= + + , and 
2
0

0 2
kθ σ=  (14) 

 

-

-smooth; 
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Fig. 5 Transition from a straight line to a circumference arc using a clothoid curve. m represents 
the distance between the straight line and the circumference. 

The smooth transition from a straight line to a circumference is shown in Fig. 5, 
where the x-axis represents a straight line tangent to the clothoid trajectory. The 
dashed line clothoid curve should handle the smooth transition between the straight 
line and the circumference arc with centre at ( ),c cx y , radius lr and curvature 1 lk r= . 
Solving the equations, one can find the clothoid parametersσ and l : 

2
1

2 l lr
σ

θ
=  and 2 l ll rθ=  (15) 

 
The trajectory planning using clothoids is not an interpolation method. The 

trajectory results from the concatenation of straight line segments, clothoid curves, 
and circumference arcs. 

Fig. 6 Trajectory planning module. Fig. 7 Simulation model block diagram: 
trajectory planning and trajectory-tracking 
modules. 

Thus, the trajectory is obtained by means of a geometric construction, and it is not 
possible to use the prescribed points in the same way as in interpolation methods. A 
previous processing is needed for assigning new points, circumference arcs radius, 
and the distance between the straight line segments and circumference arcs.  
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5 Simulation Model 

A simulation numerical model was developed using the MATLAB/SIMULINK 
programming environment (see Figs. 6 and 7). The first step consisted on calculating 
the trajectories, from a set of points ( ), , 1,2, ,i i ip x y i n= = … , using cubic splines, 
trigonometric splines and clothoids. These calculations give the reference positions x 

arctan( )L vϕ ω= ⋅  (16) 

while for both front and rear wheels steering, and for equal front and rear angles, 1k= , 
results: 

arcsin( 2 )L vϕ ω= ⋅  (17) 
For other values of k it is more complicated to find the value of angleϕ . One possible 
way is to expand the sine and cosine in Taylor series and solve the resulting equation. 
The kinematics model (9) is related to the velocity Tv this velocity is in the direction 
of the rear wheels, as shown in Fig. 3. On the other hand, the target velocity is in the 
direction of the vehicle axis. Hence, 

cos( )Tv v kϕ=  (18) 
and the kinematics model becomes 

2
sin( )cos sin

.cos

T
T F F
T

F

x ky v
L

ϕ ϕθ θ
ϕθ

+=  (19) 

Simple first order steering and speed vehicle’s model were used in simulations, 
using time constants ϕτ and vτ between the reference and the targets angleϕ and 
velocity v  (see Fig. 7). 

6 Results 

Three trajectory planning methods were applied to a set of prescribed waypoints 
(points defined by stars in Fig. 4). These point locations represent an urban road way 
with very close corners and a roundabout. As an example, a planned trajectory using 
trigonometric splines is depicted in Fig. 8. Figures 9 to 14 show results of the 
trajectory planning and vehicle’s path-following for the three trajectories obtained 
using the planning methods described in Sect. 4. 

Figures 9, 11 and 13 show the orientation angle, curvature, and longitudinal and 
lateral accelerations behaviour. The curvature is a non time-depending parameter, 
which shows the smoothness of the planned curve. The acceleration results allow an 
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and y. A time-dependent vector is obtained from the desired trajectory speed values 
riv which is used to define the reference variables ( ), ( ), ( )x t y t tθ  and ( )v t , as shown 

in Fig. 6. A trajectory controller must ensure that the vehicle follows the planned 
reference trajectory. Errors are obtained comparing the reference position with 
vehicle’s position, and a Kanayama controller [4] is used to calculate velocity 
commands v  and ω . The angle ϕ  is calculated in order to model the steering input of 
a car-like vehicle. For a front wheels only steering, 0k = , 



evaluation of the trajectory comfort. However, the accelerations also depend on linear 
speed variation. So, using a different speed profile other results would be obtained. 
Subsequently, the planned trajectories were applied to the simulation model for 
trajectory tracking, using a Kanayama controller. The tracking errors obtained from 
the simulation are shown in Figs. 10, 12 and 14. The angle, longitudinal and lateral 
errors are shown for cubic splines, trigonometric splines and clothoid curves planned 
trajectories tracking. Table 2 summarises results of the applied trajectory planning 
methods. 
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Fig. 8 Generated trajectory using trigonometric splines. 
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Fig. 9 Orientation angle θ, curvature, longitudinal and lateral acceleration behaviour along the 
course for the given reference velocity vector, using cubic splines trajectory planning. 
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Fig. 10 Angle, longitudinal and lateral tracking errors, using a Kanayama controller and the 
vehicle kinematics model to follow cubic splines planned trajectory. 
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Fig. 11 Orientation angle θ, curvature, longitudinal and lateral acceleration behaviour along the 
course for the given reference velocity vector, using trigonometric splines trajectory planning. 
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Fig. 12 Angle, longitudinal and lateral tracking errors, using a Kanayama controller and the 
vehicle kinematics model to follow cubic trigonometric planned trajectory. 
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Fig. 13 Orientation angle θ, curvature, longitudinal and lateral acceleration behaviour along the 
course for the given reference speed profile, using clothoid curves trajectory planning. 
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Fig. 14 Angle, longitudinal and lateral tracking errors, using a Kanayama controller and the 
vehicle kinematics model to follow clothoid curves planned trajectory. 

Table 2 Planning methods results 

Quantity                               Cub.       Trig.          Clothoid 
Max. Curvature (1/m)           0.87       0.56 0.41 
r.m.s. Curvature (1/m)   0.21       0.20 0.16 
Max. Long. Accel. (m/s2)     0.69       0.69 0.42 
r.m.s. Long. Accel. (m/s2)     0.21      0.21 0.15 
Max. Lateral Accel. (m/s2)   1.50       1.32 0.95 
r.m.s. Lateral Accel. (m/s2)   0.24      0.25 0.25 
Overall Acceleration (m/s2)  0.43      0.46 0.40 
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7 Conclusions 

In this chapter, three trajectories planning methods using cubic splines, trigonometric 
splines and clothoid curves, were analysed. The integration of a speed profile planner 
was proposed, with the goal of calculating the time-intervals sequence that lead to low 
level of accelerations and jerk. Further research is being carried out in this direction 
[9]. The generated trajectories were applied to a numeric model for trajectory-
tracking, using a Kanayama controller. The first conclusion is related to the use of 
methods easiness. In spite of the relatively good results, the use of clothoid curves is 
complex and without flexibility in case of trajectory change. On the other hand, all 
methods showed to be adequate from the point of view of passengers’ comfort and 
tracking.  
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Abstract. A classification problem existing in the cork industry is the cork 
stopper/disk classification according to their quality using a visual inspection 
system. Cork is a natural and heterogeneous material, therefore, its automatic 
classification (usually, seven different quality classes exist) is very difficult. In 
this work, we study the use of different classifiers to solve this problem. The 
classifiers, which we present here, work with several quality discriminators 
(features), that we think could influence cork quality. These discriminators 
(features) have been checked and evaluated before being used by the different 
classifiers that will be exposed here. In this chapter we attempt to evaluate the 
performance of a total of 4 different cork quality-based classifiers in order to 
conclude which of them is the most appropriate for this industry, and therefore, 
obtains the best cork classification results. In conclusion, our experiments show 
that the Euclidean classifier is the one which obtains the best results in this 
application field. 

Keywords. Classifiers, cork quality, image processing, industrial application, 
automated visual inspection system. 

1 Introduction 

The production of stoppers and disks for sealing champagnes, wines and liquors is the 
most important industrial application of cork. In fact, according to the experts, cork is 
the most effective product, natural or artificial, for the sealed [2]. In the cork industry, 
stoppers and disks are classified in different quality classes based on a complex 
combination of their defects and particular features. Due to this, the classification 
process has been carried out, traditionally, by human experts manually. 

At present, there are several models of electronic machines for the classification 
of cork stoppers and disks in the market. The performance of these machines is 
acceptable for high quality stoppers/disks, but for intermediate or low quality, the 
number of samples classified erroneously is large. In conclusion, the stoppers/disks 
should be re-evaluated by human experts later. This slows down and increases in 
price the process enormously. Think that, on average, a human expert needs a 
minimum training period of 6 months to attain a minimum agility, although the 
learning process lasts years (compare it with other experts: wine tasters, cured ham 



tasters, etcetera). Another negative aspect is the subjectivity degree added to the 
classification process due to the necessary human re-evaluation. 

We have to add to these antecedents the fact that Spain is the 2nd world producer 
of cork [1], only surpassed by Portugal, and that in Extremadura (a south-western 
region of Spain), for its geographical situation, the cork industry is one of its more 
important industries: it produces 10% of the world cork [4]. 

All these motivations have lead us to the development of this research, whose 
main objective is the construction of a computer vision system for cork classification 
based on advanced methods of image processing and feature extraction in order to 
avoid the human evaluation in the quality discrimination process. 

For this purpose we have performed a study of the features that could better 
inform us about the cork quality. We have focused this study on an analysis of 
thresholding techniques (segmenting the different cork defects) and textural features, 
in addition to other features (like holes and different-area defects). From this study we 
conclude that the features that better define the cork quality are: the total cork area 
occupied by defects, the cork texture contrast, the cork texture entropy, and the 
biggest size defect in the cork stopper/disk. 

Later, and with these results, an analysis of different possible classifiers has been 
made. The studied classifiers have been a Back-Propagation neural network, the K-
means classification algorithm, a K-nearest neighbours classifier and the minimum 
Euclidean distances classification algorithm. In this work, we evaluate all these 
classification algorithms with the purpose of knowing which of them is the most 
appropriate for our application environment. 

The rest of the chapter is organized as follows: Section 2 describes briefly the 
tools and the data used for the development of our experiments. In Sect. 3, we present 
the features used by the classifiers. Then, Sect. 4 shows the theoretical bases for the 
analysis we have made and other important details. Finally, Sect. 5 presents the final 
results statistical evaluation for each classifier, while Sect. 6 exposes the conclusions 
and future work. 

2 Data and Tools 

At the moment, the computer vision system we use to acquire the cork stopper/disk 
images is formed by the elements shown in Fig. 1: the host (a Pentium processor), a 
colour Sony camera (SSC-DC338P model), the illumination source (fluorescent-light 
ring of high frequency – 25 KHz – of StockerYale), and a METEOR 2/4 frame-grabber 
of Matrox, with the software required for the image acquisition (MIL-Lite libraries of 
Matrox). 

 
Fig. 1 Computer vision system. 
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On the other hand, the database used in our experiments consists in 700 images 
taken from 350 cork disks (we have taken two images of each disk, for both heads). 
There are seven different quality classes, 50 disks in each class. The initial 
classification, in which this study is based on, has been made by a human expert from 
ASECOR (in Spanish: “Agrupación Sanvicenteña de Empresarios del CORcho”, in 
English: “Cork Company Group from San Vicente-Extremadura”). We suppose this 
classification is optimal/perfect and we want to know which classifier obtains the 
most similar classification results. 

3 Features 

To develop our classifiers study, different feature extraction methods were analysed: 
thresholding techniques, statistical texture analysis, etcetera. 

As for automatic thresholding, we carried out a study of global and local 
thresholding techniques [5] [8]. The objective was to extract the defect area from the 
cork area, thus being able to extract the percentage of the cork area occupied by 
defects (an important feature in cork quality discrimination). Eleven global 
thresholding methods were studied: static thresholding, min-max method, maximum 
average method, Otsu method, slope method, histogram concavity analysis method, 
first Pun method, second Pun method, Kapur-Sahoo-Wong method, Johannsen-Bille 
method and moment-preserving method. In general, global thresholding methods are 
very limited in our problem. For a good global thresholding we need bimodal 
histograms, and the results obtained with unimodal histograms have been quite bad. 
These methods are suitable for the cork stopper/disk area extraction from the image 
background. In this situation we can find that all conditions for a good operation are 
fulfilled, but they are not suitable for the defect area extraction from the cork area. As 
for local thresholding, two methods have been studied: statistical thresholding method 
and Chow-Kaneko method. The local thresholding methods have been more suitable 
than the global methods for the solution of our problem. This has been due to they are 
able to find better thresholds in unimodal histograms. Nevertheless, the increase of 
the computational cost can make them unsuitable for our problem. Taking into 
account all these considerations, the best of all these methods applied to our problem 

Regarding texture analysis [3] [6], two main methods have been studied, both 
based on statistical texture analysis. The first was a method based on simple co-
occurrence matrices and another was a method based on rotation-robust normalized 
co-occurrence matrices. Furthermore, we have studied nine quality discriminators 
(textural features) for each method: energy, contrast, homogeneity, entropy, inverse 
difference moment, correlation, cluster shade, cluster prominence and maximum 
probability. The best obtained results were with the contrast and the entropy, both 
calculated by using rotation-robust normalized co-occurrence matrices. 

In addition to the total area occupied by defects (obtained after doing an image 
thresholding with the previous methods) and the texture analysis of the cork area, 
other features were analysed too. Concretely, additional studies were made on: holes 
(perforations) in the cork area and size of the biggest defect in the cork. In the case of 

Evaluating Cork Quality in an Industrial Environment      185

was static thresholding method with a heuristically fixed threshold in the gray 
level 69. 



cork holes, a quantitative comparison is done between the theoretical area of cork 
(computed using the cork stopper/disk perimeter) and the real area of cork. If the real 
area is smaller than the theoretical one (surpassing certain threshold) we consider that 
the cork has holes. In order to calculate the biggest defect in the cork stopper/disk, the 
followed methodology is to perform successive morphological erosions on the 
thresholded image (defects area). In each iteration, we control the remaining defect 
percentage. In this way, we can quickly observe the size that could have the biggest 
defect of the cork, analysing the number of required iterations for eliminating almost 
all the defect pixels (or required iterations for reaching certain threshold of defect 
pixels). The best results obtained in this case (the evaluation of these two additional 
features) were for the size of the biggest defect in the cork. 

In conclusion, after an exhaustive feature study, the features chosen to be used in 
our classifier study were: the total cork area occupied by defects (thresholding with 
heuristic fixed value 69), the textural contrast, the textural entropy and the size of the 
biggest defect in the cork. 

4 Used Methods 

In this work, in order to classify a cork disk in a specific class, we will use the 
corresponding classification algorithm base on the four features selected: defects area, 
contrast, entropy, biggest defect size. The four classifiers chosen for this study are the 
following [7] [8]: a Back-Propagation neural network, a K-means classifier, the K-
nearest neighbours classification algorithm, and a minimum Euclidean distance 
classifier. 

4.1 Neural Classifier 

Concretely, we have developed a Back-Propagation neural network. An artificial 
neural network represents a learning and automatic processing paradigm inspired in 
the form in which the nervous system of the animals works. It consists in a simulation 
of the properties observed in the biological neural systems through mathematical 
models developed with artificial mechanisms (like a computer). In the case of this 
problem, a Back-Propagation network architecture has been chosen, very suitable for 
pattern recognition and class detection. The network designed for this study has the 
following architecture: 

 

• One input layer that is the one that receives external signals, which will be the 
four features selected during the course of this work. Therefore, the input layer 
has 4 neurons. 

• One hidden layer, whose number of neurons is based on the proportion given by 
the following equation: 

 
Therefore, and knowing that the output layer has 3 neurons, the number of hidden 
neurons should be 6. But, at the end, we decided to increase the number of 
neurons in the hidden layer and increase the complexity of the weight matrix. In 

186      B. Paniagua-Paniagua et al. 



this way, we make easier the learning for the network. Due to this fact, our 
hidden layer has 7 neurons. 

• One output layer that gives back the results obtained by the neural network in 
binary format. As the classes to classify are seven, only 3 neurons will be 
necessary to codify the results correctly. 

 
The weights associated to the network interconnections are initialized randomly 

and are adjusted during the learning. The type of learning used by this neural network 
is supervised. That is, we present to the network pairs of patterns (an entrance and its 
corresponding wished exit). While we are showing patterns to the network, the 
weights are adjusted so that the error between the real results and the desired ones is 
diminished. This process is repeated until the network is stable. After this phase, we 
can run the neural network. 

4.2 K-Means Classifier 

As always, we have studied this classifier for the four selected features. We have 
decided to study the reliability of this classifier because of its consecrated fame in 
specialized literature. This classification algorithm makes reference to the existence of 
a number of K classes or patterns, and therefore, it is necessary to know the number 
of classes. We know, a priori, that we have 7 classes, reason why the algorithm is 
suitable for our necessities. K-means classification algorithm is a simple algorithm, 
but very efficient, and due to this fact it has been so used. 

Beginning from a set of p objects to classify X1, X2, …, Xp, the K-means 
classification algorithm makes the following steps: 

 
Step 1 
Knowing previously the number of classes, we say K, K samples are randomly 

chosen and clustered into arrays (see the following equation), and these arrays will be 
the centroids (due to the fact of being the only elements) for each class. 

 
 
Step 2 
Being this algorithm a recursive process with a counter n, we can say that in the 

generic iteration n we allocate all the samples {X}1 j p among the K-classes, as we 
can observe in the following equation: 

 
 
In the previous equation we have indexed the classes (that are dynamic classes) 

and their centroids. 
 
Step 3 
In the moment we have allocated all the samples among the different classes, it is 

necessary to update the class centroids. With this calculation, we are looking for to 
minimize the profit index that is shown in the following equation: 
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This index can be minimized using the sample average of i(n) (see the following 
equation): 

 
 
 
Being N i(n) the number of samples in class i, after the iteration n. 
 
Step 4 
We check if the classification algorithm has reached the stability, as it is shown in 

the following equation: 
 
 
If it does, the algorithm finishes. If not, we return to step 2 for repeating all the 

process again. 
Finally, we have to say that, for the centroids allocation, the distance shown in the 

following equation was used. This is the Euclidean distance scaled with the standard 
deviation instead of with the variance, which gave better results in a previous study. 

 

4.3 K-Nearest Neighbours Classifier 

Regarding the classification algorithm based on the K-nearest neighbours, we can say 
that also works with the four best features obtained in the study about cork quality, 
above-mentioned. The distance selected for this experimentation was the Euclidean 
distance scaled with the standard deviation (showed before). We have decided this 
according to the results obtained for the Euclidean classifier. 

This algorithm is part of the methods group known as correlations analysis 
methods. It consists in classifying an unknown feature vector, depending on the 
sample or K samples of the training set that is/are more similar to it, or what is the 
same, which is/are nearer to this vector in terms of minimum distance. The used 
distance more suitable for this method is the Euclidean distance. This is what we 
know as rule of the nearest neighbours. The classification algorithm of the K-nearest 
neighbours even can be very efficient when the classes have overlapping, and this is 
very interesting for our problem (cork quality classes). 

A first brute-force approach for this algorithm computes the distance between the 
unknown feature vector and all the samples in the database (training set), it stores all 
these distances, and then it classifies the unknown vector in the class whose samples 
gave more minimum distances (in this case, many distances have to be examined). 
One of the advantages of this approach is that new samples can be added to the 
database at any time, but it also has a higher calculation time. 

A better approach is to examine only the K nearest neighbours (samples) to the 
unknown vector, and to classify it based on those K-neighbours. The class of the 
unknown feature vector will be the one that have most of the K-neighbours. This has 
been the approach implemented in our classification algorithm. 
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4.4 Euclidean Classifier 

This classifier is one of the simplest and most efficient classifiers. This classifier has 
also been used to observe the tendency (goodness) of all the features previously 
studied, analysing which of all the studied features were more suitable for cork 
quality discrimination. 

The classification algorithm supposes several classes with their respective 
prototypes (centroids). Given an unknown feature vector to classify, the Euclidean 
classifier will associate this vector to the class whose prototype is closest to it, that is, 
the prototype whose Euclidean distance is smallest. 

Our study have been made for four versions of the Euclidean distance: simple 
Euclidean distance (see equation below), Euclidean distance with prefiltrate (certain 
corks were classified directly, without passing the Euclidean classifier, to low-quality 
classes if a hole in them was detected, that is, we used a set of decision rules in 
addition to the Euclidean classifier), scaled Euclidean distance (see equation below) 
and modified scaled Euclidean distance, according to the standard deviation (see 
equation in Sect. 4.2). 

 
 
 
 
 
 
The best results were obtained by the two last distances, but the modified scaled 

Euclidean distance was chosen for being more balanced in the results. 

5 Obtained Results 

The results of this section have been obtained using the 4 classification algorithms 
previously explained. We present these results by means of confusion matrices [7], 
due to their capability to show the conflicts among the different quality categories. 
Therefore, not only the definition of each class will be displayed, but also the main 
confusions among them. 

5.1 Neural Classifier 

The experimental results that are shown in this section correspond to a simplified 
version of the neural network. This decision was taken due to the non convergence of 
the network, when it was tried to learn the seven cork quality classes. Although we 
normalized the input data in a range from 0 to 24, and made a preselection of the cork 
disks that were more adapted to be training patterns, the convergence was impossible. 
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Fig. 2 Graph showing the non convergence. 

As it can be observed in Fig. 2, with the first version of the neural network, it was 
impossible to reach the convergence of the network, and the error introduced in the 
classification was too high. The dotted line shows the level of ideal error established 
(0.01), and the solid line shows the real error in the classification (around 10 points). 
The shown result was obtained after 20000 iterations of the network. 

After multiple tests with the neural network, it was verified that, probably due to 
the overlapping between contiguous classes, the network was only able to learn two 
classes, for example, class 0 and class 3. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Graph showing the convergence of the network. 

As it is shown in Fig. 3, with this second version (and even after having lowered 
the maximum level of error to 0.001), the neural network reaches the convergence 
quickly, in only 4209 iterations. 

After this explanation, we can present the results of the confusion matrix. Table 1 
shows the confusion matrix for the neural classifier. As it was expected, we have 
obtained quite bad results due to the class overlapping. Since the neural network only 
recognizes two classes, all the corks are classified in class 0 or class 3. Anyway, the 
results are coherent, it can be observed as classes 0 and 3 are classified mainly in 
themselves. Classes 4, 5 and 6, which are more distant from class 0, are classified 
mainly in class 3. And classes 1 and 2 are those that present more confusion between 
class 0 and 3 for being between them. 
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Table 1 Confusion matrix for the neural classifier 

 C0 C1 C2 C3 C4 C5 C6 
C0 36 0 0 14 0 0 0 
C1 28 0 0 22 0 0 0 
C2 15 0 0 35 0 0 0 
C3 12 0 0 38 0 0 0 
C4 8 0 0 42 0 0 0 
C5 3 0 0 47 0 0 0 
C6 2 0 0 48 0 0 0 

 
In conclusion, Table 2 presents the final results, with a wrong classification 

percentage of 78.85. 

Table 2 Total results for the neural classifier 

 C0 C1 C2 C3 C4 C5 C6 TOT. 
Wrong 14 50 50 12 50 50 50 276 
Right 36 0 0 38 0 0 0 74 

5.2 K-Means Classifier 

Table 3 displays the confusion matrix for the K-means classifier. 

Table 3 Confusion matrix for the K-means classifier 

 C0 C1 C2 C3 C4 C5 C6 
C0 39 0 8 3 0 0 0 
C1 25 0 15 9 0 0 1 
C2 5 0 20 23 0 1 1 
C3 1 0 7 24 4 3 11 
C4 0 0 3 9 12 19 7 
C5 0 0 0 7 17 24 2 
C6 0 0 1 6 17 22 4 

 
The confusion matrix we have obtained offers good results, although we can 

observe that there is a class that almost disappears, class 1. Nevertheless, the other 
classes have many right classifications, except class 6. In this sense, a great 
absorption power of class 5 over classes 4 and 6 is observed. The matrix presents only 
a little dispersion, which is very positive for the classification. 

In conclusion, the final wrong classification percentage is 64.85 (Table 4). 

Table 4 Total results for the K-means classifier 

 C0 C1 C2 C3 C4 C5 C6 TOT. 
Wrong 11 50 30 26 38 26 46 227 
Right 39 0 20 24 12 24 4 123 

Evaluating Cork Quality in an Industrial Environment      191



5.3 K-Nearest Neighbours Classifier 

For the calculation of the best size of K, three possible values have been checked. The 
chosen values were the following: 

- A little value, K=10. 
- A big value, K=49, the number of cork disks in a class (50) minus the disk 

under study. 
- A medium value, K=20.  

After a preliminary test, we finally concluded that the best size of K is 20. Once 
we have chosen the value of K, we have done our experiments using the Euclidean 
distance that has generated the best results, the scaled Euclidean distance according to 
the standard deviation (see equation in Sect. 4.2). 

Table 5 presents the confusion matrix for the K-nearest neighbours classifier. As 
we can observe in the matrix, we have obtained good results. The matrix has a strong 
classification tendency around the main diagonal for all the classes, although it would 
be possible to say that still there are many erroneous classifications in some classes. 

Table 5 Confusion matrix for the K-nearest neighbours classifier 

 C0 C1 C2 C3 C4 C5 C6 
C0 38 9 3 0 0 0 0 
C1 24 15 11 0 0 0 0 
C2 8 12 20 9 1 0 0 
C3 1 8 10 16 10 2 3 
C4 1 0 4 13 15 7 10 
C5 0 0 2 7 12 10 19 
C6 0 0 4 4 11 16 15 

 
In conclusion, the final error rate (Table 6) is 63.14%. 

Table 6 Total results for K-nearest neighbours classifier 

 C0 C1 C2 C3 C4 C5 C6 TOT. 
Wrong 12 35 30 34 35 40 35 221 
Right 38 15 20 16 15 10 15 129 

5.4 Euclidean Classifier 

The obtained confusion matrix (Table 7) presents quite positive results. Using a 
classifier based on scaled Euclidean distances with the standard deviation, we can 
observe that class 6 acquires a great power of absorption, that even affects class 4. On 
the other hand, we can see a strong discrimination of classes 0, 6 and 3, with a great 
number of corks classified rightly in these classes. 
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Table 7 Confusion matrix for the Euclidean classifier 

 C0 C1 C2 C3 C4 C5 C6 
C0 33 12 4 1 0 0 0 
C1 19 14 13 3 1 0 0 
C2 6 9 15 18 2 0 0 
C3 1 4 7 23 11 0 4 
C4 2 0 1 10 13 3 21 
C5 0 0 1 12 7 6 24 
C6 1 0 1 7 7 3 31 

 
The total results are shown in Table 8, with a final wrong classification percentage 

of 61.42. 

Table 8 Total results for the Euclidean classifier 

 C0 C1 C2 C3 C4 C5 C6 TOT. 
Wrong 17 36 35 27 37 44 19 215 
Right 33 14 15 23 13 6 31 135 

6 Conclusions 

The automatic visual inspection of cork is a problem of great complexity, in what 
refers to its quality-based classification, because cork is a natural material, and 
therefore, highly heterogeneous. This heterogeneity causes that cork quality depends 
on many combined factors, and among them, cork texture, defect area, size of the 
biggest defect, etc. 

In this chapter we have performed a deep survey about several classifiers that 
includes each of these features (the best features we have found in a previous 
research). Concretely, we have focused on four important classifiers in the image 
processing field. 

According to the experimental results we can say that, in case of cork, there are 
more suitable classifiers than others, although some of the studied classifiers have 
been very near in their final results. As final conclusion, we can say that the Euclidean 
classifier has been the more reliable in our application field. Figure 4 presents 

wrong classification percentage obtained by the different classifiers.
 

 
 
 
 
 
 
 
 
 
 

Fig. 4 Final results for the studied classifiers. 

the 
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This graph also includes the wrong classification percentage that a random 
classification would have obtained if it was used. 

As we can observe in the previous graph, the Euclidean classifier has produced 
the best results, but it is worthy to say that all the studied classification algorithms 
improve the results obtained by a random classification, although the goodness of the 
obtained results widely varies between some classifiers and others. 

Furthermore, we think the results and conclusions obtained in this study can be 
useful to other visual inspection researches focused on other natural materials (wood, 
slate, etcetera), because they have common characteristics with the cork 
(heterogeneity, defects, changing texture according to their quality, etc.). 

As future work we have planned to study other classifiers like, for example, 
fuzzy-neural networks. Also, we do not discard the inclusion and analysis of other 
features that could improve the classification results. 
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Abstract. This chapter describes a method to automatically build topological
maps for robot navigation out of a sequence of visual observations taken from
a camera mounted on the robot. This direct non-metrical approach relies com-
pletely on the detection of loop closings, i.e. repeated visitations of one particular
place. In natural environments, visual loop closing can be very hard, for two rea-
sons. Firstly, the environment at one place can look differently at different time
instances due to illumination changes and viewpoint differences. Secondly, there
can be different places that look alike, i.e. the environment is self-similar. Here
we propose a method that combines state-of-the-art visual comparison techniques
and evidence collection based on Dempster-Shafer probability theory to tackle
this problem.

Keywords. Mobile robot navigation, topological map building, omnidirectional
vision, Dempster-Shafer theory.

1 Introduction and Related Work

In every mobile robot application, the internal representation of the perceived environ-
ment is of crucial importance. The environment map is the basis for other tasks, like
localisation, path planning, navigation, etc. The map building field can be divided in
two major paradigms: geometrical maps and topological maps, even if hybrid types
have been implemented [1].

In the traditional geometrical paradigm, maps are quantitative representations of the
environment wherein locations are given in metrical coordinates. One approach often
used is the occupancy map: a grid of evenly spaced cells each containing the information
whether the corresponding position in the real world is occupied.

Because the latter is error-prone, time-consuming, and memory-demanding, we
chose for the topological paradigm. Here, the environment map is a qualitative graph-
structured representation where nodes represent distinct places in the environment, and
arcs denote traversable paths between them. This flexible representation is not depen-
dent on metrical localisation such as dead reckoning, is compact, allows high-level sym-
bolic reasoning and mimics the internal map humans and animals use [2].

Several approaches for automatic topological map building have been proposed,
differing in the method and the sensor(s) used. In our work, we solely use a camera as
sensor. We chose for an omnidirectional system with a wide field-of-view.
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Other researchers worked mainly with other sensors, such as the popular laser range
scanner. A standard approach is the one of [3], who construct generalised Voronoi dia-
grams out of laser range data.

Very popular are various probabilistic approaches of the topological map building
problem. Ranganathan et al. [4] for instance use Bayesian inference to find the topo-
logical structure that explains best a set of panoramic observations, while Shatkay and
Kaelbling [5] fit hidden Markov models to the data. If the state transition model of this
HMM is extended with robot action data, the latter can be modeled using a partially
observable Markov decision process or POMDP, as in [6] and [7]. Zivkovic et al. [8]
solve the map building problem using graph cuts.

In contrast to these global topology fitting approaches, an alternative way is de-
tecting loop closings. During a ride through the environment, sensor data is recorded.
Because it is known that the driven path is traversable, an initial topological representa-
tion is one long edge between start and end node. Now, extra links are created where a
certain place is revisited, i.e. an equivalent sensor reading occurs twice in the sequence.
This is called a loop closing. A correct topological map results if all loop closing links
are added.

In natural environments, loop closing based on mere vision input can be very hard,
for two reasons. Firstly, the environment at one place can look different at different time
instances due to illumination changes, viewpoint differences and occlusions. A compar-
ison technique that is not robust to these changes will overlook some loop closings. Sec-
ondly, there can be different places that look alike, i.e. the environment is self-similar.
These would add erroneous loop closings and thus yield an incorrect topological map
as well.

In [9], the authors detect loops by comparing omnidirectional images with local
feature techniques, a robust technique we also adopt. But, there method suffers indeed
from self-similarities, as we experienced in previous work [10].

Also in loop closing, probabilistic methods are introduced to cope with the uncer-
tainty of link hypotheses. Chen and Wang [11], for instance, use Bayesian inference.
Beevers and Huang [12] recently introduced Dempster-Shafer probability theory into
loop closing, which has the advantage that ignorance can be modeled and no prior
knowledge is needed. Their approach is promising, but limited to simple sensors and en-
vironments. In this chapter, we present a new framework for loop closing using rich vi-
sual sensors in natural complex environments, which is also based on Dempster-Shafer
mathematics but uses it differently.

We continue the chapter with a brief summary of Dempster-Shafer theory in Sect. 2.
Then we describe the details of our algorithm in Sect. 3. Section 4 details our real-world
experiments. The chapter ends with a conclusion in Sect. 5.

2 Dempster-Shafer

The proposed visual loop closing algorithm relies on Dempster-Shafer theory [13] [14]
to collect evidence for each loop closing hypothesis. Therefore, a brief overview of the
central concepts of Dempster-Shafer theory is presented in this section.

Dempster-Shafer theory offers an alternative to traditional probabilistic theory for
the mathematical representation of uncertainty. The significant innovation of this frame-
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work is that it makes a distinction between multiple types of uncertainty. Unlike tradi-
tional probability theory, Dempster-Shafer defines two types of uncertainty:

- Aleatory Uncertainty – the type of uncertainty which results from the fact that a
system can behave in random ways (a.k.a. stochastic or objective uncertainty)

- Epistemic Uncertainty – the type of uncertainty which results from the lack of
knowledge about a system (a.k.a. subjective uncertainty or ignorance)

This makes it a powerful technique to combine several sources of evidence to try to
prove a certain hypothesis, where each of these sources can have a different amount of
knowledge (ignorance) about the hypothesis. That is why Dempster-Shafer is typically
used for sensor fusion.

For a certain problem, the set of mutually exclusive possibilities, called the frame
of discernment, is denoted by Θ. For instance, for a single hypothesis H , where ¬H
is the inverse hypothesis of H about an event this becomes Θ = {H,¬H}. For this
set, traditional probability theory will define two probabilities P (H) and P (¬H), with
P (H)+P (¬H) = 1. Dempster-Shafer’s analogous quantities are called basic probabil-
ity assignments or masses, which are defined on the power set ofΘ: 2Θ = {A|A ⊆ Θ}.
The mass m : 2Θ → [0, 1] is a function meeting the following conditions:

m(∅) = 0
∑

A∈2Θ

m(A) = 1. (1)

For the example of the single hypothesis H , the power set becomes 2Θ = {∅, {H},
{¬H}, {H,¬H}}. A certain sensor or other information source can assign masses to
each of the elements of 2Θ. Because some sensors do not have knowledge about the
event (e.g. it is out of the sensor’s field-of-view), they can assign a certain fraction of
their total mass to m({H,¬H}). This mass, called the ignorance, can be interpreted as
the probability mass assigned to the outcome ‘H OR ¬H’, i.e. when the sensor does
not know about the event, or is – to a certain degree – uncertain about the outcome.1

Sets of masses about the same power set, coming from different information sources
can be combined together using Dempster’s rule of combination:

m1 ⊕m2(C) =
∑

A∩B=C m1(A)m2(B)
1 − ∑

A∩B=∅m1(A)m2(B)
(2)

This combination rule is useful to combine evidence coming from different sources into
one set of masses. Because these masses can not be interpreted as classical probabilities,
no conclusions about the hypothesis can be drawn from them directly. That is why two
additional notions are defined, support and plausibility. They are computed as:

Spt(A) =
∑
B⊆A

m(B) Pls(A) =
∑

A∩B �=∅
m(B) (3)

These values define a confidence interval for the real probability of an outcome:P (A) ∈
[Spt(A), P ls(A)]. Indeed, due to the vagueness implied in having non-zero ignorance,
the exact probability can not be computed. But, decisions can be made based on the
lower and upper bounds of this confidence interval.

1This means also that no prior probability function is needed, no knowledge can be expressed as
total ignorance.
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3 Algorithm

We apply this mathematical theory on loop closing detection based on omnidirectional
image input. Our target application is as follows. A robot is equipped with an omnidi-
rectional camera system and is guided through an environment, e.g. by means of a joy-
stick. While driving around, images are captured at constant time intervals. This yields
a sequence of images which the automatic method described in this chapter transforms
in a topological map. Later, this map can be used for localisation, path planning and
navigation, as we described in previous work [15] and [16].

3.1 Omnidirectional Camera System

The visual sensor we use is a catadioptric system composed by a colour camera and an
hyperbolic mirror, as shown in Fig. 1. This system is mounted on top of a robot, in our
case the electric wheel chair Sharioto. Typical images are shown in Fig. 7.

Fig. 1 Left: the wheel chair test platform. Right: the omnidirectional camera system.

3.2 Image Comparison

Because we do not have any other kind of information, the entire topological loop clos-
ing is based on images. The target is to find a good way to compare images, such that
a second visit to a certain place can be detected as two similar images in the input se-
quence. As explained before, one of the main challenges is the appearance variation of
places. At different time instances (i.e. during different visits), the images acquired at a
certain place can vary a lot. This is mostly due to three reasons:

– Illumination differences: The same place is illuminated with a different light
source (e.g. somebody switched on a light, the sun emerges from behind the clouds,
. . . ).

– Occlusions: Part of the image can be hidden because of e.g. people passing by.
– Viewpoint differences: It can never be guaranteed that the robot comes back to

exactly the same position. Even for small viewpoint changes the image looks
different.
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We want to recognise a place despite these factors, requiring the image comparison
to be invariant or at least robust against them. Our proposed image comparison tech-
nique makes use of fast wide baseline features, namely SIFT [17] and Vertical Column
Segments [18]. These techniques compute local feature matches between the two im-
ages, invariant to the illumination. Such a local technique is also robust to occlusions.
Figure 2 shows an example of the found correspondences using these two kinds of fea-
tures. These matches were found in less than half a second on up-to-date hardware and
640×480 images.

Fig. 2 A pair of omnidirectional images, superimposed with corresponding column segments
(radial lines, matches indicated with dotted line) and SIFT features (circles with tail, matches
with continues line). The images are rotated for optimal visibility of the matches.

The required image comparison measure (visual distance) must be inverse propor-
tional to the number of matches, relative to the average number of features found in
the images. Hence the first two factors in Eq. (4). But, also the difference in relative
configuration of the matches must be taken in account. Therefore, we first compute a
global angular alignment of the images by computing the average angle difference of
the matches. The visual distance is now also made proportional to the average angle
difference of the features after this global alignment.

dV =
1
N

· n1 + n2

2
·
∑ |Δαi|

N
(4)

where N corresponds to the number of matches found, ni the number of extracted
features in image i, Δαi the angle difference for one match after global alignment.
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3.3 Image Clustering

We define a topological map as a graph; a set of places is connected by links denoting
possible transitions from one place to another. Each place is represented by one pro-
totype image, and transitions between places can be done by visual servoing from one
place towards the prototype of the neighbouring place. Such a visual servoing step (as
we described in [16]) imposes a maximum visual distance between places.

The dots in the sketch Fig. 3 denote places where images are taken. Because they
were taken at constant time intervals and the robot did not drive at a constant speed, they
are not evenly spread. We perform an agglomerative clustering with complete linkage
based on the visual distance (Eq. (4)) on all the images, yielding the ellipse shaped
clusters in Fig. 3. The black line shows the exploration path as driven by the robot.

Fig. 3 Example for the image clustering and hypothesis formulation algorithms. Dots are im-
age positions, black is exploration path, clusters are visualised with ellipses, prototypes of
(sub)clusters with a star. Hypotheses are denoted by a dotted line between two stars.

3.4 Hypothesis Formulation

As can be seen in the example (Fig. 3), not all image groups nicely cover one distinct
place. This is due to self-similarities, or distinct places in the environment that are
different but look alike and thus yield a small visual distance between them.

For each of the clusters, we can define one or more subclusters. Images within one
cluster who are linked by exploration path connections are grouped together. For each
of these subclusters a prototype image is chosen as the medoid2 based on the visual
distance, denoted as a star in the figure.

As can be seen in the example, clusters containing more than one subcluster can be
one of two possibilities:

– real loop closings, i.e. the robot is revisiting a place and detected that it looks alike.
– erroneous self-similarities, i.e. distinct places that look alike to the system.

For each pair of these subclusters within the same cluster, we define a loop closing
hypothesis H , which states that if H = true, the two subclusters describe the same
physical place and must be merged together. We will use Dempster-Shafer theory to
collect evidence about each of these hypotheses.

2 The medoid of a cluster is analogous to the centroid, but uses the median operator instead of
the average.
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3.5 Dempster-Shafer Evidence Collection

For each of the hypotheses defined in the previous step, a decision must be made if
it was correct or wrong. Figure 4 illustrates four possibilities for one hypothesis. We
observe that a hypothesis has more chance to be true if there are more hypotheses in the
neighbourhood, like in case a and b. If no neighbouring hypotheses are present (c,d),
no more evidence can be found and no decision can be made based on this data.

Fig. 4 Four topological possibilities for one hypothesis.

We conclude that for a certain hypothesis, a neighbouring hypothesis adds evidence
to it. It is clear that, the further away this neighbour is from the hypothesis, the less
certain the given evidence is. We chose to model this subjective uncertainty by means
of the ignorance notion in Dempster-Shafer theory. That is why we define an ignorance
function containing the distance between two hypothesesHa and Hb:

ξ(Ha, Hb) =

{
1 − sin

(
dH(Ha,Hb)π

2dth

)
(dH ≤ dth)

0 (dH > dth)
(5)

where dth is a distance threshold and dH(Ha, Hb) is the sum of the distances between
the two pairs of prototypes of both hypotheses, measured in number of exploration
images.

To gather aleatory evidence, we look at the visual similarity of both subcluster pro-
totypes, normalised by the standard deviation of the intra-subcluster visual similarities:

sV (Ha) =
sV (prota1, prota2)
σsubclus(sV )

, (6)

where the visual similarity sV is derived from the visual distance, defined in Eq. (4).
Each neighbouring hypothesisHb yields the following set of Dempster-Shafer masses,

to be combined with the masses of the hypothesis Ha itself:

m({∅}) = 0
m({Ha}) = sV (Hb)ξ(Ha, Hb)
m({¬Ha}) = (1 − sV (Hb))ξ(Ha, Hb)
m({Ha,¬Ha}) = 1 − ξ(Ha, Hb)

(7)

Hypothesis masses are initialised with the visual similarity of its subcluster prototypes
and a initial ignorance value (0.25 in our experiments), which models its influenceabil-
ity by neighbours.
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3.6 Hypothesis Decision

After combination of each hypothesis’s mass set with the evidence given by neigh-
bouring hypotheses (up to a maximum distance dth), a decision must be made if this
hypothesis was correct and thus if the subclusters must be united into one place or not.

Unfortunately, as stated above, only positive evidence can be collected, because
we can not gather more information about totally isolated hypotheses (like c and d in
Fig. 4). This not too bad, because of different reasons. Firstly, the chance for correct,
but isolated hypothesis (case c) is low in typical cases. Also, adding erroneous loop
closings (c and d) will yield an incorrect topological map, whereas leaving them out
will keep the map useful for navigation, but a bit less complete. Of course, new data
about these places can be acquired later, during navigation.

Important is to remind that the computed Dempster-Shafer masses can not directly
be interpreted as probabilities. That is why we use Eq. (3) to compute the support and
plausibility of each hypothesis after evidence collection. Because these values define a
confidence interval for the real probability, a hypothesis can be accepted if the lower
bound (the support) is greater than a threshold.

After this decision, a final topological map can be built. Subclusters connected
with accepted hypotheses are merged into one place, and a new medoid is computed
as prototype of it. For hypotheses that are not accepted, two distinct places should be
constructed.

4 Experiments

Fig. 5 Matrix showing the visual similarities between the images of the experiment.

With the camera system mounted on a electric wheel chair (see Fig. 1), we drove around
in a complex natural environment, being our office floor. 463 images were recorded
during this path of 275 m length. Figure 6 shows a map of the environment. It can be
seen that the path visits several offices and corridors more than once, generating the
possibility for a lot of loop closing hypotheses. Figure 7 gives a few typical images
acquired.

Between each pair of images, fast wide baseline features are matched and the pro-
posed visual distance measure is computed, yielding the similarity matrix visualised
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Fig. 6 Right: Map of the experiment. Scattered datapoints are image positions, shown in various
symbols denoting clustering. Stars are (sub)clusters. The exploration path is visualised with thin
black lines, hypotheses with thick dotted lines.

Fig. 7 Images 256, 315, 345, 388 and 430 of the experiment.

in Fig. 5. Based on this, the images are clustered as shown with different symbols in
Fig. 6, resulting in 38 clusters. For each subcluster, a prototype is chosen denoted by a
black star. Between subclusters within one cluster, hypotheses are formulated, denoted
by thick black dotted lines.

As can be seen in the map, all but one hypothesis (number 10) are correct. This
is clearly a self-similarity in the environment, the two offices do not differ enough in
appearance. Figure 8 gives the Dempster-Shafer masses of each hypothesis before and
after evidence collection. It is clear that after evidence combination, we have more
reason to reject hypothesis 10. The other subclusters can be merged, resulting in the
final topological map, shown in Fig. 9.

Fig. 8 Dempster-Shafer masses for each of the hypotheses, before (above) and after (below) evi-
dence collection.
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Fig. 9 Final topological map. Stars denote prototypes.

5 Conclusions

This chapter described a method to find topological loop closings in a sequence of
images taken in a natural environment. The result is a vision-based topological map
which can be used for localisation, path planning and navigation.

Firstly, a robust visual distance was presented. Making use of state-of-the-art wide
baseline matching techniques, this enables the recognition of places despite changes in
viewpoint, illumination, and the presence of occlusions.

Secondly, a mathematical model is presented to solve the problem of self-similarities,
i.e. places in the environment that look alike but are different. This approach uses
Dempster-Shafer probability theory to combine evidence of neighbouring loop closing
hypotheses.

The real-world experiments presented illustrate the performance and robustness of
the approach.

Future work planned includes the introduction of even more performant visual fea-
tures such as SURF [19], and the on-line adaptation of the map while using it for
navigation.
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Abstract. Up to now, different methods have been proposed to track 
trajectories using visual servoing systems. However, when these approaches are 
employed to track trajectories specified with respect to moving objects, 
different considerations must be included in the visual servoing formulation to 
progressively decrease the tracking error. This paper shows the main properties 
of a non-time dependent visual servoing system to track image trajectories. The 
control action obtained integrates the motion estimation of the object from 
which the features are extracted. The proposed motion estimator employs 
information from the measures of the extracted features and from the variation 
of the camera locations. These variations are obtained determining the 
Homography matrix between consecutive camera frames. 

Keywords. Motion estimation, tracking trajectories, visual control. 

1 Introduction 

Now, visual servoing systems are a well-known approach to guide a robot using 
image information. Typically, visual servoing systems are position-based and image-
based classified [3]. Position-based visual servoing requires the computation of a 3-D 
Cartesian error for which a perfect CAD-model of the object and a calibrated camera 
are necessary. These types of systems are very sensitive to modeling errors and noise 
perturbations. In image-based visual servoing the error is directly measured in the 
image. This approach ensures the robustness with respect to modeling errors, but 
generally an inadequate movement of the camera in the 3-D Cartesian space is 
obtained. On the other hand, it is well known that image-based visual servoing is 
locally stable. This nice property ensures a correct convergence if the desired 
configuration is sufficiently near to the current one. This chapter shows the properties 
of an approach which employs image-based visual servoing to track trajectories. This 
method is not the main objective of the chapter and a more extensive study of the 
approach can be seen in our previous works [5].  

Once this strategy is defined, the chapter focuses on the extension of the previous 
mentioned algorithms to be able to carry out the tracking of image trajectories when 
the visual features are in motion. Previous works, such as [3] have shown the 
necessity of estimating object motion and to include this estimation in the control 



action in order to decrease the tracking errors. The motion estimation can be solved 
using different algorithms like the one shown in [6] based in virtual visual servoing. 
In [1] an estimator which employs measurements about the camera velocity is 
proposed. However, this method introduces errors in the estimation due to the non 
accuracy measurement of the camera motion. The previous mentioned algorithms are 
used to achieve a given configuration of the features in the image. In this chapter, we 
define method to improve the estimation of the camera velocity based on visual 
information. This method is used to define a motion estimator to be applied during the 
tracking of trajectories. 

This chapter is organized as follows: The main aspects of the visual servoing 
system to track trajectories are first described in Sect. 2. Section 3 shows a method to 
estimate the motion of the object from which the features are extracted. Section 4, 
simulation and experimental results confirm the validity of the proposed algorithms. 
The final section presents the main conclusions arrived at. 

2 Tracking Image Trajectories 

First, the notation employed and the desired trajectory to be tracked are described. In 
this chapter, we suppose that the robot must track a desired trajectory in the 3D space, 
γ(t), using an eye-in-hand camera system (see Fig. 1). By sampling the desired 
trajectory, γ (t), a sequence of N discrete values is obtained, each of which represents 
N intermediate positions of the camera k k 1,...,N∈/ . From this sequence, the discrete 
trajectory of the object in the image { }kS k 1,...,N= ∈s/  can be obtained, where ks is the 

set of M points or features observed by the camera at instant k, { }k k
i i 1,..., M= ∈s /f . 

In the next section, a non time-dependent visual controller to track the previous 
mentioned image trajectory is described. In this chapter we are not interested in image 
processing issues; therefore, the image trajectory is generated using four grey marks 
whose centres of gravity will be the extracted features (see Fig. 2). 

 
Fig. 1 Eye-in-hand camera system. 
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Fig. 2 Pattern from which the image features are extracted. 

2.1 Visual Servo Control 

Using a classical image based visual servoing system to carry out the tracking of a 
given trajectory, the following velocity must be applied to the robot (with respect to 
the coordinate frame located at the eye-in-hand camera): 

( )dC +
V f+

∂
= − ⋅ ⋅

∂
s

J
t

t
v e  (1) 

where λ > 0 is the gain of the proportional controller and ( )( )+
f d

ˆ t= ⋅J s se  where s 

are the extracted features from the image, +
fĴ  is an estimation of the pseudoinverse of 

the interaction matrix [3] and sd(t) is a time dependent function. This function 
provides at each moment a set of desired visual features in order to allow the tracking 
of the desired trajectory in the image. 

In order to allow the tracking in a non-time dependent way, the following control 
action obtained can be used:  

C +
V f f

ˆ= − ⋅ ⋅Jv e  (2) 
where C

Vv  is the velocity obtained with respect to the camera coordinate frame; 0>  

is the gain of the controller; +
fĴ  is the pseudoinverse of the estimated interaction 

matrix; f d= s se ; s=[f1, f2,…, fM]T are the set of features extracted from the image; 
sd=[f1+m1Φ1(f1), f2+m2Φ2(f2),…, fM+mMΦM(fM)]T; Φi is the movement flow for the 
feature i, m={m1, m2,…, mM } determines the progression speed. 

Now, for the sake of clarity, the sub-index that indicates which feature is being 
considered and the super-index that indicates the instant in which these features are 
obtained are omitted. The movement flow, Φ, is a set of vectors converging towards 
the desired trajectory in the image.  

We consider, for a given feature, a desired parameterized trajectory in the image 
fd:Γ → ℑ  where Γ ⊂ ℜ. The coordinates of this trajectory in the image are 
fd(τ)=[fxd(τ), fyd(τ)] and f are the current coordinates of the feature in the image. The 
error vector E(f)=(Ex, Ey) where Ex=(fx–fxd) and Ey=(fy–fyd) is defined, where fd=(fxd, 
fyd) are the coordinates of the nearest point to f in the desired trajectory. The 
movement flow, Φ, is defined as: 

–

−
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where U is the potential function and G1, G2: ℑ → ℜ+ are weight functions so that G1 
+ G2 = 1.  Details about the weight functions and the potential function U can be seen 
in our previous works [5]. 

3 Tracking Moving Objects 

In order to track trajectories specified with respect to moving objects, the motion of 
the object must be included in the control action proposed in Eq. (2). Doing so, the 
new control action will be:  

C +
f f

ˆˆ ∂= − ⋅ ⋅ −
∂

J
t
ev e        (4) 

where ˆ∂ ∂te  represents the estimation of the variations of +
f f

ˆ= ⋅Je e  due to the 
movement of the object from which the features are extracted. As is shown in [1], the 
estimation of the velocity of a moving object tracked with an eye-in-hand camera 
system can be obtained from the measurements of the camera velocity and from the 
error function. Thus, from Eq. (2) the value of the estimation of the error variation 
due to the movement of the tracked object can be obtained in this way (to obtain an 
exponential decrease of the error it must fulfil that = − ⋅e e ): 

Cˆ∂ = −
∂t
e e v  (5) 

From Eq. (5), the value of the motion estimation can be obtained using the following 
expression:  

 Ck k 1
k 1

k

ˆ −
−

−∂ = −
∂ Δt t

e ee v  (6) 

where Δt  can be obtained determining the delay at each iteration of the algorithm, ek 
and ek–1 are the error values at the instants k and k–1, and C

k 1−v  is the camera velocity 
measurement at the instant k–1 with respect the camera coordinate frame. As is 
shown in our previous works [4] the estimations obtained from Eq. (6) depends on the 
measurement of the camera motion which cannot be measured without errors. 
Therefore, in order to improve the global behaviour of the system it is necessary to 
obtain a more accuracy estimation of the camera motion. 

To compute the camera velocity in the previous iteration C
k 1−v  it is necessary to 

obtain the rotation Rk–1 and translation tdk–1 between the two last frames. To do so, first 
of all, we call  the plane containing the object. Considering P a 3D point observed 
by the camera, the same point in the image space is p. With pk–1 we represent the 
position of the feature in the image captured at instant k–1. In the next image (which 
corresponds with the image obtained by the camera after one iteration of the control 
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Fig. 3 Scheme of the motion estimation. 

loop), the same point will be located at pk  position (see Fig. 3). The projective 
homography G is defined as: 

k–1 k–1 kμ β= +Gp p ζ      (7) 
where k–1μ  is a scale factor, k–1 dk–1= AR tζ  is the projection in the image captured by 
the camera at time k–1 of the optical centre when the camera is in the next position, 
and  is a constant scale factor which depends on the distance Zk from the contact 
surface to the origin of the camera placed at the current position: 

k

( , )
Z

β Π= d P      (8) 

where ( , )Πd P  is the distance from the contact surface plane to the 3D point. 
Although  is unknown, applying  Eq. (7) between the instant k–1 (at previous 
iteration) and the current camera positions we can obtain that: 

( )
( )

k–1 k–1 k–1 k k–1 k k–11

k–1 dk–1 k–1 dk–1 k–11

μ
β

− ∧
=

∧
G G

AR AR
p p p p

sign
pt t

     (9) 

where subscript 1 indicates the first element of the vector and A is a non singular 
matrix containing the camera internal parameters: 

( )
( )

u u 0

v 0

f f cot
0 f / sin
0 0 1

⋅ − ⋅ ⋅
= ⋅A

p p u
p v     (10) 

where u0 and v0 are the pixel coordinates of the principal point, f is the focal length, pu 
and pv are the magnifications in the u and v directions respectively, and  is the angle 
between these axes. 

If P is on the plane ,  is null. Therefore, from Eq. (7): 
k–1 k–1 kμ = Gp p     (11) 
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Projective homography G can be obtained through expression Eq. (11) if at least four 
points on the surface  are given [2]. This way, we can compute projective 
homography relating previous and current positions Gk–1. In order to obtain Rk–1 and 
tdk–1 we must introduce the concept of the Euclidean homography matrix H. 

From projective homography G it can be obtained the Euclidean homography H 
as follows: 

1−=H A GA     (12) 
From H it is possible to determine the camera motion applying the algorithm shown 
in [7]. So, applying this algorithm between previous and current positions we can 
compute Rk–1 and tdk–1. 

As iteration time t is known, it is now easy to compute the velocity of the 
camera at previous iteration vk–1 through Rk–1 and tdk–1. The linear component of the 
velocity is computed directly from tdk–1, whereas the computation of angular velocity 
requires taking other previous steps. The angular velocity can be expressed as: 

k–1 k–1 k–1 k–1( )= Tω ϕ ϕ     (13) 

where [ ]k–1 k–1 k–1 k–1α β γ=ϕ  are the Euler angles ZYZ obtained from Rk–1, k–1ϕ  are 
the time derivative of the previous Euler angles and: 

k–1 k–1 k–1

k–1 k–1 k–1 k–1 k–1

k–1

0 sin cos sin
( ) 0 cos sin sin

1 0 cos

α α β
α α β

β

−
=T ϕ        (14) 

Applying Eq. (7) it is possible to compute the angular velocity of the camera to 
achieve current position from the previous iteration. This way linear and angular 
velocity of the camera between the two iterations are computed: 

dk–1
tk–1

k–1
k–1

k–1 k–1 k–1( )
= = Δ

T
t

tv
v

ω ϕ ϕ
    (15) 

4 Results 

4.1 Experimental Setup 

The system architecture is composed of an eye-in-hand PHOTONFOCUS MV-D752-
160-CL-8 camera at the end-effector of a 7 d.o.f. Mitsubishi PA-10 robot. The camera 
is able to acquire and to process up to 100 frames/second using an image resolution of 
320×240.  

In this chapter we are not interested in image processing issues; therefore, the 
image trajectory is generated using four grey marks whose centres of gravity will be 
the extracted features. 

4.2 Simulation Results 

In this section simulation results are obtained from the application of the proposed 
visual servoing system to track trajectories specified with respect to moving objects. 
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To do so, the motion estimator described in Sect. 3 is used. The motion of the features 
extracted during the experiment is shown in Fig. 4. In this figure the evolution of the 
visual features observed from the initial camera position is represented (in this figure 
we consider that any control action is applied to the robot). We can see that the target 
object describes a periodical and rectangular motion. To better show the object 
motion, in Fig. 5 the image error evolution is represented. As previously, in Fig. 5 any 
control action is applied to the robot (in this figure the desired features are the ones 
provided by the movement flow). This motion will not end until the trajectory is 
completely tracked. Figure 6 shows the desired image trajectory and the ones obtained 
considering and without considering motion estimation. This figure shows that, using 
motion estimation, the system tracks the desired trajectory avoiding error due to the 
motion of the object from which the features are extracted.  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Image trajectory observed from the initial camera position. 

 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Image error due to the object motion. 
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Fig. 6 Desired image trajectory and the ones obtained with and without motion estimation. 

4.3 Experimental Results 

In order to verify the correct behaviour of the system the experimental setup described 
in Sect. 4.1 is applied to track trajectories using the proposed visual servoing system. 
In Fig. 7 the desired trajectory (without considering motion of the object from which 
the trajectory is specified) is shown. In the same figure is also represented the 
obtained trajectory when the object from which the features are extracted is in motion. 
We can observe that the motion is lineal (is not equal to the one described in Sect. 
4.2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7 Comparison between the desired 3D trajectory and the one obtained using motion 
estimation. 

In order to observe the improvement introduced by the motion estimation in the 
visual servoing system, in Fig. 8 a comparison in the image space between the desired 
trajectory and the ones obtained with and without motion estimation is represented. 

     Trajectory without motion estimation 
     Trajectory with motion estimation 
     Desired trajectory

Real trajectory        
(with motion) 

Desired trajectory               
(without motion) 
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We can see that using motion estimation the system reduces rapidly the tracking error 
due to the motion of the object. The object motion is not constant, therefore, when the 
motion estimation is not carried out, the error increases quickly when the object 
velocity increases. This tracking error is clearly reduced using the motion estimation 
proposed in this chapter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Desired image trajectory and the ones obtained with and without motion estimation. 

In order to show more clearly the improvement obtained with the motion 
estimator a new experiment will be presented. In Fig. 9 the trajectory described by the 
system in the image space with and without considering motion estimation, is 
represented. The desired trajectory is also shown. In this case the visual features are in 
motion. This motion is carried out by another robot. It can be observed that when we 
introduce the estimation in the system, the error caused by the movement of the object 
is considerably reduced. Thus, without estimation the system is able to arrive to the 
final of the trajectory when the object motion ends. This is because when the tracking 
reaches a point in the image, the movement flow tries to reduce the error caused by 
the object motion, however, this control action cannot compensate the motion, and 
only can reduce the error when the motion ends. 

5 Conclusions 

In this chapter we have shown a visual servoing system to track image trajectories 
specified with respect to moving objects. In order to avoid the errors introduced by 
the motion, it is required to include in the control action of the visual servoing system 
the effect of this motion. The chapter describes the necessity to obtain a good 
estimation of the camera motion and, to do so, a method based on visual information 
has been proposed. Simulation and experimental results show that using the proposed 
estimator a good tracking is obtained avoiding the errors introduced by the motion. 
 

 

    Desired trajectory 
    Trajectory with motion estimation 
    Trajectory without motion estimation
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Fig. 9 Comparison between the desired trajectory in the image and the one obtained with and 
without motion estimation. 
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Abstract. Greatest difficulties arise in 3D environments when we have to deal 
with a scene with dissimilar objects without pose restrictions and where 
contacts and occlusions are allowed. This work tackles the problem of 
correspondence and alignment of surfaces in such a kind of scenes. The method 
presented in this chapter is based on a new representation model called Depth 
Gradient Image Based on Silhouette (DGI-BS) which synthesizes object surface 
information (through depth) and object shape information (through contour). 
Recognition and pose problems are efficiently solved for all objects of the scene 
by using a simple matching algorithm in the DGI-BS space. As a result of this 
the scene can be virtually reconstructed. This work is part of a robot intelligent 
manipulation project. The method has been successfully tested in real 
experimentation environments using range sensors. 

Keywords. 3D computer vision, reconstruction, 3D object recognition, range 
image processing. 

1 Introduction 

1.1 Statement of the Problem in a Practical Environment  

The work presented in this chapter is integrated in a robot-vision project where a 
robot has to carry out an intelligent interaction in a complex scene. The 3D vision 
system takes a single range image of the scene which is processed to extract 
information about the identity of the objects and their pose in the scene. Figure 1a 
presents the real environment with the components that we are using in our work: the 
scene, the immobile vision sensor and the robot. In the worst case, the complexity of 
this scene includes: no shape-restrictions, shades, occlusion, cluttering and contact 
between objects. Figure 1b shows a prototype of a scene that we have dealt with.  

Depth Gradient Image Based on Silhouette: A Solution 

1Escuela de Ingenierías Industriales, Universidad de Extremadura, Avda. Elvas 

3Escuela de Ingenierías Industriales, Universidad de Extremadura, Avda 



An intelligent interaction (grasping, pushing, touching, etc.) of a robot in such a 
scene is a complex task which involves several and different research fields: 3D 
image processing, computer vision and robotics. There are three main phases in the 
interaction: segmentation of the scene into their constituent parts, recognition and 
pose of the objects and robot planning/interaction. In this chapter we specifically 
present an efficient recognition/pose solution that allows us to know the layout of the 
objects in the scene. This information is essential to carry out a robot interaction in 
the scene. Therefore we have integrated this work as a part of the general project 
which is being currently used in real applications. 

Fig. 1 (a) Robot interaction in the scene. (b) Example of complex scene. 

1.2 Previous Work on Contour and Surface based Representations  

Object recognition in complex scenes is one of the current problems in the computer 
vision area. In a general sense, the recognition involves identifying an unknown 
object, which is arbitrarily posed, among a set of objects in a database. In 3D 
environments, recognition and positioning are two different concepts that can be 
separately handled when complete information of the scene is available. Nevertheless, 
if only a part of the object is sensed in the scene, recognition and pose appear closely 
related. In others words, the object is recognized through the computation of the best 
alignment scene-model. 

As we know, there is a wide variety of solutions to recognize 3D objects. Most of 
them use models based on geometrical features of the objects and the solution 
depends on the feature matching procedure. 

Among the variety of methods are those that recognize 3D objects by studying sets 
of 2D images of the object from different viewpoints. Some of these methods rely on 
extracting the relevant points of a subset of canonical views of the object [16] [17]. 
The main drawback of these techniques is that the detection of relevant points may be 
sensitive to noise, illumination changes and transformations. There are also strategies 
that use shape descriptors instead of relevant points of the object [19] [21] but most of 
them need the complete image of the object to solve the recognition problem. 

Matching and alignment techniques based on contour representations are usually 
effective in 2D environments. Thus, different techniques based on: Fourier descriptors 
[24], moment invariants [5], spline curves [4], wavelets [12] and contour curvature 
[14], [23] can be found in the literature. Nevertheless, in 3D environments these 
techniques have serious limitations. The main restrictions are: limited object pose, 
viewpoint restrictions (usually reduced to one freedom degree) and occlusions not 
allowed. Main troubles of the contour based techniques occur due to the fact that the 
silhouette’s information may be insufficient and ambiguous. Thus, similar silhouettes 
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might correspond to different objects from different viewpoints. Consequently, a 
representation based on the object contour may be ambiguous, especially when 
occlusion circumstances occur. As a result, the matching problem is usually tackled 
by means of techniques that use surface information instead of contour information.  

Surface matching algorithms solve the recognition problem using 3D sensors. In 
this case two different processes arise: surface correspondence and surface 
registration. Surface correspondence is the process that establishes which portions of 
two surfaces overlap. Using the surface correspondence, registration computes the 
transformation that aligns the two surfaces. Obviously the correspondence phase is 
the most interesting part of the algorithm. Recently Planitz et al. [15] have published a 
survey about these techniques. Next, we will present a brief summary of the most 
important works that are closely related to ours. 

Chua and Jarvis [9] code surrounding information at a point of the surface through 
a feature called Point Signature. Point signature encodes information on a 3D contour 
of a point P of the surface. The contour is obtained by intersecting the surface of the 
object with a sphere centered on P. The information extracted consists of distances of 
the contour to a reference plane fixed to it. So, a parametric curve is computed for 
every P and it is called point signature. An index table, where each bin contains the 
list of indexes whose minimum and maximum point signature values are common, is 
used for making correspondences. The best global correspondence produces the best 
registration.  

Johnson and Hebert [11] have been working with polygonal and regular meshes to 
compare two objects through Spin Image concept. Spin image representation encodes 
information not for a contour but for a region around a point P. Two geometrical 
values ( , ) are defined for the points of a region and a 2D histogram is finally 
constructed.  

In [22] a representation, that stores surface curvature information from certain 
points, produces images called Surface Signatures at these points. As a result of this, a 
standard Euclidean distance to match objects is presented. Surface signature 
representation has several points in common with spin image. In this case, surface 
curvature information is extracted to produce 2D images called surface signature 
where 2D coordinates correspond to other geometrical parameters related to local 
curvature. Geometric Histogram matching [3] is a similar method that builds another 
kind of 2D geometric histogram. 

Zhang [25] also uses 2D feature representation for regions. In this case a curvature-
based representation is carried out for arbitrary regions creating harmonic shape images. 

Cyr and Kimia [8] measure the similarity between two views of the 3D object by a 
metric that measures the distance between their corresponding 2D projected shapes. 
Liu et al. [20] propose the Directional Histogram Model for objects that have been 
completely reconstructed.  
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Model and scene representations are matched and the best local match is chosen.  
A. Adán and M. Adán [1] present a new strategy for 3D objects recognition using a 
flexible similarity measure that can be used in partial views. Through a new curvature 
feature, called Cone Curvature, a matching process yields a coarse transformation 
between surfaces. Campbell and Flynn [7] suggest a new local feature based technique 
that selects and classify the highly curved regions of the surface. These surfaces are 
divided up into smaller segments which define a basic unit in the surface. The 
registration is accomplished through consistent poses for triples of segments. 



Most methods described impose some kind of restriction related to 3D sensed 
information or the scene itself. The main restrictions and limitations are: several 
views are necessary [16] [17], isolated object or few objects in the scene, shape 
restrictions [1] [3] [22] points or zones of the object must be selected in advance [7] 
[11] [22] [25] and occlusion is not allowed [20].  

In this chapter we deal with the problem of correspondence and registration of 
surfaces by using a new strategy that synthesizes both surface and shape information 
in 3D scenes without restrictions. In other words: only a view of the scene is 
necessary, multi-occlusion is allowed, no initial points or regions are chosen and no 
shape restrictions are imposed. Our technique is based on a new 3D representation 
called Depth Gradient Image Based on Silhouette (DGI-BS). Through a simple DGI-
BS matching algorithm, the surface correspondence is solved and a coarse alignment 
is yielded. 

The chapter is structured as follows. DGI-BS model is presented throughout Sect. 2 
including the DGI-BS representation for occlusion cases. Section 3 presents the DGI-
BS based surface correspondence algorithm and Sect. 4 deals with correspondence 
verification and registration. Section 5 presents the main results achieved in our lab 
and finally conclusions and future work are set in Sect. 6. 

2 DGI-BS Model 

2.1 Concept 

DGI-BS model is defined on the range image of the scene. Range image yields the 3D 
coordinates of the pixels corresponding to the intensity image of the scene. If the 
reference system is centred in the camera, the coordinate corresponding to the optic 
axis (usually Z axis) gives the depth information. So, the depth image is directly 
available. 

Let us suppose a scene with only one object. Let Z be the depth image of the object 
from an arbitrary viewpoint v and let H be the silhouette of the object from v. Note 
that the silhouette H can be marked in Z.  

After recording the list of pixels along the silhouette, we calculate (see Fig. 2 
above), for every pixel j of H, a set of depth gradients corresponding to pixels that are 
in the 2D normal direction to Pj towards inside of the object. Formally 

 j
H

ij
iH ZZZ −=∇ ,                        (1) 

where 
isiPPdpjHP ijj 1·),(,,1, ===∈∀    (2) 

In expression (2), p is the number of pixels of the silhouette H, d is the Euclidean 
distance (in the depth image Z) between pixels Pj and Pi, and s is the distance between 
two samples. Note that the first pixel of H is selected at random. 

Once j
iHZ ,∇ has been calculated for every point of H, we obtain a pt ×  matrix 

which represents the object from the viewpoint v. That is we have called DGI-BS 
representation from v. 

 

,...,t
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Note that DGI-BS(v) is a small image where j-th  column is the set of depth 

gradients for pixel Pj and i-th  row stores the gradients for points that are i·s far from 

 

Fig. 3 Viewpoints defined by the tessellated sphere and depth images synthetically generated 
(left). Whole BGI-BS model (right). 
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contour pixels in the corresponding normal directions. Figure 2 (right) shows an 
example of DGI-BS using a grey-level code where black colour pixels correspond to 
samples that are outside the object. 

Fig. 2 Depth gradient concept (left). DGI-BS representation for a single view (right). 
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In practice a factor fmm-pixel turns j
iHZ ,∇ into pixels. fmm-pixel is maintained whatever 

scene we work with. This change makes the DGI-BS representation invariant to 
camera-scene distance. 

2.2 The Whole DGI-BS Model 

The whole DGI-BS model of an object is an image that comprises k DGI-BS 
representations from k different viewpoints. In practice we use a synthesized high-
resolution geometric model of the object to obtain the depth images. The viewpoints 
are defined by the nodes of a tessellated sphere that contains the model of the object. 
Each node N defines a viewpoint ON, O being the centre of the sphere (Fig. 3 left), 
from which the DGI-BS representation is generated. Thus, a whole DGI-BS model 
consists of an image of dimension )*2),(( ptk ∗ . We have duplicated dimension p in 
order to carry out an efficient partial-whole DGI-BS matching. Figure 3 shows the 
whole DGI-BS model for one object. Note that this is a single image smaller than 1 
mega pixel (1600×400 pixels in this case) that synthesizes the surface information of 
the complete object. 

2.3 DGI-BS with Occlusion 

Let us suppose that an object is occluded by others in a complex scene. In this case 
DGI-BS can be obtained if the silhouette corresponding to the non-occluded part of 
the object is obtained in advance. We call this ‘real silhouette’. Therefore, it is 
necessary to carry out a preliminary range image processing consisting of two phases: 
segmentation and real silhouettes labelling. Since this chapter is focused on present 
the DGI-BS and due to length limitations only a brief reference of these issues is 
given. More details can be found in [2] and [13]. 

Segmentation means that the scene splits in a set of disjointed surface portions 
belonging to the several objects. Segmentation can be accomplished by discovering 
depth discontinuity and separating set of points 3D in the range image. We have used 
the technique of Merchán et al. [13] which is based on establishing a set of suitable 
data exploration directions to perform a distributed segmentation. Since this issue is 
not the matter of this chapter, from now on we will assume that the range and the 
intensity image are segmented in advance. 

Concerning the real silhouettes labelling, a generic silhouette H, corresponding to a 
segmented portion of the scene, is divided up into smaller parts which are classified as 
real or false silhouettes. To do that, we consider two steps: 

I. Define H as a sequence of isolated and connected parts. A part is isolated if all 
their points are far enough from every other contour in the image and connected if it 
is very close to another part belonging to another contour. In conclusion, this step 
finds the parts of the contours that are in contact and those that are not. 

II. Define H as a sequence of real (R) and false parts (F). The goal is to find which 
parts occlude to others (R) and which ones are occluded parts (F). The set of 
connected parts must be classified as real or false. Using Z (depth image) we compare 
the mean depths for each pair of associated connected parts (belonging to the 

224      P. Merchán et al. 



contours H and H’) and we classify it. After comparing all connected pairs of H, the 
real silhouettes are finally obtained (see Fig. 4).  

After carrying out the real silhouette labelling process we can obtain the DGI-BS 
representation for every segmented surface of the scene. In the case of an occluded 
object, we build DGI-BS only for the longest real silhouette of H. In practice, one or 
two real parts (which correspond to one and two occlusions) are expected. Of course, 
cases with more occlusions are possible but in any case the largest real part must be at 
least 30% of H. Otherwise very little information of the object would be available. 

Note that in occlusions circumstances DGI-BS is a 'pt ×  sub-matrix of the non-
occluded DGI-BS version. Since a close viewpoint is available in the whole DGI-BS 
model, this property can be easily verified. Figure 5 illustrates an example of this 

more sampled points fall outside the object. That is why a few more number of black 
pixels appears in it. 

3 Surface Correspondence through DGI-BS 

The whole DGI-BS model gives complete information of an object. Consider 
),,,( ZYXO  to be a reference system O being the geometric centroid of the object, v 

being a viewpoint of the scene defined by the polar coordinates (ρ,θ,ϕ) and φ being 
the camera swing angle. When a surface portion Θ is segmented in a complex scene, 
DGI-BSΘ can be searched in the whole model of the object. Thus, two coordinates 
(kΘ, pΘ) in the whole DGI-BS space can be determined in this matching process: the 
best view (index k) and the best fitting point (index p). 
 

Fig. 4 Scene C: range image processing: segmentation and real silhouettes labelling (R=Real 
and F=false silhouette). 
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property. Now dimension p′<p but dimension t is image of the object is not complete 
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 Fig. 5 DGI-BS representation of a non-occluded object (above) and DGI-BS representation of 
the same object under occlusion circumstances placed in the best matching position (below). 

Now we will present the sequence of steps in the surface correspondence algorithm. 
The segment is projected from camera viewpoint and the depth image ZΘ and its 

silhouette HΘ are obtained. After that, the real part of HΘ is extracted according to the 



  

Scene Model

Fitting point
(index p)

Best view in DGI-BS of the candidate model (index k)

 

procedure explained in Sect. 2.3. If there are several real parts of the silhouette the 
longest one is chosen and the corresponding DGI-BSΘ representation is generated. 
Then a scene-model matching in the DGI-BS space is carried out and two coordinates 
in the DGI-BS space are determined. 

For a database with n objects we have n candidate views, one for each object of the 
database, with their respective n associated fitting points. For every pair of index (k, 
p)m, m=1,…,n, a mean square error, )(me BSDGI −  is defined for each candidate.  

Note that the surface correspondence is based on both surface and contour 
information. Surface information is supplied by DGI-BS representation and contour 
information is intrinsic to the DGI-BS definition itself. However DGI-BS 
representation could be ambiguous, especially on flat surfaces and hard occlusion 
cases. Consequently, to make the surface correspondence algorithm more efficient, 
we have added extrinsic information of the silhouette. This information consists of the 
Function of Angles (FA). FA contains the tangent angle for every pixel of real part of 
the silhouette. This is a typical slope representation of a contour.  

Like )(me BSDGI − , for every pair of index (k, p)m, m=1,…,n, FA matching error, 
)(meFA , is calculated. Finally, by minimizing the error FABSDGI eee .−=  the best 

surface correspondence is finally selected. On the other hand, a sorted list of 
candidates is stored for further purposes. Figure 6 shows the best DGI-BS matching 
for several segments of scene C. It can be seen the DGI-BS of the best view (index k) 
and the DGI-BS of the segments at the fitting position (index p). The scene-model 
surface correspondences are shown on the right. 

 

Fig. 6 DGI-BS matching for several objects of the scene C. 

4 Correspondence Verification through Registration 

Let us assume that DGI-BSM is the best candidate obtained in the correspondence 
phase. Note that when the DGI-BS matching problem is solved a point to point 
correspondence is established in the depth images ZΘ and ZM and, consequently, the 
same point to point correspondence is maintained for the corresponding 3D points CΘ 
and CM. Thus a coarse transformation T* between CΘ and CM is easily calculated. 
After that we compute a refined transformation that definitively aligns the two 
surfaces in a common coordinate system. Thus, through the error yielded by a 
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registration technique, we can analyse the goodness of the coarse transformation T* 
and evaluate the validity of the DGI-BS matching. 

We have used the well known ICP registration technique. ICP algorithm has been 
widely studied since the original version [6] and many researchers have proposed a 
multitude of variants throughout the 90’s [18]. In this work, we have used the k-d tree 
algorithm and the point-to-point minimization [10]. 

The goodness of the registration and, indirectly, the recognition/pose result is 
validated taking into account the value of eICP. In other words, we want to establish if 
the candidate chosen in the correspondence phase was right or wrong. 

In order to calculate a threshold value for eICP, an off-line ICP process is performed 
over a set of random viewpoints for all synthetic models of the database. As a result 
of that an eICP histogram is obtained and a normal distribution is fitted to it. Finally we 
define: 

 ICPeZSe ICP −=max                (4) 
where Z is the value of the normal distribution corresponding to the 100 percentile 
(Z = 3,99), SICP is the standard deviation and ICPe  is the mean of the distribution. 

After carrying out the surface correspondence and alignment phases for the best 
candidate, if maxee

ICP
>  we consider that the surface correspondence has been 

wrong. In this case, the next candidate in the list is taken and a new eICP is computed 
and evaluated again (see Fig. 7). 

 

Fig. 7 Correspondence verification and registration. 

5 Experimental Results 

We have tested our algorithm on a set of 20 scenes captured with a Gray Range 
Finder sensor which provides coordinates (x,y,z) of the points of the scene. The depth 
map of the scene is obtained through the camera and sensor calibrations. Scenes are 
composed of several objects that are posed with no restrictions and with the same 
texture (Fig. 8). Dimension of the scene is 30×30 cm and the sensor-scene distance is 
120 cm. Our database is made up of 27 objects. 
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The values selected for the parameters to create the whole DGI-BS representation are:  

Likewise, depth images of segmented objects are converted using the same scale 
factor. This means that the correspondence method is independent of the object-
camera distance.  

• The whole representations have been obtained by using a tessellated sphere of 80 
nodes ( 80=k ).  We have also used tessellated spheres with more resolution (320 
nodes) but the results do not improve meaningfully and the computational time 
increases a lot.  

• Number of sampled pixels in the 2D normal direction 20=t  and distance in pixels 
between samples 5=s ,  so the penetration inside the depth image is 100 pixels. 

Figure 9 illustrates the recognition/pose process of occluded objects in scene F. The 
surface portions obtained after the segmentation phase appears on the left. In this case 
there are three portions ,  and  that are occluded. Their corresponding depth 
images are shown and the real silhouettes are marked onto them. Below we present 
the result of the scene-model matching in the DGI-BS space for the best candidate. 
The best view (index k) at the best fitting position (index p) can be seen for all them. 
Finally, the depth image of the associated model is shown of the right. On the right 
we show the alignment and the spatial position of the models in the scene. We can see 
the 3D points of the scene and the registration result of segments. The corresponding 
rendered models are superimposed onto the scene.  

 
 

Fig. 9 Example of surface correspondence (left) and alignment of occluded surfaces (right). 
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• Factor fmm-pixel =10 pixels/cm, so depth image dimension is about 120 × 120 pixels. 
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Fig. 8 Some of the scenes used in our experimentation. 



Table 1 shows a summary of the results for all objects of the scenes A to H. 60.5% 
of the objects were occluded. We have included some important information like 
errors in the segmentation phase (‘seg. error’) and noise in the range image (‘noise’). 
A segmentation error would imply that two objects were labelled as one object or that 
an object was segmented in several segments. The first case corresponds to two 
surfaces that are joined and where there are not depth discontinuities between both 
surfaces. This is quite uncommon case but of course the approach would fail. The 
second case occurs in self-occlusion circumstances but the method works as in a 
single occlusion case except that the surface portions will be smaller than in non-
occlusions cases. In all cases the scenes were segmented in their constituent parts 
achieving 100% of effectiveness. On the other hand, the noise in the range is due to 
shades or highlighting regions. Coordinate k, which corresponds to the best matching 
view, is evaluated as right (R) or erroneous (E) in the column ‘view’. This is a visual 
evaluation that report us the total percentage of failures in the DGI-BS matching 
phase. In our experimentation we obtained 2.6% of failures in this phase (1/38).  

The column labelled ‘candidate’ means the first candidate of the list that verifies 

candidate was the first of the list and the average position was 2. Finally, the last 
column gives information about the ICP algorithm itself showing the number of 
iterations in the ICP algorithm. In summary we can conclude that the approach is 
highly effective (97.4%). 
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maxeeICP <  and that finally is chosen as candidate. In 63.2% of the cases the first 

SCENE Object Occlusion Seg. 
error Noise  View Candidate eICP 

Iterations 
ICP 

1 Yes No No R 9º 0.1108 35 
2 Yes No No R 1º 0.1187 41 
3 No No Yes R 1º 0.1237 43 
4 Yes No Yes R 1º 0.1244 18 

A 

5 Yes No No R 8º 0.0836 51 
1 No No No R 1º 0.0693 35 
2 Yes No No R 1º 0.0997 21 
3 Yes No No R 1º 0.0924 45 
4 Yes No Yes R 5º 0.1163 36 

B 

5 No No No R 1º 0.0800 35 
1 Yes No No E 2º 0.1593 79 
2 Yes No No R 2º 0.1339 18 
3 Yes No No R 6º 0.1979 30 
4 No No No R 1º 0.1393 22 

C 

5 No No Yes R 3º 0.1427 25 
1 No No Yes R 1º 0.1640 29 
2 No No No R 1º 0.1545 23 
3 Yes No No R 1º 0.1617 38 D 
4 Yes No No R 3º 0.1559 35 
1 Yes No No R 1º 0.1235 32 
2 No No No R 1º 0.1337 18 
3 No No Yes R 2º 0.1421 44 
4 Yes No No R 1º 0.1515 47 

E 

5 No No Yes R 1º 0.1145 34 
1 Yes No No R 1º 0.1328 24 
2 Yes No No R 3º 0.0090 35 
3 No No No R 1º 0.1000 53 F 
4 Yes No Yes R 1º 0.0939 45 
1 No No No R 1º 0.1154 35 
2 Yes No Yes R 1º 0.1359 12 
3 Yes No No R 1º 0.1353 28 
4 Yes No No R 1º 0.1526 11 

G 

5 No No  Yes R 1º 0.1252 39 
1 Yes No No R 3º 0.1227 67 
2 Yes No No R 2º 0.1953 46 
3 Yes No Yes R 4º 0.1676 78 
4 No No Yes R 2º 0.1381 19 

H 

5 No No No R 1º 0.1335 50  

Table 1 Results for all objects of the scenes in Figure 8. 



Fig. 10 Example of recognition and pose of multi-occluded objects (above) and rendered 
representation of the complete scene (below). 

6 Conclusions 

This work deals with the problem of correspondence and registration of surfaces by 
using a strategy that synthesizes both surface and shape information in 3D scenes with 
occlusions. The method provides at the same time recognition and pose of segments 
of the scene. This work is part of a robot intelligent manipulation project. 

DGI-BS (Depth Gradient Image Based on Silhouette) representation is a complete 

Recognitions and pose problems are solved by using a simple matching algorithm 
in the DGI-BS space that yields a coarse transformation. Afterwards, registration is 
sorted out by computing ICP alignment of corresponded surfaces. 
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Abstract. Tracking multiple targets is a great challenge for most tracking algo-
rithms, since these algorithms tend to loose some of the targets when they get
close to each other. Hence, several algorithms like the MHT, the JPDAF and the
PMHT have been developed for this task. However, these algorithms are spe-
cialised on punctiform targets, whereas in mobile robotics one has to deal with
extended targets. Therefore, in this chapter an algorithm is proposed that can
solve this problem. It uses the Viterbi algorithm and some geometrical character-
istics of the problem. The proposed algorithm was tested with real world data.

Keywords. Mobile robotics, tracking, multiple targets, Viterbi algorithm, Kalman
filter.

1 Introduction and Related Work

For many real world applications it is essential that a robot is able to interact with
its environment. This is true for multi–robot systems where a group of robots has to
solve a given task or where robots are supposed to support people. For such situations,
the awareness of the position of people and other robots is a fundamental ability for a
mobile unit to be able to interact with its environment in an appropriate way.

This problem can be analysed under the superordinate concept of tracking. Tracking
denotes the estimation of the position of an object based on consecutive sensor measure-
ments. It is well studied in the field of aerial surveillance with radar devices [1]. In the
area of mobile robots tracking is also a well established research topic [2] [5] [13] [16].
In mobile robotics laser range scanners are one of the preferred sensor devices. A Sick
laser range scanner for example can measure the distance to the next reflecting obstacle
with a high angular resolution of e.g. 1◦. Lasers have rapidly gained popularity for mo-
bile robotic applications such as collision avoidance, navigation, localisation and map
building [22].

The problem of tracking people and other objects in densely populated environ-
ments with a robot–borne laser scanner can be characterised in the following way: most
of the readings are from obstacles like walls or other objects and only a few measure-
ments come from the tracked object itself. The problem of allocation of data obtained
from the presently accounted target is called the data association problem [1]. As a so-
lution to this problem, a tracking algorithm might use a validation gate which separates
the signals belonging to the current target from other signals. A second characteristic
of tracking people with laser range scanners is the occurrence of several measurements
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from the same object. In contrast to common radar based tracking sensors the Sick
laser scanner has a much higher resolution. This leads to the fact that the tracked ob-
ject generates several measurements. Therefore, we have to deal with what we call
extended objects instead of punctiform objects like in the common radar tracking lit-
erature. Thereby, punctiform targets are those ones, which are the origin of just one
measurement. A third characteristic of tracking in the field of mobile robotics is the
occurrence of crossing targets. This means that two or more targets get very close to
each other, so that they cannot be separated by common tracking algorithms [4] [6] [7]
[10] [11]. This situation can appear e.g. when two humans meet, talk to each other and
split again and is a well known problem in mobile robotics [13].

There are several methods for tracking punctiform crossing targets in clutter:

1. the MHT (Multi Hypothesis Tracker) introduced by Reid in 1979 [15].
2. the JPDAF (Joint Probabilistic Data Association Filter) introduced by Fortmann,

Bar–Shalom and Scheffe in 1983 [4].
3. the PMHT (Probabilistic Multi Hypothesis Tracker) introduced by Streit and Lug-

inbuhl in 1994 [21].

Of course, an extension of these algorithms for tracking extended crossing objects
is straightforward. But there are several reasons, why such approaches might fail:

– in most cases there are several measurements from the same target.
– the crossing can last for a longer time period.
– one of the objects might be occluded by the other object for some time.
– the objects can accomplish very abrupt manoeuvres during the crossing or espe-

cially at the end of the crossing.

As an example we give the results for an EM based method [20], which is an extension
of the PMHT [21] to extended targets. Figure 1 shows the results when applying this
algorithm to real data.

Fig. 1 Crossing of two objects, real data, EM based method.

It shows the estimates for the position of the objects by use of ellipses. Thereby the
estimated position is the centre of the ellipse, whereas the shape of the ellipse represents
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the actual geometry of the tracked object. The objects start in the left and move to the
right. Obviously, the algorithm looses the one of the targets, which moves to the upper
right after the crossing (see Fig. 2). Moreover, the computational burden for applying
these algorithms is very high when applied to extended targets, since these objects can
be the origin of up to ten measurements. These difficulties are well known in the mobile
robotics community:

– Tracking moving objects whose trajectories cross each other is a very general prob-
lem ... Problems of this type cannot be eliminated even by more sophisticated meth-
ods ... [13].

– Tracks are lost when people walk too closely together ... [18].

With respect to these circumstances our research group has developed a new method
that solves the problem of tracking two extended crossing targets [9] [10] [11]. Unfor-
tunately this algorithm is not able to deal with more than two crossing objects in its
current state. Therefore, recently our research group has developed a more general al-
gorithm, which is able to deal with an arbitrary number of crossing objects, i.e. objects
that get very close to each other. This algorithm is the main contribution of this work.

The remainder of this chapter is organized as follows. In Sect. 2 the mathematical
background including the used model, the validation gate, and two basic tracking algo-
rithms is given. In Sect. 3 the new algorithm for tracking multiple interacting objects
is introduced. Furthermore, in Sect. 4 the experimental results are presented. Finally,
Sect. 5 contains the conclusions.

2 The Mathematical Background of the Algorithms

2.1 The Model

The dynamics of the objects to be observed and the observation process itself are
modeled by a hidden Gauß–Markov chain with the equations

xk = Axk−1 + wk−1 (1)

and

zk = Bxk + vk. (2)

xk is the object state vector at time k, A is the state transition matrix, zk is the
observation vector at time k and B is the observation matrix. Furthermore, wk and vk

are supposed to be uncorrelated zero mean white Gaussian noises with covariances Q
and R.

Since the motion of a target in the plane has to be described a two dimensional
kinematic model is used. Therefore, it is

xk =
(
xk1 xk2 ẋk1 ẋk2

)�
(3)
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with xk1 and xk2 the Cartesian coordinates of the target and ẋk1 and ẋk2 the corre-
sponding velocities. zk just gives the Cartesian coordinates of the target. For the coor-
dinates the equation of a movement with constant velocity is holding, i.e.

xk+1,j = xkj +ΔT ẋkj . (4)

ΔT is the time interval between two consecutive measurements. For the progression
of the velocities we use the equation

ẋk+1,j = e−ΔT/Θẋkj +Σ
√

1 − e−2ΔT/Θu(k) (5)

from [23] with the zero mean white Gaussian noise u(k) with E[u(m)u(n)�] = δmn.
Thus, the velocity is supposed to decline exponentially. The term

Σ
√

1 − e−2ΔT/Θu(k) (6)

models the process noise and the accelerations.

2.2 The Validation Gate

The validation gate is realized using the Kalman filter. The Kalman filter calculates a
prediction y(k + 1|k) for the measurements zk+1,l from the actually handled target at
time step k + 1 via the formula

y(k + 1|k) = B · A · x(k|k). (7)

x(k|k) is the estimate for the position of the target at time step k. For every sensor
reading zk+1,l of the time step k + 1 (l = 1, . . . , 360) the Mahalanobis distance λ [12]
with

λ = (zk+1,l − y(k + 1|k))� · [S(k + 1)]−1·

·(zk+1,l − y(k + 1|k)) (8)

is computed. Then all measurements with λ > λmax with a given threshold λmax

are excluded. See [1] for further details. This procedure results in a set {ẑk+1,i}mk+1
i=1 of

mk+1 selected measurements ẑk+1,i. The matrix S(k+1) is the innovations covariance
from the Kalman filter. In common filter applications this matrix is calculated from the
predictions covariance P (k + 1|k) with the equation

S(k + 1) = BP (k + 1|k)B� +R (9)

with the given covariance matrix R of the measurement noise. But for tracking ex-
tended objects this approach is not sufficient, since there is an additional influence of
the extendedness of the object to the deviation of the measurements from the prediction
y(k+1|k). To take care of this feature an accessory positive definite matrixE should be
added in (10). Otherwise a lot of the measurements from the target would be excluded
by the gating process. Because the lateral dimension of people usually shows a radius
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in the range of 30 cm, the entries of E should be in the range of 900. Thus, after some
optimization process we used

E =
(

780 0
0 780

)
(10)

and

S(k + 1) = BP (k + 1|k)B� +R+ E. (11)

The values of the entries of the matrix E vastly exceed the values of the entries of the
matrix R, so that the main contribution in (13) comes from the matrix E.

2.3 The Kalman Filter Algorithm with Equal Weights

This algorithm first calculates an unweighted mean zk+1 of the mk+1 measurements
{ẑk+1,i}mk+1

i=1 , that have been selected by the gate, i.e.

zk+1 =
1

mk+1

mk+1∑
i=1

ẑk+1,i. (12)

This mean is used as the input for the update equation of the Kalman filter, i.e.

x(k + 1|k + 1) = x(k + 1|k) +Kk+1(zk+1 − y(k + 1|k)) (13)

with the predictions x(k + 1|k) and y(k + 1|k) and the Kalman gain Kk+1 derived
from the Kalman filter. Finally, the estimates x(k + 1|k + 1) are further improved by
the use of the Kalman smoother [19]. The corresponding algorithm is called Kalman
filter algorithm (KFA). As has been shown in [6] [7] [10] [11] it is very fast and gives
good information about the position of the target, but cannot reproduce multimodal
probability distributions. Thus it is not able to handle multiple interacting targets.

2.4 The Viterbi Based Algorithm

The Viterbi algorithm has been introduced in [24]. A good description is also given in
[3]. It has been recommended for tracking punctiform targets in clutter in [14] and for
tracking extended targets in [8]. It calculates for each selected measurement ẑk+1,i a
separate estimate x(k + 1|k + 1)i. For the calculation of the estimates x(k + 1|k + 1)i

in the update (15) the measurement ẑk+1,i and the predictions x(k + 1|k)j and
y(k+1|k)j from the predecessor j are used. When tracking punctiform targets in clutter,
the predecessor is determined by minimizing the length of the paths ending in ẑk+1,i.
When regarding extended targets in most cases all measurements in the validation gate
are from the target, so that it is not meaningful to consider the lengths of the paths end-
ing in the possible predecessors ẑk,j when determining the predecessor. Therefore, a
better choice for the predecessor is that one for which the Mahalanobis distance [12]

ν�k+1,j,i[S(k + 1)]−1νk+1,j,i (14)
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is kept to a minimum. There, νk+1,j,i is the innovation

νk+1,j,i = zk+1,i − y(k + 1|k)j (15)

and S(k+1) is the innovations covariance. This procedure is similar to a nearest neigh-
bour algorithm. When applying the Viterbi algorithm the application of the validation
gate is performed in the following way. At first for every selected measurement ẑk,j the
gate is applied to the measurements at time k + 1. That results in the sets Zk+1,j of
measurements which have passed the particular gate for the measurement ẑk,j success-
fully. The set of all measurements ẑk+1,i, that are associated with the target, is then just
the union of these sets. By this procedure it is ensured, that the corresponding tracking
algorithms can deal with multimodal probability distributions to some extend, which is
a major improvement when dealing with multiple interacting targets.

Because the Viterbi algorithm computes a set of track estimates for the different
measurements obtained from an extended target, the user finally has to decide, which
estimate to use as the “true” track estimate for the target. In the case of tracking puncti-
form objects in clutter, one generally chooses the estimate with minimum path length,
because this is most likely the best hypothesis. In case of tracking extended objects,
where all measurements are likely to originate from the target, the path lengths of the
tracks corresponding to individual measurements are not meaningful. Instead, we cur-
rently nondeterministically choose one of the estimates belonging to one object. The
corresponding algorithm is called Viterbi based algorithm (VBA) and has been intro-
duced in [8]. The disadvantages of this algorithm are a great computational burden and
a poor information about the position of the tracked objects [6] [7] [10] [11].

Fig. 2 Two crossing targets.

3 An Algorithm for Tracking Multiple Interacting Objects

Our new algorithm uses two classes of objects:

– single targets.
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(a) The algorithm tracks three distinct, movingtargets.

(b) Two of the targets get in close proximity of each
other, and are therefore represented by one cluster.

Fig. 3 First experiment.

– clusters, which represent at least two interacting objects, i.e. objects that are moving
very close to each other.

Single targets are tracked with the KFA, since there is no need for representing multi-
modal probability distributions. Furthermore, this algorithm is very fast and gives very
accurate information about the position of the tracked object.

Clusters are tracked with the VBA, since multimodal distributions have to be rep-
resented. This approach guarantees that none of the objects that are associated with the
cluster is lost. This fact is important especially when the objects split and start to move
separately again.

Three different events have to be regarded when tracking multiple interacting
objects:

1. The merging of two single targets. This means that two single targets get very close
to each other. This is the case, if at least one measurement is located in the validation
gates of both targets. Then the algorithm stops to track the two single targets with
the KFA and starts tracking a cluster, which contains both targets, using the VBA.
Therefore, it uses the measurements located in the validation gates of at least one
target.
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(a) The third target joins the other two and is also
associated with the cluster.

(b) One of the targets separates from the others,
thus we can track subclusters.

Fig. 4 First experiment.

2. The merging of a single target and a cluster. This means that a single target and a
cluster get very close to each other. This happens, if at least one measurement is
located in the validation gates of the target and the cluster. In this case the algorithm
stops to track the single target and the cluster separately. Instead it starts tracking
a combined cluster. Therefore, it uses the measurements located in the validation
gates of either the single target or the previously considered cluster or both.

3. The merging of two clusters. This means that two clusters get very close to each
other. This is the case, if at least one measurement is located in the validation gates
of both clusters. If this is true, the algorithm stops to track the two clusters and
starts tracking a combined cluster. Therefore, it uses the measurements located in
the validation gates of at least one of the previously considered clusters.

Note, that whenever a merging takes place, the algorithm remembers the single
targets which correspond to the new combined cluster.

For each tracked cluster, we have to detect if it splits into its single targets. For this,
we define three conditions, that are checked by the algorithm:

1. The position estimates corresponding to the measurements in the validation gates
are separated into subclusters. For this purpose, we select the first estimate, which
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(a) The other two targets also separate and therefore three
subclusters are tracked.

(b) Once these subclusters leave each others proximity,
the single targets can be tracked.

Fig. 5 First experiment.

then is associated with the first subcluster. For all other estimates associated with
the cluster, the Euclidian distance to the first estimate is calculated. If this distance
is below a certain threshold, the estimate is associated with the first subcluster. In
our experiments, we set the threshold to 150 cm, which corresponds to the max-
imum distance between the legs of a walking person. We then have to consider
the estimates, for which the Euclidean distance to the first subcluster exceeds this
manually chosen threshold. Using the same procedure we applied for building the
first subcluster, we now construct subclusters until all estimates are associated with
one of these smaller clusters. If the number of subclusters equals the number of
targets that were merged into this cluster, the first condition for the dispersion of
the cluster is fulfilled. Then, we proceed with step 2.

2. We now check the distance between the subclusters pairwise. If the distance is
above a manually chosen bound, we regard these clusters as separated. We chose
the value of that bound to be 300 cm. The second condition is fulfilled, if the number
of pairs of separated subclusters equals n(n−1)

2 . Thereby, n is the number of single
targets associated with the cluster. Hence, we are checking if all subclusters are
pairwise separated.
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(a) The algorithm tracks four distinct, moving targets.

(b) Two of the targets get in close proximity of each other,
and are therefore represented by one cluster.

Fig. 6 Second experiment.

3. Above this, we can separate single subclusters from the cluster. This follows the
same logic as in step 1. Note, the algorithm is not able to determine, how many
targets are represented by a single subcluster.

If conditions 1 and 2 are met, the n subclusters are associated with the n single targets,
that are therefrom tracked with the KFA. When separating targets from clusters, we
cannot guarantee if the target association is the same as before merging the targets into
the cluster. We believe that there is no solution to this problem, if we exclusively use
anonymous sensors like laser range finders.

4 Experiments

The presented algorithm was tested with real world data, recorded in our laboratory. In
this section we show the data of two experiments. Before this, Fig. 2 illustrates how our
algorithm works in the case of two targets using the data from Fig. 1. In the figures in
this section single targets are indicated by ellipses, whereas clusters are indicated by
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(a) The third and fourth target get close to each other and
are also represented by a cluster.

(b) The two clusters join and thus all four targets are
associated with one cluster.

Fig. 7 Second experiment.

rectangles. As soon as the above mentioned conditions are met, we are able to track the
two targets separately again.

In the first experiment, three persons moved around the observer in counterclock-
wise direction. At first, these three persons are tracked separately and thus, the algo-
rithm uses the KFA (Fig. 3a). Then, two of the single targets get into close proximity of
each other and are therefore merged into one cluster, which is tracked using the VBA
(Fig. 3b). In the next figure, the third person joins the group and is also associated with
the cluster. This combined cluster is still tracked by the VBA (Fig. 4a). Next, the com-
bined cluster split after a while into two subclusters which are indicated in Fig. 4b.
Then, the cluster split into three subclusters, which are indicated in Fig. 5a. At this
stage of the experiment, condition one is met, but not condition two. Finally, the three
persons split up fulfilling condition two and the persons are tracked as single targets
again (Fig. 5b). Since we are not able to tell how many targets are associated with a
subcluster in general, only the total number of targets is known. Thus, we have to wait
until all targets are separated according to the defined conditions before the algorithm
tracks the individual targets using the KFA.
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(a) The combined cluster splits after a while into two
subclusters, each of them consisting of an unknown
number of targets.

(b) One of the subclusters splits into two subclusters.

Fig. 8 Second experiment.

In the second experiment, we let the algorithm track four people. All four persons
started walking alone. Consequently, they are tracked independently using the KFA
(Fig. 6a). Then two of them are walking together and are therefore tracked in a single
cluster using the VBA (Fig. 6b), whereas the other two people are still walking sep-
arately. In the next step, the other two persons are also walking together. The result
is that these two are also tracked using a single cluster and thus, the algorithm tracks
two distinct clusters, each representing two persons (Fig. 7a). Then, in Fig. 7b all four
of them are walking together, what results in the merging of the two clusters to one
combined cluster, representing all four persons. Next, this combined cluster splits into
two subclusters, each consisting of an unknown number of targets (Fig 8a). In Figs. 8b
and 9a these subclusters split up into four subclusters. Finally, condition two is met and
therefore the four targets are tracked individually again (Fig. 9b).

In the experiments, we showed that our algorithm is able to keep track of all targets
for all situations that can occur when tracking multiple targets:

– the merging of two single targets to a cluster.
– the merging of a single target and a cluster.
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(a) The targets split after a while and are therefrom
tracked as subclusters.

(b) Then, the targets can be tracked individually.

Fig. 9 Second experiment.

– the merging of two clusters to a combined cluster.
– the splitting of a cluster into subclusters which are indicated separately in the

graphics.
– the splitting of several targets tracked in a cluster to single targets.

5 Conclusions

In this work we presented a novel algorithm for tracking multiple extended interacting
objects. It consists of a Kalman filter tracking procedure for tracking single targets with
high accuracy and low computational effort, and a Viterbi based method for tracking
objects that are close to each other. The latter part facilitates clustering to be able to
separate the targets correctly if they split up.

In experiments we showed this algorithm to be capable of tracking multiple crossing
targets without any restriction. Of course, since we only use laser range finders, the
target association after a crossing may be interchanged. There are several approaches
that might be investigated to eliminate this drawback:

– different colours of the pairs of trousers people wear might result in different inten-
sities of the reflected laser beams.
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– people could wear badges sending out for instance infrared or ultrasound signals
which can be received by specific sensors to identify the tracked people [17].

– usually people wear clothing with different colours. This information could be ex-
ploited for the identification of the people using a camera network as has been
proposed in [18].

Since, up to our knowledge, our method is the first to be able to track several interacting
objects without loss of track, it might be challenging to combine our approach with one
of these attempts.
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Reactive Simulation for Real-Time Obstacle Avoidance 

Mariolino De Cecco1, Enrico Marcuzzi2, Luca Baglivo2 and Mirco Zaccariotto2 

Abstract. This chapter provides a new approach to the dynamic path planning 
and obstacle avoidance in unknown and dynamic environments. The system is 
based on the interaction between four different modules: the Path Planner, the 
Graph which memorizes all the local target, the “Sentinel”, and the module 
which computes the Reactive Simulation every time an obstacle is detected 
along the path. The Reactive Simulation takes in account the kinematics model 
of the vehicle and the actual state conditions to make a real-time simulation in 
order to predict the trajectory of the differential drive robot that would allow the 
safe reaching of the local target.  

Keywords. AGV, reactive simulation, obstacle avoidance. 

1 Introduction 

The main aspects in the field of Autonomous Guided Vehicles are the safety of 
motion planning and accurate pose measurement. Both of these aspects are still 
challenging problems.  

Improving the degree of system autonomy makes possible to use AGV in 
unknown and dynamic environments, where the main problem is to avoid obstacles 
and trap situations. Main aspects which have to be taken into consideration are 
dynamic obstacles, accurate relative pose estimation, kinematics and dynamical 
parameters variations. 

Past studies concerning obstacle avoidance [1] [2] were based on potential fields 
where obstacles exert repulsive forces, while the target applies an attractive force to 
the robot. A resultant force vector is calculated for a given robot position and it gives 
the current motion direction. These methods have strong limitations in approaching 
doors, U-shape obstacles and in avoiding trap situations. Virtual Force Histogram 
(VFH) was developed to improve and make the potential field method more robust: it 
uses a two-dimensional Cartesian histogram grid as a world model to reduce sensors 
data and to compute the desired control motion for the vehicle [3] [8] [9]. 

Based on potential field methods, other studies were focused on a dynamical 
building of figure (Dynamic Force Fields) where the magnitude in each point can be 
seen as proportional to the probability of collision at that point [5]. 

All these methods, when operating in unknown environment cannot really solve 
trap-situations and can’t find an optimal path (it can only be found when complete 
environmental information is given).   
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In order to search for optimality it is possible to build a map during motion with 
the application of Kalman filter [6], but this can become useless in very dynamic 
environments, like factories or ports with a lot of vehicles in motion, thus wasting 
computational time. 

To cope with dynamic environments, sensor-based motion generation techniques 
were developed: environmental changes or moving obstacles detected by sensors 
imply a “reactive path planning”, adapting robot motions to every new event, and 
sensorial measures are used to create a local model of the environment exploited to 
drive the robot safely, also in dense and cluttered scenarios [4]. 

A different approach [7] is a complete trajectory generation: based on real-time 
perceptual information, a feasible nonholonomic motions plan (from a given initial 
posture to a given final posture) is generated using a parametric representation. With 
this approach the main problem is the computational time, and the existence of a 
trajectory which satisfies all the boundaries and conditions, namely the solution of a 
constrained optimization problem. But this approach doesn’t take into account the 
model of the vehicle and so possible changes in kinematics and dynamical 
parameters.     

In fact the environment could change, as well as kinematics parameters, affecting 
vehicle’s path. This second aspect is usually not taken into account in path planning 
and obstacle avoidance. 

In recent times simulation techniques have been applied to real-time systems 
optimization [14]. 

In this chapter we describe a reactive simulation starting every time that a new 
target position is planned during motion due to the detection of an obstacle: if the 
output of the simulation is safe obstacle avoidance the robot continues smoothly its 
path, otherwise it stops to avoid dangerous collisions and to plan a safe path. The 
output is a more robust real time obstacle avoidance algorithm that would allow 
navigation in unknown and dynamically changing environment.  

An important advantage of this approach is that the use of a model for simulation 
permits to estimate on-line the kinematics parameters and this allows to take into 
account parametric variations like different diameters of wheels, inertia of masses, 
etc., that could affect sensibly vehicle’s motion [10].   

The algorithm was implemented on an autonomous vehicle with differential drive 
kinematics (Fig. 1). A PXI (National Instruments) with an embedded real-time 
operating system (RTOS) was used to control the robot and implement the Reactive 
Simulation. 

2 Kinematics Model 

The vehicle used in the experiment has a differential drive kinematics (Fig. 2): 
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Fig. 1 Differential drive kinematics. 

The discrete form of the Inertial-Odometric navigation equations is the following: 
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cT  is the period of the task which estimates the pose.  

 
Fig. 2 The prototype of AGV used in the experiment. 
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where b is the distance between the centers of the two wheels, rkv  and  lkv  are 

the linear velocities of right wheel and left wheel, kv  is the velocity of vehicle 
relative to the mid-point of axis b: 



3 Simulation Optimization 

Kinematics parameters were measured and then optimized by minimizing a function 
cost which considers the pose estimated by odometric and the one estimated by the 
reference infrared triangulation system [11]. 

- Electrical part: 

)()()()( tK
dt

tdiLtRitVa ωΦ++=              (3) 

where R is the resistance and L is the inductance of electric circuit, ΦK  is the 

constant of torque, aV is the input voltage, ω  is the angular velocity,   
- Mechanical part: 

)()()()( tBtJtiKtm ωωτ +== Φ             (4) 

where mτ  is the motor torque, J  is the rotor inertia, B  is the viscous friction. 
Combining the two parts: 
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Fig. 3. Scheme of CC motor. 

Concerning to Fig. 4, the trajectory is tracking projecting the center of vehicle on 
the segment P1P2 (where P1 is the target just reached and P2 is the new target 
planned) obtaining Pp, computing the point Pi:  

120 LdPpPi +=                             (5) 

where 0d  is distance between Pp and Pi, and imposing the angular velocity of the 
vehicle according to: 

δω k=                                      (6) 
 

Fig. 4 Scheme of trajectory tracking. 
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As regards the CC motor, it was used in this model (Fig. 3): 
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The step of integration in simulation was chosen as a compromise between 
computational time (it is a real time simulation) and accuracy of trajectory. Errors 
between simulations with a step of integration of 1 ms and simulations with 
increasing steps are shown in Table 1, which summarizes a set of tests with different 
velocities and trajectories, and with different initial heading with respect to the point 
to reach: 

Table 1 Maximum simulated errors increasing step of integration in simulation. 

Step of integration Maximum simulated error 
25 ms 8 mm 
50 ms 16 mm 

100 ms 32 mm 
200 ms 61 mm 

A maximum error of 16 mm enters in boundaries of safe robot motion, on the 
contrary a step of integration of 100 ms would be too inaccurate. A good compromise 
was considered a maximum step of 50 ms. In Fig. 5 it is clear as the simulated 
trajectories get worse increasing the step of integration. 
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The computational time of Reactive Simulation is a very important aspect in real 
time applications. It depends on various influence quantities: actual velocity of 
vehicle, length of the trajectory that has to be simulated, initial pose of vehicle, step of 

of 2 m at the velocity of 0.4 m/s was simulated with different steps of integration, and 
for every step with different heading with respect to the point to reach. 

Table 2. Computational time of Reactive Simulation: every time is the mean of simulations 
with different heading with respect to the point to reach. 

Step of integration Mean Time 

10 ms 69 ms 
20 ms 36 ms 
30 ms 25 ms 
40 ms 19 ms 
50 ms 16 ms 

x
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integration. Table 2 shows computational times of Reactive Simulation: a trajectory 

Fig. 5 A detail of simulated trajectories with increasing steps of integration: 1 ms, 25 ms (the 
continuous internal lines), 50 ms (the black dots), 100 ms, 200 ms (the external dots). 



It is clear as faster simulation has to be preferred for real time applications and so 
a step of integration of 50 ms was chosen 

4 Dynamical Path Planning 

The Planner makes a dynamical path planning to reach the goal with no a priori 
information about the environment. The only information are the initial position of the 
vehicle and the final target position. Planner searches for open spaces and for doors: 
the so called “openings”. Dynamically the planner makes a representation of the 
environment based on a graph, which memorizes all the openings. In this way the 
problem of dead-ends can be solved: when no opening is found, the vehicle rotates on 
its own axes by 180°, then it searches again and if actual openings are yet memorised 
in the graph, the planner understands that it is probably in a dead-end. So based on the 
openings memorised in the graph, the new path is planned: the vehicle goes to a point 
memorised but not yet visited, selected by A* search algorithm. A* search is a 
common algorithm based on a heuristic function which permits to make a local 
optimal choose (because any map of the environment is available) [12] [13]. 

5 The Measurement System 

The vehicle used in experiment is equipped with an encoder for every wheel, and a 
laser range finder. 

 
Fig. 6 Experimental apparatus used for laser characterisation. 

In order to characterise the laser range finder it has been mounted on a calibration 
setup (see Fig. 6 ) composed of a bar for optical alignment, a panel hinged in the axis 
orthogonal to the bar, whose rotation is measured with an incremental encoder with 
14,400 ppr.  

By means of the above system it was first characterised the noise standard 
deviation that come out to be about 4 mm, then the effect of the following influence 
parameters on laser accuracy: temperature drift, distance, surface colour, surface 
material, angle of incidence with respect to the object. 
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Fig. 7 Measurement as a function of the incidence angle. Measurements taken with the target at 
fixed distance of 115 cm with the apparatus of Fig. 6. 

Above all influence quantities the angle of incidence plays a major role in 
degrading the measurement accuracy. The effect of the incidence angle over range 
estimation is shown in Fig. 7. It is evident that uncertainties of about 200 mm can 
arise only because of rotation or perspective effects. Uncertainty of range data was 
taken to apply a margin to the output of the Reactive Simulation.  

The above characterisation is important also because laser scan data are now 
starting to be used for pose estimation [15]. 

6 Reactive Simulation 

Reactive Simulation is an algorithm based on the vehicle’s model which compute a 
simulation of the trajectory to the local target. 
This is the logical scheme of interaction between modules (as it can be seen in Fig. 8): 

2. “Sentinel” checks environment to detect moving obstacles or something like these 
in robot’s trajectory (in second frame of Fig. 9a, on the left an obstacle detected by 
the Sentinel).  

3. If obstacles are detected, Sentinel alerts the Planner which find a new local target 
(in second frame of Fig. 9a, on the right the new local target planned).  

4. Then Reactive Simulation starts, simulates the trajectory to cover to reach the 
actual local target, and communicates to Planner if the computed trajectory crashes 
into some obstacles or not (see Fig. 12c and 12d). 

5. Finally planner decides to reach or not the local target. In the first case vehicle 
continues smoothly its path, otherwise it stops to avoid dangerous collision and to 
plan a safe path (in the first frame of Fig. 9b, the vehicle continues to move 
towards the local target). 
 

 

PLANNER REACTIVE
SIMULATIONSENTINEL PLANNER PLANNER

1. 2. 3. 4. 5.  
Fig. 8 Logical scheme of interaction between different modules. 
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1. “Planner” chooses a local target, and vehicle moves towards it (see first frame of 
Fig. 9a, where a simulation of obstacle avoidance is shown). 



 

 
Fig. 9a Example of simulation of obstacle avoidance. On the right side is shown the trajectory 
of vehicle. On the left side it’s shown the Sentinel, which checks a virtual corridor from the 
actual position of vehicle to the local target to detect any obstacle, as happens in second frame, 
where an obstacle suddenly appears. 

 

 

 
Fig. 9b Example of simulation of obstacle avoidance. 

By this way, and integrating the reactive simulation with an on-line identification 
parameters algorithm, it could be possible to take into account variations in 
kinematics parameters, for example diameters of wheels, inertia of masses, etc, that 
could affect sensibly vehicle’s motion. 

A complete scheme of the Drive Module is shown in Fig. 10.  
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Fig. 10 Complete scheme of Drive Module, and its interaction with Sensors Fusion Algorithm 
and on-line Parameters Identification Algorithm. 

7 Real-Time Implementation 

Reactive Simulation has been implemented in real-time applications using the 
prototype of autonomous vehicle. It is equipped with a 333 MHz PXI (National 
Instruments) with an embedded real-time operating system (RTOS). The software has 
three main tasks (see Fig. 11):  
• TASK 1 which estimates the pose with data from odometers sensors and executes 

the trajectory tracking   
• TASK 2 of communication with laser  
• TASK 3 which makes the path planning, obstacle avoidance and Reactive 

Simulation.  
The priority (static-priority) of the tasks was initially assigned according to rate 

monotonic algorithm which assign the priority of each task according to its period, so 
that the shorter the period the higher the priority.  
In order of priority: 
• TASK 2 has a worst-case execution time of 2–3 ms (except when a scan is 

received), a period of 6 ms, and so has critical priority 
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Fig. 11 Scheme of the three main tasks. 



• TASK 1 has a worst-case execution time of 4–5 ms, a period of 15 ms, and so has 
high priority 

• TASK 3 has a worst-case execution time of 10–12 ms, a period of 30 ms, and so 
has normal priority. 

But in this way when a scan from laser was received (every 200 ms), the TASK 2 
has to make a lot of calculates utilizing CPU for about 16 ms and so getting worse the 
pose estimation, which is the main aspect. Therefore priority of TASK 1 is now 
critical, and priority of TASK 2 is high. 

The Reactive Simulation algorithm is part of Planner Module (TASK 3), and so 
has normal priority.  

8 Experimental Verification 

The prototype used in the experiments is a differential drive robot. It has a diameter of 
1.05 m, height is 0.9 m and maximum velocity is about 2.5 m/s.   

Many trajectories were tested with sudden and dynamic obstacles, in which were 
taken into account the standard deviation of laser’s scans and the linear and angular 
velocities of the vehicle when the scans were received to perform a safe robot motion. 
In fact, the trajectory is planned based on scans closer to vehicle respect to the 
received scans (see pink line in Fig. 12c and 12d which represents the closer scan). 
The distance between the received scan and “the safe” one depends on actual linear 
and angular velocities of the vehicle.  

An example of obstacle avoidance is shown in Fig. 12. 

 
Fig. 12a Example of obstacle avoidance with Reactive Simulation: the vehicle starts to move 
toward target. 

 
Fig. 12b An obstacle suddenly appears. 
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Fig. 12e Safe robot motion to the target. 
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Fig. 12c A new local target was planned and Reactive Simulation computes the trajectory. The 
lightest grey line is the received scan and the darkest one is the calculated closer scan.  

Fig. 12d A detail of Reactive Simulation where the darkest line inside the circles is the real 
trajectory made by vehicle after the Reactive Simulation. 



 
Fig. 12f Entire real trajectory. 

9 Conclusions 

This chapter presents a novel technique called “Reactive Simulation” for real-time 
obstacle avoidance. A vehicle’s trajectory simulation starts every time a new local 
target is planned due to the detection of an obstacle. It was verified that 50 ms 
integration step permits a fast simulation and the maximum error enters in boundaries 
of safe robot motion. The algorithm was successfully tested on a vehicle in real-time 
applications, where an important aspect is the correct execution of the tasks which 
have to communicate with sensors, to estimate the pose and to plan a safe path. 
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Abstract. In this chapter a gain scheduled optimal controller is designed to solve
the path-tracking problem of an airship. The control law is obtained from a cou-
pled linear model of the airship that allows to control the longitudinal and lateral
motions simultaneously. Due to the importance of taking into account wind ef-
fects, which are rather important due to the airship large volume, the wind is
included in the kinematics, and the dynamics is expressed as function of the air
velocity. Two examples are presented with the inclusion of wind, one considering
a constant wind input and the other considering in addition a 3D turbulent gust,
demonstrating the effectiveness of this single controller tracking a reference path
over the entire flight envelope.

Keywords. UAV, gain-scheduling, path-tracking, optimal control, airship.

1 Introduction

The range of civilian and military applications of Unmanned Aerial Vehicles (UAV’s)
is driving the growth of the rapidly changing market for UAVs globally. The list of
applications and opportunities in this domain is already large and is continually grow-
ing. Among these are inspection oriented applications that cover different areas such
as mineral and archaeologic prospecting, land use surveys in rural and urban regions,
inspection of man-made structures such as pipelines, power transmission lines, dams
and roads.

Most of the applications cited above have profiles that require maneuverable low
altitude, low speed airborne data gathering platforms. The vehicle should also be able
to hover above an observation target, present extended airborne capabilities for long
duration studies, take-off and land vertically without the need of runway infrastructures,
have a large payload to weight ratio, among other requisites. For this scenario, lighter-
than-air (LTA) vehicles, like airships, are often better suited than balloons, airplanes and
helicopters [5], mainly because: they derive the largest part of their lift from aerostatic,
rather than aerodynamic forces; they are safer and, in case of failure, present a graceful
degradation; they are intrinsically of higher stability than other platforms.

For all its advantages, airships are being chosen as platform to a variety of appli-
cations. Some examples are demining1, fire detection [8], emergency management [9],
target search [13] and even exploration of planetary bodies [4].

1 www.mineseeker.com
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In some cases, the airship is remotely maneuvered, but a wider range of applications is
achievable with unmanned autonomous airships, which requires an effective control of
the robot behavior. Like other aerial vehicles, the airship dynamics is highly nonlinear.
It mostly varies with the relative airspeed, which influences both acting forces as well
as actuators authority. In flight control design, it is an established practice to base the
controller design in a linear description of the system, obtained assuming the motion
of the aerial vehicle is constrained to small perturbations about a trimmed equilibrium
flight condition [12]. For instance, Hygounenc and Souères consider linear decoupled
models for the longitudinal and lateral motions. The vertical movement is regulated
using a Lyapunov based approach, while the horizontal path-following problem is in-
dependently solved with a PI controller [6]. Xia and Corbett [13] apply the slidding
mode technique to the linear decoupled systems in order to obtain a cooperative control
system for two blimps. Complementing the linear model of the airship with the vector
of visual signals, Silveira et al. [11] report a line following visual servo control scheme
with a PID structure.

Although using different control methodologies, the above references all implicitly
use the gain scheduling approach [1] [7], the prevailing flight control design methodol-
ogy nowadays [10]. As mentioned, the linear model of the system is an approximation
only valid for small perturbations around an equilibrium condition, which leads to the
necessity of repeating the linearization process for several trim points over the desired
operation range.

In this chapter a gain scheduled optimal controller is designed to solve the path-
tracking problem for the airship of the Aurora (Autonomous Unmanned Remote mOn-
itoring Robotic Airship) project [3]. The control law is obtained from a coupled linear
model of the airship that allows to control the longitudinal and lateral motions simul-
taneously. Due to the importance of taking into account wind effects, which are rather
important due to the airship large volume, the wind is included in the kinematics, and
the dynamics is expressed as function of the air velocity. The designed controller has
been tested exhaustively in simulation environment prior to real implementation, and
effective results have been obtained covering the entire flight envelope with the single
controller. We present here two cases concerning the same reference tracking: a nomi-
nal case and a case considering realistic wind disturbances, which the airship platform
is supposed to face during its normal operation.

In this chapter we start by describing the Aurora airship platform, followed by the
definition of the model used in the control design (Sect. 2). In Sect. 4 we propose an
optimal gain scheduled control, applied to the path-tracking problem in Sect. 3. So as
to illustrate the valuable results obtained, in Sect. 5 we show examples of the proposed
control acting over the entire flight envelope in the presence of wind disturbances. Fi-
nally, conclusions are summarized in Sect. 6.

2 Airship Description

2.1 Airship Platform

In this section we briefly describe the airship platform of the Aurora project [3].



A Gain-Scheduling Approach for Airship Path-Tracking 265

The LTA robotic prototype has been built as an evolution of the Airspeed Airships’
AS800. It is a nonrigid airship with 10.5 m long, 3.0 m diameter, and 34 m3 of volume,
whose payload capacity is approximately 10 kg and maximum speed is around 50 km/h
(see Fig. 1). As main control actuators, the airship has: (i) four deflection surfaces at
the tail in the “×” configuration; (ii) the thrust provided by two propellers driven by
two-stroke engines; (iii) the vectoring of this propulsion group.

Fig. 1 The Aurora airship.

The airship system state variables are measured by a GPS with differential correction,
an inertial measurement unit and a wind sensor.

2.2 Airship Model

Consider an underactuated airship modeled as a rigid body subject to forces and torques.
Let {i} represent the inertial frame (which, for simplicity, is considered coincident
with the geographical north-east-down (NED) frame), {l} be the body-fixed coordinate
frame whose origin is located in the airship center of volume, and S(Φ) ∈ SO(3) :=
{S ∈ R

3×3 : SS′ = I, det(S) = +1} is the rotation matrix from {i} to {l} frame, and
where Φ ∈ R

3×1 is the attitude of {l} in relation to {i} expressed as the Euler angles
roll φ, pitch θ and yaw ψ.

The airship dynamic equations of motion [2] may be condensed in the form

MV̇ = −Ω6MV + ESg + Fa + f(Ua, Vt) (1)

Ṗ = JV (2)

where V = [v′,ω′]′ ∈ R
6×1 includes the airship linear and angular velocities rel-

ative to {i} expressed in {l}, P = [p′,Φ′]′ ∈ R
6×1 contains the airship cartesian

and angular positions expressed in the {i} frame, J = diag{S′,R} ∈ R
6×6, R =

R(Φ) ∈ R
3×3 is a coefficient matrix, and M ∈ R

6×6 is the symmetric inertia ma-
trix. Ω6 = diag{Ω(ω),Ω(ω)} ∈ R

6×6, Ω(ω) ∈ R
3×3 is the skew-symmetric ma-

trix equivalent to the cross-product ω×, E ∈ R
6×3 is the gravity matrix input, and
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g ∈ R
3×1 represents the gravity acceleration in the {i} frame. Fa ∈ R

6×1 stands for
the aerodynamic forces and moments.

The input forces and torques f(Ua, Vt) ∈ R
6×1 are a nonlinear function of the

airship airspeed Vt and of the actuators input Ua ∈ R
6×1, which includes the elevator

δe, the total left and right engines thrust XT , the engines vectoring angle δv, and the
rudder δr (see Fig. 2).

δv

δr
+

+
−

−

−
+

δe

XT

Fig. 2 Airship actuators.

Inclusion of Wind. We assume that the inertial wind velocity vector ṗw = S′vw is
constant over a region much larger than the size of the airship. This means we do not
consider wind shearing effects and torques exerted on the airship (ωw = 0).

The velocity of the airship center of volume with respect to the air represented in
the {l} frame is given by

va = v − vw (3)

In order to include the wind influence in the airship equations of motion, the wind
components must be supplied as inputs. Then va, rather than v, must be used in the cal-
culation of the aerodynamic forces and moments. The airship dynamics and kinematics
can then be rewritten as

V̇a = M−1 [−Ω6MVa + ESg + Fa + f(Ua)] (4)

Ṗ = JVa + S′Vw (5)

with Va = [v′
a,ω

′]′ and Vw = [v′
w , 0]′.

As mentioned before, the wind must be provided as input to (4) and (5). Since the wind
is not directly measurable, we will need to compute an estimate. Knowing that

va =

⎡
⎣
Vt cos(α) cos(β)

Vt sin(β)
Vt sin(α) cos(β)

⎤
⎦ (6)
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where the airspeed Vt, the angle of attack α and the sideslip angle β are measurable
quantities, we can compute the wind velocity vector vw using (3).

Linear Model. The complexity of the nonlinear dynamic equations justifies the search
for a linear simplified version, also necessary if to use the gain-scheduling approach.

The linearization of the dynamic equations (4) and (5) is made for trimmed con-
ditions around equilibrium, which is commonly an horizontal straight flight, without
wind incidence.

Considering only the dynamic or perturbed part, and for the conditions stated, the
motion equations are written for a perturbation vector x of the states around the equi-
librium value Xo, and the perturbed input u around the trimmed value Uo, resulting in
the matricial dynamic equation:

ẋ = Ax + Bu (7)

in the absence of disturbances (deterministic case).
The linearized model (7), i.e., the dynamic and input matrices A and B, depend on the
trim point chosen for the linearization, and in particular of the chosen airspeed Vto (we
consider here low altitude flight, where the altitude variation is insufficient to signifi-
cantly change the envelope pressure). The existence of a constant wind component is
also to be considered.

In flight control, and as a result of the application of the small perturbations theory,
two independent (decoupled) linear models are usually obtained, corresponding to the
lateral and longitudinal motions [12]. Here, we chose to work with a single linear model,
which allows us to design a single controller for the lateral and longitudinal movements.

Considering that all variables now correspond to the perturbation term, the state
and input vectors of the dynamics equation (7) are x = [v′

a,ω
′,p′,Φ′]′ and u =

[δe, XT , δv, δr]′.

2.3 Airship Behavior over the Flight Envelope

The airship dynamics is highly nonlinear flight-dependent, with a very different be-
havior as the airspeed varies from the hovering or low airspeed flight, to the cruise
or aerodynamic flight. At low airspeeds, the airship behaves like a balloon with two
badly damped oscillation modes (pitch and roll pendulum modes), which are greatly
damped as the airspeed increases. In addition, the abrupt and continuous transition
between hover and aerodynamic flight in the dynamics implies a different use of ac-
tuators for each situation. When in aerodynamic flight, the most important actuators
are the propellers thrust and the aerodynamic elevator/rudder control surfaces, whereas
when hovering, the effective actuators are the propellers total and differential thrust, and
vectoring.

Moreover, in the low airspeed region, the system may be considered underactuated
as:

– the tail surfaces have reduced authority, leaving the airship to be controlled by the
force inputs mostly;
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– the main propellers provide four coupled force components (longitudinal and ver-
tical forces, pitching and rolling torques) with only three inputs (total thrust, vec-
toring angle and differential thrust);

It is important to note that at low airspeeds, the weighting mass of the airship needs
to be compensated for with the vertical forces coming from the propellers vectoring,
whereas in the aerodynamic flight the vertical forces come from the aerodynamic lift
resulting from the airship angle of attack.

3 Path-Tracking Problem

Let us start by define the vehicle mission: to force the output to follow a reference
signal, a given function of time, and to drive to zero the tracking error:

e(t) = y(t) − yr(t) (8)

This path-tracking problem differs from the path-following one by the fact that the path
reference is time dependent.

We define here the cartesian position error ep = [η, δ, γ]′ as expressed in the refer-
ence path frame and computed by (see Fig. 3)

ep = S(Φr)(p − pr) (9)
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Fig. 3 Position errors definition (2D).

The reference path attitude Φr = [φr, θr, ψr]′ is obtained considering φr = 0, and θr

and ψr as the angles the reference trajectory does respectively with the horizontal plane,
and the north direction.

The attitude error is the difference between the airship and reference attitudes:

eΦ = Φ− Φar (10)



A Gain-Scheduling Approach for Airship Path-Tracking 269

If we were not taking into account the wind input, Φar ≡ Φr. However, due to the
sideslip, the airship orients itself with the relative air direction (see Fig. 4). Therefore,
the attitude reference Φar corresponds to the estimated attitude of the reference velocity
influenced by the wind, ˆ̇par .
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Fig. 4 Reference heading estimation (2D).

We compute the reference attitude Φar following these three steps:

1. with the airship inertial velocity ṗ, its attitude Φ and the aerodynamic variables
Vt, β and α (all measured variables), estimate the wind inertial velocity vector ˆ̇pw

using (6) and (3), and knowing that ṗ = S(Φ)′v;
2. compute the velocity in the aerodynamic frame ˆ̇par as the inertial vectors difference

between the airship reference velocity ṗr and the wind velocity estimation ˆ̇pw;
3. consider φar = 0, and θar and ψar as the angles ˆ̇par does respectively with the

horizontal plane, and the north direction.

The objective of the control design proposed in the next section is then to drive to
zero the errors given by (9) and (10).

4 Gain-Scheduling

The linearized system model (7) presented before is only valid for small regions around
trim conditions. This reveals the basic limitation of the design via the linearization
approach, the fact that the controller is guaranteed to work only in the neighborhood
of a single operating (equilibrium) point. The gain scheduling technique [7] addressed
here allows to extend the validity of the linearization approach to a range of operating
points, in this case over the entire flight envelope.

It is sometimes possible to find auxiliary variables that correlate well with the
changes in the process dynamics. In the airship case, these variables mostly correspond
to the airspeed Vt and altitude h. Still, the altitude influence may be disregarded for low
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altitude flights where the envelope pressure is kept practically constant. The airspeed,
however, has a major influence over the airship behavior. It not only determines the
magnitude of the aerodynamic forces acting on the airship, but also rules the influence
of the actuators on the airship motion. As example, the action of the control surfaces,
corresponding to the standard inputs δe and δr, is a function of the dynamic pressure
and varies as the square of the airspeed [12], which leads to a reduced authority of these
actuators when flying at low airspeeds.

Obtaining a linearized system at several equilibrium points, followed by the design
of a linear feedback controller for each point, and implementation of the resulting fam-
ily of linear controllers as a single controller whose parameters are changed by moni-
toring the scheduling variable, results in a gain scheduled controller (see Fig. 5). This
controller is expected to maintain the stability and performance of the linear systems as
long as the design models are reasonable representations of the system dynamics and
as long as the scheduling variable varies “slowly”.

command
output

u y

signal
regulator

control
process

gain
schedule

regulator
parameters

operating
condition

signal

Fig. 5 Gain-scheduling block diagram.

4.1 Optimal Control

Here we discuss the design of a servo control system whose purpose is to keep the
tracking error small, while the airship flight condition is kept near the equilibrium state.

Consider the linear system defined by (7), assume the complete state x is measur-
able, and that the output variable

y = Cx (11)

is to track a reference input yr . The tracking error is then defined as

e = y − yr (12)

Considering that the model represents the deviations from an equilibrium state Xo, it
is required that the state variables xc that do not form the output vector be kept null, in
order to have Xc = Xco .

The admissible control is a proportional output feedback of the form

u = Kye− Kcxc = −Kz (13)

where z = [e′,x′
c]′ and K = [Ky Kc].
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We use an optimal Linear Quadratic regulator to obtain the control effort (13), that
results from the minimization of the cost function

J =
∫ ∞

0

(z′Qz + u′Ru)dt (14)

subject to the system dynamics (7). The state and control weighting matrices Q ≥ 0
and R > 0 are the designer tools to balance the state errors z against the control effort
u. In the airship control case, the control weighting matrix R is a specially important
tool in the sense that it allows the designer to change the control effort of the different
actuators over the flight envelope.

The gain matrix K is obtained from

K = R−1B′P (15)

solving first the algebraic Riccati equation for the positive definite matrix P

PA + A′P− PBR−1B′P + Q = 0 (16)

The actuators request

U = Uo + u (17)

has to be computed for each linearized model, which means the procedure has to be
repeated for different airspeeds. Figure 6 illustrates the closed-loop diagram for a de-
termined equilibrium condition.
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Fig. 6 Linear control block diagram.

5 Simulation Results

From the various simulations carried out, two examples are illustrated here concerning
the same reference tracking: a nominal case with constant wind input and a case con-
sidering realistic wind disturbances, i.e., with an aleatoric component, which the airship
platform is supposed to face during its normal operation.

In both cases the airship is to follow a reference path pr(t) at constant altitude hr =
−Dr = 50 m, starting deviated from the initial position at pi = [−20,−10,−45]m and
with the initial orientation Φi = [10, 10, 10]deg.
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5.1 Nominal Case

This nominal case considers a constant wind input of 4 m/s coming from north. The
airship horizontal north-east trajectory with the correction from the initial deviation
point and the cartesian position errors ep = [η, δ, γ] are shown in Fig. 7.

After the initial deviation is corrected, the airship position errors stabilize to zero
after passing the reference path corners.

So as to avoid saturation of the thrusters when the controller is correcting the air-
ship position, the longitudinal position error η was limited. This can be noticed by the
constant rate at which the north position is corrected (η curve in Fig. 7).
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Fig. 7 Nominal case: north-east trajectory (reference - dashed, output - solid), and position errors:
longitudinal η, lateral δ and altitude γ.

5.2 Realistic Case

In order to exemplify the controller robustness when in the presence of disturbances,
further simulation tests included a 3D turbulent gust (simulated here by a Dryden
model) with an intensity of 3 m/s in addition to a constant wind blowing at 4 m/s
from north. The remaining setup values were the same used in the previous case. Fig-
ure 8 shows the horizontal north-east trajectory and the cartesian position errors ep =
[η, δ, γ]. The airship behavior is similar to the nominal case, with the turbulent gust
noticeable by the curves oscillation. Again, the position errors are corrected to zero,
having the longitudinal error η been limited to avoid the thrusters saturation.

The evolution of the airspeed Vt, represented in Fig. 9, defines the variations of the
linear model used in the control design. The spam of the airspeed values over the flight
envelope, between 2 and 12 m/s, is easily seen. This implies not only that the airship
dynamics suffer a severe alteration, but also the actuators authority varies enormously.
This can be confirmed comparing the airspeed curve with the graphics of the actua-
tors input (elevator δe, total thrust XT , vectoring angle δv and rudder δr) represented
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Fig. 8 Realistic case: north-east trajectory (reference - dashed, output - solid), and position errors:
longitudinal η, lateral δ and altitude γ.
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Fig. 10 Realistic case: elevator δe, total thrust XT , vectoring angle δv and rudder δr .

in Fig. 10. Mostly we can observe the vectoring angle δv change between 0◦ for aero-
dynamic flight, and 90◦ at low airspeeds. The sideslip angle β is also represented in
Fig. 9. We can observe that its value oscillates around zero even though the airship is
submitted to a wind disturbance. This achievement is due to the fact that the wind was
included in the system model used to obtain the actuators request. Finally we can ob-
serve in Fig. 11 that the rolling angle φ oscillates around zero, and the variation of the
airship yaw ψ following the reference-path heading. As expected for low airspeeds, the
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Fig. 11 Realistic case: roll φ and yaw ψ angles (reference - dashed, output - solid).

control surfaces authority is reduced, which leads to a slower correction of the lateral
errors in these situations.

6 Conclusions

In this chapter a gain scheduled optimal controller is designed to solve the path-tracking
problem of an airship, valid over the entire flight envelope. The control law is obtained
from a coupled linear model of the airship that allows to control the longitudinal and
lateral motions simultaneously. Due to the importance of taking into account wind ef-
fects, which are rather important due to the airship large volume, the wind is included
in the kinematics, and the dynamics is expressed as function of the air velocity.

The examples presented with the inclusion of wind disturbances, demonstrate the
effectiveness of this single controller tracking a reference path over the entire flight en-
velope. The implied variation of airspeed represents a significant problem in an airship
control due to its influence to the system dynamics, as well as to the actuators authority.
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Abstract. This chapter describes a robot control architecture supported on a
human-robot interaction model obtained directly from semiotics concepts.The
architecture is composed by a set of objects defined after a well known model of
semiotic signs. These objects form an algebraic system suitable to develop formal
models of human-robot interactions.They are easily mapped into motion skills
and can be associated with basic forms of meaning representation.This charac-
teristic makes them suitable to use as basis objects in high level interactions in-
volving mobile robots. Real and simulation experiments using unicycle robots
illustrate the operation of the architecture.

Keywords. Semi-autonomous robot, human-robot interaction, semiotics.

1 Introduction

This chapter describes part of an ongoing project aiming at developing new method-
ologies for semi-autonomous robot control that, in some sense, mimic those used by
humans in their relationships. The chapter focus (i) on the use of semiotic signs to
control robot motion and (ii) their use in the interaction with humans. The approach
followed defines (i) a set of objects that capture key features in human-robot and robot-
robot interactions, and (ii) an algebraic system with operators to work on this new space
of objects.

In a wide variety of applications of robots, such as surveillance in wide open areas,
rescue missions in catastrophe scenarios, and working as personal assistants, the inter-
actions among robots and between humans and robots are a key factor for the success of
a mission. In such missions contingency situations may lead a robot to request external
help, often from a human operator, and hence it seems natural to search for interaction
languages that can be used by both. Furthermore, a unified framework avoids the devel-
opment of separate competences to handle human-robot and robot-robot interactions.

The numerous robot control architectures proposed in the literature account for
human-robot interactions (HRI) either explicitely, through interfaces to handle exter-
nal commands, or implicitely, through task decomposition schemes that map high level
mission goals into motion commands. Examples of current architectures developed un-
der such principles can be found in [1] [2] [3] [4]. If the humans are assumed to have
enough knowledge on the robots and the environment, imperative computer languages
can be used for HRI, easily leading to complex communication schemes. Otherwise,
declarative, context dependent, languages, like Haskell, [5] and FROB, [6], have been
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proposed to simulate robot systems and also as a mean to interact with them. BOBJ was
used in [7] to illustrate examples on human-computer interfacing. RoboML, [8], sup-
ported on XML, is an example of a language explicitly designed for HRI, accounting
for low complexity programming, communications and knowledge representation. In
[9] the robots are equipped with behaviors that convey information on their intentions
to the outside environment. These behaviors represent a form of implicit communica-
tion between agents, such as the robot following a human without having been told
explicitly to do so. This form of communication, without explicit exchange of data is
an example of interaction that can be modeled using semiotics.

Semiotics studies the interactions among humans. These are often characterized
by the loose specification of objectives, for instance as when a sentence expresses an
intention of motion instead of a specific path. Capturing some of these features, typical
of natural languages, is the aim of this project.

The chapter is organised as follows. Section 2 presents key concepts in semiotics
to model human-human interactions and motivates their use to model human-robot in-
teractions. These concepts are used in Section 3 to define the building blocks of the
proposed architecture. Section 4 presents a set of basic experiments that demonstrate
the use of the semiotic model developed along the chapter. Section 5 presents the con-
clusions and future work.

2 A Semiotic Perspective to Model HRI

In general robots and humans work at very different levels of abstraction. Humans work
primarily at high levels of abstraction whereas robots are commonly programmed to
follow trajectories, hence operating at a low level of abstraction.

Semiotics is a branch of general philosophy which studies the interactions among
humans, such as the linguistic ones (see [10] for an introduction to semiotics) and hence
it is a natural framework where to search for new methodologies to model human-
robot interactions. In addition, this should be extended to robot-robot interactions yield-
ing a unifying framework to handle any interaction between a robot and the external
environment.

An algebraic formulation for semiotics and its use in interface design has been pre-
sented in [11]. An application of hypertext theory to world wide web was developed in
[12]. Machine-machine and human-human interactions over electronic media (such as
the Web) have been addressed in [13]. Semiotics has been used in intelligent control as
the concept encompassing the main functions related to knowledge, namely acquisition,
representation, interpretation, transformation and manipulation (see for instance [14])
and often directly related to the symbol grounding concept of artificial intelligence.

The idea underlying semiotics is that humans communicate among each other (and
with the environment) through signs. Roughly, a sign encapsulates a meaning, an object,
a label and the relations among them. Sign systems are formed by signs and the mor-
phisms defined among them (see for instance [11] for a definition of sign system) and
hence, under reasonable assumptions on the existence of identity maps, map composi-
tion, and composition association, can be modeled using category theory framework.
The following diagram, suggested by the “semiotic triangle” common in the literature
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on this area (see for instance [10]), expresses the relations between the three compo-
nents of a sign.

M
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syntactics�

se
m
an
ti
cs �

O
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atics �

�

M
� pr
ag
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s

�
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(1)

Labels, (L), represent the vehicle through which the sign is used. Meanings, (M ), stand
for what the users understand when referring to the sign. The Objects, (O), stand for
the real objects signs refer to.

The morphisms in diagram (1) represent the different perspectives used in the study
of signs. Semiotics currently considers three different perspectives: semantics, pragmat-
ics and syntactics, [12]. Semantics deals with the general relations among the signs. For
instance, it defines whether or not a sign can have multiple meanings. In human-human
interactions this amounts to say that different language constructs can be interpreted
equivalently, that is as synonyms. Pragmatics handles the hidden meanings that require
the agents to perform some inference on the signs before extracting their real meaning.
Syntactics defines the structural rules that turn the label into the object the sign stands
for. The starred morphisms are provided only to close the diagrams, as the “semiotic
triangle” is usually represented as an undirected graph, and are not relevant for the
purpose of this work.

3 An Architecture for HRI

This section introduces the architecture by first defining a set of context free objects and
operators on this set that are compatible (in the sense that they can be identified) with
diagram (1). Next, the corresponding realizations for the free objects are described. The
proposed architecture includes three classes of objects: motion primitives, operators
on the set of motion primitives and decision making systems (on the set of motion
primitives).

The first free object, named action, defines primitive motions using simple concepts
that can be easily used to form a HRI language. The actions represent motion trends, i.e.,
an action represents simultaneously a set of paths that span the same bounded region of
the workspace.

Definition 1 (Free action). Let k be a time index, q0 the configuration of a robot where
the action starts to be applied and a(q0)|k the configuration at time k of a path gener-
ated by action a.
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A free action is defined by a triple A ≡ (q0, a, Ba) where Ba is a compact set and
the initial condition of the action, q0, verifies,

q0 ∈ Ba, (2)

a(q0)|0 = q0, (2a)

∃ε>εmin : B(q0, ε) ⊆ Ba, (2b)

with B(q0, ε) a ball of radius ε centered at q0, and

∀k≥0 a(q0)|k ∈ Ba. (2c)

�

Actions are to inclose different paths with similar (in a wide sense) objectives. Paths that
can be considered semantically equivalent, for instance because they lead to a successful
execution of a mission, may be enclosed within a single action.

Representing the objects in Definition 1 in the form of a diagram it is possible to
establish a correspondence between (free) actions and signs verifying model (1),

(q0, a, Ba)
semantics� (q0, Ba)

A

synctatics

�� pr
ag
ma
tic
s

The projection map semantics expresses the fact that multiple trajectories starting in a
neighborhood of q0 and lying inside Ba may lead to identical results. The pragmatics
map expresses the fact that given a bounding region and some initial condition it may
be possible to infer the action being executed. The synctatics map simply expresses
the construction of an action through Definition 1.

Following model (1), different actions can yield the same meaning, that is, two
actions can produce the same net effect in a mission. Practical examples of locomotion
related actions with the same meaning are easily found. For instance, passing through a
door can often be done using a variety of paths each of which generated by a different
action. This amounts to require that the following diagram, expressing the relations
between different action spaces, commutes,

A
equality

� A′

Ba

semantics(q,B)

�

1M

� Ba′

semantics(q′,B′)

�

(3)

where 1M stands for the identity map in the space of meanings, M .
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Diagram (3) provides a roadmap to define action equality as a key concept to evaluate
sign semantics.

Definition 2 (Free action equality).
Two actions (a1, Ba1 , q01) and (a2, Ba2 , q02) are equal, the relation being repre-

sented by a1(q01) = a2(q02), if and only if the following conditions hold

a1(q01), a2(q02) ⊂ Ba1 ∩Ba2 (4)

∀k2≥0, ∃k1≥0, ∃ε :
a1(q01)|k1 ∈ B(a2(q02)|k2 , ε) ⊂ Ba1 ∩Ba2

(4a)

�

Expressions (4) and (4a) define the equality map in diagram (3). From (4), it suffices
to choose identical bounding regions and from (4a) a goal region inside the bounding
regions to where the paths generated by both actions converge.

It is worth to emphasize that Definition 1 is valid for a wide class of trajectory gen-
eration algorithms. In fact, common path planning algorithms belong to this category.
For the purpose of this work, developing a formal system to support HRI modeling, the
realization for the free action of Definition 1 is given by the following proposition.

Proposition 1 (Action).
Let a(q0) be a free action. The paths generated by a(q0) are solutions of a system

in the following form,

q̇ ∈ Fa(q) (5)

where Fa is a Lipschitzian set-valued map with closed convex values verifying,

Fa(q) ⊆ TBa(q) (5a)

where TBa(q) is the contingent cone to Ba at q (see [15] for the definition of this cone).

�

The demonstration of this proposition is just a re-statement, in the context of this chap-
ter, of Theorem 5.6 in [15] on the existence of invariant sets for the inclusion (5).

�

The convexity of the values of the Fa map must be accounted for when specifying an
action. The Lipschitz condition imposes bounds on the growing of the values of the Fa

map. In practical applications this assumption can always be verified by proper choice
of the map. This condition is related to the existence of solutions to (5), namely as it
implies upper semi-continuity (see [15], Proposition 2.4).
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Proposition 2 (Action Identity). Two actions a1 and a2, implemented as in Proposi-
tion 1, are said equal if,

Ba1 = Ba2 (6)

∃k0 : ∀k>k0 , Fa1(q(k)) = Fa2(q(k)) (6a)

�

The demonstration follows by direct verification of the properties in Definition 2.
By assumption, both actions verify the conditions in Proposition 1 and hence their

generated paths are contained inside Ba1 ∩Ba2 which implies that (4) is verified.
Condition (6a) states that, after some time on, there are always motion directions

that are common to both actions. For example, if any of the actions a1, a2 generates
paths restricted to Fa1 ∩ Fa2 then condition (4a) is verified. When any of the actions
generates paths using motion directions outside Fa1 ∩Fa2 then condition (6a) indicates
that after time k0 they will be generated after the same set of motion directions. From 4,
both actions generate paths contained inside their common bounding region and hence
the generated paths verify (4a).

�

A sign system is defined by the signs and the morphisms among them. In addition
to the equality map, two other morphisms are defined: action composition and action
expansion. In some sense, these morphisms represent the mechanism through which
actions are transformed into other actions.

Definition 3 (Free Action Composition). Let ai(q0i) and aj(q0j ) be two free actions.
Given a compact set M , the composition aj◦i(q0i) = aj(q0j ) ◦ ai(q0i) verifies,

if Bai ∩Baj 
= ∅
aj◦i(q0i) ⊂ Bai ∪Baj (7)

Bai ∩Baj ⊇M (7a)

otherwise, the composition is undefined.

�

Action aj◦i(q0i) resembles action ai(q0i) up to the event marking the entrance of the
paths into the regionM ⊆ Bai ∩Baj . When the paths leave the common regionM the
composed action resembles aj(q0j ). While in M the composed action generates a link
path that connects the two parts.

Whenever the composition is undefined the following operator can be used to pro-
vide additional space to one of the actions such that the overlapping region is non empty.

Definition 4 (Free Action Expansion). Let ai(q0i) and aj(q0j ) be two actions with
initial conditions at q0i and q0j respectively. The expansion of action ai by action aj ,
denoted by aj(q0j ) � ai(q0i), verifies the following properties,
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Bj�i = Bj ∪Bi, with Bi ∩Bj ⊆M (8)

where M is a compact set representing the minimal amount of space required for the
robot to maneuver and such that the following property holds

∃q0k
∈Bj : ai(q0i) = aj(q0k

) (8a)

meaning that after having reached a neighborhood of q0k
, ai(qi) behaves like aj(qj).

�

Given the realization in Proposition (1) for the actions, the composition and expansion
operators can be realized through the following propositions.

Proposition 3 (Action Composition). Let ai and aj be two actions defined by the
inclusions

q̇i ∈ Fi(qi) and q̇j ∈ Fj(qj)

with initial conditions q0i and q0j , respectively. The action aj◦i(q0i) is given by q̇ ∈
Fj◦i(q), with the map Fj◦i defined as

Fj◦i =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Fi(qi) if q � Bi\M (9)
Fi(qi) ∩ Fj(qj) if q ∈M (9a)
Fj(qj) if q ∈ Bj\M (9b)
∅ if Bi ∩Bj = ∅ (9c)

for some M ⊂ Bj ∩Bi.
OutsideM the values of Fi and Fj verify the conditions in Proposition 1. Whenever

q ∈M then Fi(qi) ∩ Fj(qj) ⊂ TBj(q).

�

The first trunk of the resulting path, given by (9), corresponds to the path generated
by action ai(q0i) prior to the event that determines the composition. The second trunk,
given by (9a), links the paths generated by each of the actions. Note that by imposing
that Fi(qi)∩Fj(qj) ⊂ TBj (qj) the link paths can move outside the regionM . The third
trunk, given by (9b), corresponds to a path generated by action aj(q0j ).

By Proposition 1, each of the trunks is guaranteed to generate a path inside the
respective bounding region and hence the overall path verifies (7).

�

The action composition in Proposition 3 generates actions that resemble each individ-
ual action outside the overlapping region. Inside the overlapping area the link path is
built from motion directions common to both actions being composed. Crossing the
boundary of M defines the events marking the transition between the trunks.
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Whenever Fi(qi) ∩ Fj(qj) = ∅ it is still possible to generate a link path, provided
that M has enough space for maneuvering. The basic idea is to use the free action
expansion to locally enlarge either Fi(qi) or Fj(qj). The following proposition provides
a realization for this free operator.

Proposition 4 (Action Expansion).
Let ai and aj be two actions defined after the inclusions

q̇i ∈ Fi(qi) and q̇j ∈ Fj(qj)

The expansion aj�i(q0i) verifies the following properties

Fi�j =

{
Fi if q � Bi\M (10)

Fj ∪ Fi if q ∈ Bi ∩Bj ∪M (10a)

whereM ⊇ Bi∩Bj is the expansion set chosen large enough such that Fj ∪Fi verifies
(5a).

�

Condition (10) generates paths corresponding to the action ai(q0i). These paths last
until an event, triggered by the crossing of the boundary ofM , is detected. At this event
the overall bounding region is expanded by M and the set of paths, by Fj , as expressed
by (10a).

Assuming that Fj ∪ Fi ⊂ TBi∩Bj∪M , that is, it verifies (5a), the complete path is
entirely contained inside the expanded bounding region. After moving outsideM paths
behave as of generated by action ai, as required by (8a).

�
Instead of computing a prioriM , the expansion operator can be defined as a process by
which action ai converges to action aj in the sense that Fi(qi) → Fj(qj) and M is the
space spanned by this process.
The objects and operators defined above are combined in the following diagram,

A◦ =
� A

A
=

� A

s◦

�

A

◦
�

=
� A

A�

s�

�

=
� A

�
�

(11)

where A stands for the set of actions available to the robot, A◦ and A� stand for
the sets of actions representing primitive motions used in composition and expansion,
respectively.
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The product like part (in the lefthand part) of diagram (11) represents the supervi-
sion strategy that determines which of the action sets, A◦ or A�, is selected at each
event. This strategy is mission dependent and is detailed in the s◦ and s� maps.

4 Experiments

This section presents two simulation experiments using a team of three unicycle robots
and two experiments with a single real unicycle robot. These experiments aim at illus-
trating the motion of (i) single robots under the control of the righthand side of archi-
tecture (11), and (ii) multiple robots interacting using the objects defined in the system.

Missions are specified through goal regions the robots have to reach. This resem-
bles common human-robot interaction, with the human specifying a motion trend the
robot has to follow through the goal region. Furthermore, intuitive bounding regions are
easily constructed from them. The human operator is thus not explicitely present in the
experiments. Nevertheless, as results clear from the experiments with a real robot, there
is no lack of generality.

Interactions among the teammates are made through the action bounding regions,
that is each robot has access to the bounding region being used by any teammate.

The robots use a single action, denoted a◦, defined as

a◦ =

{
F (q) = (G− q) ∩H(q)

B(q) = {p|p = q + αG, α ∈ [0, 1]}
(12)

where q is the configuration of the robot, G stands for a goal set, and H(q) stands for
the set of admissible motion directions at configuration q (easily obtained from the well
known kinematics model of the unicycle). This action simply yields a motion direction
pointing straight to the goal set from configuration q. Whenever there are no admissible
controls, i.e., the set of admissible motion directions that lead straight to the goal region
is empty, F (q) = ∅, the bounding region is expanded using the action

a� =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

H(q) ∪
{

set of motion
directions

| d(H,G − q) → 0
}

if q � B\M
F (q) otherwise

where d(, ) stands for a distance between the sets in the arguments. This action corre-
sponds to having H(q) converging to G − q. Generic algorithms already described in
the literature can be used to obtain this sort of convergence (see for instance [16]). The
same set of actions and the supervisor maps are used by all the robots.

In the simulation experiments robots have access to a synthetic image representing
a top view of the environment and start their mission at the lower part of the image. The
irregular shape in the upper part of the images shown in the following sections repre-
sents the raw mission goal region to be reached by the robots. Basic image processing
techniques are used to extract a circle goal region, centered at the centroid of the convex
hull of the countour of these shapes. This circle is shown in light colour superimposed
on the corresponding shape. It is worth to remark that the use of this synthetic image
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only simplifies the detection of a goal region, having no impact on the performance of
the proposed architecture.

The simulations were implemented as a multi-thread system. Each robot simulator
thread runs at an average 100 Hz whereas the architecture thread runs at an average
80 Hz. Experiments data is recorded by an independent thread at 100 Hz.

In the real experiment, the image data is used only to extract a goal region for the
robot to reach. The navigation relies on odometry data.

4.1 Simulation – Independent Robots

The purpose of this experiment is to assess the behavior of the team when each robot
operates isolatedly. Each robot tries to reach the same goal region (in the upper right-
hand side of the image). No information is exchanged between the teammates and no
obstacle avoidance behaviors are considered. In the simulation experiments robots 1
and 2 start with a 0 rad orientation whereas robot 0 starts with π rad orientation.

Figure 1 shows the trajectories generated by the robots. The symbol ◦ marks the
position of each robot along the mission. Dashed lines connect the time related robot
position marks.

The supervisor maps were chosen as,

s◦ ≡ a◦ if H(q) ∩G− q 
= ∅
s� ≡ a� if H(q) ∩G− q = ∅

(13)

The oscilations in all the trajectories in Fig. 1 result from the algorithm used to expand
the action bounding region at the initial time as the initial configuration of any of the
robots does not point straight to the goal set.
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Fig. 1 Independent robots.
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4.2 Simulation - Interacting Robots

This experiment illustrates the use of bounding regions as a basic form of interaction
among robots, with similarities with common forms of interaction among humans.

The robots have no physical dimensions but close positions are to be avoided during
the travel. This condition is relaxed as soon as the robot reaches the goal set, that is, once
a robot reaches the goal region and stops the others will continue trying to reach the goal
independently of the distance between them.

The supervisor maps are identical to the previous mission. However, the co-domain
of s◦, the set A◦, is changed to account for the interactions among the robots.

Ai
◦ =

{
F i(qi) =

(
Gi − qi

) ∩H i(qi)

Bi(qi)\ ∪j �=i B
j(qj)

(14)

where the superscript identifies the robot the action belongs to.
Actions as (14) use only a subset of the motion directions of those in (12). The

bounding region is constructed from that in (12) including the information from the
motion trend of the teammates by removing any points belonging also to that of the
teammates. The original mission goal is replaced by intermediate goal regions, Gi,
placed inside the new bounding region. As the robots progress towards these interme-
diate goals they also approach the original mission goal. A potential drawback of this
simple strategy is that the smaller bounding region constrains significatively the trajec-
tories generated.

Figure 2 illustrates the behavior of the team when the robots interact using the
actions (14). The global pattern of the trajectories shown is that of a line formation.
Once the robots approach the goal region the distance between them is allowed to
decrease so that each of them can reach the goal.
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Fig. 2 Interacting robots.
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Figure 3 illustrates the behavior of the team when a static obstacle is present in the envi-
ronment. Similarly to common path planning schemes used in robotics, an intermediate
goal region is chosen far from the obstacle such that the new action bounding region
allows the robots to move around the obstacle.

From the beginning of the mission robots 0 and 1 find the obstacle in their way to the
goal region and select the intermediate goal shown in the figure. After the initial stage
where the robots use the expansion action aiming at aligning their trajectories with
the direction of the goal. The interaction that results from the exchange of bounding
regions is visible similarly as in the previous experiment. Robot 2 is not constrained
by the obstacle and proceeds straight to the goal. Its influence in the trajectories of
the teammates around the intermediate goal region is visible in the long dash lines
connecting its position with those of the teammates.
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Fig. 3 Interacting robots in the presence of a static obstacle.

4.3 Real Robot Missions

These experiments, with a single robot, aims at validating the assessment of the frame-
work done, in simulation, in Sects. 4.1 and 4.2. The supervisor maps are those
in (13).

Figure 4 shows the Scout robot and the goal region as extracted using basic color
segmentation procedures. No obstacles were considered in this experiment.

The corresponding trajectory in the workspace is shown in Fig. 5. The robot starts
the mission with orientation π/2, facing the goal region, and hence maneuvering is not
required. The robot proceeds directly towards the goal region. Figure 6 displays the
trajectory when the robot is made to wander around the environment. Goal regions are
defined at random instants and when detected by the robot its behavior changes to the
goal region pursuing. The plot shows the positions of the robot when the targets were
detected and when they are reached (within a 5 cm error distance). The visual quality
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of these trajectories is close to those obtained in simulation which in a sense validates
the simulations.

Fig. 4 A goal region defined over an object in a laboratory scenario.
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Fig. 5 Moving towards a goal region.

5 Conclusions

The chapter presented an algebraic framework to model HRI supported on semiotics
principles. The framework handles in a unified way any interaction related to locomo-
tion between a robot and its external environment.

The resulting architecture (see Diagram 11) has close connections with several other
proposals in the literature namely with those where a low level control layer and a
supervision layer can be identified.
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Fig. 6 Moving between multiple goals regions.

Although the initial configurations do not promote straight line motion, the simula-
tion experiments presented show trajectories without any harsh maneuvering even when
multiple robots are interacting. The experiments with real robots validate the simula-
tion results in the sense that in both classes of experiments identical actions are used and
the trajectories obtained show similar visual quality. The motion displayed is obtained
using a small set of mathematical objects closely related to a model of the semiotics
of human interactions. This leads to the conclusion that the proposed architecture and
the objects therein can be used to define a language for interaction and control of multi-
ple robots, operating either autonomously or semi-autonomously. For semi-autonomous
robots, the semiotics nature of the objects considered copes with interactions between
non skilled humans and robots, hence expanding the domains of application of robotics.

Future work includes (i) analytical study of controllability properties in the frame-
work of hybrid systems with the continuous state dynamics given by differential inclu-
sions, (ii) the study of the intrinsic properties for the supervision layer that may simplify
design procedures, and (iii) the development of a basic form of natural language for in-
teraction with robots given the intuitive meanings that can be given to the objects in the
framework.
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Abstract. The chapter presents multimodelling steps of free-surface hydraulic
system for the design of control strategies. This method makes it possible to
represent, simply and accurately, the non-linear hydraulic system dynamics with
large operating conditions. The multimodelling steps are performed in order to
lead to the determination of a finite number of models. The models are selected
online by the minimization of a quadratic criterion. It is an interesting alterna-
tive to the use of Saint Venant partial differential equations because it allows the
design, the tuning and the validation of control strategies.The evaluation of the
proposed method is carried out by simulation within the framework of a canal
with trapezoidal profile showing its effectiveness.

Keywords. Multimodelling, operating modes, online selection, hydrographic net-
work.

1 Introduction

Hydrographic networks are systems geographically distributed conveying water quan-
tities gravitationally. They are composed of open-surface hydraulic systems (canals,
rivers, etc.) which are used to satisfy the demands related to human activities (ecologi-
cal discharge, agricultural and industrial needs, drinkable water, etc.). According to the
recognized importance of water resource, the efficient management of these systems
is essential today. It requires the proposal, the design and the tuning of control strate-
gies through simulation, before their implementation on real systems. The free-surface
hydraulic system dynamics is characterized by nonlinearities and important transfer de-
lays. Although the Saint Venant Partial Differential Equations (PDE) accurately repre-
sent hydraulic system dynamics [2] [10], their resolution involves numerical approaches
according to discretization schemes which are rather complex to implement, especially
for designing and tuning a control strategy. The PDE simplification and linearization
around an operating point lead to simplify models of the hydraulic system dynamics
[7]. In the literature, most authors have proposed control strategies based on the PDE
linearization [9]. However, the accuracy of these models is only acceptable on restricted
interval around the operating point, and their use on large operating conditions requires
robust controller design, as proposed in [8].
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The representation of the nonlinear systems with variable transfer delays involves
the identification problem of a model with variable parameters or multiple models. In
the literature, multimodelling approaches for the predictive control are described in
[13] and in [12]. These methods are based on switching technics amongst several sim-
ple models. In the case of nonlinear systems with variable transfer delays, an algorithm
for the estimation of the models most representative of the system dynamics is pro-
posed in [14]. In these approaches, the number of models and their operating range are
known a priori. The nonparametric modelling of the nonlinear system dynamics can
also be carried out by Gaussian approaches [5]. The identification and control of open-
channel systems using Linear Parameter Varying (LPV) models is proposed in [1] [15].
The hydraulic system dynamics is modelled by a first order differential equation with
time delay. The parameters of the LPV model have been identified using a parameter
estimation algorithm. These approaches require numerous adapted data.

In this chapter, the multimodelling steps which lead to the determination of a finite
number of models, are proposed to design and tune control strategies for hydraulic
systems subject to large operating conditions. In Sect. 2, the modelling of free surface
hydraulic systems is detailed. The number of models and their validity boundaries are
defined using the multimodelling steps described in Sect. 3. An online model selection
criterion is presented in Sect. 4. In Sect. 5, the method is used to identify the dynamics
of a canal with trapezoidal profile and the multimodelling steps are compared to the
Saint Venant PDE showing its effectiveness.

2 Modelling of Free-Surface Hydraulic Systems

Open-channel systems are characterized by large sized, nonlinear dynamics and im-
portant transfer delays. They are generally broken down into several reaches which are
located between two measurement points or two gates denoted herein Gi and Gi+1 (see
Fig. 1).

Fig. 1 Canal reach.

The diffusive wave equation [2], expressed by relation (1) can be used to represent the
canal reach dynamics accurately.

∂Q(x,t)
∂t + C(Q, z, x)∂Q(x,t)

∂x −D(Q, z, x)∂2Q(x,t)
∂x2 = 0, (1)
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where Q(x, t) is the reach flow discharge [m3/s], C(Q, z, x) the celerity coefficient
[m/s] and D(Q, z, x) the diffusion coefficient [m2/s] expressed by:

C(Q, z, x) =
1

L2 ∂J
∂Q

[
∂L

∂x
− ∂(LJ)

∂z

]
,

D(Q, z, x) =
1

L ∂J
∂Q

,
(2)

where L is the water surface width and J is the friction slope. Several empirical formu-
las can be used to express J [6]. Generally, the Manning-Strickler formula (3) is used.
When the flow depth is normal, J is considered equal to the canal slope α :

J =
Q2n2

MP
4
3

S
10
3

, (3)

where nM is the Manning coefficient associated with the hydraulic system considered
(river, channel) and with his bed type (nM is between 0.02 and 0.01 for a concrete
canal). The Manning coefficient determination can be carried out from physical knowl-
edge of the hydraulic system or by identification [11].

The diffusive wave equation (1) can be linearized around an operating discharge Qe

[7], and the identified celerity and diffusion parameters are denoted Ce and De.

dq(x, t)
dt

+ Ce
dq(x, t)

dx
−De

d2q(x, t)
dx2

= 0, (4)

where Q = Qe+q. The discharge variation q from the reference discharge Qe is flowed
out with a mean speed of constant celerity Ce and is diffused with a constant diffusion
De.

The linearization of the diffusive wave equation leads to a finite order transfer
function:

F (s) =
e−τs

1 + a1s + a2s2
, (5)

where the transfer function parameters a1, a2 and τ are calculated by the moment
matching method as described in [4]:

a1 =

(
6XD2

e

C5
e

+

√
4X2D3

e

C9
e

(
9De

Ce
− 2X

)) 1
3

+

(
6XD2

e

C5
e

−

√
4X2D3

e

C9
e

(
9De

Ce
− 2X

)) 1
3

,

a2 =
2XDe

C3
e

(
1− 3De

a1C2
e

)
,

τ =
X

Ce
− a1.

The model order is determined according to the adimensional coefficient CM [10]:

CM =
2CeX

9De
, (6)



298 E. Duviella et al.

where X is the reach length. The canal reach dynamic is modelled by:

- a second order plus delay transfer function (5) when CM > 1,

- a first order plus delay transfer function when
4
9

< CM ≤ 1, with a2 = 0,

- a first order transfer function when CM ≤ 4
9

, with a2 = 0 and τ = 0.

The linearization of the diffusive wave model leads to the identification of free-surface
hydraulic system dynamics. The model validity decreases as the operating point of sys-
tem moves away from the identification point. Accurate representation of open-surface
hydraulic system dynamic with large operating conditions requires a multimodelling
method, which involves to determine the number of necessary models, i.e. Operating
Modes (OM), and their validity boundaries.

3 Multimodelling Steps of Free-Surface Hydraulic Systems

The process model M of the hydraulic system is decomposed into a finite class of linear
models M = {M1,M2, . . . ,Mn}, where the ith linear model of the hydraulic system
is denoted Mi, and n = card(M). The celerity coefficient values are used in order to
determine the number n of OM.

The open-surface hydraulic system dynamics with large operating conditions are
represented by the following state space relations:{

ẋ = Aix(t) + Biu(t− τ),
y = Cix(t), (7)

where u and y are respectively the input and output variables, x the state. Each of the
matrices Ai, Bi and Ci is computed for the model Mi associated to the ith OM. They
are expressed, according to the transfer function parameters (5), by the relations:

Ai =

[
−a1i

a2i
1

− 1
a2i

0

]
, Bi =

[
0
1

a2i

]
and Ci =

[
1 0
]
.

The celerity coefficient can be considered as the most representative parameter of the
open-channel system dynamics. Therefore, a model is considered as available as soon
as the error on the celerity coefficient is inferior to a fixed percentage Πc. The validity
boundaries are defined for each OM. The value of parameter Πc is chosen according
to the system dynamics. The multimodelling steps are described by an algorithm (see
Table 1), where the operating modes are determined starting with the medium celer-
ity Cmed. This one is computed with the parameters Cmin and Cmax corresponding,
respectively, to the minimum and maximum discharges of the system Qmin and Qmax.

This algorithm leads to the determination of the celerity coefficient Cidr
used to

identify the rth linear model and the OM validity boundaries Cinfr
and Csupr

. Accord-
ing to Cidr

, the water elevation zidr
of each rth OM is determined, with one millimeter

precision, by the digital resolution of the relation (8) with Newton method.

Cid =
√

JS
5
3

nP
2
3 L2

[
−1

2
∂L

∂z
− L

3P

(
2
∂P

∂z
− 5

P

S

∂S

∂z

)]
, (8)
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Table 1 Multimodelling algorithm.

Input : Cmax, Cmin, ΠC

Output : Cidr , Csupr
, Cinfr ,

Cmed =
Cmax + Cmin

2
,

r = 1,

For i :


ln

Cmin

Cmed

ln
(1 + ΠC)

(1−ΠC)

 to

 ln
Cmax

Cmed

ln
(1 + ΠC)

(1−ΠC)

 ,

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Cidr =

(
1 + ΠC

1−ΠC

)i

Cmed,

Csupr
= (1 + ΠC)

(
1 + ΠC

1−ΠC

)i

Cmed,

Cinfr = (1−ΠC)

(
1 + ΠC

1−ΠC

)i

Cmed,

r + +,
EndFor.

Where L, P and S parameters are expressed, according to the geometrical characteris-
tics, interms of the water elevation zid. The computation of a water elevation zidr allows
for the determination of the diffusion coefficient Didr (2). Finally, the matrices Ai, Bi

and Ci are computed using Cidr
and Didr

values.
The multimodelling method is used to identify the free-surface hydraulic system

dynamics with several OM. The discharge boundary conditions Qinfi
and Qsupi

are
computed according to the relation:

Q =
√

JS
5
3

nMP
2
3

, (9)

where P and S parameters depend on the water elevation boundary conditions zinfr
and

zsupr
.

The detailed algorithm can be used for various hydraulic system profiles, i.e. rectan-
gular, trapezoidal and circular profiles. The multimodelling steps were applied to a dam
gallery with a circular profile to carry out its predictive control [3] . In order to simulate
and implement control strategies for hydraulic systems with large operating conditions,
it is necessary to propose an online model selection criterion.

4 Online Selection Criterion of Operating Mode

An analytical expression of the hydraulic system output y can be approached as:

y ' ŷ =
n∑

j=1

δj
m.yj , (10)

where n is the number of OM, m denotes the actual OM, yj is the response of the jth
model Mj , and δj

m is equal to 1, if m = j and to 0, otherwise. The main problem of OM



detection lies in the real-time estimation of m at the boundary between two OM, i.e.,
the current behavior of the physical process. The selection criterion has to figure out the
current OM value. For that, Jj , 0 < j ≤ n, is defined for each OM and computed at
each sample period kTs.

Jj(k) =
1

N − 1

N−1∑
i=0

εj,i(k), (11)

where N is the size of a sliding window, εj,i(k) is the jth modeling error and:

εj,i(k) = (y(k − i)− yj(k − i))2. (12)

The multi-model output recursive square error criterion J(k) = [J1(k) J2(k) ... Jj(k)...]
is computed with the recursive formula:

Jj(k) = Jj(k − 1) +
1

N − 1
(εj,0(k)− εj,0(k −N)). (13)

At each sampling period, a minimization of the criterion given by (11) is carried out to
determine the right model. The correspondant OM number is identified and given by:

d(k) = arg min
1≤j≤n

Jj(k)}, (14)

where d is the decision vector.
At the starting time, it is assumed that d(0) = 1. The decision time is defined by:

td(k) = {kTs, d(k) 6= d(k − 1)} , (15)

The multimodelling steps which lead to determine the different operating modes, asso-
ciated to online selection criterion, make it possible to represent the hydraulic systems
dynamics on the whole of operating range. In the following section, the multimodelling
steps and online selection criterion are illustrated within the framework of a canal with
trapezoidal profile. The multimodelling approach is then compared to a method based
on Saint Venant equations.

Fig. 2 Canal reach with trapezoidal profile.

300 E. Duviella et al.



Multimodelling Steps for Free-Surface Hydraulic System Control 301

Table 2 Canal reach downstream boundary conditions.

Q [m3/s] 0.5 1.4 2.6 4.2 6.2 8.7 10

z [m] 0.3 0.5 0.7 0.9 1.1 1.3 1.4

5 Application to a Canal Reach with Trapezoidal Profile

The application of the multimodelling steps was carried out on a reach of the Neste
canal with a trapezoidal profile, located in the French southwestern region (see
Figure 2). Its geometrical characteristics are given below:
- bottom width B = 2.85 m,
- average fruit of the banks mb = 0.99,
- profile length X = 1732 m,
- Manning coefficient nM = 0.02,
- reach slope α = 0.13%,
- minimal discharge Qmin = 1 m3/s,
- maximal discharge Qmax = 10 m3/s.

This canal reach was both modelled by the Saint Venant equations, and by the pro-
posed multimodelling step. The resolution of Saint Venant equations is carried out using
the downstream boundary conditions (see Table 2) with the software SIC1. This one al-
lows the dynamic simulation of rivers and canals based on the Preissmann scheme.
Among the resolution algorithms proposed, the Newton algorithm which gives the best
performances in spite of a longer simulation time, was chosen. The time and space
steps must be tuned such as the Courant number (16) is equal to one in order to avoid
the instability periods during simulation.

Cr =
dt

dx
(V + C), (16)

where V is the mean velocity of the flow expressed by V = Q
S .

The multimodelling algorithm was applied (see Table 1) with tolerated error Πc of 10%
leads to the identification of three operating modes. In the case of a hydraulic system
with a trapezoidal profile, celerity Ce and diffusion De are expressed by:

Ce =
Qe

L2

[
−mb +

L

3

(
2B

Pz
+

5L

S
− 2

z

)]
,

De =
Qe

2LJ
,

(17)

with:
- L = B + 2mbz,
- S = (B + mbz)z,
- P = B + 2z

√
1 + mb

2.
1 SIC user’s guide and theorical concepts. CEMAGREF, Montpellier, 1992.

http://canari.montpellier.cemagref.fr/
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Table 3 Identified discharge Qidr , operating range Ωr , and parameters zidr , Cidr and Didr of
each OM.

Qidr [m3/s] Ωr [m3/s] zidr Cidr Didr

1.5 [1 ; 2.2[ 0.469 1.3 148

3.4 [2.2 ; 5.3[ 0.775 1.6 300

8.7 [5.3 ; 10] 1.320 1.9 617

Table 4 Identified discharge Qidr , operating range Ωr , and parameters a1i, a2i and τ i of each
OM.

Qidr [m3/s] Ωr [m3/s] a1i a2i τ i

1.5 [1 ; 2.2[ 742 154520 608

3.4 [2.2 ; 5.3[ 736 135470 369

8.7 [5.3 ; 10] 678 77690 226

The three operating modes, the correspondant identified discharge Qidr , operating range
Ωr, and parameters zidr , Cidr and Didr are given in Table 3. Identified parameters a1i,
a2i and τ i are displayed in Table 4.

In order to show the operating mode identifiaction steps, parameters zidr , Cidr and
Didr

are represented in Fig. 3, and parameters a1, a2 and τ are displayed in Fig. 4
according to the discharge Q. The values of each parameter were calculated beforehand
for each discharge of the operating range, i.e. [1, 5], with a step of 1 m3/s. These values
are represented by points in Figs. 3 and 5.
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Fig. 3 Parameters Z, C and D according to the identified OM.

The evaluation of the multimodelling approach is carried out by comparison with
the Saint Venant PDE. Figure 5 shows the responses to steps around the discharges used
for the parameters identification of the three OM. The setpoints are in bold continuous
line, the outputs resulting from SIC are also in bold continuous line, those resulting
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Fig. 4 Parameters a1, a2 and τ according to the identified OM.
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Fig. 5 Step responses arround (a) 1.5 m3/s, (b) 3.5 m3/s and (c) 8.5 m3/s, resulting from SIC
(bold continuous line), from M1 (dot line), M2 (dashed line) and M3 (dash-dot line).

from the first model M1 are in dot line, those resulting from the second M2 are in
dashed line, and finally those resulting from the third M3 are in dash-dot line.

Figure 5a shows the M1 and Saint Venant step responses of 1.2 m3/s starting from a
discharge of 1 m3/s, Figure 5b, the step response of 3.1 m3/s starting from a discharge
of 2.2 m3/s, and Figure 5c, the step response of 3.7 m3/s starting from a discharge
of 5.3 m3/s. According to the simulation results, the modelled dynamics are close to
those from SIC for each OM. Then, the comparison between the two modelling ap-
proaches is carried out by simulation on the whole operating range of the canal reach.
The setpoint input is represented in bold continuous line in Figure 6a. It corresponds
to setpoints with discharge amplitude from 1 to 9 m3/s. The outputs resulting from
the two approaches are very similar on the totality of the canal reach operating range.
Some discrepancies between these outputs appear around 8 m3/s when the discharge
increase. The maximum output error between these two approaches is reached for 7.5
m3/s and corresponds to an error percentage of 4.2%. These differences are sufficiently
weak to conclude on the effectiveness of the multimodelling approach. Moreover, for
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Fig. 6 (a) Tracking signal (bold continuous line), SIC response (continuous line) and multimod-
elling response (dashed line) and (b) β the selected model.

this simulation case, the excecution time for the SIC method was ten times longer than
for the multimodelling method.

The multimodelling advantage lies in the reliable representation of the hydraulic
systems dynamics on the whole operating range, and in the easiness of its implemen-
tation. This approach requires only the knowledge of the physical parameters of the
hydraulic system, the OM determination and the online selection criterion implementa-
tion. Moreover, the multimodelling approach is an efficient tool for the design and the
tuning of reactive control strategies.

6 Conclusions

Multimodelling steps of hydraulic systems subject to large operating conditions were
proposed. They make it possible to identify a finite number of operating modes repro-
ducing the hydraulic system dynamics, accurately. This multimodelling method based
on an acceptable percentage of error on the celerity coefficient allows for the determi-
nation of the number of models and their corresponding validity boundaries. The online
operating mode selection is based on the minimization of a quadratic criterion.

The multimodelling steps and the online operating modes selection criterion have
been applied within the framework of a canal reach with a trapezoidal profile. The
canal dynamics were identified by a multimodel and by a discretization scheme of the
Saint Venant equations. The responses of theses models were compared, showing the
multimodelling approach effectiveness.
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Abstract. This article addresses the model-based reconstruction and prediction
of distributed phenomena characterized by partial differential equations, which
are monitored by sensor networks. The novelty of the proposed reconstruction
method is the systematic approach and the integrated treatment of uncertainties,
which occur in the physical model and arise naturally from noisy measurements.
By this means it is possible not only to reconstruct the entire phenomenon, even
at non-measurement points, but also to reconstruct the complete density func-
tion of the state characterizing the distributed phenomenon. In the first step, the
partial differential equation, i.e., distributed-parameter system, is spatially and
temporally decomposed leading to a finite-dimensional state space form. In the
next step, the state of the resulting lumped-parameter system, which provides an
approximation of the solution of the underlying partial differential equation, is
dynamically estimated under consideration of uncertainties. By using the esti-
mation results, several additional tasks can be achieved by the sensor network,
e.g. optimal sensor placement, optimal scheduling, model improvement, and sys-
tem identification. The performance of the proposed model-based reconstruction
method is demonstrated by means of simulations.

Keywords. Stochastic systems, Baysian estimation, model-based reconstruction,
distributed phenomenon, environmental monitoring, sensor-actuator-network.

1 Introduction

Recent developments in wireless sensor network technology and miniaturization of sen-
sor nodes make it possible to exploit sensor networks [14] [18] for monitoring the nat-
ural environment [22] [4]. Such sensor networks can be used in industrial, medical,
urban, and many other environments. Furthermore, applying sensor networks can pro-
vide new data for environmental science, such as climate models, as well as growth
and reproduction of coral reefs indicated by physical environmental factors, e.g. tem-
perature, water movement, salt concentration, and pollutant concentration. Additional
examples are reconstruction of fluid-flow in a thermal reactor [6], and reconstruction of
the surface motion of a beating heart in minimally invasive surgery [16].
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In practical implementations the sensor nodes are normally densely deployed either
inside the phenomenon or very close to it. For such scenarios the number of sensor
nodes should be as low as possible because of economical and energy reasons; the same
holds for the measurement rates. In general, it can be stated the lower the measurement
rate of the sensor nodes the higher their durability. Thus, a trade-off between energy
costs and accuracy has to be found. In order to get meaningful and accurate informa-
tion not only at the sensor nodes itself but also between these nodes, the model-based
reconstruction of the distributed phenomenon is of major significance. By the consider-
ation of additional background information in form of a physical model, the approach
proposed in this chapter achieves accurate reconstruction results even for a low number
of sensor nodes and even between the individual sensor nodes.

In general, physical phenomena can be classified into distributed-parameter systems
and lumped-parameter systems. The key characteristic of a lumped-parameter system
is that the state, which uniquely describes the system behavior, depends only on time,
e.g. bird swarms or swarms of robots. Such systems can be conveniently described by
a set of ordinary differential equations. On the other hand, the key characteristic of
distributed-parameter systems is that the state not only depends on time but also on
the location, e.g. irrotational fluid flow, heat conduction, and wave propagation [13]
[19]. The behavior of distributed-parameter systems can be described by a set of partial
differential equations.

Measurement
results

Model adaptation
A priori
knowledge

System model
Fusion

Sensor node:

temperature
salt concentration

velocity
pressure

Sensor scheduling and
sensor placement

Fig. 1 Visionary scenario for the reconstruction and the observation of a distributed phenomenon
by means of a sensor network: observation of a coral reef.

For the prediction of the state characterizing uniquely the distributed phenomenon
we present a novel systematic approach, which allows the integrated treatment of un-
certainties both occuring in the physical model and arising from noisy measurements.
Basically, data from the sensor network in form of measurements as well as data from a
physical model are used to derive the best possible estimate for the state of a distributed
phenomenon; even at non-measurement points. The estimation results on the other hand
can be used for finding the optimal placement and measurement time sequences for the
sensor nodes similar to [3], and furthermore can be used for improving the parame-
ter values of the used physical model, or for system identification to name just a few
applications, (see Fig. 1).
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Usually, a model-based reconstruction approach based on a distributed-parameter
system description is quite complicated. The reason is for a Bayesian estimation method
usually a lumped-parameter system description is used. To cope with this problem, the
system description has to be converted from a distributed-parameter description to a
lumped-parameter description. This means the partial differential equations characteriz-
ing the distributed phenomena has to be solved. Such equations can be solved for exam-
ple by the finite-element method or the finite-difference method [2]. The unstructured
nature of those methods allows a detailed geometrical description of complex geome-
tries. Additionally, it is possible to solve even nonlinear partial differential equations.
However, many parameters describing uniquely the state of the distributed phenomenon
are necessary to achieve appropriate convergence.

On the other hand, there are modal analysis methods using a set of global expan-
sion functions. These methods just need a few parameters for characterizing a smooth
solution of the partial differential equation [19]. The drawback, however, is that for
modal analysis global expansion functions can be found only for problems with simple
boundary conditions.

Combining these two general approaches, leads to the so-called finite-spectral
method [5] [7] [11] [12] [15]. Basically, this method approximates the solution within
each element with a set of orthogonal polynomials, such as Legendre polynomials,
or Chebyshev polynomials. Thus, it combines the geometrical flexibility of conven-
tional finite-element methods with the exponential convergence rates associated with
the modal analysis.

The novelty of this research work is the model-based observation of distributed
phenomena by a sensor network under consideration of uncertainties both occuring in
the physical model, i.e., system model, and arising from noisy measurements. Here,
we extend and generalize our previous research work [19] in such a way that both the
system model and the measurement model are derived by the finite-spectral method.
Using this method, it turns out that even nonlinear phenomena with complex boundary
conditions can be reconstructed and predicted in a systematic manner.

The remainder of this chapter is organized as follows. In Sect. 2, a rigorous for-
mulation of the problem of the reconstruction of distributed phenomena characterized
by partial differential equations is given. In Sects. 3 and 4, a spatial and temporal de-
composition of the partial differential equation is performed. This allows the approxi-
mation of the partial differential equation (distributed-parameter system) by means of
a finite-dimensional system in state space form (lumped-parameter system). Finally,
in Sect. 5 the centralized estimator is derived and its performance is demonstrated by
means of simulations: As an example, the temperature distribution in a heat conductor
is reconstructed by means of a sensor network. The results presented in this chapter
were prepublished in the Proceedings of the 3rd International Conference on Informat-
ics in Control, Automation and Robotics, [20]. However explanations of the proposed
model-based reconstruction method are presented in a considerably extended form in
this chapter.
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2 Problem Formulation

The main goal is to design a dynamic system model for the purpose of estimating
the state of a distributed phenomenon monitored by a sensor network. A large num-
ber of distributed phenomena, such as irrotational fluid flow, heat conduction, and
wave propagation [19], can be described by means of a set of linear partial differential
equations.

In this article, for simplicity and brevity only a one-dimensional linear partial dif-
ferential equation is used, although similar expressions can be found for the multi-
dimensional nonlinear case. The one-dimensional linear partial differential equation is
given by

L(f) =
∂f(z, t)
∂t

− c
∂2f(z, t)
∂z2

− s(z, t) = 0 , (1)

where f(z, t) denotes the solution of the partial differential equation, e.g. temperature
at a certain location z and at a certain time t, s(z, t) represents the source term, and c
is a positive constant. Considering the solution in a domain Ω = {z | 0 ≤ z ≤ L}, we
assume following boundary conditions

f(z = L, t) = gD ,
∂f(z = 0, t)

∂z
= gN , (2)

where gD is referred to as a Dirichlet boundary condition and gN , specifying a condition
on the derivative, is the so-called Neumann boundary condition.

The aforementioned partial differential equation (1) describes the distributed
phenomenon in an infinite-dimensional state space. However, in order to estimate and
reconstruct the state of a distributed phenomenon by means of a Bayesian estimation ap-
proach, the partial differential equation has to be characterized by a finite-dimensional
state space form. Thus, the partial differential equation (distributed-parameter system)
has to be approximated by means of a finite-dimensional system in state space form,
according to

xk+1 = Ak xk + Bk uk + wk , (3)

where xk contains the individual states characterizing the time evolution of the dis-
tributed phenomenon and the matrix Ak maps the current state vector at time step k to
the next state vector at time step k+ 1. The noise vector wk contains both driving input
∆uk noises and subsumed endogenous uncertainties dk, e.g. modeling errors, according
to

wk =
[
I I
] [B∆uk

dk

]
, (4)

where I is the identity matrix. At this point it is worthwhile to mention that linear partial
differential equations can always be approximated by a linear system model according
to (3). However, the approximation of nonlinear partial differential equations leads to a
nonlinear system model.

Furthermore, it is assumed that the measurements ŷ
k

are related linearly to the state
vector xk, according to

ŷ
k

= Hk xk + vk , (5)
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where Hk denotes the measurement gain matrix and vk represents the measurement
uncertainties.

Once the system equation and the measurement equation are derived, the state vec-
tor xk characterizing the distributed phenomenon can be estimated by means of the
Kalman filter for the linear case [1], or nonlinear estimation procedures [9] for the non-
linear case.

3 Spatial Decomposition (ODE-System)

In this section, we present the spatial decomposition allowing the conversion of the par-
tial differential equation (1) into a set of ordinary differential equations (ODE-System).
It is well-known that the finite-difference, the finite-element, and the finite-spectral
method may be used with the same numerical methodology described in the next sec-
tion, namely the Galerkin formulation [2] [11].

3.1 Galerkin Formulation

The first basic ingredient for the conversion of the partial differential equation into a
set of ordinary differential equations is the decomposition of the solution domain Ω =
{z | 0 ≤ z ≤ L} intoNel subdomainsΩe, which are the so-called finite elements. These
subdomains are defined by the element boundary-nodes, zi, for i = 0, 1, . . . , Ndof − 1,
where z0 = 0 and zNdof−1 = L. The elemental decomposition of the solution domain
Ω into several subdomains Ωe is visualized by means of an example in Fig. 2a.

For the second basic ingredient, it is assumed that the solution f(z, t) in the solution
domain Ω can be represented by a piecewise approximation f̃(z, t) according to

f̃(z, t) =
Ndof−1∑

i=0

Ψi(z)αi(t) , (6)

where Ψi(z) are analytic functions called the shape functions, e.g. see Fig. 2b, andNdof

denotes the aforementioned degree of freedom of the resulting system description.
It is important to note that the individual shape functions Ψi(z) are defined in the

entire solution domain Ω. Furthermore, because of numerical advantages the shape
functions Ψi should be constructed in such way that the so-called cardinal interpolation
property is satisfied

Ψi(zj) = δij , (7)

where zj represents the element end-nodes and δij is Kronecker’s delta,

δij =
{

1 i = j
0 i 6= j

(8)

In other words, the ith shape function Ψi takes the value of unity at the ith node, and re-
mains zero at the other nodes. This essential property of the shape function can be easily
recognized in Fig. 2b. Furthermore, because of the cardinal interpolation property, the
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coefficients αi(t) have a physical interpretation in that they represent the approximated
solution f̃(zj , t) at the element end-nodes zj .

The essence of all spatial decomposition methods such as the finite-difference, the
finite-element, and the finite-spectral method lies in the choice of the shape functions
Ψi(z). This function is to be specified in more detail later.

Due to the fact that the approximated solution f̃(z, t) cannot satisfy the partial dif-
ferential equation (1) everywhere in the region of interest, a residual RΩ according
to

L
(
f̃(z, t)

)
= RΩ

(
f̃(z, t)

)
6= 0 (9)

remains. A common method known as the Galerkin formulation is based on finding a
way to make this residual small in some sense; achieved by minimizing an appropriate
number of weighted integrals. The most popular choice for the weighting functions is
the shape function itself leading to following weighted integrals∫

Ω

Ψi(z)L (f(z, t)) dz = 0 , (10)

with i = 0, 1, . . . , Ndof − 1. Replacing both the solution function f(z, t) and the input
function s(z, t) by the finite expansion (6), denoted by f̃(z, t) and s̃(z, t), respectively,
leads to following weighted integrals over the solution domain Ω∫

Ω

Ψi(z)

[
∂f̃(z, t)
∂t

− c
∂2f̃(z, t)
∂z2

− s̃(z, t)

]
dz = 0 (11)

with i = 0, 1, . . . , Ndof − 1. It can be stated that the minimization of this integral
automatically leads to the best numerical approximation of the solution f(z, t) of the
partial differential equation [2].

Expression (11) can now be reformulated by using the rules of product differentia-
tion, according to∫

Ω

Ψi(z)
∂f̃(z, t)
∂t

dz =
∫

Ω

Ψi(z)s̃(z, t)dz+ (12)

c

∫
Ω

[
∂

∂z

(
Ψi(z)

∂f̃(z, t)
∂z

)
− dΨi(z)

dz

∂f̃(z, t)
∂z

]
dz

Applying the fundamental theorem of calculus for the evaluation of the last term on the
right-hand side leads to∫

Ω

Ψi(z)
∂f̃(z, t)
∂t

dz =
∫

Ω

Ψi(z)s̃(z, t)dz (13)

− c

∫
Ω

dΨi(z)
dz

∂f̃(z, t)
∂z

dz + c

[
Ψi(z)

∂f̃(z, t)
∂z

]∂Ωr

∂Ωl

where the last term on the right-hand side contains the boundary conditions, i.e., ∂Ωr

and ∂Ωl denote the right-hand and left-hand boundary, respectively. This weighted
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Ω
Ω1 Ω2 Ω3

(b)

(a)

Ω1 Ω2 Ω3

Global bases (shape functions)
0
1

0
1

z0 z1 z2 z3

Ψ0(z)

Ψ1(z)

Ψ2(z)

Ψ3(z)

z1 z2 z3

f(z, t)

α0(t)
α1(t) α2(t)

α3(t)

Fig. 2 The solution f(z, t) of the partial differential equation is approximated by f̃(z, t) depend-
ing on the shape functions Ψj(z) and their weighting coefficients αj(t). (a) Elemental decompo-
sition of the solution domain Ω into several subdomains Ωe. (b) Shape functions Ψi(z) for the
linear case.

residual statement is known as the weak formulation of the partial differential
equation (1).

As it is shown in the next sections, by specifying the shape functions Ψi(z) the
weighted residual statement (13) can be reduced to a system of ordinary differential
equations in terms of αi(t), i.e., the semi-discrete version of problem (1),

MG ẋ(t) = MG u(t) − cDG x(t) + b∗(t) (14)

In this system, MG is called the global mass matrix and DG is the global diffusion
matrix, and b∗ represents the boundary conditions. The vector x(t) and ẋ(t) are the
state vectors of the unknown weighting coefficients αi(z) and their derivatives

x(t) =
[
α0(t), α1(t), · · · , αNdof−1(t)

]T
(15)

It is important to note that the entries of the matrices MG and DG, and the state vector
x(t) merely depend upon the choice of the shape functions Ψi(z), as shown in the
following sections.

The next sections are devoted to appropriate definitions of the shape functions Ψi(z).
First, the h-type expansion functions decomposing the solution domain into small sub-
domains are considered; Ψi(z) are usually linear functions or simple polynomials. Then,
based on this decomposition, it is possible to introduce additional supporting nodes
within the subdomains; the so-called nodal p-type expansion functions using higher-
order orthogonal polynomials. Finally, the shape functions Ψi(z) can be defined by a
set of orthogonal polynomials of different order or modes, called modal p-type expan-
sion functions. For each type it is shown that the global mass matrix MG and the global
diffusion matrix DG can be calculated in a similar manner.

3.2 Elemental Decomposition (h-type extension)

In this section, the decomposition of the solution domainΩ into smaller subdomainsΩe

is demonstrated in more detail. This process, which is referred to as the h-type extension,
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basically reduces the sizes of the individual subdomains Ωe in order to achieve conver-
gence of the approximated solution.

Here, the decomposition process is explained and visualized by means of simple
polynomials for the shape functions Ψi(z). However, the same techniques can be ex-
ploited with higher-order polynomial expressions, as shown in the next sections. The
decomposition of the solution domain into subdomains and the respective shape func-
tions for linear polynomials are visualized in Fig. 2.

Substituting the finite expansion (6) into the weak formulation (13) of the partial
differential equation yields the following individual terms of the weak formulation

∫
Ω

Ψi(z)
∂f̃(z, t)
∂t

dz =
Ndof−1∑

j=0

Mg
ij

dαj(t)
dt

(16)

∫
Ω

dΨi(z)
dz

∂f̃(z, t)
∂z

dz =
Ndof−1∑

j=0

Dg
ijαj(t) (17)

∫
Ω

Ψi(z)s̃(z, t)dz =
Ndof−1∑

j=0

Mg
ij ŝj(t) (18)

The individual entries Mg
ij and Dg

ij , defined by

Mg
ij =

∫
Ω

Ψi(z)Ψj(z)dz ,

Dg
ij =

∫
Ω

dΨi(z)
dz

dΨj(z)
dz

dz , (19)

can be assembled to the global mass matrix MG and the global diffusion matrix DG,
respectively. At this point it can be easily recognized that this always leads to the ordi-
nary differential equation given in (14).

Furthermore, it is noted that in the case of piecewise affine shape functions Ψi(z)
this leads to the finite-difference formula, which can be regarded as a special case of
the finite-element method [2].

3.3 Nodal Polynomial Expansion

This section describes how the weak formulation (13) is decomposed in space using
higher order polynomials; also called p-type expansion. Assuming a fixed mesh, these
methods achieve a higher accuracy of the solution by increasing the polynomial order
inside the element.

Since a consideration of the expansion in terms of global modes Ψi(z) is uneconom-
ical and numerically intractable, especially when using a large number of elements, it
is reasonable to introduce a standard element Ωst, such that

Ωst = {ξ | − 1 ≤ ξ ≤ 1} . (20)
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Fig. 3 Approximation of the solution f(z, t) by means of a nodal polynomial expansion, e.g.
Legendre polynomials for m = 4 refinement. (a) Elemental decomposition of the solution do-
main Ω into several subdomains Ωe. (b) Shape functions Ψi(z) for a nodal polynomial expansion
visualized in global bases, and (c) in local bases (standard element).

This standard element Ωst can be mapped to any elemental domain Ωe using the
isoparametric transformation χe(ξ), which expresses the global coordinate z in terms
of the local coordinate ξ, depicted in Fig. 3b–c.

A class of nodal p-type expansions, which also have become known as spectral ele-
ments, are based on Legendre polynomials. The polynomials are defined in the standard
domain Ωst according to

Lm(ξ) =
1

2mm!
dm(ξ2 − 1)m

dξm
, (21)

where m denotes the degree of the used polynomial. Based on the Legendre polynomi-
als the spectral elements are given by

ψe
p(ξ) =

(1 − ξ2)L
′

m(ξ)
m(m+ 1)Lm(ξp)(ξp − ξ)

, (22)

where Lm is the Legendre polynomial of degree m, L
′

m denotes the differentiation
with respect to the argument, and ξp is the p-th Gauss-Lobatto-Legendre quadrature
point defined by the corresponding root of (1 − ξ2)L

′

m(ξ) = 0.
The choice of these quadrature point plays an important role in the stability of the

approximation. The spectral elements ψe
p(ξ) are shown in the standard domain Ωe in

Fig. 3 for m = 4, [7].
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Finally, considering the approximated solution in terms of the spectral elements
ψe

p(ξ), we can express the approximate solution f̃(z, t) in terms of ψe
p(ξ) according to

f̃(z, t) =
Ndof−1∑

j=0

Ψj(z)αj(t) =
Nel∑
e=1

m∑
p=0

ψe
p(ξ)α

e
p(t) (23)

where ψe
p(ξ) = ψp([χe]−1 (z)) contains the transformation from local bases to global

bases in terms of the parametric mapping χe(ξ). The coefficients αj(t) in this form
have a physical interpretation in that they represent the solution of the partial differential
equation (1) at the nodal points xj . This fact is exploited for the derivation of a simple
measurement gain matrix Hk, i.e., it turns out that it is reasonable to put the sensor
nodes onto the polynomial nodes, see Sect. 4.2.
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(c)
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Fig. 4 Approximation of the solution f(z, t) by means of a modal polynomial expansion, e.g.
Legendre polynomials for m = 5 refinement. (a) Elemental decomposition of the solution do-
main Ω into several subdomains Ωe. (b) Shape functions Ψi(z) for a modal polynomial expansion
visualized in global bases, and (c) in local bases (standard element).

Upon substituting the nodal expansion (23) into the weak formulation of the partial
differential equation (13) the entries of the local mass matrices Me

ij and local diffusion
matrices De

ij can be derived as
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Me
ij =

∫ 1

−1

ψe
i (ξ)ψ

e
j (ξ)dξ ,

De
ij =

∫ 1

−1

dψe
i (ξ)
dξ

dψe
j (ξ)
dξ

dξ . (24)

Considering the boundary conditions at the elemental nodes, e.g. z1 and z2 in Fig. 3, the
local matrices Me

ij and De
ij can be easily assembled to the global mass matrix MG and

global diffusion matrix DG. This is an automatic procedure known as global assembly.
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Fig. 5 Overview and components of the procedure for model-based reconstruction of distributed
phenomena. (a) System model: conversion of the distributed-parameter system into a lumped-
parameter discrete-time system, (b) Measurement model: relating specific measurements ŷ

k
to

the underlying distributed phenomenon. The estimated state vector xk from the system model and
the measurement model is used to obtain optimal estimation result, and thus the reconstruction
of the distributed phenomenon.

3.4 Modal Polynomial Expansions

For the construction of p-type expansions it is often favorable to select a set of orthog-
onal functions (polynomials), such as Legendre polynomials, Chebyshev polynomials
or sine functions. The most commonly used orthogonal polynomials in computational
fluid dynamics, which offer some advantages compare to the other polynomials, are
based upon the Legendre polynomials. The p-type modal expansion modes in the stan-
dard element Ωst are defined as

ψe
p(ξ) =


1−ξ
2 p = 0

(1 − ξ2)L
′

p−1(ξ) 0 < p < m
1−ξ
2 p = m

, (25)

where the lowest expansion modes ψ0(ξ) and ψp(ξ) are the same as in the linear finite
element expansion. These modes are denoted as boundary modes since they are the
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only modes which are nonzero at the ends of the interval. In Fig. 4 the p-type modal
expansion based upon the Legendre polynomials is depicted for m = 5, [11].

Thus, the approximate solution f̃(z, t) in terms of a modal polynomial expansion
can be expressed in the same manner as the nodal polynomial expansion (23); the func-
tion ψe

p(ξ) is just replaced by p-type modal expansion modes (25) and the coefficients
αj(t) denote the weighting coefficients for the individiual modes. The local mass matri-
cesMe

ij and local diffusion matricesDe
ij can be derived similar to the nodal polynomial

expansion (24). Considering the boundary conditions at the end of each element, e.g.
z1 in Fig. 4, the local matrices Me

ij and De
ij can be easily assembled to the global mass

matrix MG and global diffusion matrix DG.

4 Temporal Discretization of ODE-System

In the previous section, we presented the spatial decomposition allowing the conversion
of the partial differential equation into a set of ordinary differential equation, i.e., the
conversion of the distributed-parameter system into a lumped-parameter system. In this
section, we are now ready to specifiy the time evolution leading to the discrete-time
system model (3) and the discrete-time measurement model (5).

4.1 System Model

To circumvent the restriction on the time step ∆t, it is reasonable to integrate the set of
ordinary differential equations (14) by means of implicit methods, such as the Crank-
Nicolson discretization. Basically, this discretization method selects a time step ∆t,
evaluates the differential equation at time t + 1

2∆t, and finally approximates the time
derivative on the left-hand side of (14) with a centered finite difference and the rest of
the terms with averages, leading to

MG
xk+1 − xk

∆t
= MGuk − c

2
DG

[
xk+1 + xk

]
+ b∗k

Rearranging, the Crank-Nicolson discretization of the differential equation produces a
linear system of equations for the state vector xk+1 containing the unknown weighting
factors αi at the k + 1 time step,(

MG +
1
2
c∆tDG

)
xk+1 =

(
MG − 1

2
c∆tDG

)
xk

+∆tMGuk +∆tb∗k .

It is important to note that this linear system is unconditionally stable for any time step
∆t. Using the following abbreviations

Ak =
(
MG +

1
2
c∆tDG

)−1(
MG − 1

2
c∆tDG

)
,
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Bk = ∆t

(
MG +

1
2
c∆tDG

)−1

MG ,

bk = ∆t

(
MG +

1
2
c∆tDG

)−1

b∗k ,

and adding noise terms and modelling error terms the linear system can be stated in the
well-known compact state space form

xk+1 = Ak xk + Bk uk + bk + wk , (26)

where the matrices Ak and Bk are determined using the global mass matrix MG and
the global diffusion matrix DG. The vector bk containing the boundary conditions is
determined using the matrices MG, DG, and the boundary vector b∗k. Fig. 5a visualizes
the conversion of a distributed phenomenon characterized by means of a partial differ-
ential equation from the distributed-parameter form into a lumped-parameter form, and
finally into a discrete-time finite-dimensional state space form.

The resulting physical model in finite-dimensional state space form (26) could be
used for the simulation of the underlying distributed phenomenon by propagating the
finite-dimensional state vector xk over time. Then, the desired result f̃(z, t) of the un-
derlying distributed phenomenon could be directly derived by using the equation for the
approximated solution (6).

However, for a model-based reconstruction method by means of a sensor network
the aim is not just the simulation of the distributed phenomenon, rather the reconstruc-
tion of that phenomenon by means of discrete-time measurements from the sensor net-
work. Unfortunately, for most applications the measurements have to be regarded as
uncertain values containing the uncertainties of the actual sensor node. In order to take
these uncertainties of both the measurements and the system model into account, it is
common to use appropriate parameterized density functions for the description of the
estimated state vector xk. This will be specified in more detail in Sect. 5. Before it is
essential to derive a description mapping the specific measurements to the solution of
the observed phenomenon; the so-called measurement model.

4.2 Measurement Model

For model-based reconstruction not only a system model of the distributed phenomenon
is necessary but also a measurement model, which maps the specific measurements ŷ

k
obtained from the sensor network to the solution f(z, t) of the observed phenomenon.
This section is devoted to the derivation of the discrete-time measurement model.

By means of the spatial decomposition, introduced in Sect. 3, it is possible to
derive a relation between the individual measurements ŷ

k
and the entire observed phe-

nomenon. The sensor nodes, which are densely deployed inside the distributed phe-
nomenon, are used to observe that phenomenon and to improve its estimated state xk.
The measurement model consists of two parts: the measurement equation and the output
equation.
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The measurement equation relates the actual measurements ŷ(i)
k at location z(i) and

at time tk to the distributed phenomenon f(z, tk), according to

ŷ
k

= h∗k(f(z, tk)) + v∗k , (27)

where the vector v∗k contains the uncertainties arising from the actual sensor node. Even
for simple measurement principles the mapping h∗k(.) consists of non-linear functions.
In such cases non-linear approaches for the estimation algorithm have to be applied.

The output equation, on the other hand, relates the punctiform measurements of the
distributed phenomenon f(z(i), tk) directly to the finite-dimensional state vector xk,
according to

f(z(i), tk) =
Ndof−1∑

j=0

Ψj(z(i))x(j)
k , (28)

which is identical to the representation of the approximated solution f̃(z, t) of the par-
tial differential equation introduced in Sect. 3.1.

.
,

Fig. 6 Prediction: estimated solution f̃(z, t) (black), 3σ-Bounds (gray shaded), and analytic
solution f(z, t) (black dotted).

Substitution of the output equation (28) into the measurement equation (27) leads
to the complete measurement model, which provides the mapping of the individual
discrete-time measurements ŷ

k
obtained from the sensor network to the finite-dimensional

state vector xk characterizing the state of the distributed phenomenon. For the nonlinear
case the measurement model is given by

ŷ
k

= hk(xk) + vk ,

and for the linear case the measurement model is given by

ŷ
k

= Hkxk + vk ,

where vk are the measurement uncertainties arising from both the sensor node and
the modeling errors. Fig. 5b shows the complete measurement model relating specific
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measurements ŷ to the underlying distributed phenomenon in terms of the state vector
xk.

In this article, for simplicity and brevity only the linear case is considered. That
means, the measurement of the i-th sensor node at the location z(i) and at time step k,
i.e., t = tk, is related to the state vector xk according to

ŷi(z(i), t = tk) =
Ndof−1∑

j=0

Ψj(z(i))αj(t = tk)

= ΨT (z(i))xk.

Assuming a sensor network consisting of L sensor nodes, the measurement gain matrix
Hk is set up by the shape function ΨT (z(i)) of order N , according to

ŷ
k

=

Ψ1(z(1)) · · · ΨN (z(1))
...

. . .
...

Ψ1(z(L)) · · · ΨN (z(L))


︸ ︷︷ ︸

Hk

xk + vk , (29)

where vk are the measurement uncertainties. The number of rows L of the matrix Hk

depends on the number of used sensors, i.e., number of measurement points, and the
number of columns N depends on the desired number of modes.

However, in the case of nodal expansion and assuming that the sensors are located
at the polynomial nodes, i.e., z(i) = zi, the weighting coefficients can be measured
directly, i.e., αj(t) = ŷj . In other words, the diagonal entries of the measurement gain
matrix Hk are either 1 or 0, depending on the location of the sensor nodes,

ŷ
k

=

1 · · · 0
...

. . .
...

0 · · · 1


︸ ︷︷ ︸

Hk

xk + vk . (30)
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Fig. 7 Logarithm of the 3σ-Bounds as a measure for the uncertainty of the estimated solution
f̃(z, t). (a) Uncertainty for the prediction (no measurements available), (b) Uncertainty for filter-
ing (measurements available). Due to the measurements the uncertainty can be decreased rapidly,
even between the sensor nodes.



322 F. Sawo et al.

5 Centralized Estimation Approach

In this section, the prediction step and the filter step for a centralized estimation ap-
proach are derived. Due to the fact that both the system equation (26) and the mea-
surement equation (5) are linear, it is sufficient to use the linear Kalman filter [10] [17]
to obtain the best possible estimate for the system state characterizing the distributed
phenomena.

5.1 Prediction Step

The purpose of the prediction step is to propagate the current state estimate x̂e
k through

the system equation (26) to the next time step. Thus, the mean of the predicted state
vector x̂p

k+1 at time step k + 1 is given by

x̂p
k+1 = Ak x̂

e
k + Bk ûk + b̂k .

Assuming that the input vector uk and the state vector xk are uncorrelated the covari-
ance matrix is obviously given by

Cp
k+1 = Ak Ce

k AT
k + Bk Cu

kB
T
k + Cd

k ,

where Ce
k is the covariance matrix of the state estimate xe

k, Cu
k is the covariance matrix

of the input noise, and Cd
k is the covariance matrix of subsumed endogenous uncertain-

ties, e.g. modeling errors.

.
,

.
,

Fig. 8 Filtering: estimated solution f̃(z, t) (black), 3σ-Bounds (gray shaded), and analytic
solution f(z, t) (black dotted) at (a) measurement point and (b) non-measurement point.

The simulation results of the prediction of the distributed phenomenon (estimation
without using measurements) is shown in Fig. 6 and in Fig. 7a. The details of the simu-
lation are explained in more detail in Sect. 6. Here, it can be easily recognized that the
certainty of the estimated solution f̃(z, t) cannot be increased, i.e., only the propagation
of the estimated state vector xk seems not to be sufficient.
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5.2 Filter Step

For the purpose of reducing the estimation uncertainty, measurements are used that are
related to the state via the measurement equation (5). Given the predicted state x̂p

k with
covariance Cp

k and a vector observation ŷ
k

with covariance Cv
k, the estimated state

vector x̂e
k is derived by

x̂e
k =x̂p

k + Cp
kH

T
k

(
Cv

k + HkC
p
kH

T
k

)−1

·
(
ŷ

k
−Hkx̂

p
k

)
In the uncorrelated case the covariance matrix of the estimate is given by

Ce
k = Cp

k −Cp
kH

T
k

(
Cv

k + HkC
p
kH

T
k

)−1
HkC

p
k .

The simulation results of the filtering (estimation using measurements) is shown in
Fig. 7b and in Fig. 8. The details of the simulation are explained in more detail in Sect.
6. Here, it can be easily recognized that the certainty of the estimated solution f̃(z, t)
can be significantly increased by using additional information in terms of measurements
from the sensor network.

6 Simulation Results

In this section we demonstrate the performance of the proposed estimation method by
means of simulations. The goal is the reconstruction of the temperature distribution in a
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Fig. 9 (a) Estimated solution f̃(z, t). (b) Elemental decomposition into two elements Ω1 and Ω2

with a polynomial expansion of order m = 5 and location of sensor nodes.
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heat rod using both a physical model and measurements obtained by a sensor network.
It is important to note that a novelty of our approach is to consider the uncertainties
arising from noisy measurements and occuring in the physical model (state vector and
input vector).
The evolution of the temperature is modelled by the well-known one-dimensional heat
equation (1) of a bar with the length L = 1 m. The noisy input function is given by
s(z, t) = 30 sin(2 t) + 30 +∆uk, where ∆uk denotes the input uncertainties. Apply-
ing a nodal expansion (23) for the approximated solution f̃(z, t) = ΨT (z)α(t), the
partial differential equation (1) can be spatially and temporally decomposed leading
to the finite-dimensional state space form (26). The state vector xk can be derived by
temporal discretization of the weighting factors α(t) of the approximated solution, as
shown in Sect. 4. Here, we assume a nodal expansion based on a Legendre polynomial
of the order m = 5. The spatial decomposition of the heat rod into two elements Ω1

and Ω2 is visualized in Fig. 9b.
Furthermore, it is assumed that for simplicity the sensor network consists of two

sensor nodes located at zs1 = 0.25 and zs2 = 0.75, shown in Fig. 9b. In the case of a
nodal expansion the general relation between the measurement vector ŷ

k
and the state

vector xk described by (29) can be simplified to (30). For this simulation example that
means the state variables x(3)

k and x(7)
k can be measured directly, as it is visualized in

Fig. 9b.
The estimated solution f̃(z, t) is visualized in Fig. 9a. The logarithm of the 3σ-

bound of the estimated solution f̃(z, t), which is a measure for its uncertainty, is de-
picted in Fig. 7a for prediction which means the propagation of the estimated solution
f̃(z, t) without using measurements from the sensor network and in Fig. 7b for the fil-
tering which means measurements from the sensor network are exploited to improve
the estimated solution f̃(z, t). It is obvious that the measurements are used for rapidly
decreasing the uncertainty. Thanks to the model-based approach they can be decreased
even between the sensor nodes; the remaining uncertainty merely arises from the model
uncertainties.

The estimation results for both a measurement point and a non-measurement point
are visualized in Fig. 8. Again, it can easily be seen that the solution f̃(z, t) is estimated
even at non-measurement points with an appropriate certainty. Furthermore, it is clear
that by means of the measurements the estimated solution f̃(z, t) can be significantly
improved.

7 Conclusions

This chapter introduced the methodology for deriving system models and measurement
models for the reconstruction of distributed phenomena characterized by means of lin-
ear partial differential equations. Thanks to the inhomogeneous approximation capabili-
ties and the systematic manner of this approach, the estimation of nonlinear phenomena
even with complex geometries is possible. The novelty of this chapter is the model-
based reconstruction of distributed phenomena under the consideration of uncertainties
both occuring in the physical model and arising from noisy measurements.



Model-based Reconstruction of Distributed Phenomena 325

It is believed that applying such methods in sensor network applications for the
reconstruction provides novel prospects to optimal sensor node placement, optimal
measurement time sequences, and improvement of the used physical model. The per-
formance of the proposed model-based approach for the reconstruction of distributed
pheonmena was demonstrated by means of simulation results for the one-dimensional
partial differential equation.

For the one-dimensional linear partial differential equation, the decomposition may
seem unnecessarily involved. However, the same principles can easily be applied to
the decomposition in multiple dimensions and even for nonlinear partial differential
equation. This is left for future research work.

As it was mentioned in the introduction, the estimation results can be exploited
for several additional tasks, such as optimal sensor placement, model improvement,
and system identification. Especially the problem of system identification would be
essential for sensor networks performing self-organization in a completely unknown
sourrounding. By using such methods for the identification of an appropriate physical
model of the sourrounding it would be possible for the sensor nodes to identify, observe,
and reconstruct unknown distributed phenomena. This is also part of future research
work.

Furthermore, especially for large sensor networks it is essential to find a decen-
tralized reconstruction approach. It is believed that the decomposition method intro-
duced in this chapter is well-suited for such an estimation approach. The application
of decentralized data fusion methods such as introduced in [8] [21] for a decentralized
reconstruction approach is left for future research work.
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Abstract. This chapter presents a novel method for the pitch recognition of the
musical consonance (i.e., unison or octave) using genetic algorithm (GA). GA
is a kind of optimization techniques based on natural selection and genetics. In
our method, the pitch recognition is performed by the following two-step proce-
dure: (i) search space reduction using comb filter estimation, and (ii) evolutionary
parameter estimation of tone parameters such as notes and volumes by minimiz-
ing error between a target waveform and a synthesized waveform using sound
templates with estimated parameters. The potential capability of the system is
demonstrated through the pitch estimation of randomly-generated consonances.
Experimental results show that the system can successfully estimate chords with
more than 84% success rate for two-note consonances, and more than 71% suc-
cess rate for three-note consonances.

Keywords. Pitch recognition, genetic algorithm, musical consonance, template
matching.

1 Introduction

Automatic music transcription is important for many applications including music archi-
val, music retrieval, supports of music composition/arrangement, and also significant
problems in machine perception, [11] [8] [9] [10] [7] [5]. The study of automatic mu-
sical transcription can be classified into some categories, and that of the pitch detection
is the most important task and many studies have been done. Most of old studies are
for monophony, and based on the spectrum analysis using the fast Fourier transform
(FFT). On the other hand, the novel technologies such as neural network, fuzzy logic,
and hidden Marcov model have also been proposed in the recent studies, [6].

For the pitch estimation of polyphonic sounds, we have proposed a unique method
based on comb filters (H(z) = 1−z−N), [14] [12] [13]. The comb filter can eliminate a
fundamental frequency and its harmonic components of a sound by simple subtraction.
So far, we have presented that cascade or parallel connections of the comb filters enable
the polyphonic pitch estimation and can be effective for the realization of the automatic
music transcription system.

A difficult problem in the polyphonic pitch estimation is that some frequency com-
ponents of one note may be overlapped with harmonics of other notes. In fact, composers
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Fig. 1 Spectra of music instruments: (a) Horn C3, (b) Piano C4, and (c) polyphony of the two
tones.

often use chords containing notes that have a simple ratio between their fundamental
frequencies, such as 1:1 (perfect unison), 2:1 (perfect octave), or 3:2 (perfect fifth),
since these codes called consonances typically produce sounds which are pleasing to
the human ear. If one note having a fundamental frequency of f Hz and another note
having that of 2f Hz are produced at the same time, then every harmonic of the upper
note will be overlapped to the even harmonics of the lower note (Fig. 1). To infer the
presence of the upper note, we have to use some other information which is obtained
by a technique except traditional methods such as spectrum analysis.

From this viewpoint, we propose a unique method of the pitch estimation based on
genetic algorithm (GA). GA is an optimization algorithm based on a model of evolution
in life. In this chapter, we demonstrate the possibility of the GA-based pitch estimation
method through the experimental pitch estimation of musical consonance. The key ideas
presented here are: (i) time-domain template matching based on GA, and (ii) search
space reduction using the pitch estimation result based on the comb filters.

This chapter is organized as follows: Section 2 presents the basic concept of the
pitch estimation system using GA. Section 3 shows an overview of the proposed pitch
estimation system. Section 4 demonstrates the experimental result of the pitch estima-
tion. Section 5 is the conclusion and future prospects.
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2 Genetic Algorithm

Genetic algorithm (GA) can be regarded as a unique variation of evolutionary computa-
tion techniques, [1] [4] [2]. In general, evolutionary methods mimic the process of nat-
ural evolution, the driving process for emergence of complex structures well-adapted
to the given environment. The better an individual performs under the conditions the
greater is the chance for the individual to live for a longer while and generate offspring.
As a result, the individuals are transformed to the suitable forms on the designer’s de-
fined constraint.

Figure 2 shows the overall procedure of GA. At first, GA generates embryonic in-
dividuals randomly to form the initial population P (0). In the traditional GA, each
individual is represented by a fixed-length bit string. The next step is to evaluate a fit-
ness function at all individuals in P (t). A value for fitness is assigned to each individual
depending on how close it actually is to solving the problem. After the evaluation, the
system selects a set of individuals having higher fitness values to perform evolution-
ary operations: crossover and mutation. The probability of selecting an individual for
crossover and mutation depends on its fitness value. The offsprings generated by these
evolutionary operations form the populations C(t) and M(t), where C(t) and M(t)
are obtained by crossover and mutation operations, respectively. The individuals for the
next generation P (t+ 1) are selected from the current populationC(t)∪M(t)∪P (t).
The crossover recombines two individuals into two new bit strings. The mutation op-
eration, on the other hand, flips the values of chosen bits to their complements. There
are many ways how to do crossover and mutation as shown in Fig. 3. For example,
Fig. 3a shows an example of crossover operation called uniform crossover, which gen-
erates offsprings by selecting each genes randomely from the corresponding genes of
the parents.

program Genetic Algorithm;
begin
t := 0;
{t: Number of generations.}
initialize(P (t));
{P (t): Population.}
evaluate(P (t));
while t ≤ Max. num. of gen. do
begin
C(t) := crossover(P (t));
M(t) := mutation(P (t));
evaluate(C(t) ∪ M(t));
P (t + 1) := select(C(t) ∪ M(t) ∪ P (t));
t := t + 1;

end
end.

Fig. 2 Typical flow of GA.
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3 Pitch Estimation System using GA

Figure 4 shows the overview of the proposed pitch estimation system. The estimation
process of the system can be roughly divided into two phases.

Table 1 Instruments and pitches stored in the sound template.

Instrument Pitch

Alt Saxophone (AS) D3 - A5
Clarinet (CL) D3 - B5

Horn (HR) C3 - F5
Trumpet (TR) E3 - B5

Viora (VL) C3 - B5
Violin (VN) G3 - B5
Piano (PF) C3 - B5
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At first, we make a database which contains waveforms of sound templates. Then the
system determines waveforms for the estimation by using the result of comb-filter-based
pitch estimation.

After that, the system applies GA to search the optimal parameters such as ampli-
tudes and phases, which minimize the squared error between a target waveform and a
generated one. A more detailed description is provided in the following.

3.1 Sound Template

We make a database which contains a waveform of each instrument and tone shown in
Table 1. In this experiment, the RWC music database, [3], is used as the original data.
We use a waveform appeared after 500 ms from the beginning of a sound data as shown
in Fig. 5, which is considered to have the level of the steady state amplitude (sustain),
as a sound template. The sampling rate is 44.1 kHz, and the length of each template is
54 ms (2,385 points). Note that the maximum amplitude of each template is normalized
to 1.0.
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3.2 Search Space Reduction Using Comb Filter Estimation

The transfer function of the notch-type comb filter for a tone p is written by

Hp(z) = 1 − z−Np , Np = [fs/fp],

where fs is a sampling frequency, and fp is a fundamental frequency for the tone p. The
block diagram and its frequency characteristic are shown in Fig. 6a and 6b, respectively.
The spectrum of a single note from a musical instrument usually has a set of peaks at
harmonic ratios. That is, if the fundamental frequency is fp, there are peaks at fp, and
also at 2fp, 3fp, 4fp, etc. Consequently, the operation ofHp(z) eliminates all frequency
components of the target tone at once.
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As in the case of usual methods based on spectrum analysis, the comb filtering
cannot separate the overlapped frequency components. For example, let a polyphony
be composed of C3, E3, G3, and C4. We can estimate only the presence of C3, E3,
and G3 by using a parallel-connected comb filters (Fig. 7), while the note C4 cannot
be detected since every harmonic of the note C4 is overlapped to the even harmonics
of the note C3. However, if we know the input sound is a chord of four notes, we can
also estimate that a fundamental frequency of another tone is equal to the one of the
known three tones. That is, the search space of sound templates can be reduced to the
one which contains only the following tones:

Harmonics of C3: C4, G4, C5, E5,
Harmonics of E3: E4, B4, E5, G#5,
Harmonics of G3: G4, D4, G5, B5.

It achieves a reduction in the size of the search space and an improvement in the search
efficiency.

3.3 Parameter Optimization Using GA

Figure 8 shows an individual representation in the system, which corresponds to a
unique polyphonic sound. HereK is the number of tones included in a target polyphony,
and ampk, notek, and phasek are parameters for kth notes, which have bit lengths and
ranges of values shown in Table 2.

6bit8bit[T/2] bit

Tone 2 Tone n

phasekampknotek

...
Tone 1

Tone bit Tone bit Tone bit

Tone * K bit

Fig. 8 Individual representation.
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Table 2 Target parameters (T : Number of templates after the search space reduction).

Paramater Name Range Bit

Instrument
and note

notek 1 ∼ T ∗ �T/2�
Amplitude ampk 0 ∼ 1.0 8

Phase phasek 0 ∼ 2π 6

At the beginning of a new evolutionary run, the system creates a set of randomly gen-
erated bit strings with above data format to form the initial population. A generated bit
string is interpreted as its corresponding waveform defined as follows:

x′(n) =
K∑

k=1

N∑
n=1

ampk · xnotek
(n+ phasek

fs

fk · 2π ),

where xnotek
(n) is a waveform of template notek, N is a window size, fs is a sam-

pling frequency, and fk is a fundamental frequency of a template notek. Through an
evolutionary run, the system searches the optimal waveform which minimizes the error
as follows:

error =
N∑

n=1

{x(n) − x′(n)}2
,

where x(n) is a target waveform.

4 Experiments

We demonstrate the potential capability of the GA-based pitch estimation of musical
consonance. Note that the input sounds used in this experiment are polyphony which
contain at least one consonance whose fundamental frequency ratio can be simply rep-
resented by 1 : n (n: integer). Table 3 summarizes the system parameters in this ex-
periment. A set of evolutionary runs were carried out on a Linux PC (CPU: Intel Xeon
2.8 GHz dual, RAM: 2GByte).

Table 3 Main parameter values for GA.

Parameter Value

Maximum number of generations 250
Population size 750

Crossover method Uniform
Crossover rate 0.8
Mutation rate 0.05

Mutation method Uniform
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Figure 9 shows a fitness transition of the error between a generated waveform and a
target one. Target sounds considered here are polyphony of randomly-selected three
tones. Note that the input waveform includes at least one consonance. The horizontal
axis indicates the error between a generated waveform having the best fitness value and
a target waveform, and the vertical axis indicates the number of generations. We can
see the staircase improvements of the best individual fitness on average.

Figures 10 and 11 depict an example snapshot of the population and a waveform of
the best fitness individual on each generation. In Fig. 10, the horizontal axes indicate
types of music instruments and pitches of tones, and the vertical axis indicates the
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number of individuals which contains a certain instrument and pitch. The input sound
considered here is a polyphony of Trumpet C4, Alto Saxophone E4, and Horn C5.
Given the initial random generation, the evolution is mainly driven towards finding one
correct tone, then the system eventually shifts to the search of another tone. Finally, the
system successfully finds a set of tones and parameters which minimizes the squared
error between the target waveform and the generated one.

Next, we evaluate the robustness of the system for the increase of the number of
tones and the instability of the amplitude. Figures 12 and 13 show the accuracy of the
pitch and instrument estimation on each condition. We have performed 5,000 evolu-
tionary runs for every condition. We can obtain the pitch estimation accuracy of more
than about 90% for two tones and 70% for three tones when the time region of the
target sound begins from 250 ms, 500 ms, or 750 ms. On the other hand, the accuracy
decreases when the time region of the input sound is from 125 ms. This is because a
waveform of the input sound is in the attack or decay region, where the amplitude of
the waveform changes significantly. For the practical application to the automatic pitch
estimation, we should introduce additional information which improves the robustness
of the system.
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Fig. 12 Accuracy of pitch/instrument estimation for two notes.
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Fig. 13 Accuracy of pitch/instrument estimation for three notes.

5 Conclusions

In this chapter, we have presented a possibility of the GA-based pitch estimation method
through the experimental pitch estimation of the musical consonance. An experimental
pitch estimation system has a capability of analyzing the pitches of consonances, which
have not been realized by the conventional methods.
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Abstract. A generalized method for adaptive control, synchronization of chaos
and parameter identification in systems governed by ordinary differential equa-
tions and delay-differential equations is developed. The method is based on the
Lagrangian approach to fluid dynamics. The synchronization error, defined as a
norm of the difference between the state variables of two similar and coupled sys-
tems, is treated as a scalar fluid property advected by a fluid particle in the vector
field of the controlled response system. As this error property is minimized, the
two coupled systems synchronize and the time variable parameters of the driving
system are identified. The method is applicable to the field of secure communi-
cations when the variable parameters of the driver system carry encrypted mes-
sages. The synchronization method is demonstrated on two Lorenz systems with
variable parameters. We then apply the method to the synchronization of hyper-
chaos in two modified Lorenz systems with a time delay in one the state variables.

Keywords. Adaptive control, chaos, hyperchaos, parameter estimation, signal
processing, Lagrangian fluid dynamics, chaotic advection, nonlinear dynamics,
nonlinear systems and modeling.

1 Introduction

In this chapter we develop a generalized method for controlling chaos in dynamical
systems and for synchronizing two coupled chaotic or hyperchaotic systems. The sys-
tems are described by ordinary differential equations with initial conditions or delay-
differential equations with initial functions. The independent parameters appearing in
the equations can be constant or variable. The synchronization error , defined as a norm
of the difference between the state variables of the two chaotic systems, is viewed as
a fluid property advected by a marker particle moving along a trajectory in the vec-
tor field of the response system. The controlled parameters of the response system
are varied continuously such as to minimize the synchronization error while the two
chaotic systems evolve in time. For the initial value problem, we derive a system of
differential equations governing the evolution of the controlled parameters required for
synchronization. For the case of the initial function problem, we derive a system of
delay-differential equations governing the controlled parameters for synchronizing the
response system. In both cases, the fluid dynamical approach mentioned above is used
to develop the equations for the controlled parameters.

The method is demonstrated by studying several examples of chaotic and hyper-
chaotic systems. The synchronization method is demonstrated on two Lorenz systems
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with variable parameters. We then apply the method to the synchronization of hyper-
chaos in two modified Lorenz systems with a time delay in one of the state variables.

The possibility of synchronizing two chaotic physical systems has attracted consid-
erable attention in recent years [2]. A major motivation is the potential of applying the
synchronization methods to the field of secure communications by chaotic masking or
scrambling of messages [11] [25]. Other important applications are in the field of non-
stationary time series analysis and system identification [21] [5]. So far, most of the at-
tention has been directed towards the study of stationary chaotic systems, that is systems
with constant parameters. To date, the possibility of using systems with nonstationary
parameters for secure communications has received less attention, although such sys-
tems are good candidates for secure communications, especially when the nonstationary
parameters rather than the state variables are used to hide the secret messages [8].

Several methods for the control of chaos in dynamical systems have been proposed
in recent years [3]. The conjecture of chaos control by means of perturbations of an
accessible parameter is based on an inherent property of chaotic systems, namely, their
sensitivity to small perturbations in the parameters [22] [4] [20].

Model reference adaptive control methods have been suggested for chaos suppres-
sion and synchronization [1]. For example, a model reference method for the adap-
tive control of chaos in dynamical systems with periodic forcing has been proposed
by Crispin and Ferrari [10]. Adaptive control and synchronization of chaos in discrete
time systems has been studied by Crispin [9]. Another method for controlling chaos in
dynamical systems consists of using parametric forcing and adaptive control, see for
example [6]. A more recent method based on an analogy from fluid dynamics has been
described by Crispin [5]. Other applications include parameter estimation [22], syn-
chronization of chaotic systems with variable parameters [8] and the control of chaos
in fluids [7].

Many physical, physiological and biological systems display time delay in their
dynamics. Nonlinear dynamical systems with time delay can have periodic orbits or
very complex dynamics depending upon the range of values of the time delay and the
independent parameters of the system. This complex behavior has attracted a lot of
interest in the study of time delayed systems from the mathematical point of view [14]
as well as from the physical and physiological points of view, see for example [16] [17]
[18]. The use of time delay in feedback control systems has also been proposed, see
for example [12] [11] [13]. Control of chaos in systems with time delay has also been
studied in [17].

2 The Fluid Dynamical Approach

Consider two similar dynamical systems described by ordinary differential equations.
We define two dynamical systems as similar if the right hand sides of the equations are
represented by the same function f(x(t), p(t)), except that the independent parameters
p(t) or q(t) can be represented either by different or the same functions of time. We first
present the method for the initial value problem and then we consider the case when one
of the state variables has a time delay.

dx/dt = f (x(t),p(t)) (1)
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dy/dt = f(y(t),q(t)) (2)

Here t is time, x ∈ Rn are the state variables of the driver and y ∈ Rn are the
state variables of the response system. The parameters p(t) ∈ Rk and q(t) ∈ Rk are
independent time variable parameters of the respective systems and f :Rnx Rk �→Rn

is a nonlinear vector function of the state variables. It is assumed that the initial values
of the state variables x(0) = x0 and y(0) = y0 for t = 0 are not necessarily the
same. Similarly the initial values of the parameters p(0) = p0 and q(0) = q0 of the
driver and response systems are different. Since chaotic systems are sensitive to initial
conditions, the driver and response systems will not synchronize, unless the response
system is controlled and forced to synchronize with the driver system using some kind
of coupling, such as a transmitted scalar signal. For instance, a single scalar signal s(t),
which is a function of the state x(t), can be transmitted by the driver and used to enslave
the response system [24] [23].

s(t) = h(x(t)) (3)

As stated above, the purpose of this chapter is to propose a generalized method of
control, stabilization, synchronization and parameter identification of chaotic systems
in the more general case where the parameters p(t) of the driver system vary as a
function of time. In the context of secure communications, this means that it would be
possible to encode a message in one of the parameters of the driver system rather then in
a state variable, as has been proposed so far. Once a variable parameter is identified by
the response system using the proposed generalized method, the encoded message can
be recovered. The method allows more flexibility in masking information in chaos. The
message can be encoded in a state variable or in a time variable parameter. The useful
information can also be split into two messages, where one message is modulated by a
state variable and a second message modulated by a parameter. Synchronization of the
state variables of an eavesdropping response system with the state variables of the driver
will be difficult because of the sensitivity to small variations in the parameters of the
system, in addition to the sensitivity to initial conditions and the divergence of nearby
trajectories in chaotic systems. Also, synchronization can be achieved even when the
parameters p(t) and q(t) are initially substantially different. This is accomplished by
controlling the response system y such that the parameters p(t) of the driver system x
are eventually identified, that is,

lim
t→∞

|p(t) − q(t)| = 0 (4)

In order to achieve synchronization, the dynamics of the response system parameters
q(t) need to be determined. In other words, the differential equations governing the
evolution of the response parameters q(t) need to be derived for dynamical systems of
the form of (1), (2).

The proposed fluid dynamical approach is based on the Lagrangian description of
fluid motion. It follows the motion of a fluid particle as it moves in the velocity vec-
tor field w(x,p) created by a fluid flow [15] [19]. According to this approach, the
equations of motion of two marker particles advected in the fluid flows described by
the vector fields w(x,p) = f(x,p) and w(y, q) = f(y, q), are given by (1), (2)
where the right hand sides are to be interpreted as the local velocity vectors w(x,p)
and w(y, q) at any given point x ∈ Rn and y ∈ Rn of the two flow fields, respectively,
i.e.,
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dx/dt = w(x, p) = f(x,p) (5)

dy/dt = w(y, q) = f(y, q)

In fluid dynamics, the vector fields w(x,p),w(y, q) ∈ Rn and the state variables
x,y ∈ Rn have a dimension n ≤ 3. Here the analogy is extended to vector fields of
higher dimensions. Consider the time variation of a scalar property J(x,y) of the flow
along a trajectory of the response system as it evolves in the state space y ∈Rn. The
rate of change of this scalar property is due to two contributions: a local contribution
due to its time variation, plus a contribution which is due to the rate of change of the
property as it is advected along the trajectory in the state space. The total rate of change
is then given by the substantial derivativeDJ/Dt of the scalar property J , which is the
derivative following the flow:

DJ/Dt = ∂J/∂t + f(y(t),q)∇J (6)

∇ = (∂/∂y1, ∂/∂y2, ..., ∂/∂yn)t

Here the product f(y, q)∇J is a scalar or dot product. Consider a scalar property
J based on the Euclidean distance between the state vectors x and y :

J =
1

2
|y − x|2 =

1

2

n∑
i=1

(yi − xi)
2 =

1

2

n∑
i=1

e2
i (7)

where ei = yi − xi are components of the error vector function e = y − x . Using
(7), the local component of the derivative of J with respect to time is given by:

∂J/∂t =
n∑

i=1

ei dei/dt (8)

whereas the components of the gradient ∇J are given by

∂J/∂yi = yi − xi = ei (9)

Using (5), (6), (8) and (9), the substantial derivative of J is written as:

DJ/Dt =
n∑

i=1

ei[dei/dt + fi(y(t),q)] (10)

and since e = y − x and

de/dt = dy/dt− dx/dt = f (y, q) − f(x,p)

Equation (10) reduces to:

DJ/Dt =

n∑
i=1

ei[2fi(y(t),q) − fi(x(t),p)] (11)

Equation (11) defines the rate of change of the positive scalar property J in terms of
the state variables x and y of the driver and response systems, the independent driver
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parameters p and the controllable parameters q of the response system. The question
now is how should the control vector q be varied such as to continuously minimize J?
As the driver and response systems evolve, the substantial derivative should be contin-
uously decreased in order to achieve control and synchronization, as can be seen from
(11), where perfect synchronization is reached when e = y − x = 0, and from (7),
J reaches the minimum J = 0. A possible control law is to vary the control vector
q such as to decrease the substantial derivativeDJ/Dt, that is, to continuously change
the control q in a direction opposite to the gradient of DJ/Dt with respect to the
control q:

dq/dt = −G′ ∇q(DJ/Dt) =

= −G
′ ∇q{

n∑
i=1

ei[2fi(y(t),q) − fi(x(t),p)]} (12)

where

∇q = (∂/∂q1, ∂/∂q2, ..., ∂/∂qk)t

and G
′

is a kxk matrix of control gains. Since fi(x,p) does not depend on the
control q, it follows that

∇qfi(x(t),p) = 0,

and (12) becomes:

dq/dt = −G∇q [
n∑

i=1

eifi(y(t),q)] (13)

where G = 2G
′
.

3 Synchronizing the Lorenz System

We now apply the method to a dynamical system without delay, the chaotic Lorenz
system. Consider the case of synchronization between two Lorenz systems with variable
parameters, where the driver system is given by:

dx1/dt = σ(x2 − x1)

dx2/dt = p1(t)x1 − p2(t)x2 − p3(t)x1x3 (14)

dx3/dt = x1x2 − bx3

and the transmitted coupling signal for synchronization is chosen as the single vari-
able:

s(t) = h(x(t)) = x2(t) (15)
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The response system is defined by the following Lorenz system with variable pa-
rameters. It is driven by the transmitted signal s(t) = x2(t).

dy1/dt = σ(s(t) − y1)

dy2/dt = q1(t)y1 − q2(t)y2 − q3(t)y1y3 (16)

dy3/dt = y1s(t) − by3

The next step is to derive a system of differential equations governing the evolution
of the controlled parameters q1(t), q2(t) and q3(t). As the response system evolves
and synchronizes with the driver system, the parameters q1(t), q2(t) and q3(t) will
follow the original parameters p1(t), p2(t) and p3(t) of the driver system. According
to (13) of the previous section, the first step is to develop the term

∑3
i=1 eifi(y, q) for

the response system (16). Using the right hand sides of (16), we have:

3∑
i=1

eifi(y, q) = (y1 − x1)[σ(s(t) − y1)]+

+(y2 − x2)[q1(t)y1 − q2(t)y2 − q3(t)y1y3]+

+(y3 − x3)(y1s(t) − by3) (17)

The gradient with respect to the parameters q is given by:

∇q [
3∑

i=1

eifi(y, q)] =

= [(y2 − x2)y1 , −(y2 − x2)y2 , −(y2 − x2)y1y3]
T (18)

The differential equations governing the evolution of the controlled parameters q
are given by:

dq1/dt = −G11(y2 − s(t))y1 +G12 (y2 − s(t))y2+

+G13 (y2 − s(t))y1y3

dq2/dt = −G21(y2 − s(t))y1 +G22 (y2 − s(t))y2+

+G23 (y2 − s(t))y1y3 (19)

dq3/dt = −G31(y2 − s(t))y1 +G32 (y2 − s(t))y2+

+G33 (y2 − s(t))y1y3
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For example, consider the case where only one parameter, say p1(t) is to be identi-
fied, whereas the other two parameters p2(t) and p3(t) are known constants. If the syn-
chronized systems are used for secure communication, the parameter p1(t) can be used
to carry a hidden message, which can be identified by the response system. In this case,
(17), (18), (19) reduce to:

3∑
i=1

eifi(y, q) = (y1 − x1)[σ(s(t) − y1)]+

+(y2 − x2)[q1(t)y1 − p2(t)y2 − p3(t)y1y3]+

+(y3 − x3)(y1y2 − by3) (20)

∇q [

3∑
i=1

eifi(y,q)] = [(y2 − x2)y1 , 0 , 0]T (21)

dq1/dt = −G11(y2 − s(t))y1 (22)

dq2/dt = 0

dq3/dt = 0

We now show results of a computer simulation with the following values of the
parameters:

σ = 10 b = 8/3 (23a)

p1(t) = r0 + δr sin ωt (23b)

δr = 2 ω = 2π/10 r0 = 28 (23c)

q2 = p2 = 1 q3 = p3 = 1 (23d)

together with the initial condition:

q1(0) = r0 = 28 (23e)

The results of this example are given in Figs. 1, 2, 3. Figure 1 shows the chaotic
state variables of the driver system. The chaotic attractor is shown in Fig. 2. Similar
results are obtained for the response system as it synchronizes with the driver system.
Figure 3 displays the synchronized state variables y1 = x1, y2 = x2 and y3 = x3,
all three eventually converging to straight lines as shown in the figure. The identified
signal q1(t) − r converges to the driver signal q1(t) − r = δr sin ωt and is also shown
in the figure.
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Fig. 1 The chaotic state variables of the driver Lorenz system with variable parameter.

−20 −10 0 10 20
−40

−20

0

20

40

x1

x2

−20 −10 0 10 20
0

20

40

60

x1

x3

−40 −20 0 20 40
0

20

40

60

x2

x3

Fig. 2 The chaotic attractor of the driver Lorenz system with variable parameter. The response
system has a similar attractor.
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Fig. 3 Synchronization between the driver and response Lorenz systems with variable parameters
and the parameter q1(t) of the response system as it identifies the driver signal p1(t).

4 Synchronizing Lorenz System with Delay

In this section we apply the method to a hyperchaotic dynamical system, the Lorenz
system with a time delay in one of the state variables. Consider the case of synchro-
nization between two Lorenz systems with time delay. We treat the case where the state
variable x1(t− T ) is delayed by a time delay T . Here the driver system is given by:

dx1/dt = σ(x2(t) − x1(t− T ))

dx2/dt = p1(t)x1(t− T )− p2(t)x2(t)−
−p3(t)x1(t− T )x3(t)

dx3/dt = x1(t − T )x2(t) − bx3(t) (24)

Suppose the transmitted signal for synchronization is chosen as the single variable:

s(t) = h(x(t)) = x2(t) (25)

The response system is defined by the following nonstationary and delayed Lorenz
system, where the transmitted scalar signal s(t) = x2(t) is used to drive the system.

dy1/dt = σ(s(t) − y1(t− T ))
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dy2/dt = q1(t)y1(t− T ) − q2(t)y2(t)−
−q3(t)y1(t− T )y3(t)

dy3/dt = y1(t − T )s(t) − by3(t) (26)

The next step is to derive a system of differential equations governing the evolution
of the controlled parameters q1(t), q2(t) and q3(t). As the response system evolves
and synchronizes with the driver system, the parameters q1(t), q2(t) and q3(t) will
follow the original parameters p1(t), p2(t) and p3(t) of the driver system. According
to (13) of Sect. 2, the first step is to develop the term

∑3
i=1 eifi(y, q) for the response

system (26).

3∑
i=1

eifi(y, q) = (y1(t − T ) − x1)[σ(s(t) − y1(t − T ))]+

+(y2 − x2)[q1(t)y1(t − T ) − q2(t)y2 − q3(t)y1(t − T )y3]+

+(y3 − x3)[y1(t − T )s(t)− by3] (27)

The gradient with respect to the parameters q is given by:

∇q [
3∑

i=1

eifi(y, q)] =

= [(y2 − x2)y1(t − T ) , −(y2 − x2)y2 , −(y2 − x2)y1(t − T )y3]
t (28)

The differential equations governing the evolution of the controlled parameters q
are given by:

dq1/dt = −G11(y2 − s(t))y1(t − T ) + G12 (y2 − s(t))y2+

+G13 (y2 − s(t))y1(t − T )y3

dq2/dt = −G21(y2 − s(t))y1(t − T ) + G22 (y2 − s(t))y2+

+G23 (y2 − s(t))y1(t − T )y3

dq3/dt = −G31(y2 − s(t))y1(t − T ) + G32 (y2 − s(t))y2+

+G33 (y2 − s(t))y1(t − T )y3 (29)

For example, consider the case where only one parameter, say p1(t) is to be identi-
fied, whereas the other two parameters p2(t) and p3(t) are known constants. If the syn-
chronized systems are used for secure communication, the parameter p1(t) can carry
a hidden message, which can be identified by the response system. In this case, (27),
(28), (29) reduce to:
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3∑
i=1

eifi(y, q) = (y1 − x1)[σ(s(t) − y1)]+

+(y2 − x2)[q1(t)y1 − p2y2 − p3y1y3] + (y3 − x3)(y1y2 − by3) (30)

∇q [
3∑

i=1

eifi(y,q)] = [(y2 − x2)y1(t − T ), 0 , 0]T (31)

dq1/dt = −G11(y2 − s(t))y1(t − T ) (32)

dq2/dt = 0

dq3/dt = 0

Here we show results of a computer simulation with the following values of the
parameters:

σ = 10 b = 8/3 T = 0.1 G11 = 10 (33a)

p1(t) = r0 + δr sin ωt (33b)

δr = 2 ω = 2π/10 r0 = 28 (33c)

q2 = p2 = 1 q3 = p3 = 1 (33d)

together with the initial condition:

q1(0) = r0 = 28 (33e)

The results of this example are given in Figs. 4, 5, 6. Figure 4 shows the hyper-
chaotic state variables of the driver system. A comparison with Fig. 1 above, it can be
seen that the state variables in Fig. 4 display a more complex type of chaos, because of
the time delay. Comparing with the attractor of Fig. 2 above, it is apparent that the hy-
perchaotic attractor shown in Fig. 5 displays a more complex behavior. Similar results
are obtained for the response system as it synchronizes with the driver system. Figure 6
displays the synchronized state variables y1 = x1, y2 = x2 and y3 = x3, all three even-
tually converging to straight lines as shown in the figure. The identified signal q1(t)− r
converges to the driver signal q1(t) − r = δr sin ωt and is also shown in the figure.
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Fig. 4 The hyperchaotic state variables of the driver Lorenz system with delay and variable
parameter.

5 Conclusions

A generalized method for adaptive control, synchronization of chaos and parameter
identification in systems governed by ordinary differential equations and delay – dif-
ferential equations has been presented. The method is based on the Lagrangian ap-
proach to fluid dynamics. The synchronization error is treated as a scalar fluid property
advected in the vector field of the controlled response system. Upon minimizing this
error, the two coupled systems synchronize and the time variable parameters of the
driving system are identified. The method was used to synchronize two Lorenz systems
with variable parameters. The method was also applied to the synchronization of hy-
perchaos in two modified Lorenz systems with a time delay in one the state variables.
Some implications of using the method in the field of secure communications where the
transmitted information is masked by chaos or hyperchaos have been discussed.
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Abstract. A framework to perform hardware-in-the-loop (HIL) simulations in
the designflow of digital controllers, based on Field Programmable Gate Array
(FPGA) technology, is presented. The framework allows the interaction of digital
controllers, implemented on our rapid prototyping system RAPTOR2000 with a
Matlab/Simulink simulation running on a host computer. The underlying hard-
ware and software designs supporting the interaction of the digital control and
the simulation are presented. The designflow of FPGA-based digital controllers
when using HIL is described and examples are given. Results from HIL simu-
lations are presented, showing that the acceleration of the simulation increases
with the complexity of the design when the number of I/Os stays constant. Fur-
thermore, using the proposed HIL framework the clock accurate verification of
the design can be achieved within the design phase.

Keywords. FPGA, Hardware-in-the-Loop, digital control, reconfigurable
hardware.

1 Introduction

Reconfigurable hardware has been successfully used to implement a variety of appli-
cations, ranging from digital signal processing [1] to digital control [2], among others.
The key feature of this technology is its ability to perform computations spatially (i.e.,
in hardware) to increase performance, while retaining much of the flexibility of a soft-
ware solution (i.e., reconfigurability).

Applications of digital controllers using reconfigurable hardware have been re-
ported since the early 90s. However, it is only until recently, that researchers have
started to explore the potentials offered by this technology. This is because of the higher
computational demands of digital control systems and the fast evolution of Field Pro-
grammable Gate Array (FPGA) technology.

Among the many kinds of existing reconfigurable architectures, we research FPGAs
as implementation platform for control algorithms. Modern FPGAs are heterogeneous
architectures, constituted by programmable functional blocks interconnected by a re-
configurable network and embedded application specific hardware, such as embedded
processors, block RAM, or multipliers. This kind of architecture allows the implementa-
tion of complete Systems on Chip (SoC). More information on architectures and design
methods for reconfigurable hardware can be found, e.g., in [3] [4].
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FPGAs have been used to implement control algorithms in areas such as motor
control [5] [6], power electronics [7] [8], industrial control [9] [10], sensor monitoring
[11] [12], motion control [13] [14], among others. Some of the reported advantages of
using FPGAs are acceleration, flexibility, reduced costs, and low energy consumption.

The increasing interest in using this technology is evident. However, the migration
from traditional platforms, such as DSPs or microprocessors, to reconfigurable hard-
ware is not a straightforward process, since a different background is required to use
this technology. To ease the migration, high-abstraction-level hardware descriptions are
used (e.g., DSP builder from Altera or System Generator from Xilinx), which enable
non-experts in digital hardware design to easily implement algorithms using FPGAs.

For the design, implementation and testing of digital control systems, Hardware-
in-the-Loop (HIL) simulations are becoming an essential tool. According to Isermann
et al. [15], a HIL simulation is characterized by the operation of real components in
connection with real-time simulated components. The simulated components are often
the processes being controlled and/or sensors and actuators.

The utilization of HIL simulations has been extensively reported in literature.
Terwiesch et al. [16] have presented a HIL simulation setup based on several com-
mercially available boards for rail vehicle control system integration. Their approach
is based on the acceleration of the simulated model by using several processors con-
currently to achieve a real-time simulation based on the controller timing, which has a
sampling period of 30 μs. Similar approaches have been described in [17] [18] [19] [20]
and [21] where a simulated process is accelerated in order to couple it in real-time with
the control system, which is running on the final implementation platform.

A different approach was presented in [22] [23] [24] and [25]. Real parts of the
system being controlled were actually used in the simulation loop. This method was
said to bring more accuracy to the simulation, making the design process shorter for
that specific application. However, since the setup was application specific, it was not
possible to use it for other designs.

In all previously mentioned publications software-based architectures (e.g., DSPs or
microcontrollers) were used as the final implementation platform and therefore are not
suitable for an FPGA-based control designflow. Different groups have been working
on acceleration and debug environments for FPGA designs. In [26] a framework for
the design of control algorithms for mechatronic systems, including HIL simulations,
was presented. The design and implementation of linear, time-invariant (LTI) control
systems on FPGA technology was described using a self-developed software called
Computer-Aided Mechatronics Laboratory (CAMeL), as design environment.

There are commercially available FPGA-based prototyping boards which can per-
form HIL simulations. In [27] a HIL system, DIME from Nallatech, was presented.
This board is connected to the host PC via the PCI bus. Their approach is not universal
and requires the user to develop on the DIME board. Our approach is platform indepen-
dent and can be adapted to any existing prototyping environment with a reasonably fast
communication link.

Our current implementation is based on the modular rapid prototyping system RAP-
TOR2000 [28], which is connected to the host computer via the PCI bus, but it is uni-
versally adaptable to other platforms. Our framework enables the utilization of RAP-
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TOR2000 for HIL simulation under Matlab/Simulink. Simulations are coupled with the
prototyped controller by controlling its system clock. In that way, the digital controller
can be accurately tested, without the need of accelerating the simulated process, yet the
HIL simulation experiences a noticeable acceleration in comparison to a full software
simulation.

In the following subsection various terms used in this chapter are introduced. Sec-
tion two describes in detail the framework used for Hardware-in-the-Loop simulations,
starting from the underlying hardware platform and supporting hardware blocks, fol-
lowed by the software to integrate the digital design with a simulation running under
Matlab/Simulink. The utilized tool flow is also described in this section. In section three
the design flow of digital controllers that utilizes our Hardware-in-the-Loop framework
is shown and three examples with the corresponding performance data are presented.
Finally, in section four conclusions are drawn and future work is sketched.

1.1 Definitions

In the following paragraphs some of the terms used in this chapter are introduced.
Sample Rate: from the point of view of a digital hardware designer, this is the fre-
quency at which a given input/output port is driven/updated.
Single-Rate Design: is a design where all elements share a common clock (all in-
put/output ports share the same sample rate and there is no internal up/down sampling).
This is the simplest clock scheme.
Multi-Rate Design: a design is multi-rate if it has signals running at different clock
frequencies. A multi-rate design can either be driven by a single clock (in which case
all other frequencies are derived from it) or by many clocks.
Periodic Design: a design is periodic if its latency is known and stays constant. Exam-
ples are digital filters or classical control algorithms (e.g., a PID controller).
Aperiodic Design: a design is aperiodic if its latency varies depending on the input
data. This variation might happen because an adaptation to different inputs or opera-
tive regions. However, the processing time is bounded to a maximum (e.g., the latency
is known to be never greater than the required sampling period). Designs that fall in
this category are soft-processors and adaptive control schemes (e.g., multi-model based
control).
DUT: this is the acronym for Design Under Test. It refers to the algorithm being de-
veloped. This is the part of the simulation, which is implemented in reconfigurable
hardware. The DUT is implemented on an FPGA module of our RAPTOR2000 (see
Sect. 2.1).
DUT Clock: the clock frequency used by the DUT. This clock frequency may be dif-
ferent (lower) from that of the hardware part of the HIL framework (Hardware Wrapper
and Synchronizer, cf. Sect. 2.1).
System Clock: this is the maximum clock frequency (used by the Hardware Wrapper
and the Synchronizer, see Sect. 2.1).
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2 Simulation Framework

The Hardware-in-the-Loop simulation framework consists of hardware and software
interfaces, which enable the interaction of the DUT with Matlab/Simulink. These inter-
faces are described in the following sections.

2.1 Hardware

In the following section our rapid prototyping system and the hardware designs, which
support our HIL framework, are described.

RAPTOR2000. The underlying hardware platform is the RAPTOR2000 system, an
FPGA-based rapid prototyping environment, which has been developed at our depart-
ment. The board itself has been used in many research projects, e.g., [29] [30] [28] and
therefore only the communication structure is described here.

The interface between the RAPTOR2000 FPGA module(s) on the one hand and the
PCI bus on the other hand is done by a PLX9054 chip, which is a bus master compatible
PCI bridge (see Fig. 1). This bridge translates the PCI protocol to a 32 bit local bus on
the board and back. FPGA designs that have to access host data have to implement a
local bus (LB) interface. The LB interface is very small (less than 1% slice usage on a
Xilinx XC2V3000 FPGA) and easy to use. All communication between FPGA and host
is processed by this interface, so its transfer rate is critical for the resulting simulation
speed. Measurements show maximum rates of 25 MByte/s in PIO (Programmed Input
Output, the processor manages the data transfer) mode and 95 MByte/s in DMA (Direct
Memory access, the processor initiates the data transfer, but is not involved after the
initialization) mode.

Clock Management. In this section we describe the clock management, which is
a critical part of the HIL simulation. In order to generate a accurate simulation, it
is necessary to precisely control the number of clock cycles during which the DUT
must run.

All memory elements (registers, latches, block RAM, etc.) have two clock related
inputs: the clock input and the clock enable input. In single-rate designs the clock enable
input is usually set to one, which means that the register operation depends on the
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clock (usually the rising edge of the clock) only. In our case it is used to control the
hardware simulation; while the system clock keeps running, the clock enable signal is
set to zero and therefore all memory elements keep their current state. This is a better
option than using clock-gating, since it avoids having delays in the clock path and the
problems derived from them (e.g., additional delays in the clock tree). In effect, this
is the same as halting the DUT-clock(s) and therefore allows cycle accurate simulation
(like debug-stepping) of the behaviour of the circuit, while the timing behaviour is not
correctly simulated. Both clock gating and clock enable generate implicit multi-cycle
paths, which do not render the normal operation mode.

Synchronizer. In order to coordinate a simulation with a DUT, a Finite State Ma-
chine (FSM), the Synchronizer, has been implemented as a dedicated hardware block.
The Synchronizer enables the DUT clocks (see Sect. 2.1) after a request from a Mat-
lab/Simulink simulation. Therefore, if a design is to be simulated using our HIL frame-
work, it needs to have a clock enable port associated with its clock. The states diagram
of the Synchronizer is depicted in Fig. 2.

The Synchronizer controls a given DUT in two possible modes: periodic and ape-
riodic (see Sect. 1.1). Before explaining these operative modes, the ports of the Syn-
chronizer are introduced. The current version of the Synchronizer has four input ports
and four output ports to interact with the simulation and the DUT. When the simulation

Start_running=1
and

DUT_ready=1 
and

Run_till  0

Clock_cycles>=Run_till
DUT_ready=1 or 

Clock_cycles>= Time_limit

Start_running=1
and

DUT_ready=1
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Run_till = 0

DUT_enable=0
DUT_busy=0
New_data=0
Time_exceeded=0

Idle

Periodic
DUT_enable=1
DUT_busy=1
New_data=1*

Time_exceeded=0**

DUT_enable=1
DUT_busy=1
New_data=1*

Time_exceeded=0**

Aperiodic

Fig. 2 Synchronizer state machine (*This signal is enabled during one System clock cycle, **
Not used in this mode, *** Set to one if a time overflow occurs).

sends a non-zero value to the running time port, the Synchronizer enters the periodic
mode. The DUT is then enabled during the requested time, keeping the hand-shaking
signal DUT busy enabled and ignoring the DUT ready port. The design updates its out-
put ports, which are read and stored by the Synchronizer and sent to the host computer,
where the simulation reads and propagates them to the other blocks (e.g., a plant model)
in the simulation.

≠
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If the simulation sends a zero to the running time port, the Synchronizer enters
the aperiodic mode and waits until the DUT sends a hand-shaking signal through the
DUT ready port to disable it. As in the periodic mode, the output port DUT busy is set
to high, in order to prevent that the simulation sends new values while the DUT is busy.
Although this case might happen very rarely (cf. Sect. 2.1), this signal avoids to loose
the synchronization between the DUT and the simulation.

The Synchronizer also detects whether there is a discrepancy between the given
sampling period and the time required by the DUT to complete a cycle. This happens
if its latency is greater than the sampled period reported by the simulation. In this case
the DUT is disabled and a warning signal is sent to the simulation through the time -
exceeded port. The simulation can then react to this exception.

Hardware Wrapper. Both the Synchronizer and the DUT, are embedded in a hard-
ware wrapper, as depicted in Fig. 3. The Wrapper provides specialized hardware for
interfacing the Synchronizer and the DUT with the Matlab simulation running on the
host computer through the PCI bus (see Sect. 2.1). In order to embed the DUT into the
Wrapper, the bus interface is adapted to the input and output ports of the DUT. This
process is done automatically as described in Sect. 2.2.
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Fig. 3 Synchronizer embedded in the bus interface.

The Wrapper enables reading and writing data from and to the input/output ports
from the simulation. There are two methods to realize these operations: using a registers
bank and using a FIFO memory. In control applications, one often has feedback loops,
which means, that the output(s) (or some function of it) has to be fed back to the input(s)
without delay. This reduces the FIFOs-depth to one, which is, however, the slowest
possible way of communication because only one input and output can be write/read
per cycle; the amount of data to be transferred is rather small, so that the communication
overhead is high. For multi-inputs multi-outputs (MIMO) systems, this process can be
accelerated by utilizing DMA transfers, which has to be implemented in the future. A
further increase of communication throughput can be achieved by implementing FIFOs
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instead of a register bank. This is, however, not used for control applications with a
feedback loop and is therefore postponed to future work.

Hardware Performance. There are several pre- and post-processing steps needed to
simulate one (or several) DUT cycles (cf. Sect. 2.1 and Sect. 2.3). Taking into account
these actions a theoretical maximum for the simulation frequency is

Fsim =
1

Tupdate + Trun + Tfetch
(1)

where Tupdate is the time required to update the memories at the input of the DUT,
Trun is equivalent to the time needed by the DUT to produce a new output, and Tfetch

is the time for retrieving the data from the output memories. If TDUT ≈ TPCI (period
of the DUT clock and Period of the PCI clock correspondingly), for a filter running at
FDUT = 50 MHz

Fsim ≤ RT

WBus ∗ (1 + NI + NO)
(2)

is a good approximation. Here, NI and NO are the numbers of input and output ports
of the DUT, WBus is the width of the PCI bus (PCI: 32 bit), and RT is the transfer
rate, which can be achieved in the current mode (PIO or DMA). An example for an
application with a lower frequency might be a controller for some mechanical system,
where the control update rate is in the magnitude of kHz, so TDUT � TPCI . Here

Fsim ≤ (TDUT +
WBus

RT
∗ (1 + NI + NO))−1 (3)

is a reasonable approximation. Software issues, such as calculation of the test vectors
(Simulink model), are not included in this consideration and will influence the results
according to their complexity. On the software side, PIO and DMA transfers can be
initiated via simple library functions, which have been integrated into an S-Function
block (for details cf. Sect. 2.3).

In Fig. 4, the theoretical maximum for the simulation frequency (cf. (2)) is given.
The points indicate real measurements made with our examples (see Sect. 3). The actual
values are lower than the theoretical maximum, because a lot of calculations have to be
performed in software. This is the software model on the one hand and the preprocess-
ing and postprocessing of data for the hardware implementation on the other hand. For
a detailed description of the necessary translation steps for the hardware, see Sect. 2.3.

2.2 Hardware Integration

The Hardware Wrapper described in the previous section stays the same between dif-
ferent hardware implementations, except for the embedded DUT and the corresponding
bus interface. To simplify and accelerate the process of generating the wrapper and,
there upon, the hardware, a JAVA based application (jvToolsLib) was developed, which
is embedded in the toolflow as depicted in Fig. 5.
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jvToolsLib. The purpose of this library is to provide an easy-to-use API (Application
Programming Interface) for programmers, who want to manipulate their designs in an
object oriented manner rather than in VHDL code. Therefore, a graphical user inter-
face (GUI) was developed, which enables users without VHDL experience to set up
a complete HIL simulation. The setup process includes analyzing the user design, in-
serting it into a wrapper template (see Sect. 2.1), and customize memory elements and
the bus controller. Additionally, the FPGA flow (synthesis, place and route, bitstream
generation) can be started from the tool.

In the following a general overview of the functionality of the jvToolsLib is given,
and its benefits for control designers without specific HDL skills are presented. The
library provides a set of classes to represent most synthesizable vhdl constructs, and
several methods to manipulate them. Furthermore, all classes implement a construct-
FromVHDL(String vhdl) method, which allows the construction of an object-tree from
a VHDL Template file. In this way any VHDL file can be parsed, manipulated through
the API and finally stored in a file. As an example, the steps performed during the
generation of a design in our HIL framework will be described:

1. The user opens the VHDL file containing an entity description of his design, which
is then parsed by jvToolsLib. An entity description is basically an interface defi-
nition of the design, which will be exported from the design tool while generating

VHDL wrapper + 
S-Function parameters

MAP, PAR
Configuration File

design entry
wrapper generation

Simulink configuration HW generation HIL simulation

Software
(Host Computer)

Hardware
(RAPTOR2000 )

Netlist  file
 VHDL file

Matlab/Simulink jvToolsLib/VHDL2mex ISE (Xilinx) Matlab/Simulink

Fig. 5 Toolflow for HIL simulations.
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the netlist (a textual representation of the synthesized design). In case of a VHDL
design, the entity description is an integral part of the design.

2. A list of all entities defined in the file is presented to the user, who can then choose
the appropriate entity defining his design. This design will be referred to as the
DUT (Design Under Test) from here on.

3. The user can change certain properties of the DUT IO-interface (ports) such as
sample rate and number format, which are important for the Matlab interface. These
properties in conjunction with the hardware internals are used to create a Matlab
file, containing the information to configure the simulation.

4. The HIL tool comes with a template file containing the static parts of the hardware
wrapper. This file is parsed, too, and the DUT is integrated into it by adding the
entity-object to the wrapper object tree. The memory elements (see Sect. 2.1) and
the bus decoder are customized and connected to the DUT ports automatically.

5. In order to start the FPGA flow, the newly generated object tree is translated into
a VHDL file, which can then be processed by Xilinx ISE or any other FPGA
toolchain.

These simple steps complete the setup of the HIL simulation on the hardware side,
and all HDL specific tasks are performed by the jvToolsLib and the jvHIL program
without user interaction. The jvToolsLib is being developed as an open source project.
It is going to be released in the near future.

Apart from these “template-style” tasks, the jvToolsLib can be used for other pur-
poses, too, which will be presented in the future. One of the projects planned is the im-
plementation of an automatic documentation tool like VHDLDoc (see http://schwick.
home.cern.ch/schwick/vhdldoc/), which supports several output formats.

This Software reads the top level of the VHDL design and identifies the top level
entity, port attributes and generics. These are displayed in a graphical user interface,
where the user can introduce certain changes to the default values (e.g., not reading an
output, setting an input to a constant and so on). The port data rates have to be defined
here, too, which is a topic to be processed automatically in future.

In addition to the hardware, VHDL2mex generates a configuration string for a Mat-
lab S-Function (cf. Sect. 2.3) containing addresses and data rates of input and output
ports. This HIL flow, integrates seamlessly into available FPGA flows because no ven-
dor specific information is added. In Fig. 5 the flow is presented, integrating software
from Xilinx as an specific example. However, the tool-flow could use software from a
different company.

2.3 Simulink Integration

Matlab provides a generic interface for integrating user defined software into the
Simulink simulation process, the so called S-Function. The basic simulation steps and
their pendants for HIL simulation with RAPTOR2000 are displayed in Fig. 6a and 6b.
Basically, the mdlStart() function is used for the hardware initialization (download of
the bitstream, configuration of the synchronizer). If mdlStart() succeeds, the simulation
loop sequentially calls mdlUpdate() and mdlOutputs(). In mdlOutputs() the data in the
hardware output registers is read and propagated to the outputs of the Simulink block.
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In mdlUpdate() data from the input ports of the simulink blocks is sent to the hardware
input registers, respectively. mdlUpdate() also starts the synchronizer to activate the
DUTClock for one clock cycle. In addition to these communication steps, several trans-
lation steps from the Simulink floating point datatypes to the hardware fix point data
types have to be accomplished inside the S-Function. The parameters for this transla-
tion as well as information on the hardware configuration are given in a configuration
string provided by vhdl2mex.

Initialize Model
mdlCheckParameters

mdlInitializeSizes
mdlInitializeSampleTimes

mdlStart

Calculate outputs
mdlOutputs

Update discrete states
mdlUpdate

End Simulation
mdlTerminate

si
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fetch outputs

write inputs

run n cyclessi
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Initialize Synchronizer 

Initialize DUT

(b) r2ksim steps

Fig. 6 Simplified simulation flow diagram.

The current implementation of the S-Function interface is to be considered as a
proof of concept and there is room for a lot of improvements. These improvements, in
addition to the use of faster data transfers (DMA) will certainly improve the simulation
performance.

3 The Designflow

The proposed designflow, including HIL simulations, is presented for a design created
with Matlab/Simulink. This high-level tool has become an essential development en-
vironment in control engineering. Hence, it is eligible to use it for the development of
digital controllers to be implemented on reconfigurable hardware.

The designflow of digital control algorithms can be divided roughly in five steps,
as depicted in Fig. 7. In the first step, the requirements of the controller are defined.
A better understanding of the plant should be gained in this step. A first mathematical
description of the controller is then derived, either by a time-continuous representation
(e.g., described by differential equations) or by a time-discrete representation (e.g., de-
scribed by difference equations). The second step is the simulation of the controller
together with a model of the process. The accuracy of this model has a direct impact
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Fig. 7 The proposed Designflow for FPGA-based controllers, which includes HIL simulations.

on the design. There are other aspects, which should be modeled accurately, such as the
dynamics of sensors and actuators.

After the designer is satisfied with the performance of the controller, a third step
is its translation to a hardware description language. This step can be done using dif-
ferent hardware description languages (HDL). To evaluate high level hardware design
entry, different tools were compared with a standard VHDL designflow. Among others,
Xilinx’s System Generator and Synplicity’s SynplifyDSP were evaluated in terms of
performance, and resource efficiency as well as design entry time. Two scenarios, an IO
controller (IO) and a cascaded position controller (CPC) were examined.

Table 1 Comparison between high level and low level design entries. An input/output controller
(IO) and a cascaded position controller (CPC) were examined.

VHDL SynplifyDSP System Generator

design IO CPC IO CPC IO CPC

slices 667 2138 776 1537 810 3802

multiplier macros 0 19 0 18 0 0

latency [cycles] 5 67 4 1 4 10000

implementation time 87 h 103.5 h 19 h 27.25 h 19 h 20.5 h

In Table 1 the results of the design entry are presented. Both, the System Generator
and SynplifyDSP remain in the same order of magnitude regarding resource utilization.
However, the time required for design entry and synthesis in VHDL is several times
larger than the time required for the high level tools. This is generally the case when-
ever the dataflow part of the design is fairly large, e.g., in control applications. When it
comes to applications where controlflow overbalances dataflow, the design entry time
for high level tools may raise above that of HDL. In this case one would either choose
a pure HDL implementation or a combination of both. This study shows, that control
applications are very well suited for implementation using high level hardware descrip-
tion.
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The designflow presented in this section uses the System Generator 7.1 from Xilinx.
However, the HIL framework is not platform dependent. It is also possible to use it with
toolboxes from other vendors (e.g., DSP Builder from Altera or SymplifyDSP from
Synplicity) or with custom VHDL designs.

The System Generator has been conceived as an extension of Simulink (i.e., a tool-
box). Similar to the Real Time Workshop and Embedded Coder1, which generate C-
code for diverse microprocessors and DSPs, the System Generator automatically gen-
erates structural hardware descriptions (netlists) from a very high-level representation,
which can be mapped onto an FPGA later. The realization of a digital control algorithm
with the System Generator is done in the following phases: modeling, simulation, re-
source estimation, and hardware description, as described, e.g., in [2]. These phases are
undertaken in step three of the design flow, as depicted in Fig. 7.

In step four, a netlist is automatically generated. This netlist is integrated into our
HIL framework, as described in Sect. 2.2. A configuration bitstream is generated using
the ISE from Xilinx. An automatically adapted S-Function replaces the System Gener-
ator design and the HIL simulations are carried out without further ado of the user.

The simulations are performed as usual. However, the designer can now realize
whether the controller, running on an FPGA module of the RAPTOR2000, actually
works as expected. In this stage more intensive tests can be conducted. Since the struc-
ture of the controller has already been designed and tested, the next step is an inten-
sive test of its parameters or its response to different operative regions. This process is
greatly accelerated by HIL simulations, besides the enhanced reliability of this kind of
simulations.

The final step corresponds to the test of the controller when interacting with the real
plant. As shown in Fig. 7, these steps are iterative. It is often necessary to go one or two
steps back. However, the gap between step three and five is reduced by including HIL
simulations.

In the following subsections, some examples are presented as a proof of concept.
The frequency shown for each example refers to the number of input samples per second
for the input with the highest sample rate. The results of the simulations are compared
and discussed in the last section.

3.1 PI-based Speed Control

As a first example, a Proportional-Integral (PI) algorithm to control the speed of DC
motors for robotic applications is presented. The PI algorithm is still one of the most
widely used controllers in industry. The control task is to regulate the speed of a DC
motor by manipulating its input voltage. A classical parallel PI was realized using a
trapezoidal integration rule, as depicted in Fig. 8. SP represents the Set-Point, Kp

the proportional constant, Ki the integral constant, T the sampling period, Y(Tk) the
feedback signal (e.g., speed of the motor) and U(Tk) the output of the controller (e.g.,
a new target speed). An anti-wind-up block was attached to the integral part of the
algorithm.

1 http://www.mathworks.com/products/rtwembedded
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Fig. 8 Parallel PI algorithm using trapezoidal integration.

The controller was implemented using System Generator blocks as explained in
Sect. 3. The design uses one output and four input ports. Three of the inputs (SP, Kp,
and TKi/2) are not updated in every simulation step, and so do not contribute to the
communication overhead. However, when performing more complex tests (e.g., a self
tuning regulator) it is possible to include these inputs in the HIL simulation. The soft-
ware part of the HIL simulation is a Matlab/Simulink model of a DC motor. The PI
controller runs on a Virtex II-Pro module of the RAPTOR2000 system. The complete
control loop is depicted in Fig. 9.

The sampling frequency was set to 1 KHz. The simulated time was 10 seconds.
Software simulation lasted 15.9248 seconds (628 Hz). Using our HIL framework, the
simulation lasted 12.445 seconds (996 Hz). The speedup was relatively small due to
the low complexity of the design, which had an equivalent gate count of 5,722. How-
ever, it could be verified that the prototyped design worked as required during the HIL
simulations, as well as when tested with the real DC motor.

3.2 Inverted Pendulum

The inverted pendulum is a classical problem in control theory; it has been used in litera-
ture as an example of a well-understood yet non-trivial system to test control algorithms.
In [2], this system was used to exemplify the utilization of partial and dynamic reconfig-
uration of an FPGA to efficiently implement a multi-controller system. The controller
for the pendulum was split in two; one to swing up the pendulum and the other one to
balance it. The decision to load one of both controllers is made by a supervisory en-

Fig. 9 Control loop including a model of the DC motor and the interface with the DUT.
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Supervisor

A1 A3

A1

A3

Controller

System

A1 A2 A3 A1A2

Fig. 10 Two-state controller for the inverted pendulum system. For region A1 the swinging-up
controller is used. Region A2 is the switching region and region A3 corresponds to the balancing
control.

tity depending on the relative position and angular speed of the pendulum, as depicted
in Fig. 10.

To test our HIL framework, the controller to balance the inverted pendulum is used.
A state-space model of the pendulum-cart system is simulated under Simulink, and the
State-Feedback controller is implemented using a Virtex II-Pro module in our RAP-
TOR2000 System (see Fig. 11).

The controller has an equivalent gate count of 209,000. The system has three inputs
(the angle of the pendulum, the position of the motor, and the target position) and one
output (the new position of the motor). The target position is always set to the center
of the cart’s track. This set-point is only initialized in the beginning of the simulation
and has hence no influence in the communication overhead. The sampling period of the
controller was 10 μs (10 KHz). Five seconds of simulation using the System Generator
blocks lasted 63.48 seconds (787 Hz), while using the proposed HIL framework the
simulation time was reduced to 3.13 seconds (9,512 Hz). This represents a speed up of
19.15. The prototyped controller worked just as well as the simulated design and also
the tests on the real system have been successful.

3.3 Recursive IIR Filter

The third example is a hardware implementation of a Chebyshev II Filter, used for
signal processing. In order to save FPGA resources, the filter was built in a time division
multiplex (TDM) manner by introducing pipeline stages and an internal feedback loop
(see Fig. 12). It can emulate up to 25 filter sections within one physical block, therefore
reducing the number of multipliers and adders/substractors by a factor of 25. Because of

Fig. 11 Inverted Pendulum control loop. A state-space model of the pendulum-cart system is
used.
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Table 2 Implementation Examples.

Design Complexity
(Slices)

I/Os Sampling
Rate [μs]

Simulated
Time [s]

Duration
(Simulation)
[s]

Duration
(HIL) [s]

Speedup

PI 204 1/1 1000 10 15.92 12.42 1.27

State-
Feedback

1,049 2/1 10 5 63.47 3.13 19.15

IIR Filter 2,361 2/1 10 0.004 ∼900 3.95 227.2

high fixed point precision required internally, the simulation model is rather complex;
the simulation of 0.04 seconds takes approximately 15 minutes on a Pentium 4 3.2 GHz
PC, which corresponds to approximately 44 Hz. In the HIL setup, the system as two
inputs: S(t), which is the sampled and quantized input signal and run, used to empty
the filters memories in between two measurements. The output signal F (t) represents
the filters response.

z-n

z-n

·a2,[1..n]

·a3,[1..n]

·b2, [1..n]

·b3, [1..n]

z-1

n

Upsampling and 
feedback control

Chebyshev II Section with additional memory for pipelining

internal feedback loop

control

S(t)

run

F(t)

Fig. 12 Recursive IIR-Filter emulating n filter sections.

The testbench in this case consist of some scopes and of a “From Workspace” block,
which feeds the test data from a Matlab array to the filter. Considering software ef-
fort, this is probably the smallest meaningful testbench, therefore the measurements in
this case contain the smallest possible software overhead. The HIL simulation of 0.04
seconds took 3.95 seconds, which corresponds to approximately 10 kHz at the input,
resulting in a speedup of about 200.

These results show the great potential of using HIL simulation to speed up the de-
sign flow of FPGA-based control systems and to verify the design clock-accurately.
Table 2 shows a summary of the implementation examples.
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4 Conclusions and Future Work

In this chapter a platform independent and extendable framework for FPGA-based HIL
simulations under Matlab/Simulink has been presented. The structure and operation
mode of hardware and software have been shown and examples have been presented.
The results show that our system is capable of accelerating simulations within the Mat-
lab/Simulink environment. The acceleration depends largely on the complexity of the
simulated design and on the number of input and outputs ports. When the number of
I/O operations stays constant the speed up grows with the complexity of the design.

It was shown that our HIL framework can be used as a cycle accurate debugger for
designs with closed algebraic loops. This results in a shorter development and testing
time, given the advantage of using a simulated environment to test the system (e.g., no
test-bed is required).

Concerning the software, future work concentrates on further automation of the
hardware generation process and on extending the approach to new areas of applica-
tion. New simulation tools and frameworks are being adopted, including Matlab and
Modelsim. By interfacing these tools, the functionality of the HIL framework will be
available in VHDL-, Verilog-, SystemC-, and Matlab Script-based simulations. This
will allow easy testbench reuse, simulation acceleration, rapid prototyping, hardware-
software co-simulation, and hardware testing, all within the tools the developer is used
to and with very little effort.

The integration of additional features in the hardware part will be another point to
work on in the future. A high-speed interface to external memory will be integrated,
allowing large datasets to be stored as close to the hardware as possible. The synchro-
nizer will be extended to support a dynamic change of operation modes, allowing a
“fast forward” function for large simulations. In a hardware testing scenario, it will be
possible to store an initialization sequence in the external RAM and then “fast forward”
the simulation, while no, or only few outputs will be read. This will be especially time
saving in embedded processor debugging scenarios (software in the loop) or for high
frequency designs with long initialization sequences. Several hardware extensions for
the RAPTOR2000 board have been built, which provide analogue interfaces, e.g., for
control applications, or communication interfaces like USB, CAN and Ethernet. The
extension of the presented approach to these interfaces allows direct interaction with
additional hardware, while the developer can build the applications or models within
the tools he prefers. These applications might include data logging. Another important
issue is to improve the acceleration abilities of our FPGA in the loop approach, by
incorporating faster transfer techniques and minimizing the communication overhead.
Enabling HIL simulations of designs including partial and dynamic reconfiguration for
the implementation of adaptive control algorithms is also planned as future work.
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