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Preface

Why write this book? Technological advances in biology have enormous potential
impacts on our lives, and there is a need for citizens and policymakers alike to under-
stand the scientific, political, and ethical issues that underlie the policy decisions
that might be made. Many issues arising from new advances in biology do not have
simple answers. Conflicting goals and beliefs influence the discussions that are asso-
ciated with the development of policy, and compromise between conflicting views
may be difficult. This book is intended as an introduction to science policy. Addi-
tional readings are suggested for those who wish to dig deeper into their areas of
interest.

This book examines those interactions between science and government in
which policy (and political) decisions are made, using examples drawn from the
biological sciences. These examples are selected to demonstrate the different
ways in which science and politics intersect. Policy may take various forms, such
as international laws and treaties, federal or state laws, court decisions, and
specific regulatory measures (to control but not proscribe particular behaviors).
Policy may be reflected too in the lack of adoption of any formal regulations.
What causes government to step in and regulate a biological technology? Does
the public have a right—or the ability—to control science? We attempt to show
the limits of scientific knowledge and its ability to contribute to effective
policymaking.

Writing any book on government policy inevitably results in a sea of acronyms.
We have tried to limit our use of acronyms to common ones, and redefine them fre-
quently. Nevertheless, acronyms are unavoidable, and we encourage readers to use
patience in their first perusals of the text. It takes a little time to become conver-
sant with the alphabet soup of government.



xii Preface

The issues we discuss are controversial, and our goal is to present them in a
balanced manner, reflecting the range of current viewpoints. We try to avoid
polemics—but it is almost impossible to avoid the insertion of at least some of our
own opinions. We urge readers to draw their own conclusions from the informa-
tion presented.
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An Uneasy Balance: Science Advising and the

Politicization of Science

Science and technology-related issues are pervasive in today’s society. Science con-
tributes in many ways to our lives, whether directly in health-related matters or
more indirectly through effects on the environment, economic development, and
international relationships. What is science and technology policy? While difficult
to define, one author described it as “a governmental course of action intended to
support, apply, or regulate scientific knowledge or technological innovation” ([1],
12). As we will explore, policy sometimes takes the form of governmental action,
but occasionally inaction results because of political considerations. Nongovern-
mental actors also affect public policies, including nonprofit advocacy organizations,
educational institutions, and businesses. Policies may be divided into two types:
decisions affecting the funding or direction of science (“policy for science”), and
decisions that draw on scientific data to inform policy debate (“science in policy™)
[2]. Issues regarding the funding and direction of science are obvious examples of
science and technology policy, but we will demonstrate that the latter (science in
policy) are as important for the population at large.

How are policy decisions made? An abstract description includes five stages: the
perception and definition of a problem by the public and policymakers, the formu-
lation of possible solutions by policymakers, the adoption of a policy, its imple-
mentation, and then an evaluation of the outcome of the decision [1]. It is rare that
the political policymaking process follows this tidy description—a field of social
science, policy science, attempts to develop a rational framework for understand-
ing, predicting, and directing the policymaking process [3].

Several features of science policy issues distinguish them from more general policy
questions [1]. Particularly in the life sciences, the pace of technological change is
rapid, and issues arising from new developments are novel. The technologies are
complex, and difficult for both policymakers and the general public to grasp. New
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developments may carry irreversible consequences, and once in use, it may be dif-
ficult to stop their application. New technologies may raise strong public worries
about threats to health and safety, the environment, or other areas of concern.
Finally, many developments challenge deeply held social, moral, and religious
values. All these factors may contribute to the difficulty in establishing effective
policy. As will be demonstrated by the case studies presented in the upcoming chap-
ters, how a question is formulated—by whom, and under what time and political
constraints—can have an enormous impact on the decisions that are made.

Although scientific input is only one factor in policymaking, having accurate,
timely, and accessible information is valuable for developing appropriate responses.
Policy is made by all branches of the federal government—executive (including
regulatory agencies), legislative, and judiciary—and state governments. Foreign
governments also make policy, and treaties are often used to secure consistent
international policies on far-reaching issues, such as in the domains of the environ-
ment (e.g., global warming and biodiversity), trade, and human rights. Given the
range of policy challenges facing governments, how does scientific understanding
and knowledge contribute to the decision-making process? This chapter provides
an overview of the ways in which scientific information may be used by the federal
government to develop policy. It then goes on to discuss the inherent conflict
between science and politics, and how this leads to the apparent politicization of
science.

Science Policy and Government

In the United States, science may contribute to policy discussions on several levels.
There are close to a thousand advisory committees in the federal government; about
half of these deal directly or indirectly with scientific or technological matters [4,
5]. Scientists may advise the president and other members of the executive branch
on establishing directions for research and setting the agenda for future develop-
ment through cabinet-level positions. Scientists offer testimony to Congress, adding
their expertise and opinions to the debate. They also contribute to the development
of regulations by the numerous regulatory agencies given responsibility for the over-
sight of different science-related activities. The courts influence policy by an array
of decisions; some rule directly on matters regarding science (patents, etc.), and
some reverse policy decisions made by other branches of government. Judicial
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rulings informed by “expert testimony” may alter existing policies or drive the
development of new ones. The courts might also determine that a new law or reg-
ulation violates the Constitution or statutes, requiring reevaluation by the body cre-
ating or instituting the policy. The government may request that studies be
conducted by independent nonpartisan organizations such as the National Academy
of Sciences (NAS) to provide information to aid the policy process.

In a democratic society, policy decisions are rarely made without some consider-
ation of public opinion—unpopular decisions might be rebuked at the ballot box.
As citizens, scientists may seek to influence politicians to support their views. Sci-
entists and their employer institutions (corporate or academic) and professional
societies may actively lobby for specific policy decisions; one major focus of such
lobbying is research funding. Scientists may also work as advisers to organizations
that take activist roles in influencing public opinion and driving policy decisions.
Individuals with scientific experience or interests may work as journalists to help
inform the public on new issues. At the same time, the public’s understanding, or
lack thereof, of new scientific developments may lead to calls for governmental
action. If not tempered by sound advising, poorly conceived or nonsensical policies
may result.

Science in the Executive Branch

The president appoints individuals to a number of senior-level advisory positions in
science and technology; these advisers wield significant power in determining the
influence of science in government [6]. Since World War II, the highest ranking of
these is the assistant to the president for science and technology (APST); the same
individual usually (but not always) serves as the director of the Office of Science
and Technology Policy (OSTP), an advisory group created in 1976 by an act of Con-
gress. The president is not required to name such an assistant; President George W.
Bush’s senior science adviser, John Marburger, was named head of the OSTP only
[7]. The National Science and Technology Council was established in 1993 by an
executive order, and includes the president, vice president, APST (if there is one),
cabinet secretaries, and agency heads with significant science and technology respon-
sibilities [8]. The council’s main objective is setting clear national goals for invest-
ments in science and technology. Other high-level advisory groups are the President’s
Council on Science and Technology, which examines a broad range of topics, and
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the President’s Council on Bioethics, which provides input on ethical issues arising
from developments in the life sciences. Most cabinet departments include directors
with direct responsibility for science and technology policy; among these are the
departments of agriculture, commerce, defense, energy, health and human services,
interior, and labor. Other independent agencies with directors or administrators
named by the president include the National Science Foundation (NSF) and the
Environmental Protection Agency (EPA) [4].

Senior-level advisers must have the president’s ear if they are to contribute to the
policymaking process. Advisers who have only limited access to the president or key
deputies will have little impact. The effectiveness of science advising in the White
House is tied to the president’s interest in scientific issues. In addition, senior-level
appointments generally reflect the ideology of the president; these individuals serve
to translate the president’s viewpoints into policy directions for the agencies that
fall under the aegis of the directors [1]. It is therefore not surprising that regulatory
agencies appear to make U-turns in overarching policy with each change in
administration.

An increasing concern is the growing delay in the appointment of individuals to
these important advisory positions [4, 9, 10]. Two factors contribute to the problem:
the growing number of presidential appointments overall (with over five hundred
senior-level positions alone), and the requirement that many nominees must be con-
firmed by the Senate. Identifying qualified candidates who are interested in taking
a government position may be difficult, particularly in view of the amount of paper-
work involved in the review process, the heavy workload, and the comparatively
low salaries. Candidates must undergo rigorous background checks that may take
months. Finally, Senate confirmation hearings may be delayed if an influential
member disapproves of a candidate. As a result, the amount of time for a nominee
to be approved has increased from just over two months during the Kennedy admin-
istration nearly nine months during the first term of President George W. Bush [4].
In addition, as of January 2002, halfway through President Bush’s first term, there
were close to one hundred positions for which candidates had not even been
named [9].

Delays in filling senior-level appointments may have a chilling effect on policy
development, leaving agencies without strong leaders to direct policy. Delaying
appointments may be used deliberately to slow the development of new regulations,
as was done by President Reagan as part of his generally antiregulatory stance [9].
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Federal Advisory Committees

Federal advisory committees play important roles in shaping public policy. There
are hundreds of advisory committees focusing on science and technology issues;
some advise regulatory agencies, and others serve to advise the president or Con-
gress. Committees may be created specifically to address controversial issues for
which the government feels it needs expert advice. In 1972, concerned at the ever-
growing number of committees, Congress enacted the Federal Advisory Committee
Act (FACA, 5 U.S.C. App.), aimed at limiting the creation of new committees, and
establishing standards for committee membership and operations. FACA also man-
dated “transparency” in committee deliberations; membership on most committees
is published, and at least some meetings are open to the public. Central to the law’s
mission is a mandate that membership on the committees should be balanced, and
viewpoints should be represented by accomplished individuals in the policy area.
For science and technology, committee members should be chosen for their expert-
ise in the relevant scientific area and their respect within the professional commu-
nity [4]. Creating effective and unbiased committees is a major challenge, and will
be discussed further below.

Federal Agencies

Federal agencies—part of the executive branch, but often referred to as the fourth
branch of the federal government because of their unique powers—are the opera-
tional arm for many executive and congressional science policy mandates; they
create functional policy in response to law. Science oversight is highly fragmented
within many agencies and departments. Among those most involved with the
biological sciences are the Department of Health and Human Services (DHHS),
which includes the Food and Drug Administration (FDA), the Centers for Disease
Control and Prevention (CDC), and the National Institutes of Health (NIH);
the NSF; the Department of Agriculture; and the EPA. Almost all other
departments also contribute to issues in the biological sciences, including the
Department of Defense (for example, on bioterrorism policy), the Department
of the Interior (the Fish and Wildlife Service), the Department of Labor (the Occupa-
tional Safety and Health Administration), and the Consumer Products Safety
Commission.
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When Congress passes a law, it is the responsibility of agencies to develop regu-
lations that define and enforce the legislation’s mandates. Developing regulatory
policy again requires the input of science: What is practical? What limits should be
set? For example, if a statute mandates that new drugs must be safe and effective,
it is the FDA’s responsibility to develop and enforce regulations to achieve that goal.
Public or congressional objections to new regulations may impel the agency to revise
the regulation.

Although many agencies, such as the NIH and the FDA, have quasi-independent
status, this freedom is tempered by the strong role that the president plays in deter-
mining overall policy direction through senior-level appointments. Congress may
also act to limit agencies’ ability to enact or enforce policy by controlling appro-
priations; actions unpopular with Congress may lead to reductions in operating
funds or substantive changes in the agency’s enabling legislation.

Science and Congress

Congress exerts enormous influence on the direction of science through the appro-
priations process. The scientific community has a major stake in the congressional
determination of levels of research funding, sometimes termed policy for science.
Although the purse is arguably the biggest tool wielded by the federal government,
other kinds of policy decisions regarding innovation, intellectual property, and trade
also fall under this rubric. Intense lobbying by scientists and scientific organizations
for funding in specific areas is common. Critics suggest that such lobbying is self-
serving; the goal is to gain research funds for one’s own projects rather than make
choices in the best interests of the nation [11]. Scientists counter that the products
of research may not be predicted and broad general support is needed. Congress
also provides funding for federal agencies by passing budgetary bills. Both the pres-
ident, who proposes a budget, and Congress have considerable impact on agency
activities, from conducting research to enforcing regulations, through their control
of funding.

Science also widely informs policymaking by Congress. Since few politicians have
scientific training, they may turn to congressional staffers or outside experts to
provide guidance [1, 7, 12]. Congressional committees hold hearings on selected
topics, and the invited scientists may offer testimony relating to issues of science
and technology. Congressional hearings may also serve to put regulatory agencies
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on notice that a response is needed—or Congress may act. Congress, however, may
pass laws that cannot be implemented by the relevant regulatory agency for either
practical or political reasons; carrying out the mandate may be too expensive, too
complex, too unpopular, or simply impractical. Congress has even prohibited agen-
cies from spending money on specific regulatory activities.

Congress may turn to government support agencies for a thorough study of the
issues. The General Accounting Office (renamed the Government Accountability
Office in 2004, or the GAQ), established in 1921, frequently provides reports on
the possible effects or results of legislation or regulations. It may explore the eco-
nomic costs of action or the effectiveness of certain approaches to a problem, and
then makes recommendations for change or improvement. From 1972 until
its closure in 19935, the Office of Technology Assessment (OTA) provided hundreds
of comprehensive reports to Congress on a wide range of scientific and technolog-
ical issues [13, 14, 15]. These reports, intended for congressional committees, served
a much wider community. The OTA, however, was criticized for its slow response
to requests for information. The new Republican-dominated Congress in 1995
closed the OTA purportedly for primarily budgetary reasons. Yet, a perceived
“liberal” bias in its reports contributed to its demise [15]. Without the OTA, Con-
gress now turns more to an independent organization, the NAS, for advice (see
below).

Science and the Courts

The judiciary branch of government plays an active role in science policy. Far from
being purely reactive, often the courts step in to resolve controversies for which
policy has yet to be developed [2]. Court decisions may interpret the impacts of
science and technology, generate “authority” for scientific knowledge, and place
limits on certain scientific activities. Judicial review of federal agencies is mandated
by the Administrative Procedure Act of 1946 and later legislation, which author-
izes the courts to invalidate decisions if they are not based on sound evidence [2].
Nevertheless, judicial decisions also can produce an incoherent set of policies when
conflicts are resolved on a case-by-case basis, and bring up fundamental questions
about the competence of courts to make social policy in light of the practical con-
straints on fact finding and jurisdiction raised by cases and controversies presented
to the courts [16]. Many of the case studies described in the upcoming chapters are
influenced by judicial decisions.
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Outside Advisory Groups

The federal government may seek advice from outside groups in shaping science
policy. Depending on their membership, outside advisory groups may provide inde-
pendent nonpartisan or highly skewed advice. The National Research Council
(NRC) is the operational arm of the NAS, the National Academy of Engineering
(NAE), and the Institute of Medicine (IOM). President Abraham Lincoln asked Con-
gress to establish the NAS in 1863 as an independent organization to provide sci-
entific advice to the government; membership was offered to the leading scientists
of the day. In 1916, the NRC was founded to carry out the research and advise-
ment activities of the NAS, leaving the NAS and its affiliates as largely honorary
societies. Membership in the NAS is highly prestigious. There are around eighteen
hundred living members; an additional thirty-one hundred individuals are members
of the NAE and IOM [17].

Each year, select committees formed at the NRC research topics requested by
Congress, federal agencies, or other groups. The NRC has an internal system of
assuring broad representation on committees, and members must reveal any
potential bias or conflict of interest. The final reports, like those of the OTA, are
widely read and cited. Yet the NRC is also criticized for the slow appearance of
reports [18, 19]. Because the NRC is comparatively independent of political pres-
sure, it may produce reports that run contrary to what the agency requesting the
study anticipated. The NRC’s recommendations are not binding, so the government
or other critics may choose to ignore the study’s conclusions or seek to discredit
them.

Other “think tank” organizations that may conduct research under contract with
the government include the more politically liberal Brookings Institution, the polit-
ically conservative Heritage Foundation, and the libertarian Cato Institute as well
as more neutral policy research institutes such as the RAND and MITRE Corpo-
rations. Such consultants—of which there are many—are generally referred to as
“Beltway bandits” for their proximity to the main highway that loops around
Washington, DC. The federal government may also assemble its own study
groups to explore issues; these panels are often criticized as reflecting the bias of
the administration.



An Uneasy Balance 9

The Politicization of Science: Conflicting Goals of Science and Politics

Whatever the means of input, there is a constant tension between science and pol-
itics. From the perspective of science, policies should reflect careful consideration
of the scientific data, and should be in line with the findings and recommendations
of science. Scientists who offer advice to policymakers, however, often complain
that their input is ignored or distorted during the policymaking process. Political
values and necessities may conflict sharply with the data presented by scientists. A
policy may be developed that represents a compromise between the criteria deter-
mined by science and the pragmatic needs of politics. An effective policy should be
cost-effective and fair, place limited demands on government, and provide assur-
ance to the public that the goals will be met [20]. If an administration’s position is
not supported by the data, it may ask for further studies rather than accept what
is offered. In extreme cases, scientific data might be buried in the face of the appar-
ent demands of politics.

The selective use of scientific advice and information has received heavy media
coverage in recent years. This strategy is not new, though, President Richard Nixon
removed all science advising from the White House during his tenure because he
objected to reports with recommendations against his own projects; he also
expressed strong irritation toward the apparent left-leaning political viewpoints of
many leading scientists [1, 21]. Examples of policies that either ignored or ran con-
trary to scientific input are common in the physical sciences—for instance, the can-
cellation of the Superconducting Supercollider for budgetary reasons in the 1980s
despite strong support from physicists.

Science advice is subject to harsh criticism from both the left and right wings of
the political spectrum. Advocates for more regulation might argue that scientific evi-
dence is distorted in order to avoid establishing regulations, while those opposed to
regulation contend that science is distorted in order to promulgate intrusive and
inappropriate regulation [1, 6, 22]. Critics label advisers as incompetent or biased,
committees as unbalanced or unduly influenced by certain positions, and support-
ing science as flawed and incomplete. Because scientific information is rarely clear-
cut, science policy recommendations remain vulnerable to criticism. In addition,
critics may seize on reports of scientific misconduct as justification for discounting
all work in a controversial area [15]. Finally, because many leading scientists are
also recipients of federal funding, critics charge that their advice is tainted by the
desire to obtain more research funding.
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The level of concern over suppression of scientific information and manipulation
of committees reached new heights during the presidency of George W. Bush [23].
For example, shortly after taking office in 2001, the Bush administration rescinded
the new limits on arsenic levels in drinking water introduced late in the Clinton
administration; arsenic is known to cause cancer. The mining industry strongly
opposed and lobbied against the new regulations. Christine Todd Whitman, the new
EPA director, argued that the scientific data supporting the lowered limits were
uncertain [24, 25]. After a storm of protest from both environmental groups and
members of Congress, the EPA asked the NRC, which had issued a comprehensive
report in 1999, to review the scientific evidence on the effects of arsenic again. The
NRC report, released in September 2001, found that even its previous recommended
standards were probably too high [26]. In November 2001, the EPA agreed to adopt
the standards proposed by the Clinton administration starting in 2006 [27]. The
Bush administration’s proindustry position on environmental and health issues con-
tinues to draw criticism from advocates of strong regulation.

Beginning in 2003, a growing chorus of critics maintained that the Bush admin-
istration sought to suppress science and stack membership on advisory committees
by selecting only those representatives who express the administration’s preferred
viewpoints [5, 28, 29, 30, 31]. Critics argued that biasing scientific analysis inher-
ently subverts the advisory committee process [21]. One example was the failure to
reappoint two members of the President’s Council on Bioethics who expressed
strong support for human cloning and stem cell research during their first term on
the committee, contrary to the more limited support expressed by the administra-
tion and the council’s chair [32]. Marburger, the OSTP head, responded that such
attacks were a significant distortion of the administration’s actions and a reflection
of partisan politics leading up to the national election of 2004 [33]. He also
reminded the critics that science is but one input into the policy process.

A second criticism leveled at the Bush administration is that it subjects candidates
for committees to questions regarding their political views and affiliations that are
inappropriate given the FACA guidelines and other legislation [30, 34]. The admin-
istration even asked potential committee members if they had voted for the
president. A GAO report in April 2004 recommended that additional guidelines be
developed to assure that advisory committees are both independent and balanced
[35]. A follow-up response by the GAO, requested by Congress, indicated that while
existing law prohibits discrimination in federal hiring based on political affiliation,
the applicability of such antidiscrimination regulations to federal advisory



An Uneasy Balance 11

committees must be determined on a case-by-case basis [36]. Thus, although the
scientific community and other critics may find such political litmus tests distasteful,
they are not necessarily illegal. Nevertheless, creating committees whose scientists do
not represent the range of expertise relevant to the difficult issues under discussion
does not appear to achieve the goals of the advisory process. Some members of Con-
gress, however, argue that many “scientific” issues have, at their heart, nonscientific
controversies. Asking about political affiliations and positions is therefore appropri-
ate in order to best represent differing points of view [37]. In February 2005, Repre-
sentative Henry A. Waxman (D-CA) introduced the Restore Scientific Integrity to
Federal Research and Policymaking Act (HR 839) to block political litmus tests and
other interference for federal scientists. In October 2005, Senator Richard Durbin
(D-IL) attached a similar amendment to the appropriations legislation for the DHHS,
the Department of Education, and the Department of Labor. President Bush signed
the appropriations bill into law on December 30, 2005 [38].

Given the heightened partisan rhetoric over science advising in recent years, is it
possible to find a balance? A number of suggestions have been made: reestablish
the OTA to improve the quality of scientific advice to Congress and reduce the dom-
inance of advising in the executive branch, regularize science policy in the execu-
tive branch, and involve the public more in deliberations so that citizens feel more
invested in the decisions [7, 15, 39]. To imagine that scientific advising will ever be
free of politics is both naive and self-defeating. The challenge remains to find ways
to insulate scientific advising from political ideology so that differing interpretations
of scientific data are represented and considered when making new policy.

While most people would agree that advances in scientific knowledge, particu-
larly in biomedical areas, have improved their lives, scientific discoveries may also
give rise to contentious and sometimes alarming developments. Science is not seen
as a universal good. Particularly in recent decades, many now view both scientists
and science with suspicion and distrust. Nevertheless, both government and the
public must find ways to make decisions on applications of new knowledge.

Case Studies in Science Policy

Eleven chapters of this book use case studies to explore mechanisms of scientific
input into policy decisions and examine the issues raised here. Each chapter includes
background information on the biology underlying the issue as well as an explo-
ration of policy.
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Chapter 2 explores policy for science using the Human Genome Project (HGP)
to discuss the federal funding of research. It compares the “big science” of the HGP
to more typical investigator-initiated research projects, and looks at the potential
impact of big projects on the focus and direction of research in biomedical areas.
Two short sections explore peer review and the alternative approach to funding
using congressional earmarking, and congressional influence on the direction of
science.

Chapter 3 examines aspects of information sharing, and the conflict between the
public and private support of research, through the history and impact of gene
patenting. The effects of patenting on access to information are discussed. The
broader impact of patenting the genome is also explored. Two sections examine
cases in which human tissues and DNA were exploited by researchers, raising ques-
tions about fairness and commercialization in biotechnology.

Chapter 4 explores issues of self-regulation by the scientific community using
assisted reproductive technologies as a case study—asking, When should govern-
ment step in to control the directions of research and clinical medicine? The devel-
opment of regulation in the United Kingdom is compared with the absence of
oversight in the United States. The two sections in this chapter discuss the recent
push to ban human cloning and its potential impact on stem cell research, and the
early history of recombinant DNA research as an exemplar of self-regulation.

Chapter 5 uses the development of new drugs to treat AIDS to introduce the role
of federal agencies in regulating science. The conflict between public demand, the
interests of industry, and safety concerns is explored. The two sections provide a
perspective on how regulations protecting human and animal subjects were
developed. The appropriateness of certain kinds of human experimentation is
discussed.

Chapter 6 addresses the role of scientific input into court cases, and the contrast
between scientific evidence and public perception. Silicon breast implants are used
to illustrate how misperception about the risks led to huge settlements in the absence
of any scientific evidence showing that the implants caused the medical problems.
The sections here describe the current guidelines for scientific evidence in the courts,
and also touch on continuing controversy concerning the use of DNA testing in
forensics.

Chapter 7 explores the role of the media in influencing public opinion about
science using coverage of new treatments in the “war” on cancer. Coverage can have
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impact on public perceptions, decisions by policymakers, and the stock value
of companies conducting research. Media coverage can mislead the public and arti-
ficially raise hopes. The responsibility of journalists in informing the public is dis-
cussed in a section about the risks of electromagnetic fields (power lines and cell
phones).

Chapter 8 looks at the complex relationship between free enterprise and scien-
tific responsibility. The tobacco industry is used as a case study to explore why gov-
ernment may be reluctant to regulate, even in the face of clear evidence that a
product is unhealthy. The concealment of evidence from the public is also discussed.
Two sections address conflicts of interest and scientific misconduct.

Chapter 9 examines the emerging area of bioterrorism, provides a brief history
of biological weapons, and discusses the 2001 attack involving anthrax-laden
letters. The government public health response is scrutinized in the broad context
of civil liberties. The two sections here use the recent SARS epidemic to assess public
health responses, and explore moves to censor science and classify some forms of
research.

Chapter 10 examines international policy issues involving science, and looks at
the differing responses to genetically modified organisms in the United States and
abroad, exploring how public opinion can impact policymaking internationally. A
section examines the international impacts of mad cow disease.

Chapter 11 explores the complexities of environmental policymaking using air
pollution as its case study. The challenges of competing interests are discussed and
the difficulties of developing rational policy are outlined. One section examines lead
poisoning and the challenges of generating effective policy even when the risks are
known. A second section offers insights into risk assessment and how it is used in
policymaking.

Chapter 12 examines situations in which scientists are asked to weigh in on issues
that do not have a scientific basis. The shortage of organs for transplantation places
pressures on physicians to develop rational approaches to the distribution of organs.
The current situation for organ transplantation in the United States is described.
Proposals on how to increase the rate of donation are discussed. Two sections
address the possibility of using animal organs for transplant along with end-of-life
issues.

Chapter 13 provides a synthesis of and conclusions about science policy drawn
from the case studies. It presents continuing challenges and unresolved questions.
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Big Science: The Human Genome Project and the

Public Funding of Science

Government support of scientific research has strong influences on the direction of
that research; this policy for science significantly affects what research is done and
what knowledge might be gained. This chapter explores the relationship between
the government funding of basic research in biology and the researchers themselves.
Who should decide what research will be supported? What criteria should be used
to determine what research will be funded? Can scientists influence the decision-
making process? The Human Genome Project (HGP) set out to map the entire
genetic complement of human beings—a total of three billion base pairs of DNA.
Accomplishing this task meant a major commitment of funds by the federal gov-
ernment, beyond what was already being granted to support research. How did
scientists persuade the government that the project was worthwhile?

Federal Funding of Research and the HGP

The history of the HGP stands in contrast to the typical investigator-initiated
funding of research in the biological sciences (see “Funding Biomedical Research”
section below). We are familiar with big science projects in the physical sciences,
such the Manhattan Project to develop the atomic bomb, the international space
station, and a series of multibillion dollar physics projects on nuclear fusion and
particle accelerators (some of which were canceled after expenditures of billions of
dollars due to overruns and changing budget priorities). The HGP is the first genuine
example of big science in the biological sciences, with an estimated original price
tag of $3 billion. It should be noted, however, that $3 billion spread over ten to
twenty years represents only a tiny fraction of the federal research and development
budget for the biological sciences. The development of the HGP demonstrates both
the power that politically astute scientists have in directing government decisions
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about funding and the effect that major funding in an area of biology can have on
the direction of new research.

The federal government began to fund scientific research at significant levels in
the latter half of the twentieth century, after Vannevar Bush, head of the Office of
Scientific Research and Development in the Roosevelt administration, developed a
plan to continue support of scientific research after the end of World War II [1].
Bush’s recommendations laid the foundation for the establishment of the NSF, the
NIH, and other federal agencies supporting scientific research. Central to Bush’s
recommendations were that agencies granting funds would be autonomous entities,
run by scientists, not career administrators, and that the direction of research would
be determined by the scientists themselves.

The budgets of federal granting agencies have grown enormously in fifty years.
In fiscal year 2005, the projected support for research in the life sciences was $25.5
billion at the DHHS, $578 million at the NSF, $289 million at the Department of
Energy (DOE), $1.4 billion at the U.S. Department of Agriculture (USDA), and $695
million at the Department of Defense (DOD), most of which was targeted for bioter-
rorism research (see chapter 9) [2]. This amount represents only a tiny fraction of
the country’s total budget of several trillion dollars. The availability of funds for
research in areas determined by federal agencies influences the directions and limits
of research in the biological sciences [3]. Funding through the NIH has been par-
ticularly generous in the biomedical sciences, with the stated justification that such
research will ultimately benefit the health and welfare of Americans. For researchers
in non-health-related areas of biology, funding has been more limited, and is
awarded primarily through the NSF and the USDA.

Until the 1980s, the federal government funded the majority of research in the
biological sciences. The proportion of research dollars coming from industry has
increased dramatically, however. Recent estimates are that over 60 percent of bio-
medical research is supported by industry [4]. The implications of such support will
be discussed later.

Beginnings of the HGP

The seeds of the HGP were sown in the mid-1980s by scientists working inde-
pendently [5, 6]. The first was Robert Sinsheimer, then chancellor of the University
of California at Santa Cruz (UCSC). Sinsheimer proposed that UCSC might develop
an Institute on the Human Genome and thereby bring the biology program at UCSC
into greater prominence. He convened a meeting at UCSC in 19835 of leading mole-
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cular biologists. The group agreed that a project to develop a large-scale genetic
linkage map, a physical map, and the capacity for large-scale DNA sequencing was
both appropriate and feasible. Wholesale sequencing of the entire human genome
was deemed not technically possible in the view of the gathered scientists; they pro-
posed that sequencing targeted regions would be of interest. Sinsheimer explored
sources of funding for such a project (including going directly to Congress [see
“Funding Biomedical Research” section below]) but was not successful. One of the
attendees at the Santa Cruz meeting, Walter Gilbert, a 1980 Nobel Prize winner for
his work in molecular biology, became the HGP’s strongest proponent in the years
that followed.

The second champion of an HGP was Charles Delisi, who became director of the
Office of Health and Environmental Research (OHER) at the DOE in spring 1985.
OHER had funded projects to investigate the effects of radiation on Japanese sur-
vivors of the bombing of Hiroshima and Nagasaki. Delisi reasoned that the search
for DNA mutations might be extended into a project to map and sequence the
human genome. He proposed that the national laboratories that had grown as a
result of the Manhattan Project and other weapons programs could be redirected
to study the human genome. Delisi convened a meeting in Santa Fe in early 1986.
The consensus again was that genetic linkage and physical mapping was feasible.

Unlike Sinsheimer, Delisi was in a good position to influence political decisions
concerning funding. He had easy access to government officials with control of
funding and also managed considerable funds himself within OHER. In spring
1986, he submitted a proposal to the director of the DOE for initial funding for the
project, stressing that the DOE was well situated to provide leadership for a major,
multiyear endeavor. His proposal, for $78 million from 1987 to 1991, was passed
on to the White House Office of Management and Budget, where it also gained
support. With this, Delisi redirected $5.5 million of his 1987 budget toward human
genome research.

The third scientist who had an early influence on the HGP was Nobel laureate
Renato Dulbecco, then president of the Salk Institute for Biological Research in
California. He published a commentary in Science magazine in 1986, suggesting that
cancer research would be aided by detailed knowledge of the human genome [7]. This
article raised awareness among a broader scientific audience of the possibility of
sequencing the human genome. In summer 1986, a conference was held at Cold
Spring Harbor, New York, attended by over three hundred molecular biologists. At
an open session, Gilbert reported on past meetings and suggested that the genome
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might be sequenced for $3 billion. The idea of mapping the genome was viewed
favorably in principle. Strong objections were voiced concerning the potential intel-
lectual value of a complete sequence, however, given that only a small fraction of the
genome coded for actual genes. The project represented the worst characteristics of
“discovery science,” being repetitive, tedious, and without underlying hypotheses.
Many feared that the high cost of a project would undermine investigator-initiated
research by redirecting limited resources to the sequencing project. Others expressed
concerns about the appropriateness of having the project managed by the DOE, since
expertise in molecular biology appeared to lie elsewhere.

In 1987, Gilbert announced plans to form a company to carry out the genome
project. He had already helped found the Swiss company, Biogen, in 1978. Biogen
was one of the first companies established to pursue commercial goals in biotech-
nology. Gilbert’s proposed new company, Genome Corporation, would carry out
mapping and sequencing activities, and market sequence information, clones, and
services. Information would be gathered more efficiently and economically than by
individual labs working independently. His proposal to commercialize the genome
appalled many molecular biologists. Still, because of the stock market downturn in
October 1987, Gilbert was unable to raise the money needed to establish the
company. He continued to champion a government-funded project instead.

To help resolve some of the issues, the NRC was asked by leading molecular biol-
ogists to conduct a study assessing the feasibility and value of an HGP. The NRC
obtained funding from the James S. McDonnell Foundation to conduct its study.
The report, released in February 1988, recommended a fifteen-year project, funded
at $200 million per year, to develop linkage and physical maps of the human
genome, develop faster methods for sequencing, and ultimately sequence the entire
human genome once the technology was available to allow it [8]. In order to be
able to place genetic information in context, the mapping and sequencing of the
genomes of other species was also necessary. The report argued that the potential
value of this knowledge merited a major commitment by the federal government.
Funding for the project should come from new sources, so as not to negatively
impact other investigator-initiated research. Funds should be awarded to individu-
als, collaborative groups, and academic centers using peer-review criteria. The report
recommended against a small number of centralized sequencing facilities, in con-
trast to the plan envisioned by the DOE, in order to broadly draw on existing expert-
ise and develop a stronger scientific workforce. The report also stressed the need to
develop means to store and disseminate the large amount of data that would be
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generated by the project [8]. Finally, the report recommended that oversight be pro-
vided by a single agency with a scientific advisory panel.

With the endorsement of the NRC, Congress began to explore ways to support
the HGP. Leading scientists gave testimony to congressional committees, offering
broad visions of future applications and improvements in human health. Two com-
peting agencies sought to gain oversight of the project, the DOE and the NIH. Even-
tually, an agreement was reached to give the NIH lead responsibility, but to allow
substantial funding of research through the DOE. The NIH Office of Human
Genome Research was created in October 1988, with Nobel laureate James Watson
as director. In 1989, it became the National Center for Human Genome Research
(NCHGR) with a budget of $59.3 million. The HGP formally began in October
1990, although elements of the project had begun earlier.

The Biology behind the HGP

The HGP grew out of expanding knowledge about the nature of DNA, and the
development of tools to manipulate it [9]. Two major areas of biological research—
genetics and molecular biology—provided the basic information needed to make
the HGP a reality.

The discussion below describes the strategies used to apply basic information to
the goals of the HGP. These goals include developing linkage and physical maps of
all chromosomes, locating genes within the genome, developing better technology
for genetic analysis, and ultimately determining the sequence of all three billion base
pairs of DNA.

Linkage Mapping, Physical Mapping, and Gene Discovery

Recognizing an inheritance pattern is the first step in determining the association of
a gene with a disease or physical trait. The gene must be located within the genome
(the total complement of DNA in the organism) and its function determined before
there is much possibility of developing gene-based therapies for the disease. Given
the immense size of the human genome, how might this be accomplished? Geneti-
cists, beginning with Gregor Johann Mendel (1822-1884), recognized that certain
traits tended to be inherited together long before scientists in the mid-twentieth
century determined that genetic information was carried in the form of DNA. This
pattern of coinheritance of traits is termed linkage. For example, white domestic
cats with blue eyes are often deaf. Linkage suggests that the genes for the two traits
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are located fairly close to each other on a piece of DNA. Geneticists were eager to
discover ways to determine whether a given individual (or fetus) might be carrying
an allele (a version of a gene that recognizably affects its function) that causes a
potentially devastating genetic disease. Given that variations in DNA sequence
occur, was it possible to use these as a means to predict disease? If variations in
DNA sequence could be found that were linked to a given disease, even if the vari-
ations themselves were not part of the gene itself, they might be used as a diagnos-
tic tool.

Human gene mapping did not begin until the 1960s, when mouse-human cell
fusion, or somatic cell hybridization, was used to associate certain gene products
with identified chromosomes. The development of fluorescent dyes that labeled
banding patterns in human chromosomes allowed further genetic mapping. The
banding patterns in human chromosomes were so distinctive that deletions, translo-
cations, inversions, or other changes could be recognized easily. In 1980, the devel-
opment of in situ hybridization allowed for more detailed localization. A piece of
DNA may be synthesized with a radioactive label, and this serves as a “probe” for
the gene in the chromosome. The DNA within the chromosome is treated to sepa-
rate the strands and the probe is allowed to bind to its complementary sequence.
The radioactivity is detected using X-ray film. In a successful experiment, a spot of
radioactivity is found on a particular site on a particular chromosome, identifying
that region as the gene location.

The resolution of mapping using in situ hybridization may narrow the location
of a gene to a region of several million base pairs. To increase the resolution of a
map, other techniques are used. This approach, to search for a gene within a fairly
large region of DNA, is called “positional cloning” [10]. This approach takes advan-
tage of variations in DNA sequences to associate the presence of a given allele of
the gene to an identified marker. A marker is simply a sequence of DNA whose loca-
tion is known. Its function (if any) is not known; its usefulness lies in its close linkage
to the unknown gene of interest. A region of DNA is treated with a restriction
enzyme that cuts the DNA into several fragments at a specific sequence of bases. If
there are allelic differences in the gene sequence, a site for the restriction enzyme
may be gained or lost, leading to production of different-size fragments, known as
restriction fragment length polymorphisms (RFLP). The next step is to determine if
a particular pattern of fragments is reliably associated with the disease. If so, the
marker might be used to diagnosis the presence of a defective allele. The marker
may also be used to narrow the region of the chromosome that contains the gene
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of interest. RFLP mapping helped to locate the genes for Huntington’s disease and
Duchenne muscular dystrophy in 1983. As the number of markers increased, so did
the pace of new gene discovery.

RFLP technology was expanded in the HGP to develop an array of markers called
sequence tagged sites (STSs). These are known sequences of DNA regularly spaced
on the chromosomes. They serve two purposes: to facilitate the localization of genes
by their proximity (linkage) to given STSs, and to help align pieces of DNA in a
physical map.

A second approach to gene localization was to identify DNA sequences from
genes, or expressed sequence tags (ESTs). These sequences could be made from mes-
senger RNA (mRNA) using reverse transcriptase, generating complementary DNA
sequences (cDNAs). Fragments of these ¢cDNAs could be used to hybridize to
genomic DNA, thereby marking a region as containing a gene. It is important to
note that ESTs do not determine the function of the gene but only its location. The
development of ESTs caused controversy in 1991, when Craig Venter revealed that
the NIH was filing patent applications on thousands of ESTs, although nothing was
known about the genes of which they were fragments (see below).

Since human somatic cells contain two copies of each chromosome, there is con-
siderable interest in recognizing allelic variations of genes and their potential link
to disease or other traits. Differences in gene sequences are frequently the result of
changing a single base pair. These single nucleotide polymorphisms (SNPs) tend to
be inherited in blocks on a single chromosome. These blocks of SNPs are termed a
haplotype and can be recognized using extensions of RFLP analysis. Over twenty-
seven million human SNPs had been identified as of November 2005 [11]. Research
is necessary to determine which of these chromosomal variants are relevant as
markers for disease. An alternative approach is to use highly variable sequences
called microsatellites as markers in linkage studies. Whether either of these
approaches may be used to identify disease genes requires the detailed study of
defined human populations.

One of the HGP’s goals was the construction of a detailed linkage map, consist-
ing of markers separated by ever-decreasing distances, as described above. Another
goal was the development of a physical map. A physical map consists of fragments
of DNA that are aligned in their linear sequences. This is made possible by the
cloning of many fragments of DNA produced by treatment with different restric-
tion enzymes. The fragments are inserted into plasmids, which are circular strands
of DNA from bacteria. Plasmids may be rapidly and cheaply reproduced, or cloned,
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providing many copies of the DNA fragment. These plasmids are collected into a
library of DNA fragments covering the extent of human DNA. Fragments may then
be aligned using STSs or by sequencing the ends of these fragments to determine
areas of overlap. The order of the overlapping fragments (or contigs) along a chro-
mosome is determined as a giant jigsaw puzzle, using sequence overlap and the
markers developed in linkage mapping. Each new gene may then be assigned first
to a given chromosome and then to a smaller region within it. The two techniques
combined narrow down the region in which a given gene might be positioned, reduc-
ing the time spent combing the genome for its location.

The final stage of the HGP is to sequence all the aligned fragments of DNA. This
yields the sequence of the human genome. The completion of this part of the project
is hampered by long stretches of repeated DNA in noncoding regions. Researchers
are challenged to identify how many repeats are present. Other stretches of DNA
prove difficult to clone for a variety of technical reasons. Therefore, it is not sur-
prising that the “complete” sequence still contains many gaps. It now appears that
less than 5 percent of the total sequence codes for genes.

Bioinformatics

The planners of the human genome project recognized that handling the vast
amount of data generated would present a major challenge. Data come in several
forms: markers and map information (both linkage and physical), DNA sequences,
DNA fragments in a variety of vectors (DNA libraries), and identified genes. How
might all this information be managed? The NIH established a gene sequence repos-
itory in 1982 called GenBank that would allow retrieval of gene sequences using
newly developed computer programs. Investigators were expected to submit gene
sequences at the time of publication of their research; each new gene was given a
unique identification number. By the mid-1980s, however, it was clear that the pace
of discovery of new sequences was overwhelming GenBank’s ability to manage them
and a more extensive effort was required. The late Senator Claude Pepper recog-
nized the importance of computerized information-processing methods for bio-
medical research and sponsored legislation that established the National Center for
Biotechnology Information (NCBI) in November 1988 as a division of the National
Library of Medicine at the NIH. The NCBI now maintains GenBank (which now
contains over forty million sequences [11]), other databases such as RefSeq (a col-
lection of sequences from several species) plus numerous other resources for mole-
cular biologists. The NIH is also constructing a library of clones of all human genes,
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called the Mammalian Gene Collection. Databases are also maintained in Europe
and Japan. Researchers and members of the public may access databases at no
charge via the Web.

Having repositories of DNA sequences is not useful unless there are means to
extract information from them. This process, called gene “mining,” required the
development of computer algorithms that permit comparison of sequences and
recognition of similarities [12]. David Lipman, Eugene Myers, and colleagues at the
NCBI developed the first truly successful algorithm, called BLAST, in 1990 [13].
BLAST allows researchers to compare newly discovered sequences with those
already in the databases. Sequence alignment and similarity comparisons allow
researchers to place new genes among functional families, and to recognize homolo-
gies between sequences from different species. BLAST analysis proved enormously
helpful in gene identification in a broad range of applications beyond the genome
project itself.

As map and sequence information is generated, algorithms are needed to order
fragments in physical maps. Two programs, named phrap and phred, developed by
Phil Green and Brent Ewing at the University of Washington and Washington Uni-
versity at St. Louis, have been heavily used for these purposes. Phred, published in
1998, is particularly useful in automatically interpreting sequence data [14]. This
proved useful for Venter’s “shotgun” approach to sequencing the human genome
(see below). Additional programs allow for alignment of the many cloned DNA
fragments within chromosomes.

A particularly difficult challenge is identifying genes in the finished sequence of
human DNA [12, 15]. Surprisingly, researchers cannot agree on how many genes
are contained within the genome. Original estimates prior to the HGP were in the
range of a hundred thousand genes; current estimates range from twenty-five to
forty-five thousand genes, with most researchers predicting numbers at the low end.
This is only about twice that found in C. elegans (roundworm) and Drosophila
(fruit fly), two model organisms whose genomes have been sequenced. BLAST analy-
sis helped researchers discover many families of related genes by identifying
sequence homologies.

Many genes are not members of gene families. How might they be identified?
ESTs are powerful tools in that they are fragments of expressed genes. Genes may
be missed because of their small size, however, or because the genes do not code for
protein but rather for RNA. Comparing sequences with another species is a particu-
larly powerful approach, since most of our genes are shared with other organisms.



26 Chapter 2

Another approach is to search for common regulatory sequences of genes (pro-
moters) that might signal that a gene is nearby. The search for genes is complicated
by the presence of pseudogenes, sequences that share similarities with actual genes,
but represent nonexpressed evolutionary dead ends. Gene prediction programs such
as Ensembl, Genie, and GenomeScan all have limitations, being either prone to over-
or underestimate the number of actual genes in model systems.

The HGP and Global Activities

An important feature of the HGP is that it included a mandate that 3 percent of
the budget should be used to study the ethical, legal, and societal aspects of the
research. James Watson was a strong proponent of such research. One of his first
acts as director of the Office of Human Genome Research was to establish a working
group on the ethical, legal, and social implications (ELSI) of the HGP, and name
Nancy Wexler, a leading researcher of human genetic diseases (and who was at risk
for developing Huntington’s disease), as its chair. Congressional concern about
privacy issues also strengthened the role of the ELSI program as it developed. Con-
gress mandated specific ELSI funds in appropriation legislation for NCHGR begin-
ning in 1991. By 1993, the ELSI budget portion had risen to 5 percent. The ELSI
program provides grant funds to explore a variety of bioethical and policy issues
associated with genetic information, among them privacy, discrimination, and pre-
natal genetic testing. The establishment of ELSI was unprecedented in the history
of big science, and was in stark contrast to the absence of consideration of the poten-
tial social effects of the atomic bomb until after it was used in World War II.
Discussions about HGPs were also taking place in many countries around the
world. Several European countries, notably Great Britain and France, had long his-
tories of genetics research. In Asia, Japan had developed DNA sequencing capabili-
ties in the early 1980s, and had a modest but growing research program already
in place by the mid-1980s. As individual countries explored ways to increase their
genome efforts, discussions were held at a conference in Cold Spring Harbor, New
York, in spring 1988 to develop a coordinated international program. The Human
Genome Organization (HUGO) was intended to foster international cooperation in
genome research [16]. Funding was provided initially by private sources, including
the Howard Hughes Medical Institute in the United States and the Wellcome Trust
in the United Kingdom. HUGO remains active as a largely privately funded entity,
with a number of international advisory committees that focus on ethical issues and
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the dissemination of information. Although competition has not been eliminated,
some degree of coordination in research efforts has been maintained. HUGO?’s direct
influence on the direction of the HGP is limited, however, and it remains somewhat
on the fringes.

The ramping up of the HGP took several years, as funds were awarded to estab-
lish centers for research and technology development to achieve the project’s goals.
Watson argued strongly before Congress that funding should be maintained and set
a series of goals to be achieved in shorter time periods. He was sensitive to the fact
the most legislators are not able to wait fifteen years for outcomes. For example,
he set a goal of developing a genetic map consisting of six hundred to fifteen hundred
markers in five years [17, 18]. As it turned out, the genome was mapped with three
thousand markers by the target date of 1994. Five centers were established that con-
ducted much of the sequencing: three NIH-funded centers at the Whitehead Insti-
tute at MIT, Baylor College of Medicine, and Washington University at Saint Louis;
the DOE-funded Joint Genome Institute in California; and the Sanger Institute in
Great Britain. The U.S. centers were awarded funding using peer-review criteria,
and continued funding was based on success at achieving goals. In Great Britain,
the Sanger Institute received the bulk of its funding from the Wellcome Trust, not
the British government [19]. Ultimately, twenty centers in six countries participated
in sequencing. Guidelines were established for standards and quality control. Most
important, principles for information sharing were laid out at a conference in
Bermuda in 1996 that required the rapid release of genome information into the
public domain. President Clinton and Britain’s prime minister Tony Blair endorsed
these “Bermuda principles” in 2000 [17, 19]. Controversy over information sharing
proved to be one of the greatest challenges in the HGP.

Emerging Controversies

The project was shaken in July 1991, when Venter, then at the NIH, testified before
Congress and announced that the NIH had filed for patents on thousands of
ESTs, the short sequences of ¢cDNA associated with genes of unknown function
[6, 17, 18]. Bernadine Healy, then the NIH director, argued that patenting partial
genes would benefit society by stimulating further work to develop diagnostic
tools and other applications (see also chapter 3). Watson strongly disagreed, and
resigned as the NCHGR director in April 1992. The NIH eventually backed off the
notion of patenting ESTs, after Harold Varmus became the NIH director in 1993.
Venter left the NIH in 1991 to form the nonprofit Institute for Genome Research,
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and continued mapping the genome using ESTs. Francis Collins, known for his
work in identifying the genes for Huntington’s disease and cystic fibrosis, was
named director of the NCHGR in 1993. Collins proved an effective advocate of
the HGP before Congress by stressing the potential medical benefits of genomic
information.

By 1992, physical maps of chromosome 21 and the Y chromosome, among the
smallest human chromosomes, were developed [18]. Rough genetic maps of the
entire genome were developed, and these continued to be refined over the ensuing
years. While mapping efforts continued smoothly, sequencing lagged behind until
the development of high-speed DNA sequencers in the mid-1990s. In 19935, Venter
and his colleagues published the first complete sequence of a bacterium,
Haemophilus influenzae, whose genome contained 1.8 million base pairs. This was
achieved using a new approach called shotgun sequencing. Rather than working
from detailed physical and genetic maps, Venter and his colleagues simply frag-
mented the entire genome, cloned each fragment, and then sequenced it. The
assembly of the sequences was done using new computer programs to align the
fragments.

HGP researchers were skeptical that the approach would be effective for larger
genomes containing high proportions of repetitive DNA. Yet in 1998, Venter
announced that he intended to use the shotgun approach to sequence the human
genome, bypassing the publicly funded project, and formed a company, Celera
Genomics, to do so. Celera was funded in large part by the Perkin Elmer Corpora-
tion, a manufacturer of state-of-the-art DNA sequencing machines. Venter intended
to use large numbers of high-speed sequencers to achieve the goal of a complete
sequence by 2001. He announced that the sequence information would be made
available, but that the company intended to put limits on how the information might
be accessed.

The race was on. Scientists in the HGP resented Venter’s grab for glory, arguing
that he had free access to map information already developed by the HGP, but that
he had no intention of sharing his own information [17, 19]. They feared that the
sequence of the human genome would be privatized, in direct opposition to the
guidelines laid out in the Bermuda principles. They also worried that if the privately
funded sequencing effort were successful, Congress would reduce or cut off funding
for the HGP. Finally, researchers contended that the shotgun approach would
produce a sequence with many gaps, and would be incomplete.
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Collins responded by setting new goals for the HGP, including a rough draft of
the genome by 2001 [17]. As milestones were reached—including the sequence
of the roundworm, C. elegans, in 1998 by the HGP, and a draft sequence of the
fruit fly, Drosophila melanogaster, in 2000 by Celera—the controversy between the
two sequencing projects persisted. Despite a joint announcement of rough drafts of
the genome in 2000 and the simultaneous publication of “complete” working drafts
in 2001 [20, 21], issues concerning the availability of genome information contin-
ued. Celera’s refusal to release its data at the time of publication in February 2001
created additional conflict. Both teams announced completion of the sequencing
effort in 2003, with more than 98 percent of the gene-containing regions of the
genome sequenced. Data from the publicly funded project were freely available,
while Celera’s remained subject to licensing controls depending on the user. In May
2005, Celera announced it was no longer limiting access to sequence information.
As more and more genetic sequences were published, Celera’s opportunity to make
money from its databases diminished [22].

Assessing the Success of the HGP

Did the HGP achieve its goals? The project is unprecedented in the history of big
science in that it achieved more than its stated goals, finishing two years ahead of
schedule and underbudget [23]. In addition to the mapping and sequencing of the
human genome, researchers sequenced the genomes of a number of other species,
including the bacterium E. coli, yeast (S. cerevisiae), the roundworm C. elegans, the
plants Arabidopsis thaliana and rice, the parasite that causes malaria and its mos-
quito host, and the mouse. The project spurred technological developments, includ-
ing high-speed DNA sequencers, DNA microarrays, and data-analysis software. The
project also led directly and indirectly to the formation of thousands of biotech
companies involved in genetics research and development. This technology transfer
provided a core of support that was leveraged by industry into a well-endowed
basic research enterprise. Nevertheless, as will be seen in later chapters, applications
of genome information carry with them considerable bioethical challenges.

Continuing Scientific Challenges

The complete sequencing of the genome is only the first step in understanding
the information contained within it [12, 24]. Even identifying all the genes in the
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genome does not explain how these genes work together to produce the human
organism or what roles genetic errors play in causing many diseases. The complex-
ities of gene interactions represent a major challenge for the future. Researchers are
beginning a systematic analysis of the functional roles of gene products, and how
genes and their products influence the expression of other genes. Proteomics—the
identification of the function of all proteins encoded by the genome—and functional
proteomics—how these gene products interact—will require scientific efforts that
may prove to be greater than for the genome project itself.

Researchers also wish to learn what subsets of genes are responsible for distin-
guishing humans from other animals. We share about 98.8 percent of our gene
sequences with our closest relative, the pygmy chimpanzee. Understanding both the
similarities and differences between humans and other organisms may help to define
both the uniqueness of humanity and its commonality with other species. The dif-
ferences between humans and other animals may turn out to be quantitative rather
than qualitative; differences in gene regulation may determine some of our human-
specific traits.

An immediate focus is to identify genes associated with diseases, either by causing
the disease itself or increasing the risk for developing the disease. Another applica-
tion is the use of SNPs to predict whether a given individual will respond well to a
drug treatment or not, since the “genetic background” appears to influence whether
a treatment is effective. The NIH and its international partners conducted a large-
scale “HapMap” project to identify haplotypes associated with disease or drug
responses; the first map was published in October 2005 [25, 26]. Yet the increased
use of genetic screening raises difficult questions about access to genetic informa-
tion and the possibility of discrimination on the basis of one’s genome. For example,
despite considerable protest, a company named DeCODE Genetics was authorized
in 1998 to conduct a genetic analysis of Icelanders and compare gene patterns with
medical records [27].

Haplotype analysis may also challenge common views about racial differences
between human populations. Initial studies suggest that virtually all human genomes
are about 99.9 percent identical [28], and there is little indication that different races
differ in particular alleles. “Race” appears to be more of a cultural construct than
a genetic one [29]. A proposal to study anthropological differences between popu-
lations of humans, the Human Genome Diversity Project, was rejected because of
concerns about the potential for exploitation of indigenous populations and the
intrusion into cultural beliefs about ethnic origins.
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Lessons from the HGP

What can be learned from the HGP? The project would not have happened without
the efforts of scientists to promote it and argue for continued funding before Con-
gress. With less politically astute advocates, it appears likely that the research may
have proceeded in a highly fragmented manner. In other words, research into the
human genome would have happened, but with much less focus and coordinated
activity. Sir John Sulston and Georgina Ferry [19] suggest that without the HGP,
the human genome would be “owned” by private companies, instead of being avail-
able to all. Indeed, the race that occurred between Celera Genomics and the HGP
showed this to be the case, resulting in the rather unique situation of government-
funded researchers competing with commercial firms to ensure public access to data.

The HGP demonstrates that big science projects in the biological sciences can be
successful and that coordination of the efforts of thousands of researchers at
different sites, even internationally, is possible. The project also shows that “dis-
covery-based” science can yield information that may prove invaluable in support-
ing the hypothesis-driven research projects that develop from it. Moreover, the
project stimulated the development of new technologies that will be useful in many
molecular biological applications. Some of these developments made it possible to
avoid the drudgery that critics feared would be the hallmark of sequencing efforts.
New technologies afford opportunities in business to apply the knowledge in areas
of new drug development, disease diagnosis, and information technology as well.
The technology also has an impact on DNA forensics, the use of DNA evidence in
the courts.

The HGP has undoubtedly influenced the direction of future research in bio-
medical science by making available tools to answer questions about genetic
diseases and risk factors as well as the inheritance of other characteristics. Genetic
information is also changing the nature of drug discovery, where drugs can now be
designed or chosen to target disease-causing molecular problems. The information
also allows a different level of analysis as to how genes interact with each other. In
addition, the data stimulate research into the evolutionary roots of humans and the
relationship of humans with other species. Genome information on other species
will have an enormous impact on agriculture, issues of biodiversity, and other envi-
ronmental challenges.

It is important to realize that while the HGP was in progress, many advances in
biology were made independent of the project. The HGP did not prosper at the
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expense of other areas of biology, especially other areas of biomedical research. For
example, the 1990s were designated the “Decade of the Brain” by President George
H. W. Bush in response to a joint resolution of Congress [30], and enhanced support
for research in neuroscience produced a wealth of new information about brain
development and function. Whether congressional decisions subtly altered funding
for other biology endeavors is difficult to assess. Whether other big science projects
will be funded in the future is unclear—few other questions will challenge the public
imagination so effectively. The immediate future of the HGP is also uncertain. The
future of the centers as leaders of additional efforts remains to be determined. In
fall 2003, Elias Zerhouni, the NIH director, announced a new set of directives, the
“NIH Roadmap” [31]. The directives include initiatives for more interdisciplinary
work, an increased focus on emerging technologies, and more directed efforts to
“translate” basic research into clinical applications. Traditionally, pharmaceutical
and biotechnology companies have conducted most “translational research,” so this
shift in focus by the NIH is a major change [32]. The HGP’s success provides an
impetus to keep some of the work building on the findings of the HGP in the public
sector. In December 2005, the NIH announced the Cancer Genome Atlas, an effort
to identify changes in the genome associated with cancer. Samples of different types
of cancerous tissue will be analyzed for genetic mutations associated with each spe-
cific form of the disease [33].

The HGP starkly reveals the inherent conflict between public and private ven-
tures. At the same time, it serves as a model for the public support and promotion
of basic research that yielded the knowledge and intellectual capital to spur private
investment and commercial activity. The importance of access to information for
scientific progress was also brought into sharp relief during the competition to com-
plete the genome sequence.

The increasing emphasis on genetics resulting from the HGP may strengthen per-
ceptions of “genetic determinism,” the view that we are a product of our genes
alone. Attitudes about the relationship between genetics and the definition of an
individual have far-reaching impacts on many areas of society; these will be dis-
cussed in upcoming chapters.
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Funding Biomedical Research: Peer Review versus
Pork Barrel

Large government commitments to new programs in the biological sciences like the
HGP have been rare. Most government funding for biological research is awarded
to individuals or small groups of researchers through an individual grant applica-
tion subject to peer review [1]. Individual scientists or small groups of scientists
propose projects that are assessed for their quality and feasibility, and are then given
priority ratings. These reviews are carried out by panels comprised of working
scientists who apply their knowledge of the discipline to select those projects most
likely to advance knowledge in the field. A central requirement of most proposals
is that they be hypothesis driven—that the research is designed to answer a par-
ticular question [2]. This type of approach can be distinguished from so-called
discovery science in which research is conducted to see what emerges, without mech-
anistic models or hypotheses. One of the early objections to the HGP was that it
appeared to reflect the worst features of discovery science, being both expensive and
without clear goals. If a proposal is not rated highly enough to be funded, investi-
gators may revise and resubmit proposals for reconsideration. There is no guaran-
tee that a revised proposal will be funded, however. There is simply not enough
money to fund all strong proposals.

The competition for government-funded grants is stiff, and many worthy pro-
posals are not funded. Despite the doubling of the NIH’s budget between 1998 and
2003, the success rate for new grant applications remained at only 20 to 25 percent
[3]. The total number of extramural grant applications increased from nine thou-
sand in 1970 to over forty thousand in 2004. Ten thousand new awards were made
in 2004, for a total of $3.2 billion; the average award ranged from $300,000 to
$400,000 per year. Funds cover the costs of research supplies and equipment,
salaries and benefits, and overhead (including providing maintenance services, the
costs of heat and electricity, and general operating expenses). The NTH supported
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over forty-seven thousand projects in 2004, for a total of $19.6 billion [4]. The
large number of projects supported results from the continued support of multiyear
awards. The funding climate at the NIH will deteriorate at least in the short term,
since funding for the NIH increased only by 1 to 2 percent per fiscal year since
2003, despite inflation estimates of over 3 percent [5]. The final budget for the NTH
in fiscal year 2006 shows a decrease for the first time in thirty-six years; because of
cuts, the NIH 2006 budget is smaller than that of 2003 [6]. The decline in avail-
able funds will further heighten competition, and success rates are likely to drop.

Many scientists argue that this process of peer review provides an efficient and
equitable means to award research funds. Enormous advances in the understanding
of basic biological mechanisms have been made, and ideas are translated into clini-
cal applications. The biomedical research enterprise in the United States is a model
of productivity for other countries [7]. Scientists suggest that if problems in the
review process develop, then revisions to the process should be made. Such revi-
sions have been instituted. For example, in 1994, a report to the U.S. Senate pre-
sented a series of recommendations to expand the pool of reviewers, develop ways
to monitor potential discrimination, and develop scoring systems with separate
scores for different review criteria [8].

Peer review, however, is criticized as both biased and inefficient [9]. Critics note
that about 25 percent of all research funds go to a small number of leading research
institutions and suggest that since many reviewers come from these same institu-
tions, the situation is self-perpetuating [10]. Although data are limited, there is a
strong perception on the part of researchers, both those who are successful in getting
funded and those who are not, that bias exists [9].

One response to these criticisms is the congressionally mandated Experimental
Program to Stimulate Competitive Research (EPSCoR). In 1978, Congress man-
dated that the NSF develop a program to stimulate research in states that tradi-
tionally receive small proportions of federal research support. The program is now
offered at the NIH and other federal agencies as well. Twenty-five states and terri-
tories are eligible for EPSCoR funding from dollars set aside from other research
support. One investigator or group of investigators in a state may receive funding
with matching funds from the state itself, in competition with applications from
other states. The goal is for researchers to “graduate” to regular funding and thereby
expand the amount of funding brought into the state. [11] The amount of funding
in this set-aside program is modest—only a few hundred thousand dollars. At best,
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EPSCoR is viewed as a modest success; no state has achieved a big enough slice of
the research funding pie to graduate from the program.

Critics also suggest that the current system of peer review is risk averse—it dis-
courages high-risk or innovative research, since investigators may not be able to
demonstrate directly the feasibility of elements of the proposed work. Reviewers
instead award funds to straightforward but less interesting projects that are more
assured of success. Perhaps in recognition of this criticism, the NIH recently
announced a new initiative to establish special grants for high-risk innovative
research, and a similar program exists at the NSF [12]. Yet these programs are
limited and fund only a small number of researchers.

Alternatives to the current system of peer review generally are aimed at reducing
the workload for both applicants and reviewers, and changing the “culture of
review.” For example, by shortening the length of proposals, more reviews (perhaps
twenty to thirty) would be feasible. The ratings might be purely numerical, elimi-
nating the time requirement for writing a lengthy critique. Proponents argue that
this approach would eliminate some of the bias that is inevitable when only one or
two scientists review a proposal [13]. Another suggestion is to “fund the person,
not the proposal.” Researchers with strong credentials and productivity would only
have to submit a brief résumé of their proposed research. Junior scientists would
be funded based on support from mentors [13, 14]. One problem with these
approaches is that they inevitably limit feedback to researchers, who then have little
opportunity to resubmit an improved proposal.

Another possibility is that approach used in some smaller funding agencies, such
as the Defense Advanced Research Projects Agency, which funds highly innovative
and speculative research projects. Decisions for funding are made by staff members
who are held accountable for the success of funded ventures [15]. Such an approach
might work on a small scale for the NIH, although it is unlikely to be manageable
given the large number of applications overall.

Despite criticisms, there seems little impetus to change the approach to deter-
mining merit in grant funding. Private foundations also use some form of peer
review to award funds. For good or ill, peer review remains the general standard
and no alternative has been offered. Federal agencies will continue to award funds
to individual investigators using peer review. Nevertheless, there is growing concern
that limited funding and stiff competition for research funds may discourage bright
individuals from pursuing careers in scientific research.
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Enter “Pork”

Congress controls the budgets of federal agencies by voting on appropriations bills
that provide monetary support. Not all funding is actively debated or reviewed,
however. Riders to legislation, known as “earmarking,” or more colloquially as
pork-barrel funding, may be added. Earmarking is as old as the congressional appro-
priations system. Representatives and senators attach riders to appropriations leg-
islation for government agencies, directing funds for projects or programs, usually
to be performed in their home districts. These funds are often added in conference
committee, and may never be discussed on the floor of Congress [16]. The legisla-
tor who brings in such funds gains prestige for pulling federal dollars into his/her
district with the intended benefit of earning votes for the next election. Member-
ships on appropriations committees in the House and Senate are highly coveted;
the chairs of these committees are particularly adept at adding earmarked funds to
legislation.

Academic institutions are now active participants in the earmarking process. In
1983, the Catholic University of America and Columbia University actively lobbied
for earmarked funds, and were successful [17]. Academic institutions regularly hire
professional lobbyists to influence earmarking decisions, with concomitant increases
in total dollars earmarked for science. In 2000, academic institutions and organi-
zations spent over $44.5 million in lobbying efforts [18]. In 1980, $86.2 million
was earmarked for academic institutions. In 2000, at least $1.04 billion was directed
to academic institutions [17, 19]. This represents around 2 percent of the total
support provided by the federal government for research and development out-
side of national defense [20]. Frequently, funds are to be used for infrastructure
improvements such as new buildings or equipment to ostensibly support a
scientific project. In some cases, however, the link between funds and research is
dubious.

Earmarking is strongly criticized by the scientific community on two grounds:
that it undercuts the peer-review process, thereby reducing the quality of funded
research; and that it may take funds away from other more worthy programs. Sup-
porters of earmarking counter that the peer-review system tends to stifle innovation
and high-risk research; that most research dollars go to a relatively small number
of leading institutions, leaving smaller and poorer ones with little support; and that
earmarking provides a means to direct research dollars into poorer states. They
argue that institutions that receive earmarked funds can then improve their overall
research program and become more competitive for peer-reviewed funding. James
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D. Savage challenges this last notion, contending there is little evidence that the
beneficiaries of earmarking increase their overall quality ranking [19].

An additional incentive for seeking earmarked funds is that the federal govern-
ment provides limited support for improving or replacing aging infrastructure, the
buildings and other facilities needed to conduct high-quality research. The first direct
lobbying by Columbia University and the Catholic University was to gain funds
to allow the construction of new research buildings. Programs directed at facilities
support by the NSF were limited in size and scope, and eliminated almost entirely
in the 1990s, and most other funding agencies provide little or no support directed
at infrastructure. Earmarked funds for the construction and renovation of research
buildings provides a means for academic institutions, regardless of status, to main-
tain the facilities required for high-tech projects. Anyone who has been to West
Virginia will recognize the power of pork, with everything from highways to uni-
versity research buildings bearing the name of their senatorial benefactor, Robert
Byrd.

Federal legislators have used their power and prestige to gain support for pet pro-
jects since the establishment of the government. Yet the directing of funds into
science is a fairly recent development. Despite the criticism of earmarking, there is
little evidence that recipients have any will or desire to decline funds. Even critics
acknowledge that their home institutions gratefully receive earmarked funds [19].
Public outrage over pork in the federal budget has had little effect in discouraging
Congress from the practice.

Does earmarking take away funds for other research? While it is not possible to
directly link earmarking to reduced funding for the NIH and other agencies, ear-
marking does increase the overall federal budget. In today’s budgetary climate
of growing deficits and limited revenues, any action that tends to increase over-
all spending may lead to reductions in appropriations for specified agencies, as
Congress attempts to hold down budget increases. Thus, research funding through
more traditional federal mechanisms may feel the pinch because of excess spending
elsewhere.
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Choosing Research Directions: Advocacy, the
“Disease-of-the-Month,” and Congressional
Oversight

Even within traditional funding via agencies, Congress frequently attempts to micro-
manage the awarding of funds by designating them for specific research purposes.
Although scientists may argue that they should take the lead in determining how
research funds should be dispersed, Congress maintains an interest in how research
funds are used to benefit the public, in response to lobbying by interest groups [1,
2, 3]. For example, in 19835, two new institutes of the NIH were established through
congressional legislation: the Institute for Arthritis, Musculoskeletal, and Skin
Diseases (NIAMSD), and the Institute for Nursing Research [4]. The rationale for
the decision was a perception that insufficient research was conducted in these areas.
Included in the legislation for the NIAMSD was a mandate for research on specific
disorders along with congressional oversight of research projects. The legislation
was strongly supported by a coalition of senior citizens’ groups that lobbied for
more research into arthritis, a common serious illness in the elderly. The prolifera-
tion of new NIH institutes has been criticized for reducing coordination, efficiency,
and flexibility in awarding research funds overall; currently, eighteen institutes
compete for funding under the NIH umbrella [4].

The large amount of support for the National Cancer Institute (NCI) may be
attributed in part to the efforts of Mary Lasker, head of the Lasker Foundation until
her death in 1994 [5]. In 2003, the NIH announced it was funding new centers to
study the environmental causes of breast cancer; the decision was made in response
to both congressional legislation and strong lobbying by advocates of more research
on women’s health [6]. This response followed earlier funding of research on breast
cancer by the DOD.

Funding for research on HIV/AIDS treatment and prevention provides a cogent
example of how external forces can influence federal support for research (see also
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chapter 5). The federal government was slow to allocate research funds after AIDS
was initially described in 1981 [7]. Most agree that discomfort with the lifestyle of
the first-affected individuals—homosexuals and drug users—and the mode of trans-
mission of the HIV virus contributed to the lack of commitment for funding during
the Reagan administration. Still, through strong lobbying by an active and com-
mitted gay community, and a growing recognition that AIDS affected a broad range
of people, particularly in sub-Saharan Africa, NIH funding for AIDS research and
treatment grew rapidly from a few hundred thousand dollars in the mid-1980s to
$2.3 billion in 2000. During this period, antiretroviral drugs were developed to slow
the progression of the disease, with a decline in the death rate from AIDS in the
developed world. The number of new cases per year in the United States has
remained stable, however, and new cases are growing explosively internationally
[8]. Nevertheless, concern has been raised that funding for AIDS research is dis-
proportionately high given its impact on the U.S. population compared with
diseases such as cancer and cardiovascular conditions.

Legislators have suggested that the allocation of funds by the NIH should be
determined proportionately to their impact on the population in terms of death and
suffering [9]. Others counter that the NIH should not allocate funds using a “dollar-
per-death” ratio for two reasons: it puts sufferers of serious illnesses in competition
with each other; and basic research can provide information useful for under-
standing and treating many diseases at once [9, 10]. For example, information
gained about viruses through AIDS research has been valuable in understanding
other viral diseases. Given that extremely dangerous, and highly contagious, viruses
such as Ebola and Marburg exist, this understanding could someday prevent a world
pandemic (see also chapter 9).

The Institute of Medicine (IOM) released a report in 1998 that generally sup-
ported the criteria by which the NIH sets funding priorities, but recommended that
the NIH do a better job of involving interested parties in the process. The IOM was
strongly opposed to relying solely on a medical model for determining allocations.
Finally, the IOM suggested that while Congress may mandate specific research pro-
grams, it should refrain from doing so unless other approaches have proven to be
inadequate [11]. Recently, though, there have been calls for directed funding, and
it appears that the NIH is prepared to accede to the demands [6].

Legislators persist in proposing new support for research on a given disease as a
result of either personal experience or pressure from constituents. An individual
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legislator who has a family member suffering from a given disease has compelling
personal reasons for wanting research into its treatment or cure, and lobbying by
single-disease organizations is considerable. Congresspersons repeatedly propose
legislation to provide for the more direct micromanagement of the allocation of
funds by the NTH. For example, in the 107th session of Congress in 2001-2, ten
bills were introduced directed at funding for specific maladies such as muscular dys-
trophy, blood cancer, and liver disease [12].

A new twist to congressional oversight emerged in 2003, when both legislators
and lobbying groups sought to remove funding for NIH-approved grants viewed as
morally offensive. In July 2003, two conservative representatives, Patrick Toomey
(R-PA) and Chris Chocola (R-IN), proposed an amendment to the $27.6 billion
budget authorization bill for the NIH that would remove funding for five projects
(mostly studying sexual behavior) the representatives deemed shocking and a waste
of taxpayers’ money [13]. The amendment failed by a 212-210 vote. In October
2003, a religious lobbying group, the Traditional Values Coalition, asked the House
Committee on Energy and Commerce to demand that the NIH investigate the review
process of close to two hundred approved or funded projects on controversial sub-
jects involving sexuality and sexual behavior [14, 15]. The NIH reviewed the pro-
posals and reaffirmed its support for them, reporting that all had passed peer review
[16]. Once again, in July 2005, the House voted to cancel two NIH-funded psy-
chology grants. Representative Randy Neugebauer (R-TX) argued that the grants—
one on marriage, and a second on visual perception in pigeons—exemplify the NIH’s
failure to focus on serious diseases [17]. Critics suggest that attempts to micro-
manage the NIH based on religious or political ideology threaten both researchers
and the research enterprise [18, 19]. Nonetheless, a recent study suggests that many
scientists who work in socially sensitive areas sometimes modify what they do,
analyze, and publish in an effort to avoid controversy [20].

When Vannevar Bush proposed mechanisms for the government support of
research, he claimed that decisions for setting priorities should lie in the hands
of scientists with the expertise to compare relative merits. Nevertheless, Congress
is charged with the responsibility to see that taxpayer money is used wisely to benefit
the country as a whole. Who should set funding priorities?
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Who Owns the Genome? The Patenting of Human
Genes

Significant advances in genetic technologies since the 1970s have enabled scientists
to develop new tools for research and clinical use. These developments also coin-
cided with changes in policy regarding the ownership of inventions made using
federal research support (the 1981 Bayh-Dole Act). Since the late 1970s, thousands
of patents have been granted covering a broad array of genetic tools as well as
human genes themselves. An entire biotechnology industry in the United States and
elsewhere has grown into a multibillion dollar enterprise. The U.S. industry, as of
2003, is made up of more than fourteen hundred firms that have drawn investments
of nearly $100 billion in the last twenty years; has brought more than 150 drugs
or vaccines to market and has over 350 more in clinical trials; and includes pub-
licly traded biotechnology firms with a market capitalization in excess of $300
billion [1]. The industry is strongly dependent on patents, and the Biotechnology
Industry Organization cites U.S. Patent and Trademark Office (USPTO) data
showing that nearly sixty-five thousand relevant patents had been issued between
1989 and 2002, inclusive [1]. According to Robert Cook-Deegan, this includes
patents on some thirty thousand human genes and gene products [2]. Overall, some
20 percent of human genes (excluding proteins and similar gene products) have been
patented [3].

There are concerns that gene patents may have negative effects on clinical genetic
medicine, and that the patents may inhibit or interfere with basic genetics research
as well as the development of drugs and biotechnology products. This chapter
describes U.S. patent law, and then examines the kinds of inventions covered by
human gene patents, summarizing the body of empirical research looking at the
effects of these patents in the United States.
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Patents

Patents are government grants of legal rights in certain types of intellectual prop-
erty. Intellectual property, broadly speaking, is a product of the mind. Not all prod-
ucts of the mind can be protected as property; ideas are not patentable. Most
intellectual property begins with ideas, but legal protection is offered only for
various embodiments of ideas. The source of legal protections in the United States
is the Constitution, which empowers Congress “to promote the Progress of Science
and useful Arts, by securing for limited Times to Authors and Inventors the exclu-
sive Right to their respective Writings and Discoveries” [4]. Under this authority,
the federal government has enacted laws creating legal rights in copyrights, trade-
marks, and patents. Copyright protects unique expressions in tangible form, includ-
ing works of art, writings, music, software, and the like [5]. Trademarks protect
unique and valuable expressions or symbols that gain recognition in the commer-
cial marketplace as indicators of quality and genuineness [6]. Patents—called utility
patents—protect useful inventions and discoveries [7]. In the United States, special
types of patents are also available for bred strains of plants and designs. Finally,
trade secrets, which can be anything that has competitive value (such as pricing
information, core technologies like the recipe for Coke, or customer lists) that is
kept secret or confidential, are protected by various state and federal laws on con-
tract, theft, and industrial espionage. The form of protection granted by each form
of intellectual property varies. Authors, firms, and inventors will utilize the full range
of rights to retain the strongest legal protections as well as the ability to commer-
cialize and profit from their respective writings and discoveries. This discussion
focuses only on utility patents.

In the United States, utility patents are granted by the USPTO for new, nonobvi-
ous, and useful inventions and discoveries. Similar standards of patentability are
applied around the world. Patents can be granted for different types of inventions,
including machines, articles of manufacture, compositions of matter such as chem-
icals and alloys, methods or processes, and improvements to these. A patent may
also be issued on a nonunique product (such as human insulin) made by an
otherwise-patentable method (recombinant technologies). As a condition for getting
a patent, an inventor must disclose enough details to enable another person who is
skilled in the applicable sciences and engineering to understand, reproduce, and use
the invention. In return, the patent system rewards the inventor with a period of
exclusivity during which time profits may be earned from the invention’s commer-
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cialization. A patent owner has the right to exclude others from making, using, or
selling a patented invention or method for a period of twenty years from the date
of filing of the patent application [7].

Throughout the developed world, patents are awarded following an examination
by a patent agency (e.g., the European Patent Office and the USPTO). Examination
procedures ensure that inventions fulfill the standards for patentability, and that the
patent grants protection only for that which has been invented and no more. The
patent claim defines the scope of patent protection. Typically, there is a negotiation
between the inventor and the patent examiner, with the former trying to get broad
protections, and the latter seeking to grant a patent narrowly restricted to the tech-
nological improvements made by an invention and described in the specification.
Broad claims often may be granted for breakthrough inventions such as on the laser
or, in biotechnology, those on the polymerase chain reaction (PCR), recombinant
DNA techniques, gene knockout methods, and even individual gene sequences (see
chapter 2). Because broad claims to inventions such as a sequence or a recombinant
protein are so basic, they cannot easily be invented around, and any improvements
are likely to require licenses before they can be used commercially. In biotechnol-
ogy, such licenses may be impossible to secure, since the owners of the dominant
patents are likely to depend on them to maintain their market exclusivity [8, 9].
Broad claims, in any technology, may create a disincentive for downstream devel-
opment because of the need to pay owners for the right to use their patents, and
there’s always the risk that those owners may not grant licenses, instead using the
patents to block competitive products [10]. Of course, competition will arise as third
parties attempt to invent around the patent, and make technological and product
improvements to the basic invention [11].

There are many similarities between U.S. and foreign patent laws. The major dif-
ference, however, is that all countries except for the United States award patents in
cases of competing or overlapping inventions to the first to file a patent application.
The United States awards the patent to the first to invent. Through a process called
interference, the USPTO will determine which of multiple patent applicants was the
first to conceive and, exercising due diligence, reduce to practice an invention.
Reduction to practice means either making the invention to prove that it works, or
describing the invention in sufficient detail (as in a patent application) that it would
allow someone skilled in the relevant science or technology to reproduce the inven-
tion without undue research or experimentation. Roughly 100 to 150 interferences
are declared each year, out of over three hundred thousand patent applications, or
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four for every ten thousand applications [12]. A recent study of interference cases
showed that the applicant who won the race to the patent office is only slightly
more likely than the loser to win the inventorship race as well [13]. Given the rel-
ative rarity of interferences and the high costs of resolving the interference (esti-
mated to be at least $100,000 and upward of $1 million for each party), it may be
time to do away with this anachronism of U.S. patent law.

A patent grants what is called a negative right—the right to prevent others from
making, using, or selling the claimed invention without permission. A patent owner
may turn to the government—through lawsuits for infringement—to use its judicial
and police powers to block others from profiting from the invention, seize and
destroy infringing goods, and collect damages from those who infringe. A patent
does not grant its owner the positive right to use an invention, which otherwise is
subject to legal restraints (e.g., human cloning) or regulatory premarketing licens-
ing requirements (e.g., drugs and medical devices). There is likewise no legal com-
punction for a patent owner to “work” or license others to use a patented invention,
and as a general rule, a patent may be used wholly to keep products from coming
to market [14]. Exceptions have been recognized for compulsory licensing of
patented inventions when deemed necessary to protect public health and welfare
(such as national defense and drugs) [15]. In the United States, the federal govern-
ment retains “march-in” rights—the right to use or license others to use for gov-
ernmental purposes—to patents resulting from federally funded research in any case
in which the inventions are not developed for practical application, or if deemed
necessary to alleviate health or safety needs that are not reasonably satisfied. This
right, statutorily created in 1980, has never been exercised [16].

Human Gene Patents

Human gene patents cover discoveries or inventions, depending on one’s point of
view, that result from the cloning and description of the sequence of a gene, the role
or function of which is somewhat understood. As cloning and sequencing capabil-
ities rapidly evolved in the 1980s, patent applications on human genes were filed in
increasing numbers. Questions of the wisdom of patenting genes were highlighted
by the 1991 patent application filed by the NIH that was subsequently amended to
cover thousands of ESTs (see chapter 2). ESTs are unique nucleotide sequences that
have no known function other than as a distinctive marker. The NIH applications
were ultimately withdrawn, but the concerns over the patenting of life and genes
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survived. In 1995, Jeremy Rifkin’s Foundation on Economic Trends coordinated a
joint statement signed by leaders of eighty different religious organizations oppos-
ing the patenting of human genes and transgenically modified animal life [17].

This statement unfortunately conflated the patenting of genes, which are chemi-
cals, with the patenting of life itself. This confusion has persisted, largely driven by
two related issues. For one, debates swirled around the first patents on genetically
modified organisms. In 1980, the U.S. Supreme Court decided Diamond v.
Chakrabarty, which was a landmark case in U.S. patent law [18]. Chakrabarty’s
invention was a microbe modified to break down oil, which could be useful for
cleaning up oil spills. The USPTO had refused to grant the patent on the living cells,
and the Supreme Court decided, in a 5-4 decision, that life-forms are indeed
patentable subject matter. This led directly to the patenting of higher life-forms such
as the Harvard oncomouse (a mouse model for cancer) and Cre-Lox technology (a
method for inserting genes into an organism) for oncomouse production [19, 20,
21], and more recently, modified and cloned mammals like Dolly.

Second, Chakrabarty represents the increasing commercialization and commodi-
fication of life, characterized by the patenting of not only living things but genes as
well. In this sense, and given its timing in the early days of molecular genetics dis-
covery, Chakrabarty ushered in the genomics age. Of course, genes are not living
but are of the living, unique to the living, and our common inheritance, and the dis-
comfort of patenting a mouse is perhaps loosely akin to that felt by the patenting
of human genes (see “Who Owns Life?” section below).

From an intellectual property perspective, however, Chakrabarty is not relevant
to the patenting of genes. Genes in their natural form, located in our cells, are not
patentable. Yet purified and isolated genes are quite patentable because they are
chemicals, or in the patent vernacular, compositions of matter. Purified and isolated
compositions of matter have been patentable for more than a hundred years. For
example, insulin isolated and purified from blood is patentable, as is recombinant
insulin, made from human genes. Isolated and purified genetic materials differ from
nongenetic compositions of matter only in their source of raw material, and the
source is irrelevant for the purposes of U.S. patent law.

But this begs the question of precisely what it is that patents on human genes
cover, and what is necessary to secure a patent on what, seemingly, is a naturally
occurring thing. Human gene patents cover three distinct types of invention: diag-
nostics, compositions of matter, and functional uses. Importantly, concerns about
the broad scope of gene patents led the USPTO in 2001 to clarify its patentability
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standard for genes, requiring that a patent applicant make a “credible assertion of
specific and substantial utility” of the genetic invention [22, 23].

Each type of gene patent is discussed here in turn, with examples, highlights
of areas of concern, and what is known about each. This overview is centered on
U.S. patent law and what is known about how gene patents are being used in the
United States. Some of the problems discussed have begun to spill over to Europe,
Japan, Canada, and Australia. This is not meant to be a comprehensive interna-
tional review [24] but rather is an attempt to demonstrate the breadth of gene
patents, discuss concerns about how they are being used, and summarize relevant
empirical data.

Diagnostic Uses

The first type of genetic “invention” covers the testing of genetic differences. These
types of patents have been referred to as “disease gene patents” because they claim
the characterization of an individual’s genetic makeup at a disease-associated gene
when performed for the purpose of diagnosis or prognosis [25]. These patents typ-
ically cover all known methods of testing, including the use of hybridization, South-
ern analysis, PCR, and DNA chips. Since the fundamental discovery patented is the
statistical observation of a genetic difference and a phenotypic difference (such as
the occurrence of disease), then any method for testing for the genetic difference
can be covered by the patent [26].

Well-known examples of disease gene patents include those covering genes impli-
cated in breast and ovarian cancers (BRCA1 and 2), colon cancers, cystic fibrosis
(CFTR), hemochromatosis (HFE), and a growing number of neurological diseases
including late onset Alzheimer’s (Apo-E), Canavan disease, Charcot-Marie-Tooth
disease, spinal muscular atrophy, spinocerebellar ataxia, and others.

There are several characteristics of genes and disease gene patents that demon-
strate how the genome is being divided up by small patent claims to overlapping
genetic territory. First, any one gene may have multiple patents claiming the diag-
nosis of different polymorphisms (variations in gene sequence). Thus, several patents
have been issued for the testing of different mutations in the CFTR gene [27].
Further, some diseases (at least the phenotypic expressions of them) are caused by
multiple genes, such as Charcot-Marie-Tooth, a muscle disease [28]. Questions
about ownership and access get messy when there are many hundreds of known
mutations in several genes associated with the same disease, as exemplified by
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BRCA1 and BRCA2, for which there are at least a dozen U.S. patents on tests of
these two genes [3, 29]. Finally, patents can issue on the same exact molecular test
when it is performed for different diagnostic or prognostic purposes. For example,
an Apo-E test (for the version of amyloid protein found in nerve cells), in which the
number of E2, E3, and E4 alleles carried by an individual is assessed, can be per-
formed for each of the following patented uses: determining whether a patient is at
risk of early onset Alzheimer’s disease (AD) [30]; assessing an AD patient’s prog-
nosis [31]; determining a course of therapy for AD based on the individual’s genetic
background [32]; and assessing a patient’s prostate cancer risk [33]. Apo-E is also
used for the assessment of cardiovascular risk, but this use has not (yet) been
patented. In these cases, a patent thicket is created that can lead to difficulties in
securing licenses and expenses in paying multiple “stacked” royalties to multiple
patent owners [34].

As of 2005, the owners of the overwhelming majority of issued genetic diagnos-
tic patents have not aggressively enforced their rights against clinical molecular diag-
nostics laboratories. Nonetheless, a majority of genetics laboratories across the
United States report that their use of one or more of the above disease gene patents
has been challenged [35, 36]. In some cases, patent owners have been willing to
grant a license to laboratories performing the testing. Per test royalties include $2
for the AF508 mutation of CFTR (University of Michigan), $5 for Gaucher’s disease
(Scripps Institute), $12.50 for Canavan disease (Miami Children’s Hospital), and
reportedly more than $20 for HFE (Bio-Rad) [37]. In some cases, an up-front license
fee (not tied to the number of tests performed) has been demanded as well. While
these royalties arguably reduce access and create problems for laboratories, they
must be examined in the context of the U.S. commercial, profit-centered health care
system.

Clinical as well as research laboratories typically pay royalties for the use of
patented technologies. For example, the price of widely used PCR machines and
reagents include a premium paid for the use of the patented technologies. In addi-
tion, a royalty of about 9 percent is paid for all testing done by licensed laborato-
ries [35]. As discussed in great detail by Dianne Nicol [38], the most recent patents
enforced against biotechnology companies and testing laboratories are those that
claim the extremely broad uses of DNA sequences not directly part of known disease
genes for identifying genetic variations between individuals or populations [39].
Disease gene patents are substantively different from these more typical patented
tools, which are instruments and methods that are used by laboratories for testing
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for a variety of specific disease genes. Since a disease gene patent claims all methods
of testing for a specific gene, there is no plausible way of working around these
patents and the patents may be used to monopolize a test.

Fortunately, in only a handful of cases have patent owners refused to grant
licenses to laboratories to allow them to perform specific tests. In a few cases, patent
owners have used the patents to monopolize the testing service, requiring physicians
and laboratories to send samples for testing to the owner or its specified licensees.
Thus, tests for breast and ovarian cancer genes (Myriad Genetics) and a set of neu-
rological disorders (Athena Diagnostics) are generally available from only these
commercial laboratories [14]. Smithkline Beecham Clinical Laboratories made a
brief attempt at capturing the testing market for hemochromatosis before the busi-
ness unit was sold to Quest Diagnostics, which then transferred ownership to Bio-
Rad [37]. Myriad has extended its reach beyond the U.S. borders, seeking to enforce
its BRCA patents in, among others, France, Canada, and the United Kingdom. The
test for Canavan disease, despite being easily included in the panel assays that
many laboratories can run, was restricted to selected labs around the United States
by the patent owner, Miami Children’s Hospital (see the “Canavan Disease” section
below) [40].

In these cases, laboratories have been told where patient samples must be sent to
have the patented tests performed and how much it will cost. Being compelled to
stop providing testing services has serious implications for the ability of molecular
pathologists to make use of the newest technologies, treat their patients with com-
prehensive medical services, train residents and fellows, perform research, and run
their labs in an efficient manner. Hospital-based laboratories must often absorb part
of the fixed, monopoly costs of the tests that they are compelled to offer patients,
but for which health insurance may not cover the full price. Seen in this light, these
patents raise the costs of clinical services and restrict physicians’ ability to practice
medicine [14, 41].

Compositions of Matter

The second broad type of genetic invention relates to compositions of matter (i.e.,
chemicals and materials), including the isolated and purified gene (cDNA) and all
derivative products (e.g., recombinant proteins or drugs, viral vectors and gene
transfer “therapies,” and transfected cells, cell lines, and higher-order animal models
in which the patented gene has been inserted or knocked out).
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Patents on human genetic compositions of matter cover a broad array of chemi-
cals and technologies. For example, human insulin, human growth hormone, and
many other proteins that can be isolated and purified from, say, human blood or
urine, can be patented. Further, synthesized products can be covered by various
patent claims, including: claims to the sequences used (both the sequence to be tran-
scribed into RNA and proteins as well as promoter sequences); the virus or other
vector containing the claimed sequence; transfected cells, cell lines, and nonhuman
organisms created and used in these processes; and perhaps most important, the
proteins or other therapeutic products made by these claimed processes. The last,
which can be covered by “product by process” claims in patents, allow patent
owners to prohibit the use or sale of products made by the claimed processes, regard-
less of where the product is made [42].

Functional Use

Finally, a third and emerging class of gene patents is that claiming the functional
use of a gene. These patents are based on the discovery of the role genes play in
disease or other bodily and cellular functions or pathways, and claim methods and
compositions of matter (typically called “small molecule” drugs) used to up- or
down-regulate the gene. These drugs likely are not gene products themselves but
other types of chemicals found to affect gene functioning, and the drugs are likely
patentable themselves as unique chemical entities useful as therapy. For instance, a
patent that was recently invalidated claimed methods and compositions of matter
for the selective inhibition of the Cox-2 gene, which prevents inflammation and
pain. The patent was invalidated because the patentee, the University of Rochester,
failed to disclose a chemical entity that would perform such selective inhibition [43].
The patent claimed the mechanism by which three drugs that later came to market
work: Celebrex, which is comarketed by Pharmacia (of which Searle is a part) and
Pfizer; Pfizer’s Bextra; and Merck’s Vioxx (see also chapter 5). Each one of these
chemical entities may be patented as a new, nonobvious, and useful drug for the
treatment of inflammation and pain, but the Cox-2 patent attempted to claim all
drugs that work by manipulating the function of the target gene.

A similar case to the Cox-2 litigation involves a patent awarded to Harvard and
MIT, and exclusively licensed to Ariad Pharmaceuticals. The patent claims the basic
regulation of any genes by reducing the intracellular activity of the transcription
factor NF-kB [44]. Transcription factors regulate the expression of many different
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genes. On award of the patent, Ariad sued Eli Lilly for infringement by their osteo-
porosis drug Evista and their sepsis drug Xigris, and has asserted the patent against
numerous other companies. Lilly’s patent applications for these two compounds
themselves predate the filing of the NF-kB application [45]. Ariad should have a
hard time winning, both because, like the selective Cox-2 inhibition patent, the NF-
kB one fails to disclose specific agents for regulating the factor, and because the
company is trying to assert its patent in a way that would remove from the market
chemical entities already developed when the discovery was made.

Finally, there is the case of Viagra. Pfizer, which has had its erectile dysfunction
drug on the market for several years, recently received a patent claiming the
molecular pathway by which Viagra works. The patent claims any selective
phosphodiesterase (PDES) inhibitor used to treat impotence [46]. These inhibitors
act to increase blood flow to the penis and enable a man to produce an erection.
Immediately on allowance of its patent in late 2002, Pfizer sued Bayer and Glaxo-
SmithKline for their drug Levitra, and Eli Lilly and their partner Icos for their
drug Cialis, both of which drugs were then proceeding toward FDA approval
(and have since been approved) [47]. The difference between the Viagra case
and the Cox-2 one is that Pfizer actually has and claims a specific class of drugs
that work by the claimed functional pathway. Whether this is an adequate basis on
which to allow Pfizer to lay claim to all drugs that work by the same molecular
mechanism is a fundamental legal question that looms over the pharmaceutical
industry.

Arguably, granting exclusive rights to the molecular mechanisms by which drugs
work gives away too much. Pharmaceutical firms have historically competed at the
product end of the development pipeline, as exemplified by independently patented
drugs Viagra, Cialis, and Levitra. Gene patenting, and in particular functional
claims, has pushed intellectual property protections back to the basic discovery end
of the pipeline. This can make a fundamental change in the ways pharmaceutical
firms act and substantially alter the competitive environment. Whether these patents
will be held up as valid remains to be seen.

Concerns about Gene Patents and Research
One of the primary concerns about human gene patents is that they will make it

more difficult to perform research, thereby delaying or impeding the discovery and
development of diagnostics and therapeutics [48]. In the United States, there is no
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exemption from infringement for research activities written in the patent statute,
but the federal courts have defined an extremely narrow exemption for certain
research activities. As recently summarized by the Court of Appeals for the Federal
Circuit in a lawsuit against Duke University, “Regardless of whether a particular
institution or entity is engaged in an endeavor for commercial gain, so long as the
act is in furtherance of the alleged infringer’s legitimate business and is not solely
for amusement, to satisfy idle curiosity, or for strictly philosophical inquiry, the act
does not qualify for the very narrow and strictly limited experimental use defense”
[49]. Duke was not excused from the potential infringement of patents covering
laboratory equipment simply because the equipment was used solely for research
and educational purposes, which the court found to be the core of Duke’s business.
A strong argument can be made that the exemption should be much broader, encom-
passing research aimed at a better understanding of the claimed invention—such as
how it works and whether it works as claimed by the patent, how to improve
on it, and how to work around it. Indeed, practically speaking, this may in fact be
how patents are most commonly used. As a colleague stated it, research on
the invention should be exempt while research using the invention is infringement
[50]. As stated earlier, the patent law trades a period of exclusivity for disclosure,
and competitors should not have to wait for the period of exclusivity to end
before learning from that disclosure and attempting to improve on it. The fact
that competition occurs is shown by a simple example, again drawing on the
case of Viagra: a U.S. patent search for four different combinations of PDE,
or PDES, or phosphodiesterase and erectile or dysfunction in patent claims
yields seventy-six patents assigned to eighteen different companies and two univer-
sities [51].

Little is known about how gene patents are being used, and whether they are
having a net beneficial or detrimental effect on scientific research and commercial
product development. Patents clearly are seen as a necessary stimulus for the infu-
sion of venture and risk capital in the biotechnology industry; less obvious is the
role patents play in motivating academic researchers. Some data have been gener-
ated about the licensing of biotechnology patents. These studies suggest that most
genetic inventions are not patented, but when they are, they are being licensed on
exclusive terms [52, 53]. In turn, researchers and firms appear to have developed
various strategies to minimize the potential detrimental effects of the patents,
including taking licenses when possible, inventing around patent inventions, con-
ducting research in other countries not covered by the patent, and using publicly
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available resources, litigation, and the deliberate infringement of the patent [54].
Nonetheless, much remains unknown about the effects of these practices on basic
research and commercial competition.

Conclusion

Human gene patents cover a broad range of different but related types of inven-
tions. Each type has its own potential uses and marketable products, and each raises
potential problems depending on how the patents are used in the relevant market-
place. Much remains unknown, and indeed, the market is still adapting to these
patents. Thus, it is extremely important to continue to study and monitor how gene
patents are being used, licensed, and enforced in order to ensure that policy inter-
ventions can be implemented, if necessary, to achieve the twin goals of public health
promotion and economic development.
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Who Owns Life? Mr. Moore’s Spleen

Before gene patenting became an issue, policymakers grappled with the task of
determining whether living things might be patentable. As noted in chapter 3, the
Chakrabarty Supreme Court decision in 1980 opened the door for patenting living
organisms. Another case, described here, raised the issue of the ownership of cell
lines derived from an individual.

Shortly after finding out that he suffered from hairy cell leukemia, a cancer of
white blood cells, in 1976, John Moore came under the care of David Golde at the
University of California at Los Angeles (UCLA) Medical Center. In October of that
year, Golde removed Moore’s spleen. Several times over the next six years, Moore
returned to UCLA from his home in Seattle, and had blood and other tissue samples
taken. During that time, Golde and researcher Shirley Quan successfully established
and patented a cell line (Mo cells) from Moore’s T-lymphocytes (cells of the immune
system) and the products generated thereby [1]. The Moore cell line was unique in
that it overproduces certain lymphokines (cell signaling chemicals) caused by infec-
tion with Human T-cell Leukemia virus Type II. Golde and Quan as well as other
researchers have since found that such infection will cause normal T-lymphocytes
to overproduce [2]. The cell line has commercial potential because the particular
lymphokines produced by it have therapeutic value in stimulating immune system
function. Golde, Quan, and UCLA entered into commercialization agreements with
Genetics Institute, Inc. and Sandoz Pharmaceuticals Corporation, which gave the
researchers salary support and interests in future earnings from the commercializa-
tion of the Mo cell line and the products derived from it.

Moore sued to assert a continuing property interest—a bundle of legal rights akin
to ownership—in his cells. He argued that his cells were misappropriated, or in legal
jargon, converted for their own use and benefit, by the above individuals, the regents
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of the University of California, and the two companies. He also alleged a dozen
other bases for liability, importantly including a claim that he had not given an
informed consent for the use of his cells. The trial court dismissed the case, decid-
ing that Moore’s complaint did not state a valid claim for which relief (i.e., mone-
tary damages) could be granted by the court.

The Court of Appeal reversed, finding no good reason to refuse extension of
common law and statutory definitions of property to include an interest one has in
their bodily tissues and cells, and concluding that interest is not cut off once those
bodily substances have been removed from the body [3]. In effect, this decision
would require that any postremoval use of such bodily tissues be fully approved by
the patient, and that the patient knowingly waive his or her rights in that property.
This, further, violates federal policy for research, which holds that it is unethical to
ask human subjects to waive any rights they may have in order to participate in
research [4].

On appeal, the Supreme Court of California reversed, finding that the appellate
court unwisely extended concepts of property and the law of conversion beyond
that necessary to protect patients’ interests [5]. The court felt that there are strong
policy implications of any such recognition, and that the proper forum for exten-
sion of the law lies with the legislature [6].

The court nonetheless held that physicians should disclose personal interests unre-
lated to their patient’s health, if potential conflicts of interest arising from financial
or research interests may affect physician judgment (see chapter 8). The potential
bias of physician’s judgment may be “material” to a patient, to help the patient
make an informed choice regarding the course of medical care. As the court stated:
“The possibility that an interest extraneous to the patient’s health has affected the
physician’s judgment is something that a reasonable patient would want to know
in deciding whether to consent to a proposed course of treatment. It is material to
the patient’s decision and, thus, a prerequisite to informed consent” [5].

As the potential benefits of patenting cell lines become clearer, the issues sur-
rounding ownership become more complex (see also the “Brave New World”
section in chapter 4). What form of informed consent will best serve donors of their
tissues? If individuals refuse to consent to the use of their tissues for research,
researchers may find that their ability to gain insight into the nature of many dis-
eases may be hampered. Should patients be able to refuse such uses? What protec-
tions are in place to assure that secondary uses of patients’ tissues are used
appropriately (see the “Seminal Events” section in chapter 5)?
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Should patients be allowed to retain a share of profits derived from patents on
their own cells? The potential impact on physician-patient relationships is consid-
erable—if patients fear that they are merely tools to generate income for researchers.
Do we want to create a market in human tissues? What are the potential problems
with this? Do we allow markets for organ donation? Is the donation of blood (or
other replenishable human tissue) different from the donation of solid organs (see
chapter 12)?
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The Canavan Disease Patent Case

This section examines the use of a patent covering the molecular diagnosis of a spe-
cific disease, Canavan. This case has come to symbolize some of the negative effects
gene patents may have on the provision of clinical medical services. The case has
also caused many to consider the need for benefit sharing as one way of recogniz-
ing the contribution of patient groups and families to research and discovery.

The Research

In the early 1980s, Dan and Debbie Greenberg had two children—a son, Jonathan,
and a daughter, Amy, both born with Canavan disease. Canavan is a recessive degen-
erative brain disease that irreversibly leads to the loss of body control and death,
usually before the teen years [1]. There is no cure. Like the better-known Tay-Sachs
disease, Canavan is more common in individuals of Ashkenazic Jewish descent. In
1987, Dan Greenberg approached Reuben Matalon and convinced him to study
Canavan disease. Matalon ran a laboratory performing clinical testing and research
of phenylketonuria and other familial disorders at the University of Illinois in
Chicago. With blood, urine, and other tissue samples provided by the Greenbergs
and another family affected by the disease, and “seed money” provided by the
Greenbergs’ Chicago chapter of the National Tay-Sachs and Allied Diseases Asso-
ciation (NTSAD), within a year Matalon identified the deficiency of an enzyme,
aspartoacylase, as the cause of Canavan disease. This was great news because it
offered the possibility of a prenatal screening test [2].

In 1988, the Greenbergs became the first couple to commence a pregnancy based
on knowledge of the availability of the testing. They underwent prenatal testing
with Matalon’s enzymatic assay and gave birth to a healthy child. This was repeated
for at least nineteen other couples over the next two years [3]. During this time,



70 Who Owns the Genome?

Matalon, joined by his colleague Rajinder Kaul, moved to the Miami Children’s
Hospital (MCH) Research Institute. It was at the MCH, in the early 1990s, that
Matalon’s laboratory misdiagnosed four pregnancies that resulted in the birth of
children with Canavan disease. The misdiagnoses also resulted in at least two law-
suits, which were settled [4]. Matalon and Kaul began looking for the gene, which
offered the only reliable method for prenatal testing as well as carrier screening.

Guangping Gao, then a graduate student at Florida International University
working in the lab and under the tutelage of Kaul, succeeded in cloning the Canavan
gene by early 1993 [5]. The research drew on tissue samples provided to Matalon
by the Greenbergs and over a hundred other families from around the world who
had been stricken by the disease as well as blood samples provided by Josef Ekstein,
executive director of Dor Yeshorim, Committee for Prevention of Jewish Genetic
Diseases, in Brooklyn, New York. Rabbi Ekstein provided about six thousand stored
blood samples that were used by the researchers to rapidly identify several muta-
tions in Ashkenazi Jewish families and estimate population frequencies [6].

The Patent and Licensing

Unbeknownst to the families involved, a patent application was filed in September
1994, and U.S. Patent No. 5,679,635 was issued to the MCH Research Institute in
October 1997. The MCH began to develop a marketing plan for its patent. At the
same time, advocates from the Canavan Foundation in New York and the NTSAD
in Boston were working with local and national groups to promote Canavan disease
testing, and were successful in convincing the American College of Obstetricians
and Gynecologists to issue guidelines recommending carrier screening of Ashkenazi
couples [6]. Within two weeks after those guidelines were released, the MCH began
sending letters to clinical laboratories informing them of the patent and the hospi-
tal’s plans for commercializing the test. Ekstein received such a letter at Dor
Yeshorim [7].

The marketing plan consisted of two stages of licensing. In the first one, a limited
number of academic laboratories (likely to be a subset of the many already per-
forming the testing) would be granted nonexclusive licenses to perform a limited
number of tests per year. A fixed, $12.50 per test royalty was demanded, and a
number of laboratories signed license agreements [8]. In the second stage, a large
commercial laboratory would be licensed as a “market leader” with what would be
in effect an exclusive license to the remainder of the testing volume. The justifica-
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tion for this plan was that a large reference laboratory would be able to spend the
resources for outreach and education needed to ensure the screening and testing of
all couples at risk. What this plan ignored was the role of community organiza-
tions—such as the NTSAD, local temple and consumer groups, and Dor Yeshorim—
that were instrumental in making Tay-Sachs carrier screening widely available and
used, and the United Leukodystrophy Foundation, which had developed a registry
and screening program for Canavan disease promptly after the gene was discovered.
Tay-Sachs testing methods have never been restricted, and the NTSAD and Dor
Yeshorim stand as testaments to the ability of community-based organizations to
develop and carry out population education and screening. In lieu of engaging these
groups, the MCH sent letters indicating its intent to aggressively enforce the patent.

In 1999, the Canavan Foundation, the NTSAD, the National Foundation for
Jewish Genetic Diseases, and the Canavan Research Fund created the Canavan
Disease Screening Consortium. The Consortium started to bring pressure on the
MCH to alter its licensing strategy, running advertisements and securing press cov-
erage in the Miami Herald and several other newspapers [9, 10, 11]. The groups
met with the MCH management in early 2000 (joined by two experts, including
this author (Merz)), but were unable to secure any commitments to change the
licensing plans. Shortly thereafter, in early April 2000, the MCH gave up its attempt
to find a market leader laboratory. On April 3, 2000, the MCH mailed a letter to
the consortium offering about $20,000 per year of an estimated $375,000 in roy-
alties, to be used to increase public awareness and help provide testing to those
unable to afford it. The consortium rightly believed that if it was unable to dissuade
the MCH from collecting royalties on the test, then the hospital should dedicate
some of the revenue to increasing awareness and access by the at-risk population.
The offer, however, carried the condition that consortium members no longer be
publicly critical of the MCH regarding the Canavan disease gene patent. In response,
the consortium welcomed the financial help with its outreach programs, but refused
to agree to restrictions on its right to free speech.

On October 31, 2000, Dan Greenberg, Dor Yeshorim, the NTSAD, and several
other families who had participated in the research sued the MCH in federal dis-
trict court in Illinois [12, 13, 14]. The case was moved to the Southern District of
Florida in summer 2002. The trial court dismissed almost all of the plaintiffs’ claims
except one based on the equitable doctrine of unjust enrichment—the claim that the
MCH profited unfairly at the plaintiff’s expense [15]. Perhaps because of the diffi-
culty of winning on this claim and the mounting costs of battling the hospital, the
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plaintiffs settled in August 2003 without any apparent concession on the MCH’s
part [16].

Ethical Issues

There are numerous ethical issues raised by this case. For example, one major
concern is that any restriction on the delivery of clinical testing services may hamper
medical practice as well as advances in medical training and knowledge (see chapter
3). Indeed, many new mutations have been discovered since the original article was
published and the patent filed [17, 18, 19, 20]. This case raises other, salient public
policy issues.

Business Secrecy

One issue that jumps off the page is the secrecy sought by the MCH. Secrecy is a
fundamental value in business, but it strikes against the principles of public health
and medicine [21]. The MCH sought to hide everything, from the meeting they
agreed to hold with Canavan’s activist families to the terms of the licenses with aca-
demic laboratories. They have even kept secret the identities of the laboratories they
have licensed from those who most need the information.

Secrecy seems to have taken on some basic value, rather than being merely instru-
mental in the protection of trade information that could be competitively harmful
to the organization. Given this, there simply is little known about how the licens-
ing of genetic technology may be influencing the dissemination and use of tests. As
the Canavan disease case exposes, licensing practices may impose serious costs and
limitations on the availability of laboratory services.

Ethics of Research

According to some of the involved families, no consent form was used for much of
the early research on Canavan disease, in violation of ethical norms (see chapter 5)
[22]. Matalon simply collected blood, names, and social security numbers from
affected children and parents. The families most directly involved helped by identi-
fying, contacting, informing, and soliciting the participation of other affected fam-
ilies. It was these families that in 1994, suggested to Matalon that a consent form
should be used, and helped generate a form that was used thereafter. According to
Matalon, all his research was approved by the MCH’s Institutional Review Board
(IRB).
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Furthermore, no participants ever suspected that the discovery of “their” gene
could or would result in a patent [23]. These families—who had actively partici-
pated in Matalon’s research enterprise in hopes of helping families like them avoid
the ravages of Canavan disease—were thus dumbfounded when the MCH
was issued a U.S. patent covering the genetic test for the disease and began to
enforce it. Not only were the families uninformed about the scope of their research
participation, they were betrayed by the ultimate commercialization and profiteer-
ing of the institution they believed was motivated, as were they, by altruism and the
desire to help prevent this terrible disease. Participants should have a say about the
nature of the benefits that may result from the research [24], and this becomes par-
ticularly acute when a community is involved closely in the performance of the
research. In this case, there clearly was a mismatch between what participants and
the community expected, and what the researcher and his institution sought and
achieved.

Ownership of Genetic Invention
There were three necessary ingredients in the discovery of the Canavan gene. First
was the active pursuit of research and willing study participation by families stricken
by the disease. These parents were highly motivated by their desire to avoid births
of children with Canavan disease in order to minimize the pain to families and their
communities from this disease. They were willing to be research subjects so that
medical science could be advanced, and their participation was a commonly
accepted altruistic gift that would hopefully benefit them as well as others. Second
was the effort by the researchers who worked on this particular research to build
on the great advances in genetic technologies over the last two decades. These sci-
entific advances were used effectively by Matalon, Kaul, and Gao in working from
an identified enzyme to cloning the target gene. These individuals trained themselves
to perform genetics research, and they performed wonderfully. Third was the finan-
cial support that was provided to these scientists to perform the research. Research
funding totaling an estimated $5 million over several years was provided by numer-
ous donors to the MCH Research Institute, including the NTSAD, the Canavan
Foundation, various local Jewish organizations, and the United Leukodystrophy
Foundation.

Interestingly, the patent only rewards those who have made financial or intellec-
tual investments, not those who provided what Matalon (and other researchers)
called “human resources” [25]. The families nonetheless, played what they believed
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to be significant roles in the research leading to the discovery of the Canavan disease
gene. Dan Greenberg stated that the gene discovery was the result of an “extraor-
dinarily productive partnership between lay parents and a medical researcher,” and
he felt a paternal role in the research that he described as being the “grandfather”
of the discovery [22]. Reflecting a starkly contrasting view, Matalon stated that
Greenberg played “no role” in the discovery of the gene, despite contributing
samples, helping to identify and solicit families to participate in the research, and
providing the aforementioned seed money for the early work [26]. Matalon’s per-
spective apparently has changed over time because he was quoted in 1993 as saying,
“This is a disease where a partnership between researchers and the families of
affected children is critical for advancing knowledge for prevention, and, hopefully,
for helping affected children” [27].

Some critics suggest that researchers may be characterized as being akin to pred-
ators in their approach to the persons who provide “resources” for their studies
[28, 29]. If subjects are actively misled or even passively permitted by researchers
and IRBs to proceed under false impressions and beliefs about issues in the research
that could be material to their willingness to participate, then their consent is
absolutely meaningless. As Fima Lifshitz, chief of the MCH’ medical staff, was
quoted in a Miami Herald article, “You voluntarily submitted a blood sample to be
tested. As a result, I discover a gene that’s patentable. What’s wrong with that? This
is done all the time. The issue should be quenched at once because these people are
going to derive a great deal of benefit from this. They shouldn’t be complaining”
[9]. The problem with Lifshitz’s analysis in part is that subjects were not submit-
ting samples to be tested but were participants in an elaborate research scheme.
More problematic is the assertion that the donation of blood samples was volun-
tary, when there was no informed consent, and as asserted above, there was such a
complete mismatch between the expectations and goals of the subjects and the
researchers.

Other researchers might have had equal success in identifying the Canavan gene;
the only irreplaceable, critical resource—the sine qua non—in the discovery of the
gene was the participation of the affected families. Ekstein’s help in providing thou-
sands of samples from his clinical collections was, simply, irreplaceable. Thus, it is
extremely ironic that the system, in the end, fails to acknowledge their status and
contribution. The ambiguous status of genes is perhaps best reflected in the quote
of Gao, who performed the bulk of the laboratory research leading to the gene’s
discovery. At a press conference announcing the discovery, on being introduced to
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Jacob Eisen, one of the subjects in the research, Gao said to Jacob’s mother: “I
cloned his gene. I held his gene in my hand. It’s nice to meet him” [30].
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4

Manufacturing Children: Assisted Reproductive

Technologies and Self-Regulation by Scientists and
Clinicians

As new discoveries are made in the biological sciences, policymakers can respond
in several different ways. New regulations may be developed quickly to control the
applications of a new technology. In many cases, however, the pace of scientific dis-
covery is too rapid for policymakers to respond in a timely manner. In addition,
since most policymakers are not trained scientists, their understanding of the science
may limit their ability to judge what responses are appropriate. Finally, new devel-
opments may raise difficult ethical questions that complicate the development of
new policy. This chapter will explore examples of biological developments for which
regulatory policy has been developed within different timescales. These examples
allow the examination of whether scientists are capable of “self-regulation”—
whether they can judge the risks of new technologies and respond in ways to protect
the public.

The Development of In Vitro Fertilization (IVF)

The first “test-tube baby,” named Louise Brown, was born in Great Britain in 1978
and ushered in a new era of reproductive medicine. Two British researchers, Robert
Edwards, a reproductive physiologist, and Patrick Steptoe, an obstetrician and gyne-
cologist, had been conducting research on IVF since the 1960s.

Edwards began working with animal models, and joined with Steptoe in 1968 to
study human applications. In 1969, Edwards and Steptoe published an article in
Nature reporting that human oocytes had been successfully fertilized in vitro [1].
Their work was greeted with skepticism [2]. Most of their work was conducted with
little funding from Great Britain’s Medical Research Council (MRC), which
expressed reluctance to fund research on human embryos. Edwards and Steptoe also
skirted many of the requirements regarding the informed consent of human donors
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of tissues (see also chapter 5) [2]. Louise Brown’s birth in 1978 was a media event,
especially once it was ascertained that the baby was healthy; during the pregnancy,
the health of the fetus was undetermined. Later that year, IVF babies were born in
Australia and India; the first IVF baby was born in the United States in 1981. Since
then, some hundreds of thousands of children around the world have been con-
ceived via IVE

The Biology of Assisted Reproductive Technologies (ARTs)

ARTs are methods to facilitate the joining of eggs and sperm necessary for human
reproduction other than the natural means of sexual intercourse. The intent of ARTs
is to permit individuals who are unable to reproduce through sexual intercourse
(who may be infertile) to have their own children. The technology of ARTs arose
as researchers and physicians gained knowledge about human reproductive physi-
ology and embryology.

Infertility, defined as the inability to conceive after one year of trying, can arise
from a variety of causes, and about equal numbers of men and women suffer from
it [3]. The most common reasons for infertility in women are blocked fallopian tubes
as a result of inflammatory disease or other causes, and failure to produce mature
ova (anovulation). In men, infertility arises from low sperm counts, often caused by
an abnormally high temperature in the scrotum as a result of abnormal blood flow.
A second common cause is the poor motility of sperm because of malformation. As
a result, the fertilization of eggs via sexual intercourse is not possible.

ARTs encompass a range of interventions based on the cause of infertility. They
include any technological intervention to assist with reproduction, including med-
ications that spur ovulation. In artificial insemination (Al), sperm is introduced into
a woman’s cervix or uterus using a catheter. The introduction is timed to match the
woman’s menstrual cycle, to increase the likelihood that a mature egg is present in
her reproductive tract. Al may be employed if a woman’s male partner is unable to
carry out sexual intercourse, or stores sperm prior to chemotherapy or other treat-
ment that may render him sterile. Donor sperm may be used if the male partner is
already sterile or carries a genetic disorder. When donor sperm is used, the proce-
dure is termed donor insemination (DI; earlier called “artificial insemination by
donor”). Women who wish to become pregnant without a male partner may also
use DI, although not all ARTs physicians will perform this because of their moral
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qualms about single, lesbian, or transgender parents. Donor sperm may be obtained
from “sperm banks” that maintain collections frozen in liquid nitrogen. Sperm is
kept frozen for six months to kill undetected viruses. Donors are repeatedly screened
for HIV and other viruses, genetic diseases, and other illnesses. Recipients may select
for the general physical characteristics of a donor (race, hair color, etc.), although
the identity of the sperm donor usually remains anonymous. Al is a simple, nonin-
vasive procedure. With good-quality sperm, success rates of around 75 to 80 percent
are typical after a few months of treatment.

IVF is a procedure in which mature eggs (oocytes) are collected from a woman’s
ovaries and fertilized by sperm outside her body. IVF is often necessitated because
the woman’s fallopian tubes are blocked as a result of disease; eggs from her ovaries
cannot reach the uterus. Newly fertilized eggs, or zygotes, are maintained for two
to five days in a culture until they reach between the four to eight cell and blasto-
cyst stages of development. Healthy embryos are then transferred into the uterus.
In the best case, the embryos implant in the wall of the uterus, resulting in preg-
nancy and, hopefully, birth.

In contrast to Al, IVF requires both hormonal and surgical intervention for the
woman providing the eggs. A woman undergoing IVF will be treated with hormones
to stimulate her ovaries to produce more than the one egg typical in a given month
(superovulation). Superovulation allows the collection of several oocytes at once,
via laparoscopy, the insertion of a collection catheter with an attached fiber-optic
camera through an incision in the abdominal wall. Alternatively, ova may be
retrieved by threading a catheter through the vagina and uterus to the ovaries. If
many eggs are collected and fertilized, extra embryos may also be frozen in liquid
nitrogen (cryopreservation) to be used for later rounds of IVE. This avoids the need
to collect more eggs if the first attempt at IVF is unsuccessful. Until recently,
researchers have been unable to successfully maintain frozen unfertilized eggs, in
contrast to sperm. Experimental technology is in development to permit the banking
of unfertilized ova [4].

Two variations of IVF may also be employed. These approaches may improve the
chances of a successful pregnancy by more closely mimicking the conditions occur-
ring in natural reproduction. Zygote intrafallopian transfer involves the transfer of
younger embryos into the fallopian tube of the woman, below the area of block-
age. The embryo then migrates into the uterus in a manner similar to what occurs
after natural fertilization. In gamete intrafallopian transfer, eggs and sperm are
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reintroduced into the fallopian tube where fertilization normally occurs. If
fertilization takes place, the resulting embryo migrates into the uterus ready for
implantation.

IVF is not without medical complications. Treatment with fertility drugs (combi-
nations of gonad-stimulating hormones such as Pergonal) to increase ova produc-
tion carries significant risk to the woman: if her ovaries are overstimulated, a serious
or life-threatening medical condition, ovarian hyperstimulation syndrome, may
result. The long-term effects of fertility drugs are not known; it has been suggested
that treatment might increase the risk of cancer. In addition, harvesting ova subjects
the woman to the risks of anesthesia and infection.

IVF may increase the chances of successful fertilization in cases of low sperm
number by increasing the odds that a single sperm will find the ovum. If the sperm
is unable to fertilize an egg because of defects, another technique may be employed.
An individual sperm may be injected directly into an ovum’s outer membrane; this
triggers the normal response to fertilization. This process, known as intracytoplas-
mic sperm injection (ICSI), is a last resort for couples that wish to have their own
biological children.

The source of eggs and sperm may not be restricted to a woman and her male
partner; donor eggs and sperm, or donor embryos, may be used for IVF procedures.
The use of donor eggs is common for older women, since the risk of genetic prob-
lems rises with the age of a woman. Some infertility problems may arise from genetic
defects in mitochondria or the mis-expression of mRNA in the egg cytoplasm. The
newest addition to the IVF armamentarium is oocyte cytoplasmic transfer: cyto-
plasm from a donor egg is injected into another egg prior to its fertilization. The
goal is to replace missing cytoplasmic factors contributing to successful embryonic
development. This technique is now used on an experimental basis.

In some cases, women may have medical conditions that preclude them from suc-
cessful pregnancy. In these cases, couples (or in rare instances, individuals) may opt
for a surrogate mother—a woman who acts as the gestational mother of a fetus. The
baby is then given up to the couple after it is born. The surrogate may be inseminated
by sperm or receive embryos created through IVF; she may or may not be a genetic
parent of the fetus. Surrogacy can complicate the definition of parenthood: a baby
may have genetic parents (those who provided the gametes), a gestational mother (the
surrogate), and adoptive parents (the individual or couple who received the baby).

Because the embryos are typically maintained outside the body for a few days,
embryos may be screened for a variety of genetic disorders by removing one cell
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from the early embryo (preimplantation genetic diagnosis [PGD]). Thus, IVF may
be used to permit selection of embryos free of genetic disorders for introduction
into the uterus. Sex and other selections may also be carried out using this
analysis.

Despite twenty-five years of experience, the success rate of IVF techniques remains
frustratingly low. In 2003, the national live birth delivery rate per initiated IVF pro-
cedure was 28 percent. Almost 122,800 IVF procedures were performed and over
48,700 babies were born [5]. About 87 percent of IVF cycles lead to the transfer of
embryos to the uterus; the most common reason for failure is the inability to harvest
viable eggs. If success rates are based on only those cycles that lead to transfer, then
the success rate for IVF is 39 percent. Success rates are highest for women under
thirty-five, and drop sharply for older women. The reasons for the low success rate
are unclear, and may reflect the lack of information about human reproductive
processes and embryonic development. In addition, most infertility is likely the result
of a complex series of problems, not a single one. Sadly, many couples abandon IVF
attempts at pregnancy only after spending large sums of money (see below for the
economics of IVF).

One strategy to increase the IVF success rate is to increase the number of embryos
transferred into a woman’s uterus. Even if most embryos do not successfully
implant, one or more may do so. The transfer of multiple embryos, however,
increases the likelihood of twins, triplets, or higher multiple births. In 2003, over
56 percent of ARTs procedures in the United States involved the transfer of three
or more embryos. In these cases, 31 percent of the births were twins, and 3.2 percent
were triplet or higher-order births [5]. The overall multiple birthrate was 34.2
percent.

Multiple fetuses pose serious medical risks to the fetuses and their mother. The
incidence of miscarriage, stillbirth, premature birth, birth defects, and long-term dis-
ability are all significantly higher as the number of fetuses increases. The medical
costs of complications resulting from multiple-order pregnancies can range up to
millions of dollars. Multiple births increase the risk of hypertension, hemorrhage,
and other complications of pregnancy for women. If a woman finds she is carrying
multiple fetuses, the number may be reduced by selectively aborting one or more
fetuses. The remaining fetus(es) may have a better chance for developing normally.
Nevertheless, fetal reduction carries considerable ethical challenges for parents and
policymakers.
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Is IVF Safe?

There is general agreement that multiple pregnancies pose a considerable risk to
both fetuses and their mothers. Recent evidence suggests that singleton babies con-
ceived via ARTs also may be at greater risk for low birth weight and birth defects
[6, 7]. Yet the risks may be more related to infertility-associated issues, such as
maternal age, and not to the procedures themselves. Data are lacking to determine
whether children born using ICSI, in which defective sperm are used to fertilize eggs,
will have developmental or fertility problems; the technique is simply too new to
yield data.

The Regulation of ARTs in Great Britain

The regulation of IVF in Great Britain arose because of widespread public concern
about embryo research and its applications, as IVF clinics began to expand after
the birth of Louise Brown. In 1979, the MRC released a series of recommendations
that, while endorsing the idea that there was no inherent moral problem with
embryo research, tightened the requirements for IVF research with human subjects,
put strict limits on how long embryos might be maintained in vitro, and indicated
that if evidence accumulated that IVF posed a risk of abnormal offspring, the public
would be advised. The MRC also limited access to IVF to married couples [2, 8].
Similar actions were also taken in Australia.

In 1984, the Warnock Report recommended that IVF clinics in Great Britain be
subject to strict licensing and regulatory control [2]. An interim licensing authority
was established in 1986 that recommended a series of guidelines for clinic and staff
certification, reporting requirements, and the storage of embryos, limits on the
number of embryos transferred to the uterus, and access to IVE. The board had
no statutory authority to enforce these guidelines. The profession nonetheless
responded well to the call for voluntary self-regulation until the Human Fertiliza-
tion and Embryology Authority (HFEA) was established in 1990. The HFEA pro-
vides for the licensing and regulation of IVF clinics, treatment involving the use of
donated gametes, storage of gametes and embryos, and limits on the uterine trans-
fer of embryos (in general, two, though in some cases, three). It permits research
on human embryos after preapproval by an ethics committee. The HFEA also man-
dates patient counseling prior to treatment and sets rules of disclosure of patient
information. Preimplantation genetic testing remains tightly regulated. The HFEA



Manufacturing Children 83

has been criticized in recent years because it still limits access to IVF to married
couples, even though the technology may benefit other people, such as lesbian
couples [9].

The Regulation of IVF in the United States

The history of ARTs regulation in the United States is in marked contrast to Great
Britain. After Edwards’s and Steptoe’s publications on IVF in 1969, public concern
about the potential misuse of the method led to congressional hearings in 1971.
Leading life scientists were asked by Congress to express opinions on the new tech-
nology. James Watson, Nobel laureate, acknowledged the likelihood that IVF would
be a clinical reality within ten years, but offered strong moral reservations about
leaving control of human embryo manipulation in the hands of scientists [10, 11].
Another critic was Leon Kass, a physician and bioethicist who served as a member
of the Commission on Life Sciences at the NRC. Kass was a vocal opponent of IVF
on two grounds: first, since the safety of the procedure was unknown, it was
immoral to risk the health of future children; and second, that it distorted the natural
concept of parenthood. He suggested that the profession self-regulate and impose
a moratorium on research to allow for further discussion on the procedure’s moral-
ity [12]. Kass’s involvement in the early controversy over IVF presaged his policy
engagement some thirty years later as chair of President George W. Bush’s Council
on Bioethics (see below).

In 1973, the U.S. Supreme Court ruled on Roe v. Wade (410 U.S. 133), which
legalized abortion throughout the United States. The ruling energized a number of
right-to-life groups, which focused their efforts on protecting fetuses. In their view,
a fertilized human egg was equivalent to a human life. Also in 1973, the U.S.
Department of Health, Education, and Welfare (DHEW, now DHHS) drafted guide-
lines that prohibited the federal funding of research involving human embryos unless
each proposal was reviewed and approved by an Ethics Advisory Board (EAB) [13].
No EAB was created, so no research was funded. In 1977, however, Pierre Soupart,
a reproductive endocrinologist at Vanderbilt University, submitted a proposal to the
NIH to study the safety of IVF by fertilizing human eggs in vitro and looking for
chromosomal abnormalities. After a delay, an EAB (with a mandate to expire in
1980) was created to review the proposal. Before the panel could complete its
review, Louise Brown was born in Great Britain in July 1978. In September 1978,
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Joseph Califano, the DHEW secretary, sent a letter to the EAB chair instructing the
panel to consider the ethical and moral implications as well as the medical aspects
of IVE

The EAB released its report in May 1979 [14]. The board found no ethical objec-
tion to the federal funding of research on human embryos, although it did not
specify what priority such research should have for funding. The EAB recommended
funding of Soupart’s proposal and future research, provided that it complied with
provisions regulating human subjects research, informed individuals would volun-
tarily donate gametes used in the research, embryos would not be maintained longer
that fourteen days in vitro, and if evidence of risk of abnormality appeared, the
public would be informed. The board recommended that any embryo transfers be
limited to married women, but argued against broad government regulation of
reproduction. It also recommended that government agencies work with private
organizations to assure that data would be available to all interested parties.

To this point, the history of regulation closely parallels events in Great Britain.
What happened after the release of the EAB report is quite different. After receiv-
ing thousands of letters opposed to embryo research, the DHEW tabled Soupart’s
grant application without ever formally denying funding. The EAB’s charter was
allowed to lapse in 1980, with no action taken to reconstitute it [13]. The federal
government effectively blocked federal funding of embryo research by the absence
of the mandated EAB to review applications. It also failed to act on the EAB’s over-
sight recommendations, leaving the growing ARTs industry unregulated. In 1993,
in a different climate, Congress passed the NIH Revitalization Act; the legislation
lifted the requirement for EAB approval for federal funding of human embryo
research. The NIH then established a Human Embryo Research Panel (HERP) to
make recommendations about what types of research might be acceptable for
funding. Congressional opposition to research on human embryos shifted when the
Republican Party took control of the House of Representatives, though, and in
1996, Congress passed legislation prohibiting the use of federal funds for research
on human embryos as an attachment to the appropriations bill for the NIH (H.R.
3061, Sec. 510). The clause was added annually to the appropriations legislation
until 2001, when President Bush issued an executive order permitting limited
research on stem cells derived from human embryos (see “Brave New World”
section in this chapter) [15].

In the meantime, clinics offering IVF and other ARTs increased rapidly in response
to the growing demand by infertile couples. The first center in the United States,
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Norfolk General Hospital in Virginia, began offering IVF in January 1980. By 1990,
over three hundred clinics offered IVF services; this number increased to over four
hundred in 2002 [5]. In 2002, about 1 percent of all births in the United States
made use of ARTs procedures [5].

A single piece of federal legislation related to ARTs, the Fertility Clinic Success
Rate and Certification Act, was enacted in 1992 [16]. It mandates that each clinic
conducting IVF and related procedures file an annual report with the Centers for
Disease Control (CDC) containing data on the number and type of procedures con-
ducted, pregnancy and birth rates, and information concerning the cause of infer-
tility and the age of patients. The legislation also mandated that the secretary of the
DHHS develop a program for the certification of ARTs programs. In addition, the
Clinical Laboratory Improvement Amendments of 1988 regulate clinical testing
facilities [17]; fertility clinics may fall under its jurisdiction if certain kinds of testing
(for HIV, say) are conducted.

The CDC released guidelines for ARTs clinics in 1999; they are intended to assist
states in developing their own certification programs. No federal oversight is man-
dated. Also in 1999, the FDA proposed a rule for “suitability determination for
donors of human cellular and tissue-based products” [18], a part of a comprehen-
sive program to regulate human cellular and tissue-based products [19]. The rules
are intended to reduce the risk of HIV transmission or other viruses through tissue
transfers, although both egg and sperm donation would fall under their auspices.
Both industry and private groups have expressed opposition to portions of the pro-
posed rules, and the enactment of the rules was delayed. The FDA has also claimed
statutory jurisdiction over oocyte cytoplasm transfer under regulations involving
investigational new drugs (21 CFR Parts 50, 56, and 312).

Since the federal government did not establish regulatory oversight of IVF and
other ARTs, it was left to the profession and individual states to develop their own
regulations. The American Society for Reproductive Medicine (ASRM) and the
Society for Assisted Reproductive Technology (SART) took the lead in developing
recommendations for the appropriate practice of ARTs. The ASRM established
guidelines in the 1990s on clinic standards and accreditation, the number of embryos
that may be transferred, and other issues such as the use of preimplantation genetic
diagnosis. The organizations also work with the CDC in gathering data on IVF on
an annual basis. Most fertility clinics are accredited by either the College of Amer-
ican Pathologists Reproductive Laboratory Accreditation Program or the Joint
Commission on Accreditation of Healthcare Organizations [5]. Best practices
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guidelines are only voluntary, however, and concern remains that abuses occur. For
example, the ASRM recommends that no more than two embryos be transferred
simultaneously into the uterus (depending on the quality of the embryos and the
age of the recipient); statistics show that over 62 percent of IVF procedures involved
the transfer of three or more embryos [5]. Clinics can boost their success rates by
denying services to women over thirty-five, or to those whose infertility results from
complex causes. Some clinics report pregnancy rates, not birthrates, thereby inflat-
ing their statistics [20].

At the state level, individual states have passed legislation requiring reporting by
fertility clinics, mandating insurance coverage for certain infertility services, pro-
viding coverage under state Medicaid programs for limited services, and either sup-
porting or banning research on human embryos. Because DI has been practiced since
the 1950s, most states have statutes concerning the legitimacy of offspring. Report-
ing requirements vary from state to state. A small number of states, including
California and New York, require the licensing of sperm banks.

About twenty-five states have passed legislation regarding surrogacy. While most
states do not directly ban surrogacy arrangements, some ban compensation and
others view written contracts as illegal [21, 22]. The current state legislation is con-
flicting and inconsistent. Existing laws against baby selling further complicate sur-
rogacy agreements. As discussed below, states have also weighed in on parenthood
issues.

Why did the federal government fail to establish a regulatory framework for
ARTs? It appears likely that legislators were uncomfortable grappling with an issue
entangled with the debate about abortion. Proposing legislation regulating IVF and
other ARTs might be construed as tacit support for abortion. Second, Congress has
tended to leave the regulation of medical practices to the medical profession and
the states; while the FDA regulates drugs and medical devices, it does not regulate
physicians [23]. Finally, reproduction is viewed as a private matter, although as
demonstrated below, ARTs have brought reproductive issues into the public eye.

The Economics of ARTs

IVF and other ARTs are big business. Infertility affects an estimated 6.1 million
women and their partners in the United States [24, 25], and about one in every six
couples seeks fertility advice. Yet fewer than 5 percent make use of IVF and other
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more invasive procedures. In 2002, over 115,000 IVF procedures were reported to
the CDC by 391 of the over 400 infertility centers [5]. These numbers do not include
DI and other insemination procedures or hormonal treatments that did not involve
embryo transfers. Since there are no reporting requirements for these procedures,
the number conducted cannot be determined on a national basis.

Over one hundred sperm banks operate in the United States [26]. From twenty
to thirty thousand babies are born each year conceived via DI. Typical charges for
DI range from $200 to $400 per vial of sperm, not including shipping, insemina-
tion procedures, and other medical evaluations. Since several cycles are usually
required for success, costs may reach several thousand dollars per live birth.

In 1988, the Office of Technology Assessment (OTA) estimated that $1 billion
was spent on infertility-related health care, of which $66 million was spent on IVF
procedures [27, 28]. The number of IVF procedures rose dramatically in fifteen
years, while costs did not decline. Recent estimates for the cost of IVF in the United
States range from $9,550 to $12,400 per cycle [24, 29]. This suggests that upward
of $1 billion was spent on fertility treatments reported to the CDC alone. These
costs include initial medical consultations, prescribed drugs, laboratory charges,
ultrasound procedures, payments to “donors,” IVF procedures (egg retrieval and
embryo transfer), hospital charges, and other administrative and medical costs. The
estimated cost per live birth is over $58,000 [29]. Complications related to multi-
ple births can raise the cost of twins or higher-order multiples severalfold.

The brunt of these charges are borne by those seeking ARTs services, since most
health insurance policies do not cover the cost of fertility treatment; an estimated
85 percent of IVF costs are paid by the patient [28]. Only fifteen states have passed
legislation requiring insurance companies that cover pregnancy-related expenses to
cover treatments for infertility [30]. But some of these states allow insurance com-
panies to exclude coverage for IVFE, and others only require that states offer poli-
cies that cover infertility. Legislation mandating insurance coverage for infertility
has been repeatedly introduced in Congress, but no laws have been enacted.

The U.S. situation is in marked contrast to most European countries, where IVF
is generally covered by insurance and costs are capped. The utilization rates of ARTs
are higher in many European countries, while the costs are much lower [29, 31,
32]. For example, the utilization rate of IVF per million people in Great Britain was
four times higher than in the United States, while the projected average cost per IVF
cycle was only $2,955 [29].
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Who Has Access to ARTs?

Although infertility is broadly distributed across the U.S. population, the vast major-
ity of patients at fertility clinics are white, over thirty, educated, and middle class
[28]. Poor women, especially minorities, have limited access to infertility services
because of their inability to pay. States that offer insurance coverage for IVF have
higher utilization rates than those that do not, but lower success rates [33]. The
latter may be the result of a higher number of older women attempting IVF because
it is covered by insurance. Notably, states in which insurance coverage was man-
dated had lower numbers of embryos transferred per cycle and lower rates of higher-
order multiple births [33, 34]. For patients without insurance coverage, the
economics of IVF may drive the demand for the transfer of a higher number of
embryos, in hopes of a successful outcome. Since multiple births substantially
increase the costs of IVE, these results suggest that insurance coverage might decrease
the overall cost of IVE Nonetheless, there are justice issues raised about society
paying the costs for infertile individuals who wish to have their own children, but
cannot afford the expensive medical care associated with ARTs, particularly when
an overwhelming number of children in foster care go unadopted.

The popularity of donor gametes provides other economic opportunities. Sperm
donors are typically paid around $75 to $100 per donation. The situation for egg
donors is quite different. Over twelve thousand (11 percent) of the IVF procedures
in 2002 involved the use of donor eggs [5]. It is not unusual to see advertisements
in both college and leading newspapers asking for healthy young women (typically
tall, white, athletic, and with high SAT scores) to serve as egg donors. Egg donors
are typically paid from $3,000 to $5,000 per cycle, but couples seeking donors with
particular characteristics may offer as much as $20,000 to $100,000. The evidence
indicates that potential donors may be misled or misinformed about the medical
risks associated with egg donation [22].

The commercial surrogacy industry began in California in the 1970s. About sixty
centers nationwide offer surrogacy services [22]. Centers serve as brokers for inter-
ested couples and women interested in serving as surrogates. Surrogates may be paid
from $10,000 to $20,000 and have their medical expenses covered. Additional fees
are paid to the center for medical and administrative costs. Generally, agreements
concerning parenthood are signed prior to initiating a pregnancy. These agreements
often impose conditions on the surrogate regarding personal behaviors such as diet
and drug use (tobacco, alcohol, and illegal drugs). Surrogacy arrangements may also
be made between family members; in a notable case in 1991, Arlette Schweitzer
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gave birth to twins after being implanted with embryos generated from her daugh-
ter’s ova and her son-in-law’s sperm [22].

Ethical and Policy Challenges

ARTs raise a number of challenging questions regarding definitions of parenthood
and the “rights” of embryos. There is considerable tension between those who
believe that embryos are equivalent to any other human life and those who do not.
Current policy is inadequate to guide decisions when conflicts arise.

Defining Parenthood

The use of ARTs has changed the definition of parenthood [23]. Babies can now
have multiple parents: donors of ova and sperm are genetic parents, women who
carry the fetuses to term are gestational mothers, and in some cases, babies are given
up to adoptive (or intended) parents (babies created using oocyte cytoplasmic trans-
fer may have two genetic mothers). Few laws have been passed regarding issues of
parenthood. States tend to enact unique policies, leading to inconsistencies. One
attempt to standardize law is the drafting of model uniform legislation to be adopted
by each state. In the Uniform Parentage Act (UPA) of 1973, prepared by the
National Conference of Commissioners on Uniform State Laws (NCCUSL), issues
of the legitimacy of children born via DI were spelled out, and the husband of the
wife receiving insemination was presumed to be the child’s parent, assuming the
husband had agreed to the procedure. Nineteen states adopted the proposed law;
other states made their own laws.

The expansion of ARTs left the 1973 UPA hopelessly out of date. Issues of parent-
age were now left to the courts for resolution. A series of highly publicized court
cases (see below) demonstrated the need for new laws defining parenthood. In 2000,
the NCCUSL proposed the UPA of 2000, which contains detailed language regard-
ing definitions of parenthood for children born of ARTs [35]. Central to the argu-
ment are the intentions of involved parties: donors of eggs and sperm are presumed
to relinquish parental rights unless they specify otherwise. The husband of a woman
undergoing IVF procedures using donated gametes is presumed to be the father of
any children, if he consents to the procedure. The 2000 UPA also recognizes that
there may be conditions under which children have no legal father—for example,
a single or lesbian woman who undergoes DI or IVF with donated sperm. In cases
of surrogacy, the child’s parents are presumed to be those who intended to be
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parents—the individuals who contracted with a woman to serve as a gestational
mother for the child. UPA was approved by the American Bar Association in 2002,
and went to the individual states for possible adoption. As of July 2004, only four
states had adopted the 2000 UPA [36].

The Courts Step In

Until the 2000 UPA or other bills become law, conflict resolution regarding par-
enthood takes place in the courts. Cases about parenthood have revolved around
two areas: surrogacy and rights to frozen embryos. In 1988, the New Jersey Supreme
Court decided the Baby M case [37], which reached national prominence. William
Stern and his wife contracted with Marybeth Whitehead to serve as a surrogate.
Whitehead was inseminated with Stern’s sperm, and thus was both the genetic and
gestational mother of the child. When the baby girl was born, Whitehead was
unwilling to give her up; she took the child and fled to Florida. The trial court
awarded custody to the Sterns and terminated Whitehead’s parental rights. On
appeal, however, the Supreme Court voided the lower court decision because the
contract between the Sterns and Whitehead violated state laws prohibiting baby
selling and prebirth adoption agreements. Whitehead was found to be the legal
mother and granted visitation rights; the baby remained with the Sterns. Stern’s wife
has no legal relationship with the child.

In Johnson v. Calvert [38], Anna Johnson served as the gestational mother for
the Calverts, who provided both the egg and the sperm. The California Supreme
Court ruled that although a gestational mother might be defined as a parent, the
intent was clear—that the Calverts had intended to become parents and initiated
steps to achieve this. In this case, the genetic relationship with the baby was deemed
more important than the gestational one. An even more complicated case involving
gestational surrogacy was In re Marriage of Buzzanca [39]. The Buzzancas sought
to have a child using a surrogate and donated gametes. Several weeks prior to the
birth of the child, John Buzzanca filed for divorce and claimed he was not the child’s
father to avoid paying child support. Mrs. Buzzanca sued for custody and sought
child support from her ex-husband. The trial court ruled that the child had 7o legal
parents, since neither the Buzzancas nor the surrogate had a genetic relationship to
the child, the surrogate had disavowed parenthood by signing the surrogacy
arrangement, and the identities of the gamete donors were unknown. On appeal,
the California Court of Appeals ruled that the Buzzancas were the child’s legal
parents since they initiated a medical procedure with the intention of becoming
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parents. The court rejected the more traditional arguments that linked maternity to
either genetics or gestation. These cases demonstrate the need for consistent law
regarding parenthood, such as that proposed by the 2000 UPA.

The Right Not to Procreate

In many cases, all embryos are not used in IVF procedures. If a couple divorces,
should one member of the pair be permitted to use the embryos to produce more
children? At issue is whether there is an inherent right to procreate (or not to pro-
create). Several cases at the state level make clear that the courts determined that
an individual may not be forced to become a genetic parent against his or her wishes.
Implicit in this reasoning is the presumption that an embryo itself is not a living
human with “parents.” For example, in Davis v. Davis [40], a divorced couple dis-
agreed on the fate of seven frozen embryos. Mrs. Davis wished to have the embryos
donated to another couple; Mr. Davis wished to have the embryos destroyed. He
claimed that he had a right not to become a parent. The Tennessee Supreme Court
ruled that Mr. Davis could not be forced to become a parent and that the embryos
could not be transferred.

Inheritance Issues

It is possible for women to conceive children from the sperm of their deceased hus-
bands if the sperm is stored in a sperm bank or is collected immediately after the
man’s death. Might such children be heirs? Colorado, Louisiana, North Dakota,
and Virginia approved statutes clarifying the legal parentage in cases of posthumous
conception [36]. In Woodward v. Commissioner of Social Security [41], a case in
Massachusetts, the court ruled that the marriage ended with the death of the
husband and that any children conceived posthumously using stored sperm were
born outside the marriage. The state was not obligated to provide Social Security
survivor benefits to such children. The mother has to provide unequivocal evidence
for both the paternity of the child and the prior consent of the sperm donor (in this
case, her deceased husband) in order for the child to inherit [42].

In 1984, a wealthy American couple, Mario and Elsa Rios, died in a plane crash,
leaving two “orphaned” embryos frozen at a fertility clinic in Melbourne, Australia.
Speculation arose as to whether these embryos, if implanted in a surrogate, might
inherit the Rios’s fortune. The court in Victoria (Australia) ruled that the embryos
might be donated to another couple, but any resulting children would not inherit.
This ruling was affirmed by a California court, which awarded the Rios estate to
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surviving relatives [43]. The Rios case raised complex issues about the fate of frozen
embryos, as discussed below.

The Fate of Frozen Embryos

As of 2003, there are an estimated four hundred thousand embryos in frozen storage
in the United States [44]. As the cases above demonstrate, the existence of frozen
embryos maintained in fertility clinics creates a number of policy challenges [43,
45]. Who controls the fate of embryos? Are embryos “property” or are they poten-
tial humans with “rights”? What may be done with unwanted embryos (donated
to others, destroyed, used in research)? Case law provides limited guidance on these
issues.

A couple undergoing IVF procedures typically completes an agreement prior to
initiating procedures that direct how their unused embryos should be used: embryos
may be stored indefinitely for the couple’s use, donated to other couples, donated
for research purposes, or destroyed. Couples who successfully have children using
IVF may effectively “abandon” embryos that remain frozen, though. As the number
of frozen embryos increases, fertility clinics are under pressure to make determina-
tions as to their fate. The vast majority (88 percent) of frozen embryos are desig-
nated for parent use [44].

Should clinics be allowed to dispose of unclaimed embryos after perhaps ten
years? Great Britain and several other countries have passed controversial laws per-
mitting the disposal of embryos after waiting periods of five or more years. In the
United States and elsewhere, some organizations strongly oppose the disposal of
embryos; they argue that embryos are “prehumans” and should be transferred to
permit them to fully develop. This contention flies in the face of the general per-
ception (as supported by the courts) that forcing gamete donors to become genetic
parents against their will is unethical. The proposal to transfer unwanted frozen
embryos also has a technical problem. Although recent improvements in technol-
ogy have enhanced embryo viability after cryopreservation, embryos maintained in
long-term storage were frozen using less effective methods. Many frozen embryos
will most likely not thaw out to viable, healthy embryos for transfer [44].

A criminal case in California provides another example of the complex emotional
and ethical elements that influence the development of policy. In 1994, whistle-
blower employees of a fertility clinic associated with the University of California at
Irvine (UCI) revealed that eggs and embryos had been taken from couples without
their consent and used for IVF procedures in other women. The recipients were
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unaware that the embryos or eggs had not been provided with the consent of the
donors. As many as a hundred babies may have been born using “stolen” embryos.
The physicians directing the clinic were charged with insurance fraud and other
crimes, but not with embryo theft. There was no law against the misappropriation
of embryos. In 1996, the state of California passed a law making embryo theft a
felony. UCI ultimately settled close to a hundred lawsuits filed by individuals whose
eggs or embryos had been used without their permission [46].

The issue of what to do with frozen embryos has languished, and only the new
potential for using embryos to generate stem cells (see the “Brave New World”
section) has stimulated minimal state legislation. Only California and New Jersey
currently explicitly allow research on embryos. In contrast, North Dakota bans all
research on embryos. Other states have passed a hodgepodge of laws that limit
research in different ways.

Preimplantation Genetic Diagnosis

PGD has been available since 1990; its use increased in recent years. Prenatal screen-
ing via amniocentesis has been available for many years, and is strongly recom-
mended for women over the age of thirty-five or for couples at risk for known
genetic diseases. The essential difference between amniocentesis and PGD is that in
the latter, a positive form of selection occurs; only “healthy” embryos are selected
for transfer [47]. By choosing embryos free of genetic flaws, the odds of having a
healthy child increase, and the moral dilemma and health risks of abortion are
minimized.

PGD may be useful for couples who do not suffer from infertility. For example,
couples with a known risk for single gene disorders, such as Tay-Sachs disease or
sickle cell anemia, may also opt for PGD to avoid transferring an embryo carrying
a defective gene. A more controversial application was the case of John and Lisa
Nash, who used PGD not only to select for healthy embryos but also for an immuno-
logic match so that the resulting child could serve as a bone marrow donor for an
older sibling suffering from a genetic disease [22]. PGD may also be used to select
for a particular trait, such as deafness or dwarfism, which may be viewed by some
as a disability but by those in the community of people possessing such traits as
normal and desirable.

An ethical challenge of PGD is its potential for screening for nonmedical traits.
As information about more genes becomes available, it will be possible to screen
for a variety of risk factors for diseases or nonmedical physical characteristics. Both



94 Chapter 4

physicians and ethicists express increasing unease about where to draw the line
between acceptable and unacceptable applications of PGD as well as other screen-
ing techniques. Most problematic is the use of PGD for nonmedical sex selection.
When using amniocentesis for sex determination, parents wishing a child of a par-
ticular gender might choose to terminate a pregnancy if the fetus was of the unde-
sired sex. The same procedure can be carried out prior to implantation using PGD;
only embryos of the desired sex would be transferred into the uterus. The motiva-
tions surrounding sex selection are complex. While some reasons, such as “balanc-
ing” one’s family, may seem justified, others may appear sexist and biased. If cultural
belief systems value one gender over the other, it is possible that significant skewing
of natural sex ratios may occur [47]. In some regions of China and India, sex selec-
tion has led to wildly unbalanced population sex ratios, with males comprising more
than 60 percent of the babies born [48].

Should PGD be regulated? The HFEA in Great Britain has legal authority over
PGD practices and rules on potential new applications. No similar authority exists
in the United States, and PGD use is left to the discretion of patients and physicians.
As of 2003, about ten thousand children have been born in the United States after
using PGD [47]. Because of the expense of IVE, it seems unlikely that PGD use will
be widespread. Nevertheless, in 2004, the President’s Council on Bioethics called
for the regulation of PGD as part of a broad package of proposals concerning ARTs
[49].

Lessons from ARTs

The ARTs industry in the United States has developed almost entirely unregulated.
Despite attempts by professional organizations to encourage best practices, the
potential for abuse remains high. The population that seeks treatment for infertil-
ity is a highly vulnerable one; individuals may not be in a position to rationally
search out treatment options and select the best ones. The costs of IVF procedures
are high, and show no sign of declining, despite improved technology. Access to IVF
is inequitable; the absence of broadly mandated insurance coverage limits access to
only those who can afford it. The high frequency of multiple births that result from
IVF raises the cost of medical care for everyone, since complications resulting from
pregnancies are generally covered by insurance. Many clinics limit access to IVF to
married couples, leaving individuals and unmarried or nonheterosexual couples who
wish to share in procreation barred from the experience.
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The existence of ARTs has complicated legal definitions of parenthood, and the
absence of consistent state laws has led to resolution by litigation. This is an expen-
sive and inefficient approach to answering fundamental policy questions. The legal
and moral status of frozen embryos also remains unresolved, even as their numbers
keep growing. Surrogacy is particularly problematic for feminists, since the poten-
tial for the commodification of women for reproductive purposes is evident.

Have scientists and physicians done a good job of self-regulation? Depending on
one’s viewpoint, ARTs are either a boon to the infertile or an example of technol-
ogy run amok. Many express concern that infertility treatment has become a “busi-
ness”’—best medical practice may be neglected in search of profit. IVF has created
a market for human gametes with escalating prices and increasing selection crite-
ria. It is this creation of a reproductive industry that most strongly suggests that
self-regulation has not been successful, even if evidence of direct harm is lacking.

Despite these problems, many happy couples have been able to become parents
using ARTs. For them, the hazards and costs of the procedures are not an issue;
their children are the rewards. Between 1981 and 2000, over two hundred thou-
sand babies were born in the United States via IVF [24]. As success rates improve,
more infertile persons may be able to have children of their own.

Should ARTs be regulated? The Supreme Court cases Roe. v. Wade (1973), which
legalized abortion, and Griswold v. Connecticut (1965), which legalized access by
married couples to contraception, attest to the view that the Bill of Rights protects
“private matters” such as reproduction. Nevertheless, the highly publicized and dra-
matic abuses of ARTs suggest that some measure of industry regulation may be
needed. The President’s Council on Bioethics gingerly proposed some regulatory
steps in 2004: requiring better reporting and enforcement of current guidelines,
placing moratoriums on activities such as the creation of human-animal hybrid
embryos (see also “Brave New World” section), and prohibiting the sale of embryos
[49]. These proposals reflect the conservative viewpoints of a majority of members
of the council; whether Congress chooses to enact them is uncertain.
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Brave New World Revisited: Human Cloning and
Stem Cells

In February 1997, the world was electrified by the birth announcement of the first
mammal cloned from an adult cell, a sheep named Dolly [1]. A clone shares genetic
information with the nucleus donor. In many ways, it is a “twin” born at a differ-
ent time, but it contains different mitochondrial DNA (this form of “cloning” is dif-
ferent from the production of single genes or chromosome fragments; see chapter
2). Cloning is asexual; it does not involve the joining of gametes characterized by
other forms of natural or assisted reproduction, and therefore does not generate
genetic diversity. lan Wilmut and his colleagues at the Roslin Institute in Scotland
took the nucleus from a somatic cell from an adult sheep and transplanted it into
an enucleated egg from another. The resulting embryo was transferred to the uterus
of a surrogate sheep, leading to Dolly’s birth. Of 277 attempts, only Dolly was pro-
duced. Before Dolly, scientists had been unable to clone mammals, although they
had success with other species. After Dolly’s birth, researchers successfully cloned
other mammals, among them mice, cattle, goats, pigs, a dog, and cats, but notably,
no primates [2].

Although most discussion of cloning has centered on the nuclear transfer method
described above, cloning is also possible by mechanically dividing a two-, four-, or
eight-cell embryo into individual cells (blastomeres); this “twinning” process occurs
naturally in the creation of identical twins. In 2000, a healthy rhesus monkey was
born after an eight-cell embryo was split into four embryos and transferred to
surrogates [3].

Is Cloning Safe?

The mechanics of cloning are simple in principle, but difficult in practice. The chal-
lenge of cloning is to “reprogram” the nucleus from the donor cell to recapitulate
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the developmental program of a fertilized egg; genes that may have been turned off
during the process of development must be turned on again. Wilmut used shocks
not unlike Frankenstein’s method of reawakening his creature. Scientists have only
limited knowledge of embryogenesis and the regulation of development. This
undoubtedly contributes to the extremely low success rate of cloning.

A subset of offspring produced by cloning has exhibited a variety of develop-
mental abnormalities; the most common are placental defects involving both mater-
nal and fetal tissue that may lead to miscarriage, increased size at birth, and kidney
and lung abnormalities [2]. Some problems are similar to those observed in cattle
produced using IVF; “large offspring syndrome” may result from the suboptimal
culture conditions for embryos prior to transfer into the uterus.

A second concern centers on the reprogramming of the donor nucleus. Under
normal conditions, a subset of mammalian genes is “imprinted.” The copies of these
genes from the mother and the father behave differently in offspring. During gamete
production, a chemical mark is placed on these imprinted genes that affects the
pattern of expression. Defects in imprinting in humans can lead to fetal death or
give rise to syndromes associated with severe mental retardation. Cloned embryos
may not be subject to the mechanisms that allow imprinting to occur, since nor-
mally the process occurs only in gametes.

Other safety concerns include possible incompatibilities between a donor nucleus
and host egg mitochondria or cytoplasm, and whether the life span of the offspring
might be shortened as a result of shortened telomeres at the ends of donor chro-
mosomes. Dolly was euthanized in 2003 at age six, after developing a serious illness;
the normal life span of a sheep is twelve years [4]. Conclusions cannot be drawn
from a single example, however.

Initial Policy Responses

Dolly’s birth raised the real possibility of cloning humans. The public concern
was immediate and intense. President Clinton instructed the National Bioethics
Advisory Committee (NBAC) to immediately review the ethical and legal issues
associated with cloning, and report back within ninety days. The NBAC built
on the analysis conducted by the HERP that was established by the NIH in 1993.
In 1994, the HERP recommended a moratorium on any attempt to clone humans
in its report on acceptable applications of human embryo research [5, 6]. The
NBAC’s report recommended continuing the moratorium and that legislation be
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enacted to prohibit attempts to create a child by nuclear transfer. The committee
remained concerned that legislation banning cloning should not interfere with
research on other aspects of reproduction. The NBAC also discussed genetic
determinism—the misperception that individuals are solely the product of their
genes—and was careful to distinguish between possible scenarios and far-fetched
ones. Its report attempted to skirt the issue of the moral status of preimplantation
embryos—an issue also avoided in IVF because of its complicated relationship to
abortion politics. The president proposed the Cloning Prohibition Act in 1997 in
an attempt to act on the NBAC’s recommendations, but the legislation was not
passed [7].

In 1997, the state of California enacted legislation banning human cloning for
reproductive purposes [8]. Other states soon followed suit, and by 2005, fourteen
states had adopted laws banning human cloning. Several bills were introduced in
Congress, but initially did not move out of committee. This changed dramatically
in 2001.

That year, Advanced Cell Technology (ACT), a Massachusetts-based biotechnol-
ogy company, announced it had successfully cloned a human embryo for the stated
purpose of generating human embryonic stem (hES) cells [9]. Whether ACT was
actually successful in cloning a human embryo is questionable, but the attempt was
widely criticized. A bill criminalizing all forms of human cloning was passed in the
House of Representatives (Human Cloning Prohibition Act of 2001 [10]) and intro-
duced in the Senate, where the bill failed to come up for a vote. In late December
2002, Clonaid, a company founded by a fringe group called the Raelians,
announced that the first cloned baby had been born. No proof was ever made avail-
able that the child existed. The hoax nevertheless led to renewed congressional
efforts to ban all forms of human cloning. The House once again passed legislation
to ban cloning [11], and debates took place in the Senate.

In 2002, the NRC weighed in to the controversy with a report that argued there
was currently no justification for cloning for reproductive purposes, and that it
should be banned. The safety of the procedure for future children was questionable
[2]. Such a recommendation is unprecedented—no panel had ever proposed that a
line of research be banned. The panel drew a sharp distinction between reproduc-
tive cloning and so-called therapeutic cloning (or cloning for biomedical research),
the creation of cloned embryos as a source of hES cells or for research on human
diseases. The NRC recommended that research into cloning for the generation of
stem cells should continue.



104 Manufacturing Children

Stem Cells Enter the Picture

Although federal policy prevented the federal funding of research on human
embryos, it did not bar research in the private sector. Several private companies con-
tinued to conduct research on human embryos and techniques for human cloning.
The two lines of research became inextricably tangled in the process.

Stem cells are cells that have the potential to give rise to many kinds of differen-
tiated tissues (pluripotent), depending on the signals they receive. Although stem
cells may be isolated from both embryos and adult tissues, adult stem cells appear
to be much more limited in their potential to become different kinds of cells. Stem
cells are touted as possible sources of treatments for a variety of human degenera-
tive diseases. The idea is to replace damaged cells with healthy ones derived from
the pluripotent stem cells. Stem cells from cloned embryos may be useful in the study
of human genetic diseases by providing a reliable source of cells carrying the genetic
defect. In 1998, John Gearhart and James Thomson of the University of Wisconsin
reported the derivation of pluripotent human stem cells from embryos [12], and
argued that they had the potential for treatment of a variety of degenerative dis-
eases, including Alzheimer’s and Parkinson’s.

In March 2004, a group of South Korean researchers led by Woo Suk Hwang
reported the derivation of hES cells from cloned blastocysts, indicating that stem
cells could successfully be made from cloned embryos [13]. The resulting stem cells
would be genetically identical to the nucleus donor’s cells, and any tissues or organs
generated from them would not be rejected by their immune system. The same group
reported in June 2005 the derivation of eleven lines from different individuals using
the same cloning technique [14]. The improved success rate suggested that the pro-
duction of patient-specific hES might be both feasible and practical. But allegations
of misconduct and data fabrication led to the retraction of a second article in Decem-
ber 2003, calling into question the earlier piece as well [15]. In January 2006, inves-
tigators in Korea reported that Hwang also fabricated the data from his 2004 article
[16]. The successful creation of cloned human stem cells now awaits further
experimentation.

Human ES cells are controversial because their best source is from embryos at
the blastocyst stage, when the embryo consists of a hollow ball. Stem cells are col-
lected from the interior of the embryo, and the embryo is destroyed in the process.
Should embryos be destroyed to generate stem cells that might be used to treat ill-
nesses in people? Should embryos left over from IVF procedures be used to gener-
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ate stem cells? An alternative approach would be for donors to designate their
gametes for the generation of embryos to be used in stem cell research. Should
embryos be deliberately created to provide a source of stem cells? For those who
believe that preimplantation embryos are “human lives,” the answer is no. For those
who view embryos as tissue, the potential for saving lives is a strong argument for
generating stem cells.

In August 2001, President Bush, in a compromise move, announced that federal
funds might be used to study stem cells, but only using cell lines that had been
derived from embryos prior to the date of his proclamation. No new stem cell lines
would be created from embryos using federal funds [17]. The federal government
announced that over sixty cell lines were available for study. Unfortunately, most
of the existing cell lines were insufficiently characterized and turned out not to be
useful; others were owned by private companies and therefore not available for
research by others. Stem cell researchers complain that their research is stymied by
the federal regulations.

In November 2004, California voters approved Proposition 71, a constitutional
amendment to create the California Institute of Regenerative Medicine (CIRM) to
support stem cell research [18]. The bill authorized the state government to issue
bonds to finance up to $3 billion toward grants and loans to support research and
research facilities. California hopes to become the leader in stem cell research by
attracting researchers both nationally and internationally. Since the bill’s passage,
the CIRM named Zach Hall, a prominent neuroscientist, to head the institute, estab-
lished a twenty-nine-member advisory panel, and developed procedures for the
awarding of grants. The CIRM, however, is mired in lawsuits that challenge the use
of state funds without adequate state control, limiting its ability to raise funds [19].

California became the second state to explicitly support stem cell research; New
Jersey passed legislation enacted in January 2004 to support stem cell research at
the more modest level of $6.5 million [20]. In 2005, Illinois and Massachusetts also
authorized the use of state monies for stem cell research.

The Ethics of Human Cloning and Policy Recommendations

There is general agreement that there is little justification for reproductive cloning
or cloning to produce babies. Most concur that safety issues for future offspring
make such research unacceptable. The President’s Council on Bioethics recom-
mended unanimously that a permanent ban on cloning to produce children should
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be instituted [21, 22]. The majority also recommended that a five-year moratorium
on cloning for biomedical research be instituted. A minority recommended that
research continue with regulation [21].

The council was split on whether cloning to produce stem cells was acceptable.
Leon Kass, the council chair, and other council members argue that creating embryos
only to destroy them violates the sanctity of human life, exploits humans, and does
moral harm to society. These assertions closely mirror Kass’s opposition to IVF over
twenty-five years ago [23, 24]. Council members who support further research on
stem cells contend that while embryos may have an intermediate (or no particular)
moral status, the potential benefits of research outweigh these concerns. In 2004,
two supporters of continued research were not renewed on the council and were
replaced by more conservative members—a move criticized by many scientists as
religiously and politically motivated [25]. The reconstituted council issued a report
expressing stronger concerns, but stopped just short of proposing an outright
research ban [22]. The death of former president Reagan from Alzheimer’s disease
in June 2004 led to public calls for increased stem cell research [26, 27], even from
staunch antiabortion politicians like Senator Orrin Hatch of Utah.

Concerned by the lack of federal oversight, the NRC issued a report in April 2005
providing detailed guidelines for the ethical conduct of research on hES cells [28].
The proposed guidelines set limits on how long embryos may be maintained in vitro,
place controls on human/animal chimera studies, ban any payment for embryos,
and require strict informed consent for donors of gametes or embryos. Institutional
committees modeled after those that approve human or animal research (see chapter
5) should be established to oversee all research on hES cells. Researchers must also
assure that proper medical care is provided to all potential donors.

In 2004, the President’s Council on Bioethics embraced the possibility of devel-
oping hES using alternative methods [29]. Suggested approaches include stem cells
derived from adults or umbilical cord blood, or deriving cell lines from “dead”
embryos, disabled embryos, or by removal of single cells from embryos, leaving
them still viable (akin to PGD). The approaches were theoretical, though, and their
potential was undetermined. In October 2005, two groups reported new methods
for developing stem cells from mice that may not pose the same degree of ethical
difficulty if applied to humans. One method removes single cells (blastomeres) from
early embryos from which to derive stem cells; the embryos are not destroyed in
the process [30]. The second method creates cloned embryos with a disabled gene
that are unable to develop to a stage that would permit implantation; such embryos
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have no potential for full development [31]. These studies in animals provide a
“proof of concept” for these approaches, but it remains to be determined whether
they are feasible in humans. Still, there have been calls from Congress to place a
moratorium on “traditional” methods until the utility of these approaches is deter-
mined [32]. In addition, with the controversy surrounding the South Korean pub-
lications on cloned hES cells, whether it is actually possible to clone human embryos
IS once again uncertain.

The issues surrounding human cloning and embryo research, and the rhetoric they
inspire, are almost identical to those voiced when IVF was under development. Will
Congress act to ban human cloning, or will the government adopt the same laissez-
faire approach it took for ARTs? In the United States, the states have taken the lead
in developing regulatory policy in these areas. Congress has given some indication
of a movement to support human embryo research—for instance, majority leader
Bill Frist announced his support of embryo research in fall 2005. While controversy
continues in the United States, similar debates are in progress around the world,
and thus whether stem cell research and human cloning flourish in the future is an
open question.
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The Asilomar Conference on Recombinant DNA:
A Model for Self-Regulation?

The development of recombinant DNA technology (or “gene splicing”) is marked
by an event unprecedented in the history of science: a deliberate moratorium on
scientific research. This moratorium was not called by policymakers outside the
scientific community but rather by leading scientists themselves.

In 1973, Stanley Cohen and Herbert Boyer reported the successful recombination
of DNA molecules in vitro using newly characterized restriction enzymes [1]. The
scientific community immediately recognized the potential of the new technology
for studying molecular genetics and fundamental biochemical processes in cells.
Some scientists also expressed concern that recombinant DNA research might lead
to the unintended release of dangerous new pathogens into the environment [2, 3].
At a 1973 conference, researchers discussed the issues surrounding certain kinds of
experiments involving recombinant DNA [4]. Among the concerns were experi-
ments using a particular strain of E. coli bacteria, K-12, that was capable of colo-
nizing the human gut. Letters from leading scientists were published calling for a
moratorium on research and asking the NRC to establish a panel to address areas
of concern. In April 1974, the NRC committee published a letter in Science urging
researchers not to conduct experiments in some areas of recombinant DNA
research [5].

In February 1975, 140 participants—scientists, lawyers, and journalists—met at
the Asilomar Conference Center in Pacific Grove, California, to discuss scientific
and policy matters regarding recombinant DNA. There was considerable disagree-
ment about the risks of recombinant DNA. Some scientists felt that the concerns
were overblown, while other believed that there was simply not enough informa-
tion available to make a judgment. Nevertheless, those who thought that regulation
was necessary prevailed [3, 4]. A strong motivation was concern that congressional
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action might place severe limits on the conduct of recombinant DNA research. By
developing their own regulations, scientists hoped to avoid legislation that might
have a devastating effect on their research. The conferees agreed that research on
recombinant DNA should continue, using biological containment facilities of
increasing stringency (designated P1 to P4) for experiments viewed as potentially
more hazardous [6]. For example, research that involved splicing DNA from eukary-
otes into prokaryotes would be subject to the strictest containment because of the
possibility of transferring viral genomes hidden in the DNA. The conference also
recommended that certain kinds of research should be deferred indefinitely: those
that involved DNA from dangerous pathogens or toxins, and large-scale experi-
ments that might make potentially harmful products (see also chapter 9). Further-
more, the conference called on governments to establish codes of conduct for
recombinant research.

The guidelines proposed at the Asilomar Conference became the framework for
the NIH’s Recombinant DNA Advisory Committee (RAC) and regulations that con-
tinue to provide research oversight in this area. The first RAC regulations were pub-
lished in 1976 [7, 8]. As it became clear that the risks of recombinant DNA were
not as great as initially feared, many of the restrictions were lifted. Nevertheless, a
RAC review of grant proposals involving some types of recombinant DNA tech-
niques still is mandated today. Research funded by private sources is not subject to
the regulations imposed by the NIH.

After the conference recommendations were published, the public became aware
of the new technology for the first time. Most members of the public did not under-
stand the science behind the new technology and were fearful of it. The possibility
of “genetic engineering” of humans raised concerns about the ethical and social
legitimacy of the research [9]. In Cambridge, Massachusetts, home of both Harvard
University and MIT, the city council voted in 1976 to ask both institutions to
observe a three-month moratorium on research while a citizens’ board reviewed
whether such research should be permitted [4, 8]. The board ultimately ruled that
research was permissible under the just-released NIH guidelines. States and other
municipalities took similar action to regulate such research.

The federal government also participated in the debate. Joseph Califano, the
DHEW secretary, convened a Federal Interagency Committee on Recombinant DNA
Research in November 1976 to assure that all federal agencies would adopt the
guidelines being developed at the NTH. Califano testified before Congress that reg-
ulation was necessary and outlined legislation that might serve this purpose [4, 8].
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Although numerous bills were introduced in Congress in 1977-78, no laws were
passed. Beginning in 1977, it became increasingly clear that recombinant DNA
research was not as risky as initially believed. Scientists actively lobbied Congress
not to impose stringent regulations. After 1978, recombinant research was more
generally accepted, and calls for tight regulations diminished.

These events were remarkable for several reasons. First, scientists voluntarily
halted lines of research in order to consider the potential risks of moving ahead.
Second, they suggested that there were certain kinds of experiments that should be
forbidden. Finally, scientists themselves developed regulations of their activities
using the NIH to provide oversight.

The outcomes of the Asilomar Conference are not without their critics. The focus
on biohazards led to a culture of “worst-case scenarios” that continues to pervade
research discussion today [10]. For some researchers, the expense of building high-
level containment facilities discouraged them from continuing certain lines of
research. Others suggest that regulations slowed progress in areas of molecular
biology. Of course, science has no formal organization, and the organizers and par-
ticipants in Asilomar had only the power of persuasion, peer influence, and effects
on journal editors, government, and university administrators to alter scientific
practices.

Is It Time for Asilomar Two?

As the twenty-fifth anniversary of the Asilomar Conference approached, there were
calls for a reexamination of the issues surrounding many areas of biotechnology
[11, 12, 13]. Paul Berg and Maxine Singer, organizers of the original conference,
wrote in 1995 that few attendees could have anticipated the impact of applications
of recombinant DNA technology on society, or the profound ethical, legal, and soci-
etal debates that progress engendered [14].

The first Asilomar Conference took place in a unique environment: the technol-
ogy was brand-new, and the issues were not yet public [15]. The conference could
thus operate as “an early warning system within the scientific community” without
pressures from a public debate. The absence of public involvement permitted a sci-
entific approach to the issues and led to the first voluntary moratorium on research.
At the present time, debates on biotechnological issues take place in the public arena,
with no similar opportunity for a purely scientific discussion. Hence, the Asilomar
Conference may not serve as a good model for future debates.
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Protecting the Public: The FDA and New AIDS
Drugs

Americans have a general expectation that the food they consume, the drugs they
take, and the products they use are safe. Many look to the federal government to
assure that industry is regulated appropriately to achieve this goal. Yet regulation
is also unpopular: it increases costs for industry (and therefore for consumers), and
may slow the pace of introduction of new drugs and consumer products. Some also
view regulation as intrusive and paternalistic, denying individuals the freedom to
make decisions about their own lives. This part explores these issues by looking at
the FDA, the agency with primary responsibility for both the safety and efficacy of
drugs as well as the safety of food. The development of drugs to treat AIDS was a
defining issue for the FDA in recent years, and hence will be a focus here.

A Short History of the FDA

Prior to the beginning of the twentieth century, the U.S. federal government played
a small role in regulating industry. Laissez-faire capitalism was the accepted prac-
tice, allowing low pay and long hours for workers, no workplace or product safety,
few social support services, and highly inequitable tax structures [1]. The govern-
ment did little to regulate drug marketing and food safety. Anyone could market
“patent” medicines without testing—all one needed to do was claim someone had
been cured. A single piece of legislation, the Drug Importation Act of 1848, banned
the entry of adulterated drugs from abroad [2], but little enforcement took place.
Manufacturers commonly adulterated food with toxic additives (claimed to be
preservatives), added chemicals to disguise rotten food, or failed to remove dirt,
insects, or other contaminants.

By the early 1900s, President Theodore Roosevelt ushered in a new spirit of
reform. He was aided by a doctor, Harvey Wiley, who gathered evidence of the
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dangers of food adulteration and poisonings by patent medicine, and presented them
to Congress. Investigative reporters published articles in leading magazines about
the dangers of patent medicines. Congress, however, expressed little will to enact
legislation until the publication of Upton Sinclair’s muckraking novel, The Jungle,
in early 1906, which described in graphic detail the practices of the meatpacking
industry. Within months, Congress passed laws regulating the meatpacking indus-
try and also the Pure Food and Drug Act (PFDA) of 1906 [2]. The responsibility
for enforcing the new law went to Wiley’s Bureau of Chemistry in the U.S. Depart-
ment of Agriculture (USDA), which became the precursor of the FDA, which was
created in 1927.

The PFDA contained provisions to protect the public against consumer fraud; it
required drugs to be pure and clearly labeled. But it contained no provisions that
required drugs to be effective or, for that matter, safe to consume. A producer need
only claim a belief that the medicine was effective to escape prosecution for fraud
[3]. A tragedy stimulated new law. In 1937, the Massengil Company developed and
marketed a liquid formulation of the antibiotic, sulfanilamide, using the highly toxic
chemical diluent, diethylene glycol [2, 4]. Over one hundred people, primarily chil-
dren, died after taking the “Elixir Sulfanilamide.” The fledgling FDA had author-
ity to intervene and pull the product from stores solely because the manufacturer
had mislabeled the product as an elixir, which is an alcohol-based mixture, and not
because the product was poisonous. The resulting public outcry led to the passage
of the Federal Food, Drug, and Cosmetic Act (FFDCA, Ch. 675, 52 Stat. 1040) in
1938.

For the first time, the federal government granted the FDA genuine jurisdiction
to ensure that drugs were safe. Drug manufacturers had to demonstrate that new
products were safe before marketing. False claims about drug effectiveness became
illegal; however, no direct demonstration of effectiveness was required. The addi-
tion of toxic substances to food was prohibited except when unavoidable, and limits
were set in such cases [3]. The FDA was given authority to conduct inspections of
the food industry. In 1951, the Durham-Humphrey Amendments placed controls
on drugs to be available only by prescription [2]. An additional series of amend-
ments in the 1950s further limited food additives. The Delaney Clause, added in
1958, prohibited any substance found to cause cancer to be used as a food addi-
tive. This zero-tolerance clause proved problematic in later years.

After passage of the FFDCA in 1938, no major changes to FDA law occurred
until 1962, in the aftermath of yet another tragedy. Thalidomide was marketed in
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Europe between 1959 and 1962 as a sedative and antinausea drug for pregnant
women. Yet it caused severe birth defects in the babies born to pregnant women
taking the drug, including children born with flipperlike limbs (phocomelia). An
estimated ten thousand babies were born in Europe with birth defects before the
drug was withdrawn in 1962 [1, 2].

The United States largely escaped the tragedy because thalidomide was not sold
in the States, having been delayed in the FDA’s drug approval process (the mothers
of the small number of babies born in the United States with phocomelia had
obtained thalidomide while in Europe). Frances Kelsey, an FDA reviewer, is cred-
ited with blocking the drug’s approval by demanding that adequate safety and effec-
tiveness data be provided by the manufacturer [1, 5]. The 1962 amendments (Public
Law No. 87-781, 76 Stat 780) gave the FDA authority to fully approve new drugs
prior to their marketing. A critical element of the approval was a demonstration
that the new drug was effective as well as safe. The 1962 amendments established
the current system of FDA drug evaluation and approval [2, 4]. It is somewhat par-
adoxical that the changes to the law were unrelated to the problem of unsafe drugs
exemplified by thalidomide, as thalidomide might in fact have been (and has since
been shown to be) an effective, if not a “wonder,” drug, albeit not for pregnant
women. Nonetheless, this pattern of regulation following seminal, even tragic,
events and public outcries typifies the evolution of federal regulations of drugs and
devices as well as the use of humans and animals in research (see the “Seminal
Events” section in this chapter).

The FDA Drug Approval Process

The new drug-screening process begins with the submission by a drug developer
of an investigational new drug (IND) application. The testing of medical devices is
similarly permitted under investigational device exemptions. The IND must include
data on animal and other preclinical studies demonstrating the experimental drug’s
safety and chemical action. Once the FDA approves the IND, the manufacturer
may conduct research on human beings, known as clinical trials.

There are three stages to the clinical testing of a new drug [4, 6]. Phase I trials
examine whether the drug has significant toxic side effects by administering it to a
small group of twenty to thirty volunteers. Normally, healthy individuals are paid
to be in these studies, which involve increasing doses of drug to subsequent cohorts
of subjects and assessing toxicity. For especially dangerous drugs, like cancer
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chemotherapies, sick patients who have failed conventional treatments are typically
used. As a general rule, phase I trials do not examine whether the drug is effective
against disease. The purpose of the phase I trial is to identify the maximum toler-
ated dose, which dose is then used in a phase II study; if no dose presumed to be
effective is acceptably tolerated, the development of the drug may be halted.

Phase II trials are pharmacokinetic and pharmacodynamic studies that address
how the body metabolizes the drug, in which the drug is given at a single dose level
to larger numbers of subjects (often ranging from several dozen to more than a
hundred). These trials typically have no controls, and involve looking primarily at
how the human body processes and excretes the drug. Data are also collected on
safety as well as effectiveness. Drugs that are shown to be biologically active and
reasonably safe after testing in this larger group of subjects may then go into phase
III trials. Phase II trials may reveal that a new drug appears to be effective, but do
not adequately assure that the drug is efficacious.

In phase III trials, a large number of patient-subjects, as many as several thou-
sand, are given the drug. Phase III trials are randomized, controlled trials, meaning
that subjects who meet entry criteria are randomly assigned to either receive the
experimental drug or be a control (for comparison purposes). Controls may be
placebo (receiving a biologically inactive agent) or active (receiving a standard drug
provided to patients for the disease under study). Trial designs vary widely, with
some including both active and placebo control arms, and in cases where there are
effective drugs and it would be unacceptable to withhold treatment, the experi-
mental drug and placebo may be given in addition to standard therapy. Phase III
trials are designed to determine whether an experimental drug works—that it is
efficacious and reasonably safe.

Substantial evidence of the drug’s efficacy must be obtained if the drug is to be
approved by the FDA [2]. The final step in the process is the filing of a new drug
application (NDA) requesting approval to market the new drug. The FDA reviews
the data generated in the clinical trials, and determines whether the drug is both
safe and effective. The entire process typically takes years, and costs pharmaceuti-
cal companies many millions of dollars. Note that a drug will be licensed if it is at
all effective; it is not necessary for licensure that a drug company establishes that a
new drug works better than other available drugs. Thus, drug companies always
wish to test their experimental drugs against placebos to establish efficacy, but
placebo control trials are not always ethical to perform (see “Placebo Controls”
section below).
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Criticism of the slow pace of new drug approval began in the 1970s, when studies
by William Wardell suggested that new drugs were approved much more rapidly in
the United Kingdom than in the United States [2]. Political conservatives, who
opposed regulation, claimed that the slow pace of new drug approval did not protect
consumers from adverse drug effects, since well-documented cases such as thalido-
mide were purely fortuitous [7]. Instead, they argued that Americans were deprived
of important drugs because of the “drug lag” between development and approval.

In response to rising criticism, the FDA developed a “compassionate use” provi-
sion that allowed drug companies to make unapproved experimental drugs avail-
able to patients on a case-by-case basis with FDA approval [4]. The FDA also
decided that patients might be given permission to import small quantities of unap-
proved drugs for personal use only; the drugs were not to be sold to others. Neither
move silenced the FDA’s critics. For example, in the 1970s, the FDA refused to
approve a popular alternative anticancer drug, laetrile, because there was no clini-
cal evidence suggesting it was effective (see part 7); desperate patients went to other
countries to obtain it. A group of cancer patients filed suit against the FDA for its
policy on laetrile, contending that regulation interfered with interstate commerce.
The U.S. Supreme Court upheld the right of the FDA to regulate drugs in United
States v. Rutherford (442 U.S. 544) in 1979 [4]. By the 1980s, AIDS and related
activism ushered in a new era of pressure to change drug policies.

The Biology of HIV/AIDS

AIDS is caused by infection with a retrovirus called the human immunodeficiency
virus (HIV). Viruses contain genetic material surrounded by a protein package, and
operate by infecting cells and forcing the cell’s synthetic machinery to make more
virus particles. The genetic material in retroviruses is in the form of RNA, rather
than DNA. When HIV infects cells, it causes cells to translate the genes encoded by
the RNA. Among the genes is one that encodes the enzyme, reverse transcriptase,
which makes DNA from the RNA template. More RNA can then be made, along
with the proteins needed to package the RNA. When new virus particles escape
from the cell, it is killed because holes are punched into its membrane. The new
virus particles then go on to infect other cells.

HIV selectively attacks a population of cells in the immune system called helper
T-cells. These cells assist in immune responses involving both B-cells, which make
antibodies, and T-cells, which directly attack foreign cells (see chapter 12). HIV
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recognizes a protein on the surface of helper T-cells called CD4, and uses it to enter
the cells.

Initial infection with HIV produces only mild flu-like symptoms, including nausea,
chills, and night sweats. The virus may then enter a dormant phase, when it “hides”
in the body and remains inactive. Over time, however, the viral infection of helper
T-cells causes the population of CD4+ cells to drop lower and lower. Normal levels
of CD4+ cells range from eight hundred to twenty-two hundred per cubic millime-
ter per mm of blood [3]; once levels drop below two hundred, AIDS symptoms are
likely to appear [8]. When helper T-cells are absent, the immune system cannot
mount an adequate response to infectious agents. Affected individuals become
vulnerable to a variety of pathogens and develop symptoms of other diseases that
are characteristic of HIV/AIDS. Patients may develop a rare form of pneumonia
(PCP) produced by infection with Preumoncystis carinii, a parasite. They may
develop a form of malignant skin cancer called Kaposi’s sarcoma usually seen only
in elderly or immunosuppressed patients. Others may develop severe fungal or viral
infections, leading to blindness and dementia. These illnesses result from so-called
opportunistic infections, as the immune system function declines. Without aggres-
sive treatment, the mortality rate of HIV/AIDS is close to 100 percent.

When the first cases of HIV/AIDS were described in the early 1980s, most patients
were homosexual men or intravenous drug users. AIDS affects both men and
women, though, and can be transmitted from infected women to their fetuses in
utero. HIV is commonly spread by sexual contact or other exchange of body fluids,
such as blood transfusions or the sharing of needles by drug users. HIV/AIDS is a
global problem, with the highest infection rates in sub-Saharan Africa. In 2003, an
estimated forty million people were infected worldwide [9], with close to four
hundred thousand cases in the United States in 2002 [10].

Current Treatments for HIV/AIDS

The treatments for HIV/AIDS are aimed at killing the virus or preventing it from
infecting other cells. The genome of HIV is now known, and researchers work to
develop drugs targeted at different stages of the virus’s life cycle. For example, some
drugs, such as azidothymidine (AZT), are artificial nucleosides (DNA building
blocks) and interfere with the activity of the reverse transcriptase enzyme, prevent-
ing the synthesis of DNA from the viral RNA. Others attack specific viral proteins,
making it difficult for the virus to either infect cells (fusion inhibitors) or make new
virus particles (protease inhibitors). Researchers are attempting to develop a vaccine
against the virus; unfortunately, this has met with little success so far.
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A second approach to treating HIV/AIDS is to develop drugs that effectively
combat the serious opportunistic infections that appear in AIDS. Such drugs may
prolong the life of patients with AIDS, but ultimately are less successful than drugs
that directly attack the virus itself.

The challenge in treating HIV/AIDS comes from the high rate of virus mutation.
The virus can become resistant to antiviral drugs, as mutated forms proliferate.
Current treatments use “cocktails” of several anti-HIV drugs to limit the develop-
ment of drug-resistant strains. Since the mid-1990s, the death rate from HIV/AIDS
has declined markedly in the United States; HIV/AIDS begins to appear more like
a chronic illness than a “death sentence.” Nevertheless, treatment remains expen-
sive, and the public health consequences of a growing HIV/AIDS population,
even a healthier one, are considerable. There is concern, too, that changing
AIDS from a deadly disease to a chronic condition will lead to increased rates of
infection as people who are at risk stop taking precautions against infection (e.g.,
condom use).

The AIDS Era and Drug Development

The first cases of the syndrome to become known as AIDS appeared in 1981; the
CDC reported the unusual occurrence of PCP in five homosexual men in Los Angeles
[8]. The number of cases grew rapidly, reaching fifteen hundred by January 1983
and over ten thousand by January 1985 [8]. The politically and socially conserva-
tive Reagan administration, however, failed to respond to the growing epidemic
for several years; the outrage this inaction generated in the gay community con-
tributed to the rapid rise of AIDS activism [11]. The Gay Men’s Health Collective
was formed in 1981 to disseminate information about HIV/AIDS to the gay
community and lobby the government for support. The more militant AIDS Coali-
tion to Unleash Power (ACT-UP) was founded in San Francisco in 1987, and became
a major influence in AIDS drug policy. The antiregulatory stance of the Reagan
administration also affected the FDA; its budget was slashed and its staff reduced
[1].

Researchers in France and the United States isolated the HIV virus in 1984, allow-
ing for the development of screening tests for HIV infection, but no FDA-approved
drugs were available to treat HIV/AIDS. Beginning in 1984, the FDA allowed drug
companies to provide available drugs to treat AIDS-associated infections such as
PCP and cytomegalovirus on a compassionate use basis. Yet the increasing frustra-
tion of activists over the limited government response led to independent measures.
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Black-market buying clubs, such as the People with AIDS Health Group, began to
import unapproved purported anti-AIDS drugs from abroad; most proved ineffec-
tive, if not dangerous. Buying groups made use of the personal use import exemp-
tion, in a quasi-legal manner [4].

The pharmaceutical industry was not interested in developing anti-HIV drugs ini-
tially because it assumed that the number of affected individuals would be small
and the disease would “burn out” in a short time. The FDA granted the Burroughs-
Wellcome Company (now GlaxoSmithKline) an “orphan drug” exemption for AZT,
the first promising AIDS drug. The Orphan Drug Act was passed in 1983 to encour-
age companies to develop treatments for rare diseases [8]. Drug developers received
tax credits and exclusive marketing rights to make up for limited sales. Burroughs-
Wellcome earned a windfall given the extent of the HIV/AIDS epidemic.

AZT entered clinical trials in July 19835, after FDA approval of an IND filed by
Burroughs-Wellcome. Almost immediately, AIDS activists demanded that the drug
be made available to patients prior to approval. In 1986, early phase II trials indi-
cated that AZT was effective in reducing the progression of AIDS; the trial was
halted, and all patients were given AZT. The FDA sped through the evaluation
process and approved AZT in 1987, only two years after it approved the IND. While
the FDA viewed the speed of the approval as a testament to its ability to respond
to community concerns [12], the AIDS community complained that patients were
denied the drug during the approval process [8]. In addition, the initial price of
$10,000 per year was viewed as beyond the reach of most AIDS patients; Burroughs-
Wellcome dropped the price to $8,000 in the face of intense public and congres-
sional pressure [8].

In 1987, the FDA reorganized and separated the division that evaluated new drugs
and biologics (such as vaccines) into two separate entities. The Center for Drug
Evaluation and Research had authority for new drugs. A separate authority was
responsible for medical devices such as heart valves or breast implants (see chapter
6). One effect of the split was to reduce the caseload for evaluation. Given the FDA’s
limited staff as a result of budget cuts, the reorganization was helpful in speeding
the evaluation process. The FDA also announced an expansion of the compassion-
ate use protocol. It authorized the use of investigational new drugs to treat patients,
or “treatment INDs” (21 C.ER., Sec. 312.34). Drug companies could sell drugs to
patients suffering from serious or life-threatening illnesses while clinical trials were
underway [2, 4, 12]. A notable policy change allowed companies to charge for inves-
tigational drugs; under compassionate use, they usually were provided for free.
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While the FDA argued on ethical grounds that treatment INDs allowed seriously
ill and dying patients access to drugs, critics charged that the approach seriously
compromised the clinical trials themselves. Why would patients agree to be part of
a clinical trial, during which they might be given a placebo compound, when they
might get the drug outside the trial? In addition, since the safety and efficacy of the
drug was not known, drug companies were in a position to exploit patients by
selling them unapproved drugs. On the other hand, AIDS activists criticized the new
program for limiting patient access to experimental drugs by requiring FDA
approval of the treatment IND [4]. The FDA could delay approval until adequate
initial clinical data were available to suggest that the drug was promising; activists
contended that patients died in the interim. In response, the FDA expanded the early
access program by developing a “parallel track” that permitted HIV/AIDS patients
who did not qualify for clinical trials access to investigational drugs [12, 13].

A third component of the new FDA procedures was codified in subpart E of the
FDA’s regulations (21 C.ER., Sec. 312.80). These rules were intended to speed drugs
aimed at serious or life-threatening illnesses through the approval process. They
called for close collaboration between the FDA and drug developers. Promising
drugs might be approved prior to stage III clinical trials; clinical trials might con-
tinue after drug approval (so-called stage IV postapproval trials) [13]. The policy
change led to a new line of criticism: that the FDA was a tool of the pharmaceuti-
cal industry [1].

The pace of new AIDS drug development remained frustratingly slow. No new
anti-HIV drugs were released until 1991, when dideoxyinosine (ddI), another nucle-
oside analogue, was approved [14]. Both AZT and ddI had serious side effects, and
both lost effectiveness as the virus mutated. ACT-UP conducted a series of militant
acts publicizing the limited number of anti-AIDS drugs, including occupying the
offices of Burroughs-Wellcome to protest the high cost of AZT, and infiltrating the
New York Stock Exchange to unfurl a banner telling investors to sell Burroughs-
Wellcome stock [8]. Activists continued to vocally criticize the FDA for the slow
rate of new drugs approval and the rigidity of its review guidelines. Another group,
Project Inform, sponsored “underground” clinical trials within the gay community
[2, 8]. It then provided information to the FDA in hopes of speeding new drug
approval. In most cases, the FDA did not deem the data as adequate.

In the early 1990s, the FDA made further changes to expedite the review process.
It announced the establishment of an “accelerated approval” mechanism for new
drugs directed against life-threatening illnesses. Drugs must offer a significant benefit
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over existing treatments. Accelerated approval may be granted based on the drug’s
effect on a “surrogate endpoint marker” rather than direct evaluation of a clinical
benefit to patients [2, 4, 12, 13]. In the case of new AIDS drugs, the surrogate marker
might be the number of CD4+ cells; an increase in cell counts would suggest
improved survival for the patients. Given the uncertainty of this approach, final
FDA approval was contingent on demonstrating that the surrogate marker did
reflect clinical efficacy using postapproval clinical trials (stage IV).

The FDA also instituted a parallel track program targeted directly at HIV/AIDS
[4]. Patients were given access to investigational drugs as in treatment INDs, but
the amount of evidence required for access was considerably less. In other words,
the FDA responded to pressure from activists by allowing HIV/AIDS patients access
to investigational drugs using criteria other than those for other diseases. Only one
drug, stavudine, was distributed to patients under the parallel track program,
however. [13]

The FDA approved more anti-HIV drugs in the early 1990s, with shorter times
between the filing of INDs and the final approval of the NDAs. In December 19935,
the first protease inhibitor, saquinavir, was approved [15]. Protease inhibitors
prevent new virus particles from escaping from infected cells by blocking the attack
of the cell membranes. Other protease inhibitors followed. The FDA also approved
the use of drug cocktails, combinations of drugs that proved more effective than a
single drug. Finally, in 2003, the first of a new class of drugs was approved, Fuzeon,
which blocks the fusion of HIV with T-helper cells [16]. Fuzeon, made by Roche,
is extremely expensive at $20,000 per year, and like other anti-AIDS drugs, has
serious side effects.

Although the death rate from HIV/AIDS in the United States has declined by
about 70 percent since the mid-1990s, the pandemic continues to spread in the
developing world [17]. Because of the high cost of HIV/AIDS medications, most are
not available to patients worldwide. The search for low-cost strategies for control-
ling the spread of the disease continues. Research aimed at reducing the trans-
mission of HIV from a mother to a fetus is fraught with ethical problems (see the
“Placebo Controls” section below).

User Fees and New Law

Throughout the 1980s and early 1990s, the FDA remained short of staff and funds
to conduct NDA reviews. In 1992, Congress authorized the FDA to collect user fees
from pharmaceutical companies to help pay for the costs of new drug reviews [2,
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18]. The Prescription Drug User Fee Act (PDUFA) provided revenue to permit the
hiring of an additional six hundred reviewers. Congress also linked the improve-
ment in the speed of review to future appropriations for the FDA [2]. Recent evi-
dence suggests that the PDUFA did indeed reduce the time between an NDA and
approval. The PDUFA was reauthorized in 1997, and again in 2002.

The reauthorization of the PDUFA was part of the FDA Modernization Act of
1997 (FDAMA) [19]. The FDAMA provided, for the first time, a clear mission
statement for the FDA that called for the prompt and efficient review of clinical
research with the aim of protecting public health. It also allowed the FDA to weaken
its own standards of evidence for approval of new drugs; a fast-track approval
process was part of the new law. This provision came in response to continuing
criticism, particularly from conservatives, that the FDA regulatory review process
denied access to new drugs [1].

The Dark Side of Accelerated Approval

Does accelerated approval represent a risk to Americans? A cautious approach may
increase the likelihood that new drugs are safe, but it also delays the marketing of
potentially lifesaving new medications. Accelerated approval mechanisms may
shorten the time taken to review clinical data, but they may also increase the risk
that a new drug carries significant side effects not detected during testing.

Before the 1990s, the number of NDAs approved in less than a year was under
20 percent [2]. By the decade’s end, the percentage increased to over sixty. In 1990,
the FDA approved around 75 new drugs; the number increased rapidly to around
150 per year by the late 1990s [20]. The FDA, however, withdrew 12 drugs between
1997 and 2001, 9 of which had been approved under the new accelerated proce-
dures. In the previous eight-year period, the FDA withdrew only 6 drugs for safety
reasons. Among the drugs withdrawn in the latter half of the 1990s were Rezulin
[21], a diabetes drug that caused liver failure, and Baycol [22], a cholesterol-
lowering drug that caused organ failure. A popular off-label combination of two
diet drugs, “fen-phen,” also was withdrawn because of damage to heart valves [23].
Both diet drugs were approved initially only for use separately, but physicians and
patients found they were much more effective for weight loss when taken together.
The FDA withdrew both drugs to prevent further misuse.

Several drug withdrawals received heavy media coverage, leading to criticism of
the FDA for lax oversight [1]. Others countered that the risk of promising drugs
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was outweighed by their potential benefits at the time of approval, and it sometimes
takes more data to change that perception [24]. In September 2004, Merck and
Company withdrew its blockbuster painkiller, Vioxx, after accumulating evidence
that the drug was linked to increased risk of heart attack. Vioxx was one of a new
generation of painkillers called Cox-2 inhibitors, which reduce pain and inflamma-
tion, but without causing the stomach upset associated with popular drugs such as
ibuprofen. Critics charged that both Merck and the FDA had been aware of the
risks, but chose to keep the drug on the market [25, 26, 27]. Thousands of lawsuits
have been filed; the first two cases resulted in decisions split with one for the plain-
tiff and one for the defendant, Merck (a third case ended in a mistrial) [28]. In Feb-
ruary 2005, the FDA announced the withdrawal of a drug to treat multiple sclerosis,
Tysabri, because of links to fatal brain infection. Tysabri had been approved only
three months earlier under the FDA’s accelerated approval process [29]. In June
2006, the FDA approved renewed marketing to MS patients within a strict risk
monitoring program [30].

Public concern over the withdrawal of Vioxx and other drugs stimulated calls for
better oversight of new drug approval by the FDA, as well as calls for congressional
investigations on the possible collusion between drug manufacturers and the FDA
[31, 32, 33]. Charges of intimidation of FDA examiners who questioned drug safety
were reported in congressional testimony. The stock values of Merck and other
pharmaceutical companies selling Cox-2 inhibitors dropped dramatically. In Feb-
ruary 2005, the FDA announced the establishment of a new drug oversight board
to keep tabs on drug safety issues and provide more timely information to con-
sumers [34]. The FDA’s ability to order postmarketing safety reports is limited,
however, since pharmaceutical companies are not required to report evidence of side
effects [35]. If drug companies conceal negative studies (see chapter 8), the FDA has
limited resources to uncover the action.

Off-Label Drug Applications

Off-label drug use is the prescribing of drugs approved for one condition for a dif-
ferent one [2]. It is not unusual for cancer chemotherapy agents to be used off-label
to treat other cancers; frequently, they are then approved for use for additional
forms of cancer [36]. Yet some off-label applications, such as fen-phen, can have
disastrous results. Physicians and hospitals are encouraged to open INDs whenever
trying drugs for new indications, to allow for the collection of good evidence of
safety and efficacy. In 1994, new legislation limited the FDA’s ability to regulate off-
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label drug use (see below). Then, in 1998, the U.S. District Court for the District
of Columbia ruled that the FDA’s guidelines for drug company distribution of pub-
lished material and their influence on continuing medical education activities regard-
ing off-label uses of drugs violated the First Amendment guarantee of free speech
(Washington Legal Foundation v. Friedman) [37]. This ruling meant that a phar-
maceutical firm’s promotion of drugs for off-label indications is permitted, but it is
limited to the distribution of “bona fide peer-reviewed professional journal” arti-
cles or “reference textbook (including any medical textbook or compendium) or
any portion thereof published by a bona fide independent publisher,” and they may
suggest “content or speakers to an independent program provider in connection
with a continuing medical education seminar program”. [37]

The Regulation of Dietary Supplements and Herbal Medicines

The FDA has broad jurisdiction over the safety of prescription drugs and food addi-
tives, but its regulatory capability is limited when dealing with over-the-counter
dietary supplements or herbal medicines. In the early 1990s, the FDA proposed rules
to more tightly regulate the burgeoning dietary supplement industry [1]. The
impetus for the proposed rules involved an epidemic in 1989 of cases of
eosinophilia-myalgia syndrome, a serious disabling condition that causes severe
muscle pain and scarring, and is associated with elevated white blood cell counts.
The outbreak was linked to the dietary supplement L-tryptophan (an amino acid),
which is marketed as an aid to relieving depression. All cases were associated with
L-tryptophan from a single Japanese manufacturer; it remains uncertain whether a
contaminant caused the illnesses. The CDC estimates that thirty-seven people died
and at least fifteen hundred were injured [38]. The FDA pulled L-tryptophan off
the market and pressed for tighter regulation. Its ban was overturned in the 1990s,
and L-tryptophan remains on the market despite continuing FDA concerns [38].
The manufacturers of vitamins, herbal medicines, and other supplements argued
that the proposed FDA regulations would drive them out of business. Their lobby-
ing proved successful. Congress passed the Dietary Supplement Health and Educa-
tion Act (DSHEA) in 1994 [38]. The statute established new definitions for dietary
supplements, separating them from food additives and drugs, and placing them
outside the FDA’s regulatory jurisdiction. The DSHEA also set up an Office of
Dietary Supplements within the NTH, with a mandate to explore the role of sup-
plements in promoting health and preventing chronic diseases. The DSHEA asserted
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that the benefits and safety of dietary supplements were clear, and placed the burden
of proof on the FDA to demonstrate that a given supplement was hazardous. Should
the FDA believe a supplement was dangerous, it had to apply to the DHHS secre-
tary for permission to ban the supplement. The DSHEA also freed manufacturers
from many of the labeling restrictions dating back to 1938. Manufacturers are free
to claim health benefits for supplements, as long as they don’t claim to cure a disease.

Problems with supplements continue to surface, because no premarket testing is
required. Manufacturers are expected to report problems to the FDA’s voluntary
Medical Products Reporting Program [40], but they are not required to do so. For
example, St. John’s Wort, a herbal supplement touted as a treatment for depression,
can block the action of other medications, including anti-HIV/AIDS drugs [1]. Sup-
plements containing kava-kava, intended to relieve stress and promote relaxation,
are linked to a number of cases of liver failure requiring transplants [41]. In
response, the FDA issued a warning to consumers, but it lacks sufficient evidence
to ban the supplements [42].

In 2001, the Office of the Inspector General of DHHS issued a scathingly criti-
cal report of procedures for reporting the adverse effects of dietary supplements
[43]. It found that only a small number of problems are reported, the FDA receives
only limited information, and the manufacturers rarely report adverse events. As a
result, the FDA is unable to take actions to protect the public. The report recom-
mended requiring manufacturers to report problems, requiring the registration of
dietary products and their manufacturers, and setting guidelines for the types of
information to be reported. The report also urged the FDA to seek further over-
sight authority for dietary supplements. While supported by consumer groups, most
manufacturers opposed the recommendations.

In December 2003, the FDA announced its intention to ban the dietary supple-
ment ephedra, a weight-loss and energy supplement [44]. Ephedra is popular with
athletes for enhancing performance. It and other ephedrine-containing products are
linked to an increased risk for psychiatric, gastric, and cardiovascular problems.
The highly publicized death of a young professional baseball player in spring 2003
brought the risk into the public eye. The risks of ephedra were not new, though.
The FDA issued its first warning on the hazards of ephedra in 1997, and required
a warning statement to be included with the product [44]. A detailed analysis of a
number of studies of ephedra confirmed a significant increased risk for serious com-
plications while demonstrating only modest benefit for short-term weight loss [45].
Armed with these data, the FDA had the ammunition to ban the supplement.
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An editorial in the Journal of the American Medical Association used ephedra to
argue for the tighter regulation of dietary supplements by the FDA [46]. Asserting
that ephedra is not an isolated case, the authors called for new legislation to define
and regulate dietary supplements. They also called for tighter regulations on product
advertising.

Drug Marketing and Public Education

In 1997, the FDA altered a long-standing provision that barred drug manufactur-
ers from marketing new drugs direct-to-consumer (DTC). The FDAMA partially
mandated this change, allowing pharmaceutical companies to promote approved
drugs for off-label applications [2]. The impetus for these changes was a desire to
better inform the public about new treatments for diseases and make the operations
of the FDA more transparent. The development of the Internet provides additional
sources of information about prescription drugs for consumers; advertising also
appears in the print and broadcast media.

Pharmaceutical companies argue that advertising is needed to allow them to
recoup the considerable costs associated with new drug development; the industry
estimates it spent $30.3 billion on research and development in 2001 [47]. It spent
$19.1 billion on promotional activities in the same year.

The FDA’s Division of Drug Marketing, Advertising, and Communications regu-
lates the content of advertisements. Ads cannot provide false or misleading state-
ments, and must include a balance of information concerning the risks and benefits
of the drug. Ads must include descriptions of side effects. Advertisers also must
provide sources of additional information for consumers. Several kinds of ads may
be run: the most common are “product-claim” ads that link a named drug to a spe-
cific medical condition; “reminder” ads mention a drug by name, but do not define
its use; and “help-seeking” ads mention a disease, but not a drug [2].

The impact of DTC is considerable. Although 80 percent of marketing is still
directed at physicians, the amount spent on DTC increased from $1.1 billion in
1997 to $2.7 billion in 2001 [47]. DTC advertising also appears to increase both
the utilization and sales of prescription drugs, most notably on those that are heavily
advertised. A GAO report in 2002 indicated that an estimated 8.5 million consumers
annually request and receive prescriptions for drugs they saw advertised [47].

The GAO study also found that the FDA’s ability to enforce its regulations con-
cerning false advertising is limited, largely because the DHHS has responsibility for



132 Chapter §

reviewing FDA letters of complaint prior to their being sent to pharmaceutical
companies [47]. Some drug companies repeatedly violate FDA regulations, despite
warnings.

The increased spending on DTC may be interpreted in two ways. Proponents
argue that advertising provides a means to educate the public about medical con-
ditions and possible treatments. This allows individuals to be more proactive and
engaged in their own health. On the other hand, advertising may lead patients to
demand new, more expensive medicines over cheaper, equally effective ones, raising
the cost of medical care. Physicians may be pressured into providing drugs for
relatively trivial medical conditions.

Lessons from the FDA

The FDA has been a political punching bag since its formation, subject to criticism
from both the political left and right wings, consumers, and companies. Its effec-
tiveness in protecting the health and safety of American citizens depends strongly
on one’s viewpoint: the FDA can deny access to drugs desired by the public while
at the same time approving inadequately tested drugs. Recent criticism charges that
the FDA is too strongly influenced by pharmaceutical companies to exert appro-
priate oversight of drug safety. The pharmaceutical and dietary supplement indus-
tries, on the other hand, maintain that FDA regulation interferes with free enterprise
and damages the U.S. economy. Industry spokespersons suggest that the business is
capable of self-regulation, despite one hundred years of history that indicates the
opposite [1].

Support for the FDA rises and falls with the politics of the party in power. Poli-
cymakers do not agree on whether citizens should have the right to access unap-
proved drugs regardless of whether there is evidence that they are effective and safe.
Policymakers do not agree on whether the regulation of new drug development and
drug usage represent a benefit to society, or rather reflect inappropriate government
intrusion into individual freedom. The FDA provides a clear example of how politi-
cians use scientific evidence to bolster their arguments. What is remarkable is that
the same data are subject to entirely different interpretations.

Nevertheless, the FDA’s response to public pressure during the AIDS era demon-
strates that the regulatory agency maintains some degree of policymaking flexibil-
ity. Whether the changes made to accelerate the approval of new drugs and enhance
access to unapproved medications prove to be in the best interests of the public
remains to be determined.
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Seminal Events: The Evolution of Regulations for
Research

In the United States, federal statutes and regulations were adopted throughout
the twentieth century, placing licensing requirements on those seeking to sell
their drugs and medical devices in interstate commerce, as well as requirements for
those using humans or animals in research supported by the federal government.
While small modifications to these regulations have occurred over time to correct
or refine the rules, their initial adoption along with major extensions and changes
were made in response to specific, identifiable problems that came to the public’s
attention.

Drugs and Medical Devices

As mentioned earlier, the FDA and the regulation of drugs initially resulted from
public concerns about food and drug quality (Pure Food and Drug Act of 1906,
Pub. L. No. 59-384, 34 Stat. 768). Following the elixir of sulfanilamide tragedy
[1], the law was replaced by a new statute that required safety testing (Food, Drug,
and Cosmetic Act, Ch. 627, 52 Stat. 1040-1059 [1938]), and after the thalidomide
tragedy, this law was amended to further require proof that a drug was both safe
and effective (Kefauver-Harris Amendment, Pub. L. No. 87-781, 76 Stat. 780
[1962]). This latter change yielded the current research practices consisting of pre-
clinical studies (in vitro and animals), phase I, II, and III clinical trials in humans,
and postmarketing phase IV surveillance studies (sometimes referred to as seeding
studies because of their utilization by pharmaceutical firms to get doctors used to
using their new drugs). In 1976, the Medical Device Amendments were enacted
(Pub. L. 94-295, 90 Stat. 539 [1976]), following revelations about the harms caused
by the Dalkon Shield, a type of intrauterine contraceptive device that caused pelvic
inflammatory disease, a serious infection that results in scarring of the fallopian
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tubes, causing sterility. The law gave the FDA jurisdiction over medical devices,
including those implanted in patients’ bodies.

At the same time that requirements were developing for testing drugs in animals
and humans, there were revelations in the mid-1960s of problems in the ways
research was being carried out.

Animal Research

In February 1966, Life magazine published an article and photo exposé titled “Con-
centration Camp for Dogs” about the use of pound animals in research, and there
was an outcry by a public concerned by the chance that their family pets might wind
up in lab cages. This led Congress to enact the Laboratory Animal Welfare Act (Pub.
L. No. 89-544, 2[h], 80 Stat. 350, 351 [1966]), which was amended and renamed
the Animal Welfare Act (AWA) in 1970 (Pub. L. No. 91-579, 3[g], 84 Stat. 1560,
1561 [1970]). The act required the humane care of animals by dealers and
researchers. Subsequently, regulations issued under the act require that researchers
consider alternative designs, implementing the “three Rs” first proposed by William
Russell and Rex Burch: replace (replace animals with lower-order creatures, com-
puter models, or in vitro assays when feasible), reduce (lower the number of animals
used by the tight control of experimental methods), and refine (minimize the pain,
suffering, or stress experienced by the animals) [2].

In 1985, another public exposé occurred when the activist group People for the
Ethical Treatment of Animals (PETA) broke in to a laboratory at the University of
Pennsylvania and stole about sixty hours of videotape. The group extracted twenty-
five minutes of video that graphically displayed primates undergoing head trauma
in the lab and revealed several problems such as unsanitary surgical conditions [3].
The video was shown on television and in Congress, leading to the 1985 amend-
ment of the AWA (Improved Standards for Laboratory Animals Act, Pub. L. No.
99-198, 1751-1759, 99 Stat. 1354, 1654). This amendment required exercise for
certain animals, care for the psychological welfare of nonhuman primates, and the
creation of Institutional Animal Care and Use Committees that have authority to
approve and oversee research involving animals.

Interestingly, the regulations covering laboratory animal research excluded birds,
rats, and mice. This was in large part a pragmatic decision by the USDA that it
would be simply too expensive to apply the AWA to these animals, considering that
rats and mice comprise some 90 percent of the estimated twenty million vertebrate
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animals used in research in the Untied States. A lawsuit was brought to compel the
USDA to comply with the AWA by the Alternatives Research and Development
Foundation and the American Anti-Vivisection Society, and in late 2000 the depart-
ment agreed to promulgate regulations for birds, rats, and mice. Congress inter-
vened, though, refusing to allocate funds for the development of the regulations [4].
In 2002, Congress enacted a farm bill that explicitly excludes birds, rats, and mice
from protections under the AWA (Farm Security and Rural Investment Act of 2002,
Pub. L. No. 107-171, 116 Stat. 134).

While heavily regulated in the United States, research with animals is nonetheless
permissible and widely done with appropriate protections for the welfare of the
animals used [5]. In contrast, many countries in Europe have taken more protective
approaches to animal use, expressing a public concern for the rights of animals to
not be used for research [6].

Human Subjects Research

Also in 1966, a highly influential article appeared in the New England Journal of
Medicine authored by Henry Beecher, a Harvard professor of anesthesiology [7].
He identified fifty published research articles in leading biomedical journals, and
described twenty-two of them in detail, discussing what he felt were serious ethical
problems. The article led the Public Health Service and the FDA to require, for the
first time, the approval of human research by an institutional review board (IRB).
Then, in 1972, the national press exposed the Public Health Service’s “Study of
Untreated Syphilis in the Male Negro in Macon County, Alabama,” which has come
to be known as the “Tuskegee Syphilis Study.” A large group of poor black men
with syphilis (and later, a group of two hundred initially uninfected controls) were
monitored for decades without receiving any treatment, long after effective antibi-
otics (specifically penicillin) were readily available; the men were told that the blood
tests and other examinations were helpful for their “bad blood.” The investigators,
with the knowledge of Public Heath Service administrators, went to great lengths
to block subjects from getting care—most notably by preventing them from joining
the military, where their syphilis would be diagnosed and treated. The subsequent
investigation concluded that the results of the study were without value [8].
Nonetheless, Art Caplan showed that publications generated throughout the study,
as well as with the results of other unethical research, have been heavily cited in the
scientific literature without mention of the ethical deficiencies [9].
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In response, Congress enacted the National Research Act in 1974 (Pub. Law
93-348, 88 Stat. 342), which among other things, created the National Commis-
sion for the Protection of Human Subjects of Biomedical and Behavioral Research.
The National Commission (as it has come to be known) issued its findings in the
so-called Belmont Report in 1979, calling for the federal regulation of research prac-
tices [10]. Regulations were issued in their final form in early 1981, requiring that,
in general, human subjects in research give informed consent to participation and
that research be approved by an IRB [11]. In 1991, the regulations were formally
adopted by fifteen federal agencies that sponsor or perform human research (note
that the FDA has its own regulations, which are quite similar [12]), and thus became
known as the “Common Rule.” Since then, the Common Rule has become the de
facto minimal standard for performing research on human beings in the United
States.

Conclusion

The regulation of research has been highly reactive to revelations of problems in
scientific practices, from drugs and medical devices placed on the market without
an adequate testing of their safety and efficacy, to the general use of animals and
human beings in studies. The unacceptability of certain scientific practices demanded
social intervention and the imposition of standards of behavior. Some complain that
regulations are too strict, and stifle or impede research [13]. Others assert that we
really do not know how well these protections work, and worry that the protec-
tions are inadequate. It seems clear that scientists who want to skirt the rules can
get away with it, and the ultimate safeguard of animal and human welfare in
research is an ethical researcher. Indeed, the most critical risk of overregulation is
that investigators may feel that they are not responsible for their own ethical
conduct, and that as long as an IRB has approved their research, they are not
morally responsible [14].
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Placebo Controls in Clinical Research

Placebos are inert, nonbiologically active agents used in the clinical trials of
experimental drugs or other therapies [1]. The typical placebo is a pill made to
look like an experimental drug, the purpose of which is to fool the research subject
as well as the researchers about whether a subject is getting the drug or not. This
is called “blinding,” which is used to prevent bias from affecting a study’s results.
Placebos are not the same as no treatment at all, because placebos are known
to elicit physiological effects. For example, a typical placebo trial may show that
some 20 to 30 percent of subjects “benefit” or show improvement on the outcomes
being studied. This provides a standard that must be exceeded by an experimental
treatment.

Typically, clinical trials have two or more treatment arms, in which subjects are
given different drugs. Experimental treatments are studied to determine if they are
safe and effective, comparing them to either placebo or active controls. Active con-
trols are standard therapies for the disease or condition being studied. From a sci-
entific perspective, placebo controls are preferred over active ones for a number of
reasons. First, federal law only requires applicants for FDA licenses to establish
safety and efficacy (that is, that a drug works, not that it works better than alter-
native treatments) [1]. Second, placebo control trials generally require smaller
sample sizes (leading to faster and cheaper trials), because the expected differences
in outcomes between the experimental treatment that hopefully will work are
greater when comparing to placebo than to active control. Third, the use of active
controls may lead to ambiguous results, because the studies are typically designed
to show noninferiority, not superiority; an experimental drug could be shown to be
roughly as effective as the standard treatment in a study, but nonetheless inferences

about whether the drugs worked (or had less severe side effects) could not be drawn
1, 2].
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From an ethical perspective, however, there are serious reservations about placebo
control trials. The primary concern stems from Immanuel Kant’s “categorical imper-
ative” that we should not use persons as mere means to ends but rather as ends in
themselves [3]. Thus, if there are treatments available, we should not deny them to
patients just for the social purpose of studying new potential ones [4]. This ideal is
embodied in the World Medical Association’s Declaration of Helsinki, an interna-
tional code for clinical research. As article 29 of the declaration states, “The bene-
fits, risks, burdens and effectiveness of a new method should be tested against those
of the best current prophylactic, diagnostic, and therapeutic methods. This does not
exclude the use of placebo, or no treatment, in studies where no proven prophy-
lactic, diagnostic or therapeutic method exists” [5].

Resolution of the conflict takes various forms, including using placebos only when
patient-subjects are not placed at risk of irreversible or serious harm or death from
participation, and designing studies to minimize the time and risk from withhold-
ing treatment [6]. The ethical concerns raised by forgoing existing therapy are
answered to the extent that subjects give a free and informed consent to participate.
People can be altruists, and be willing to expose themselves to minor discomforts
for the benefit of others.

In the early 1990s, trials were performed in the United States and elsewhere to
develop prophylactic methods to prevent the vertical transmission of HIV, the cause
of AIDS, from a mother to a child. In the United States, the critical multicenter trial
was run by the AIDS Clinical Trials Group (ACTG 076) and established the effi-
cacy of a course of AZT treatment in substantially reducing the transmission rate.
The results were so strong that the study was stopped early and the results
announced to the public [7]. The regimen required treatment of the pregnant woman
during pregnancy, and at the time of birth, followed by treatment of the newborn
for six weeks. New mothers were not permitted to breast-feed their babies. The
treatment cost over $800, and the method was rapidly adopted as the standard of
care for treating HIV+ pregnant women in the United States.

The method was not adopted in developing countries, because of a lack of the
financial resources and related medical services to provide such intensive drug
therapy. Nonetheless, faced with mounting HIV infection rates, many developing
countries sought methods to arrest this pathway of infection. Toward this end, many
trials were begun in an attempt to develop effective, practical, and affordable inter-
ventions, using lower and less frequent doses of anti-HIV drugs. Most of these trials
were placebo controlled.
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In 1997, an article by Peter Lurie and Sidney Wolfe [8], and an accompanying
editorial by Marcia Angell [9], in the New England Journal of Medicine attacked
the placebo control trials, asserting that the quoted language from the Declaration
of Helsinki mandated that the studies be actively controlled, using the ACTG 076
protocol as the comparison group. They went so far as to draw an analogy of these
trials to the Tuskegee Syphilis Study, in which over four hundred infected poor black
sharecroppers in Alabama were actively denied access to penicillin after it became
available, without their knowledge (see previous section). In response, Harold
Varmus (then director of the NIH) and David Satcher (who became the U.S. surgeon
general the following year) dismissed the analogy, largely based on the fact that the
placebo control trials were all supported by local governments and, in stark con-
trast to the syphilis study, all had the express purpose of helping the local popula-
tions develop strategies for overcoming an extremely serious health problem [10].

The debate turns, in part, on the ambiguity of “best current” treatments in article
29 of the declaration. Lurie and Wolfe assert that this means the best standard of
care anywhere in the world. In contrast, the researchers justified the use of a placebo
because the local standards of care involved no preventive treatment at all. The
placebo trial did not place subjects at any disadvantage because if they did not par-
ticipate in the research, they would not have had any chance of receiving prophy-
lactic care.

The debate also turns on the problems of active control trials. As described above,
the ACTG 076 protocol was relatively intensive. Any less rigorous treatment
regimen presumably would be less efficacious. Thus, in lieu of performing an equiv-
alence trial, an active control trial would be designed to see if a cheaper regimen
(or perhaps a range of cheaper ones) would be only an acceptably bit worse than
the 076 protocol. For the study design, the difference in transmission rates between
the two groups would be arbitrarily selected. Any cheaper regimen, involving a
much shorter course of treatment of a mother and a newborn, would presumably
not work as well as the 076 protocol. The study therefore could answer the ques-
tion, how much worse than the 076 protocol is the cheaper protocol? But it could
never reliably show that the new regimen actually works better than nothing.

Finally, the Lurie and Wolfe analysis criticizes the placebo control studies for their
failure to satisfy the ethical requirement of clinical equipoise. Equipoise is a state
of medical uncertainty about which of two or more treatments will work better. It
is an ethical condition for justifying a comparison study in which subjects are ran-
domly assigned to either of two or more treatment arms [11]. They assert that from
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the efficacy of the 076 regimen, it may be presumed that shorter-duration treatment
with AZT will likewise reduce the maternal-child transmission rates. Hence,
equipoise is not satisfied in a placebo control trial. Their analysis, however, did not
address the parallel question about equipoise in the active control trials that they
preferred. They believe trials should be designed to study cheaper treatment regi-
mens that will hopefully be “approximately as effective” as the 076 protocol.
Nonetheless, any such trial, as described above, would be based on the expectation
that the cheaper treatment would not work as well as the 076 protocol, in clear
violation of the requirement of equipoise. They cannot have their cake and eat
it too.

Conclusion

This case highlights the ethical complexities of clinical trials, and the trade-offs of
different values and goals that must sometimes be made. At the end of the day, effec-
tive treatments were developed that cost less than about $10, and that could prac-
tically be delivered to women who did not have good prenatal care and for whom
breast-feeding was desirable to help infants fight other infections. While a placebo
control trial likely led to some children being infected, whose infections could have
been avoided by running an active control trial, the value of the trial to help deter-
mine how best to treat future mothers and children arguably makes the placebo
control trials worthwhile.
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Cosmetic Science: Breast Implants and the Courts

It is not unusual for scientific information to be used as evidence in legal proceed-
ings. Who determines what information should be presented at trial, and what stan-
dards are applied to assure that the information is accurate and appropriate? The
standards for what constitutes expert scientific testimony are remarkably flexible.
This part explores the role of science in the courts by focusing on a particular kind
of case: the product liability tort case. A variation on the product liability case, the
“toxic tort case,” is based on the assertion that exposure to chemicals leads to injury;
litigation claiming illness from silicone breast implants is the example used here.

The FDA and the Regulation of Breast Implants

Prior to 1976, the FDA had no authority to regulate the safety of medical devices
(see chapter 5). Breast implants had been on the market for fourteen years when
Congress passed amendments (21 USC, Sec. 360][c]) to the Federal Food, Drug, and
Cosmetic Act of 1938 that mandated FDA oversight of medical devices, including
breast implants [1, 2]. The FDA was required to classify medical devices into three
groups: class I refers to devices such as tongue depressors that require only general
manufacturing oversight; class II devices include items such as hearing aids that are
subject to performance standards, postmarket surveillance, and use guidelines; and
class IIT devices, such as heart valves, require proof of their safety and effectiveness
prior to sale [2].

Breast implants temporarily were assigned to class II, although the FDA proposed
placing them into class III in 1982 [3]. Testing was not required, under a long-
standing “grandfather clause” that permitted approval of devices that were already
marketed and apparently safe at the time of the 1976 amendments. The classifica-
tion was changed to class III in 1988, as concerns about medical complications of
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rupture and leakage of silicone arose. The FDA asked the manufacturers to provide
safety information akin to premarket approval under the new standards, and gave
the manufacturers thirty months to collect the needed information [1, 2]. Because
breast implants were developed at a time when little testing was required, the man-
ufacturers had only limited data on the implants themselves to present—and thirty
months gave them little time to conduct additional tests. The reporting requirements
were further tightened in 1990, when Congress passed new legislation regulating
medical devices [4]. Not surprisingly, the FDA ruled in 1991 that the data provided
by the manufacturers were inadequate, particularly because long-term studies were
lacking. Citing inadequate information, David Kessler, the newly appointed FDA
commissioner, asked for a voluntary moratorium on the use of silicone breast
implants in January 1992. In April 1992, Kessler announced a ban on silicone
implants for cosmetic purposes, but allowed the use of implants for breast
reconstruction under restricted circumstances. In announcing the ban, Kessler
correctly asserted that the burden of proof of safety lay with the manufacturers [5].
Saline-filled implants remained on the market with additional testing and FDA
approval [3].

Given that breast implants had been on the market for thirty years, why did the
FDA choose to ban them? Critics suggest that public pressure caused the FDA to
overreact [1, 2, 6]. Kessler also suggested that because breast implants were used
for cosmetic purposes, their relative benefit was minor [5]. Even a small potential
and avoidable risk was justification for withdrawal.

The Public Furor over Breast Implants

The FDA decision to ban silicone breast implants—like many FDA decisions—was
not made in a dispassionate vacuum. Public opinion and heavy media coverage, and
ultimately politics, undoubtedly influenced the decision. As we’ll see below, these
forces are still at work. Lawsuits against implant manufacturers received consider-
able media coverage. In 1990, journalist Connie Chung covered the breast implant
story in a sensational manner on her television show, Face to Face with Connie
Chung. She claimed that there was no question that breast implants were danger-
ous and that the FDA was negligent in permitting their sale [1]. Chung accepted the
anecdotal evidence of the dangers of breast implants without question. Advocacy
groups also lobbied the FDA to ban the devices. After losing a major court case in
December 1991, Dow Corning announced it was pulling out of the breast implant
market in March 1992—a move that many viewed as an admission of guilt.
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The ban on implants triggered a flood of lawsuits. Sixteen hundred suits were
filed in federal and state courts on behalf of women with implants in the two years
following the ban [1]. A class action suit that ultimately involved over 440,000
women was filed in federal court in 1992 [1, 2].

The Science of Silicone Breast Implants

Silicone-filled breast implants came on the market in 1962, when two plastic sur-
geons worked with Dow Corning to design an implant that felt similar to breast
tissue [1]. Silicone is made from the elements silicon and oxygen, and can vary from
a liquid to a firm solid. Implants represent a marked improvement over previous
approaches to breast augmentation dating back to the late nineteenth century. A
variety of substances, including paraffin, beeswax, various oils, and liquid silicone,
were tried with poor cosmetic results. In many cases, women suffered from disfig-
uring and life-threatening infections and other complications [1, 2].

Breast implants are used to augment the size of normal breasts, and as prosthetic
replacements for women who undergo breast removal because of cancer or other
illness; about 60 to 80 percent of surgeries are done for augmentation [1, 2, 7]. The
implants, silicone-based bags containing silicone gel or saline, are inserted through
small incisions into a pocket behind the breast while the patient is under general
anesthetic. Breast implantation carries the general surgical risks of anesthesia and
infection. Nevertheless, between 1 and 1.5 million women had breast implant
surgery by 1992, the year that silicone breast implants were withdrawn by the FDA.
Saline-filled implants remain available; breast augmentation was second only to lipo-
suction in plastic surgery procedures in 1999 [2], when close to 250,000 women
had implant surgery for augmentation or reconstruction.

Complications
When any foreign material is introduced into the body, inflammation is triggered.
An inflammatory response involves increased circulation to an injured area, causing
swelling and redness, and the accumulation of white blood cells that engulf bacte-
ria and other infectious agents. If the material remains in the body, scar tissue ulti-
mately forms around it. Over time, scar tissue tends to contract and can produce
hard lumps within the tissue.

Scar tissue normally forms a capsule around the implant after surgery [7], since
the implant is treated as a foreign object. The contracting scar tissue can distort the
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implant, leading to pain from pressure on surrounding tissues. The implant may
rupture, allowing the silicone gel to leak into the surrounding tissue. Small amounts
of silicone may “bleed” through the membrane of the implant, even if it remains
intact. Most of the gel remains within the capsule of scar tissue, but some mole-
cules may escape into the bloodstream or lymphatic circulation. In cases of severe
contracture or rupture, the implant may be removed; however, many women opt
for a new implant at the time [1, 2, 7]. These local complications are fairly common;
a study in 1997 reported that 24 percent of implant recipients required reoperation
within an average of eight years after implantation [7, 8].

Is Silicone Toxic?

The central issue in lawsuits involving breast implants is whether silicone is toxic.
Since silicone is used in a wide range of medical devices, including syringes,
catheters, artificial heart valves, and shunts, extensive data are available. Studies in
animals dating back to the 1940s indicate that various forms of silicone are
well tolerated, with few signs of toxicity beyond some skin irritation [7]. Silicone
exposure is not associated with an increased risk of cancer, nor with birth
defects or other developmental problems. The extensive use of silicone in medical
devices stems from studies indicating only a limited inflammatory response by the
body.

In 1988, a case study published in JAMA reported that three women receiving
breast implants had subsequently developed scleroderma, a serious autoimmune
disease of connective tissue [1, 6]. (It is important to note that case studies are not
subject to rigorous peer review; their methodology and conclusions are not closely
examined. As such, they are viewed as “anecdotal reports.”) Other anecdotal evi-
dence also suggested a link between silicone breast implants and other autoimmune
diseases; physicians reported a variety of symptoms including fatigue, joint pain,
headaches, and difficulty swallowing. Physicians postulated that exposure to sili-
cone triggered abnormal immune responses. Autoimmune diseases, among them
rheumatoid arthritis and lupus, develop when the immune system begins to attack
normal body cells as though they are foreign. In general, the reasons for this immune
response are unknown. Were these cases of connective tissue disease and other illness
associated with the implants, or was this merely coincidence?

Little epidemiological evidence about breast implants was available prior to
1994, when a series of retrospective studies of large cohorts of women with breast
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implants was published [9, 10, 11]. These studies found no clear link between
silicone implants and connective tissue diseases. In 1999, a congressionally
mandated study by the Institute of Medicine (IOM) concluded that there was no
convincing evidence linking breast implants to immunologic diseases [7]. The report
concluded that the implants were associated with significant local complications,
however.

How did researchers conclude that breast implants do not cause connective tissue
disease? Animal studies, although useful, cannot rule out the possibility that
implants cause disease in humans. Epidemiology is the science that analyzes the
association of disease prevalence with characteristics of a human population. In
some cases, the link between disease and exposure to an agent is unmistakable, as
is the case for the drug thalidomide and a specific type of birth defect, phocomelia
(see chapter 5). In other cases, exposure to a toxic agent produces a characteristic
disease not seen otherwise, as in the case of asbestos exposure and a particular lung
cancer called mesothelioma. For many suspected toxic agents, though, the links are
not as strong. This was the case for silicone breast implants.

Epidemiologists conducted retrospective studies in which breast implant recipi-
ents were matched with a similar group of women without implants. To carry out
an epidemiological study, researchers hypothesize that breast implants do not
increase the risk of connective tissue disease, and determine the frequency of disease
in the two populations. If, for example, ten in a thousand women without breast
implants develop a connective tissue disease, and eleven in a thousand implant recip-
ients do, then the relative risk of developing the disease is 1.1. Given natural vari-
ation between populations, these risk ratios are unlikely to differ statistically. A 95
percent confidence level is generally accepted as statistically significant, which means
the likelihood that the result occurred by chance is 5 percent. Yet an epidemiolog-
ical study cannot absolutely rule out a small increase in risk, particularly when a
disease is rare, because the number of persons in a study is limited. An epidemio-
logical study can also never prove causation. Nevertheless, if several studies yield
similar results, the argument becomes more compelling. A combined statistical
analysis of numerous epidemiological studies, a method known as meta-analysis,
indicated that added risk from breast implants is extremely small [7, 11]. Scientific
studies can suggest that the probability that breast implants cause autoimmune
disease is quite low, but cannot rule it out completely since nothing can be scien-
tifically proven to be impossible.
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Tort Law and Product Liability

The term tort is defined as a legal wrong [12]. If an act or failure to act results in
injury or other harms, the injured party may seek monetary compensation—called
damages—in a civil lawsuit. A product manufacturer may be held liable under two
primary tort theories: negligence and product liability. Negligence generally requires
that a plaintiff prove the four elements of negligence liability: a duty (a responsi-
bility to provide a safe product); a breach of that duty; injury for which monetary
damages can be awarded; and proximate cause, which is a causal link between the
defendant’s actions and the injury suffered by the plaintiff. There are numerous
causes of every accident, so the causal link must be close enough that liability is
perceived as being fair [13].

Manufacturers have a duty to make products that are not overly dangerous, and
that obligation may be owed to both product users and other parties who could be
harmed by the use of the product in planned as well as unplanned, but again fore-
seeable, ways. For example, an automobile with defective brakes poses a hazard not
only to the driver but also to passengers and people in other vehicles. The primary
difficulty for plaintiffs in product lawsuits involved establishing a breach of duty—
that is, that the manufacturer didn’t make the product safe enough or that the
product as marketed was defective. There are three distinguishable types of product
defects: manufacturing defects, design defects, and defective warnings. Because of
the need for clear evidence that a manufacturing problem caused a defect, the courts
fashioned a variant of strict liability that required proof only that a product left
the manufacturer in a condition that did not meet the manufacturer’s own quality
standards. A manufacturer is liable for all injuries proximately caused by such
products [14].

The remaining product defects are more complex to adjudicate because they
require a judgment about how safe is safe enough. Design defects require a judg-
ment that a product was designed in a way that it is unreasonably dangerous, focus-
ing not on the product per se but on the reasonableness of the action taken by the
company in marketing the product. Products arguably could always be made safer,
or products that present any risk of harm could simply not be put into the stream
of commerce. We know from looking around us—at guns that can kill, knives that
can cut, chemotherapy drugs that have serious side effects, and automobiles that
kill forty thousand Americans every year—that products that have risks are not nec-
essarily unreasonably dangerous. Defective design will turn on whether the risks
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posed by a product are reasonable in light of the benefits derived from its use,
whether a product could have been made safer, how much alternative safety meas-
ures would cost, and whether safety measures would reduce the utility of the product
(see also chapter 11). Finally, for unavoidable (and not obvious) risks inherent in
the use of a product, a manufacturer must provide information—typically warning
labels, markings, or package inserts—to enable the user to control or avoid the fore-
seeable risks.

The second difficulty facing plaintiffs in product lawsuits is establishing that the
negligent act or defective product caused the plaintiff’s injury. This is particularly
true for injuries allegedly caused by exposures to chemicals, drugs, or radioactive
materials. These exposures may be in small doses over extended periods of time,
the diseases or harms suffered may have multiple or unknown causes, and there
may be no science establishing a causal link.

Injured parties may recover compensatory damages, the aim of which are to make
a person whole again by paying for pain and suffering, lost wages, medical costs,
and the like. In cases when defendants have acted wantonly and in blatant disre-
gard of the rights and welfare of others, exemplary or punitive damages may be
assessed. Punitive damages both punish a defendant for gross negligence and act as
a general deterrent to socially undesirable behaviors.

The size of damage awards in product liability cases has increased steadily. Mul-
timillion dollar awards are becoming more common, as sympathetic jurors seek to
compensate a victim for his or her suffering [1, 2, 15]. Lawyers often agree to rep-
resent clients on contingency; their fee is waived unless the litigation is successful.
The lawyers then collect a substantial fraction—typically a third—of any award as
payment for the costs of trying the case. An inevitable consequence of a successful
product liability case is to encourage additional lawsuits. Large multinational man-
ufacturers that make and distribute many thousands to millions of units of a par-
ticular product may be sued if public perceptions of common injury come to be
associated with the product. A manufacturer may choose to settle out of court rather
than absorb the costs of additional litigation. Numerous cases may be combined
into class action suits, where a small number of plaintiffs represent a much larger
group of individuals seeking restitution. The costs of litigation are considerable for
both plaintiffs and defendants, and damage awards, if large enough, may drive man-
ufacturers into bankruptcy.

At trial, lawyers for both the plaintiffs and defendants seek to present the
strongest possible case supporting their arguments. For the plaintiff, it is critical to
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demonstrate that the product caused the injury; the defendant needs to show that
the product could not have caused the injury. Both sides call experts to present opin-
ions, and those opinions must be narrowly focused on a factual issue such as cau-
sation, drawing on evidence that is offered by the parties and admitted by the court.
After hearing the arguments presented on both sides, the jury is left to decide which
side presented a more compelling case supported by a preponderance of the evi-
dence [1].

Who are expert witnesses, and who determines whether the information they
present reflects scientific knowledge? A typical expert witness has advanced train-
ing and experience in the matter at hand, considers the available evidence, and pres-
ents an opinion supporting the contention of the plaintiff or defendant. Acceptance
of the expert’s testimony is dependent on his/her credibility—credentials that suggest
that this opinion is based on superior knowledge and experience. As demonstrated
in the case study, however, standards for experts and expert testimony sometimes
may not reach those familiar to scientists. Some expert testimony has been criticized
as “junk science” that fails to achieve any reasonable standard of accuracy or rel-
evance [1, 2, 15].

Breast Implant Litigation

Prior to 1984, a small number of lawsuits against breast implant manufacturers
were focused on rupture of the implant [2, 16], and received little publicity. In 1984,
a jury in California awarded Maria Stern over $200,000 in compensatory damages
and $1.5 million in punitive damages; her lawyers claimed that she developed an
autoimmune disorder as a result of silicone exposure (Stern v. Dow Corning Corp.,
C-83-234-MHP [N. D. Cal. Now. 5, 1984]) [2]. Lawyers for the plaintiffs presented
proprietary Dow documents and claimed these suggested that the manufacturer had
concealed evidence that implants were dangerous. The documents showed that Dow
Corning researchers were aware that breast implants caused long-term inflamma-
tion and that silicone could bleed through the envelope of the implant. By agree-
ment, the documents were sealed after the trial and thus not made public. This
action proved damaging in later trials, in which Dow Corning again was accused
of concealing evidence that it was aware that silicone breast implants were
defective.

In December 1991, Mariann Hopkins was awarded $7.3 million (including $6.5
million in punitive damages) by a jury in California—an award that was later upheld
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by the federal Court of Appeals (Hopkins v. Dow Corning Corp) [17]. In 1979,
Hopkins was diagnosed with mixed connective tissue disease (an extremely serious
illness) three years after receiving implants for reconstruction. She did not blame
her implants initially for causing her illness; nine years after diagnosis she saw
Stern’s attorney, Dan Bolton, on television and contacted him [1]. At trial, Bolton
presented experts who concluded that the breast implants caused Hopkins’s illness,
based on their own theories about silicone and immune function. Lawyers for the
plaintiff argued that Dow Corning had concealed evidence that the manufacturer
was aware of the risks, using the same documents as in the Stern trial. The defense
asserted that there was no causal link between implants and autoimmune disease,
and the testimony of the plaintiff’s experts should be inadmissible. Remarkably,
Hopkins’s own physician suggested that she exhibited some symptoms of connec-
tive tissue disease prior to receiving her implants [1]. Yet the appeals court found
that the jury had made a reasonable decision based on the medical evidence, given
that no epidemiological evidence was available [17]. The Court of Appeals also
found that Dow Corning had “concealed evidence” and affirmed the punitive
damage award. Dow Corning appealed the ruling to the U.S. Supreme Court, which
declined to hear the case.

The Hopkins case demonstrated that juries might award huge damages in breast
implant cases. This success led to thousands of other cases directed against Dow
Corning and other breast implant manufacturers. A breast implant tort “industry”
developed in the legal profession, with thousands of lawyers searching for injured
clients [1, 6]. In 1992, a Texas jury awarded Pamela Jean Johnson $25 million in
her lawsuit against Bristol-Myers Squibb, even though her flu-like symptoms were
not diagnosed as a genuine connective tissue disease [1, 2]. Another Texas jury
awarded $27.9 million to three plaintiffs in 1994.

As the number of cases grew, judges sought to consolidate them within a single
court. Congress created the Judicial Panel on Multidistrict Litigation (MDL) in 1968
to oversee class action lawsuits (P.L. 90-296). Consolidation increases the efficiency
of the legal process by collecting pretrial information and resolving common issues
only once. Cases may then be tried separately, or a group settlement may be nego-
tiated. In 1992, a class action suit on behalf of breast implant litigants was trans-
ferred to an Alabama federal judge, Sam Pointer. In September 1994, the judge
certified a class settlement of $4.23 billion, of which 25 percent (over $1 billion)
would go to the plaintiffs’ lawyers [18]. Eight companies—representing the implant
manufacturers Dow Corning, Bristol-Myers Squibb, Baxter Healthcare, and 3M—
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made payments into the settlement fund, with Dow Corning contributing over $2
billion. The manufacturers did not admit responsibility for the plaintiffs’ illnesses.
A grid established a level of compensation depending on the type of disorder, age
at onset, and severity [1]. Women who were not yet ill could also claim lesser
awards. The settlement allowed women to opt out of the settlement and seek resti-
tution individually. But the defendants could withdraw from the settlement if the
number of opt out cases grew too large.

Two factors led to the collapse of the 1994 class action settlement. By spring
1995, 440,000 women submitted claims; almost 250,000 of them claimed to be sick
already [1]. This represented close to 20 percent of all breast implant recipients [1].
The large number of class members meant that the level of compensation to indi-
viduals had to be reduced; women complained that the new levels were too low,
and 15,000 withdrew from the settlement [2]. In May 1995, Dow Corning filed for
Chapter 11 bankruptcy protection in the face of over nineteen thousand individual
breast implant lawsuits and forty-five other class action suits [2]. By declaring bank-
ruptcy, all debts are consolidated in a single bankruptcy court that determines pay-
ments to creditors. (Undeterred, lawyers filed suits against Dow Chemical Company,
Dow Corning’s parent company, with some success.) Dow Corning withdrew from
the settlement, halving the available funds for payout.

A new settlement, amounting to about $3 billion with the remaining three man-
ufacturers, was developed in fall 1995, limited to women who had implants made
by these companies. Women who become ill have fifteen years to join the settle-
ment. Checks were mailed to 110,000 women in 2000 [19].

Litigation versus Epidemiology

The first epidemiological study examining the relationship between breast implants
and connective tissue disease was published in 1994, with additional studies in
1995. These studies found no evidence to suggest that breast implants caused
autoimmune diseases. Juries continued to award large sums to plaintiffs, however.
Attorneys simply discounted the evidence, using experts who claimed that silicone
triggered “atypical” forms of illnesses that did not fit into the categories examined
in the published studies [20]. Some experts suggested that a new autoimmune
disease, found only in women who received breast implants, was responsible for
their illness [2, 6, 7]. Lawyers also sought to discredit the research by claiming that
any research funding by implant manufacturers automatically biased the study.
Researchers publishing studies found themselves targets of harassment. Marcia
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Angell, then editor of the New England Journal of Medicine, was served subpoe-
nas asking for documents linking “payments” to the publication of such articles;
the subpoenas were quashed as “fishing expeditions” [1].

The first case to specifically exclude expert testimony claiming that breast
implants caused connective tissue disease was Hall v. Baxter Healthcare in 1996, a
class action suit in Oregon [21]. Hall’s lawyers claimed that silicone migrating from
her breast implants led to the development of “atypical connective tissue disease.”
The defense filed a series of motions to exclude the plaintiff’s expert witnesses, based
on the admissibility of evidence. A 1993 Supreme Court decision, Daubert v. Merrell
Dow Pharmaceuticals, Inc. (509 U.S. 579) influenced the case; this decision gives
judges “gatekeeper” responsibility for determining the appropriateness of scientific
evidence (see “Setting Limits on Expert Testimony” section below). The judge
appointed a panel of independent technical advisers to review the plaintiff’s evi-
dence, which found that the material presented was of questionable scientific valid-
ity. The judge thereby excluded the evidence. The plaintiff could still sue for local
injury, but could not claim any systemic injury or fear of systemic disease.

Judge Pointer, in charge of the MDL class action suit, also appointed a panel of
scientific experts to review the growing body of evidence regarding breast implants
and systemic disease. The National Science Panel (NSP) released its report in Decem-
ber 1998, concluding there was no association between breast implants and con-
nective tissue or autoimmune disease [22]. The NSP report was followed by the
IOM report in 1999, which again failed to find any link between breast implants
and systemic disease.

By the late 1990s, an increasing proportion of breast implant cases resulted in
verdicts for the defense. Some punitive damage awards were reversed on appeal (for
example, Meister v. Medical Engineering Corporation and Bristol-Myers Squibb
[23]), but other appeals are still pending.

Scientific Evidence in the Courtroom

What evidence convinced jurors that breast implants were responsible for the plain-
tiffs’ illnesses? The first question is whether plaintiffs were suffering from connec-
tive tissue disorders. In some cases, there was no question that the plaintiff was ill,
as in the case of Hopkins. In others, a constellation of vague symptoms was pre-
sented; these symptoms, such as fatigue and muscle aches, are nonspecific and
common. Many of these symptoms might develop as a result of suggestion; cer-
tainly, few complaints of illnesses were reported prior to the FDA’s withdrawal of
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silicone breast implants [1, 2, 6, 7]. The IOM report was highly critical of so-called
atypical disease, and argued that the definition of a novel syndrome that has as a
precondition the presence of silicone breast implants, cannot be studied as “an
independent health problem” [7]. This conclusion differs from cases where the
epidemiological link between exposure and disease is unquestionable, such as for
asbestos and the otherwise-rare lung cancer, mesothelioma.

The second central issue in breast implant litigation is whether the breast implants
were responsible for the plaintiffs’ illness. The absence of clearly defined illness did
not deter plaintiffs from exploring this issue. Epidemiologists frequently turn to the
so-called Bradford Hill criteria for causality. In 1965, Austin Bradford Hill gave an
address to the British Royal Society of Medicine in which he outlined nine “issues”
relevant when distinguishing causal and noncausal associations between events.
Bradford Hill proposed that the factors should inform determinations based on sta-
tistical evidence, but instead often they have been misused as a checklist for proving
causality [24, 25]. Such rigidity creates problems for epidemiologists and the courts.

Proving causality involves several components: the insertions of breast implants
must precede the illness; the time between surgery and the development of symp-
toms must be medically plausible; other primary factors potentially causing the
illness must be ruled out; and the mechanism of injury must be biologically plausi-
ble and supported by scientific evidence [1, 15, 26]. A mechanism that ignores back-
ground information in basic biology ought to be thrown out by the courts.

Much of the expert testimony in breast cancer litigation came from a small group
of self-proclaimed experts on silicone’s effects on the immune system. Few published
any peer-reviewed papers in reputable scientific journals, and instead claimed expert-
ise based on unpublished work. They made heavy use of anecdotal reports linking
breast implants and illness. Some witnesses were later discredited for manufactur-
ing data or deliberately distorting their credentials [1, 6]. Nevertheless, some courts
permitted their testimony, and juries believed their opinions.

The Conflict between Science and the Law

Science and the law operate by distinctly different mechanisms. In science, a hypoth-
esis (a possible explanation for an observation) is subject to controlled experimen-
tation, and based on the results, the hypothesis is either supported or rejected.
Additional studies are then conducted to provide further support for the hypothe-
sis, or new information may lead to its rejection. When alternative hypotheses exist,
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each is studied until the bulk of evidence tends to support one hypothesis; incorrect
assumptions are thus weeded out as research continues. When there are cases of
genuine disagreement, usually scientists agree to continue to examine the question
until the conflict is resolved (or in some cases, simply “agree to disagree”). Some
individuals will continue to maintain positions far outside the mainstream view—
and continue to do so even in the face of overwhelming evidence to the contrary.
In some cases, however, “heretical” views eventually become part of the mainstream
as published evidence accumulates to support the hypotheses. Scientists are human,
of course, and may cling to viewpoints for personal or political reasons, even when
scientific data do not support their positions [27]. Yet in principle, there are no
“sides” in science: either the evidence supports a contention or it does not.

Law, on the other hand, has an adversarial basis. Expert witnesses are intended
to help jurors understand and interpret complex issues, and the law does place limits
on what evidence may be admissible at trial (see the following two sections). Still,
the courts allow considerable latitude in the interpretation of what constitutes
acceptable evidence. The two sides in a court proceeding present alternate views of
the scientific facts of the case, and may present research data that support their con-
tentions. No steps are necessarily taken to demonstrate that the research has any
scientific validity, although cross-examination by opposing attorneys may reveal
weaknesses. Lawyers may deliberately omit scientific information that does not
support their clients and question experts only on selected material [28]. Experts
present their credentials, refer to their experience, and then offer their opinions.
Lawyers seek experts who present the strongest views in support of their “side.” As
a result, sometimes fringe scientists with viewpoints that may differ significantly
from the mainstream prove to be the most persuasive [15, 26]. Attorneys may select
witnesses for their physical appearance and ability to present science in an effective
manner to the jury, rather than for genuine expertise [26]. The opinions of expert
witnesses then become legal evidence in the trial [1, 15]. This effectively turns science
on its ear: the conclusion becomes the evidence.

The jury as fact finder in legal cases is given the primary responsibility to deter-
mine which evidence is most compelling. The ultimate questions of duty, breach,
causation, liability, and damages must be left to the jury, and experts cannot opine
on those questions left squarely in its province. Most jurors, however, have only
limited exposure to science and are not able to distinguish real science from junk
science [1, 15, 26]. Jurors may assume that the conflicting viewpoints are repre-
sentative of a general split in the scientific community, even if the vast majority



162 Chapter 6

supports one position. They may also choose to ignore evidence because of sympa-
thy for the plaintiff or defendant.

Juries are, in the end, sometimes asked to resolve questions in the light of scien-
tific uncertainty. The problem for the courts seemingly is to ensure that the uncer-
tainty is real and not manufactured. A second challenge for the court would be to
ensure that expert opinion truthfully presents the range of viewpoints on a scien-
tific issue and puts them into a representative context within the relevant scientific
community. Simply put, all views may not be equally accepted within the commu-
nity, and evidence should be permitted to establish how widely different views are

held.

Will Silicone Breast Implants Return?

Saline breast implants currently on the market are subject to stringent FDA review
of premarket safety testing prior to approval [3, 29]. Nevertheless, about one-third
of the recipients experience complications within five years [29]. Scar tissue forms
around the implants, as occurs with silicone implants, and the contracture of scar
tissue may require removal of the implant. The implants may rupture, causing them
to collapse. Women may experience difficulty breast-feeding because of the loss of
sensation associated with the implants. Despite improvements, saline breast
implants do not mimic breast tissue as effectively as do silicone implants, and some
women are dissatisfied with the appearance of their breasts after surgery.

Since 1992, silicone breast implants are available only for reconstructive purposes.
In 2003, Inamed Aesthetics (formerly McGhan Corporation), which also manufac-
tures saline implants, petitioned the FDA to approve its silicone implants for cos-
metic use as well [30]. It presented evidence that changes in design reduced the
rupture rate. Inamed also presented data from its own and other studies further
stressing the absence of a link between silicone implants and systemic disease. On
October 15, 2003, an FDA advisory review panel voted nine to six to approve the
implants, finding that they posed no greater risk than saline ones [31]. In stark con-
trast to the previous media coverage, journalists were divided on the decision [32,
33, 34].

On January 8, 2004, the FDA announced it would defer a decision on whether
to approve Inamed’s silicone breast implants and issued new guidelines for infor-
mation required by manufacturers who wished to market silicone breast implants
[35]. Critics suggested that the FDA bowed to political pressure, raising the require-
ments for scientific data to unprecedented levels [36]. Groups opposed to breast
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implants praised the decision, arguing that the long-term safety had not been demon-
strated. Inamed promised to resubmit its application. In April 2005, a federal advi-
sory panel voted five to four against the approval of Inamed’s silicone implants,
citing the absence of data concerning the frequency of rupture [37]. The following
day, though, the same panel voted to approve implants from a rival company.

Whether silicone breast implants are eventually approved remains to be deter-
mined. Implant surgery is still popular, with over three hundred thousand proce-
dures in 2002 [38]. Given the history of litigation regarding silicone breast implants,
the FDA’s caution is understandable. Yet there are many other products on the
market that are demonstrably less safe (see chapter 8), once again suggesting that
underlying politics influences regulatory decisions.

Lessons from Breast Implant Litigation

In hindsight, breast implant litigation is a powerful example of how science may be
misused in the courts [1, 6]. In the absence of epidemiological evidence, lawyers for
plaintiffs presented purely speculative evidence, with no demonstrated causal link
[39]. Litigation, however, provided an impetus to conduct epidemiological studies
that ultimately demonstrated with high confidence that implants do not cause con-
nective tissue disease [2]. The initial reluctance of juries to accept this evidence sug-
gests that even good science may be ignored when challenged by persuasive
attorneys. Ultimately, the flood of litigation slowed to a trickle, as judges rejected
evidence linking implants to illness as unsupported by science.

Litigation concerning breast implants also provides a telling example of how some
lawyers may capitalize on public fears. The stampede to sue breast implant manu-
facturers was stimulated by the FDA’s decision to ban silicone implants. Kessler
admitted that he did not anticipate that the FDA’s action would lead to massive tort
litigation [1]. Panicked women sought to have their implants removed, in the
absence of any apparent problem. Prior to the FDA ban, few women expressed dis-
satisfaction with their implants; after the ban the percentage increased markedly [7].
Media coverage also increased women’s fears, with sensational reports of court cases
and exposés on television [1].

Breast implant litigation drove Dow Corning into bankruptcy—a casualty of mass
tort litigation. Silicone breast implants represented only 1 percent of its sales, yet
the burden of thousands of lawsuits was unmanageable [40]. Did Dow Corning
behave unethically in its failure to conduct safety testing prior to marketing its breast



164 Chapter 6

implants? In the 1960s, manufacturers were not required to conduct extensive safety
testing on new medical devices. Dow Corning had built an extensive literature about
the safety of silicone products that dated back to the 1940s. The company’s inter-
nal documents suggest that there was disagreement about whether leakage of sili-
cone presented a hazard, but no compelling data indicated that the silicone was
dangerous [1, 6, 40]. As the risk of rupture became clear, Dow Corning issued new
warning directives to physicians, but these largely were ignored [1]. The vindica-
tion of Dow Corning’s claims that silicone breast implants did not cause connective
tissue disease came too late for the company.

Whether Dow Corning should be condemned for failing to conduct direct safety
studies of silicone breast implants depends on one’s viewpoint. Nevertheless, its
bankruptcy has implications beyond breast implants. Dow Corning was a major
manufacturer of silicone used in many other medical devices. As a result of litiga-
tion and increased FDA testing requirements, Dow Corning stopped supplying
silicone materials to manufacturers in March 1993 [4]. The loss of a major manu-
facturer may impact production of other silicone-containing medical devices, such
as shunts, artificial lenses, and heart valves [1, 6, 41]. Indeed, unsuccessful lawsuits
claiming systemic illness have been filed on behalf of clients with penile implants
and other devices [1, 42]. The possibility of litigation may also make other manu-
facturers reluctant to produce medical devices. Since these devices contain silicone,
manufacturers remain at risk for lawsuits [16]. One other possibility is that liabil-
ity provides a strong disincentive to large firms to manufacture such devices, invit-
ing smaller, less wealthy, higher risk-taking companies into the market. If these
smaller companies produce defective devices, consumers may have little or no legal
recourse if injuries occur.

The strongest criticism is directed at a system of tort law that enables mass claims
and enormous damage awards. Some critics accuse tort lawyers of unmitigated greed
and unethical behavior [1, 6, 15, 26, 40]. They point out that the lawyers for plain-
tiffs often pocket as much as half of a damage award and in other cases the plain-
tiffs receive nothing after paying the lawyers’ fees. Some tort lawyers advertise for
clients; a quick perusal of the Web reveals dozens of sites still seeking clients for
breast implant and other injury litigation. There have been repeated calls for “tort
reform,” to place limits on punitive awards and prevent lawyers from trolling for
clients. Among the suggestions are calls to eliminate the contingency-fee system for
lawyer compensation—a system unique to the United States [43]. Nevertheless, tort
law is needed to hold corporations accountable for what they produce, and protect
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individuals who are genuinely injured by defective and hazardous products. Large
multinational corporations that market extremely high-volume products can do
untold harm to consumers and others. As such, finding mechanisms to accomplish
the goals of compensating injured parties, promoting product safety, and ensuring
fairness for manufacturers and others in the supply chain is a real public policy
challenge.
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Setting Limits on Expert Testimony: Bendectin and
Birth Defects

A Supreme Court decision, Daubert v. Merrell Dow Pharmaceuticals [1], changed
the way that the courts handle expert testimony. The case was one of many filed
against the manufacturer of an anti-morning sickness drug, Bendectin. Merrell-
National Laboratories began the manufacture of Bendectin in 1956; the company
was sold to Dow Chemical Company in 1981, when it became Merrell Dow
Pharmaceuticals.

Bendectin, a combination drug used to relieve the nausea associated with severe
morning sickness in pregnant women, went on the market in 1957 [2]. Over the
next twenty years, it became the leading prescribed drug for morning sickness; in
some foreign countries it was available over the counter [3]. Beginning in 1969, the
FDA received anecdotal reports that Bendectin might be associated with birth
defects in children of women who took it while pregnant. Yet the number of reports
was low compared to the millions of prescriptions filled over the years, and thus
the FDA did not initiate any action against the drug. The FDA asked Merrell to
conduct additional studies, and the company did so.

In 1975, David Mekdeci was born with serious birth defects—a shortened right
arm, missing muscles, and a malformed hand. His mother had taken Bendectin,
along with other medications, during her pregnancy. In 1977, the family filed suit
against Merrell, claiming that Bendectin caused David’s birth defects. After a long
and expensive trial in Florida, a divided jury awarded $20,000 to David’s parents,
but nothing to David, the injured party. The judge voided the decision on the basis
of inconsistency [2, 3]. On retrial, the jury found for the defendant, Merrell; the
evidence linking Bendectin to birth defects presented by the plaintiffs was uncon-
vincing. This decision was upheld on appeal (Mekdeci v. Merrell-National Labora-
tories, 711 F 2nd 1510 ([11th Cir. 1983]).
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The Mekdeci case received extensive media coverage and generated additional
lawsuits against Merrell. While the case was in litigation, the FDA held a hearing
to review the safety data on Bendectin; while it did not rule out the possibility of a
link with birth defects, the FDA kept the drug on the market. The FDA also rec-
ommended that additional studies be conducted. By 1984, most scientists agreed
that there was no animal or epidemiological evidence that suggested a link between
Bendectin and birth defects [2, 3]. The number of new lawsuits continued to grow,
however, with plaintiffs’ experts continuing to insist that Bendectin might cause
birth defects.

In the midst of litigation, Merrell announced it would cease to produce and
market Bendectin in 1983. Companies may voluntarily withdraw FDA-approved
drugs for a variety of reasons; in this case, reduced sales as a result of bad public-
ity and rising costs was the major reason [2, 3]. Critics viewed Merrell’s action as
an indirect admission that the drug was unsafe, even though the drug was still FDA
approved. Ironically, some physicians suggested that the withdrawal of Bendectin
might increase the number of birth defects, since severe morning sickness poses a
risk for the fetus [2, 3].

In 1981, Merrell asked that forty-eight pending lawsuits be consolidated into a
class action suit (MDL~486) [4]. After an attempt to negotiate a settlement failed,
the case went to trial in 1985 to determine the central question of whether Bendectin
was likely to have caused birth defects. The jury took only 4.5 hours to render a
verdict in favor of Merrell [2]. The failure to win the class action suit, that by then
involved over eight hundred plaintiffs, did not deter lawyers, who continued to file
individual lawsuits. By the late 1980s, the number of new cases dwindled to a trickle.
No plaintiff ever received damages after a trial. The consistent failure of juries to
believe the plaintiff’s expert witnesses undoubtedly discouraged further litigation.

Daubert v. Merrell Dow Pharmaceuticals and Rules of Evidence

One Bendectin case, appealed to the U.S. Supreme Court, led to a landmark deci-
sion regarding the admissibility of expert scientific testimony in the courts. Prior to
the Daubert decision, most federal and state courts followed the “general accept-
ance test” established in Frye v. United States (54 App. D.C. 47,293 F. 1013, 1014
[1923]). In Frye, the court ruled that expert testimony involving the use of a crude
lie detector device was inadmissible because it failed to demonstrate that the con-
clusions were based on reliable methods that have gained general acceptance in the
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scientific field [1]. In Daubert, the judge summarily found for the defendant, after
excluding the plaintiffs” expert witnesses using the general acceptance standard. The
plaintiffs appealed the ruling. The Court of Appeals affirmed the lower court deci-
sion, citing the Frye rule. The case was appealed to the Supreme Court, which issued
a ruling in June 1993.

The Supreme Court reversed the lower courts on the grounds that the Frye rule
was superseded by the revised Federal Rules of Evidence (FRE; Pub. L. 93-5935, Jan.
2, 1975, 88 Stat. 1926) enacted in 1975 [1, 5]. Rule 702 of the FRE states that any
scientific or technical knowledge that might assist the court in trying the case is
admissible, and that experts who are qualified by their knowledge, experience, or
education may testify. The Supreme Court concluded that a “generally accepted
standard” is not part of the FRE, and that the FRE allows considerable flexibility
in determining the admissibility of evidence. The court, however, did not entirely
liberalize the standard for scientific evidence. The opinion emphasized that testi-
mony must stem from “scientific knowledge,” and to qualify the evidence must be
derived by the scientific method and be supported by “appropriate validation” [1].
The following criteria for determining the admissibility of expert testimony were
outlined: whether theories or techniques on which the testimony relies are based on
testable hypotheses; whether they have been subject to peer review; whether the
method has a known or predicted error rate (to allow for statistical analysis); and
whether the method is generally accepted in the relevant scientific community [1,
6]. The Daubert decision stresses methodology over conclusions; the judge should
review expert testimony based on its methods or techniques, not on the conclusions
drawn from the data [5]. Finally, the court indicated that the “helpfulness” of sci-
entific testimony requires that it has a valid connection to the case—that is, it must
be relevant [1]. The Supreme Court gave the trial judge considerable responsibility
as a gatekeeper, who must determine whether an expert’s testimony is both reliable
and relevant, and also adheres to the FRE standards as defined by the Daubert
decision.

The Daubert case itself was remanded to the Court of Appeals, where a three-
judge panel undertook to review the plaintiff’s evidence using criteria established in
the Supreme Court decision. The presiding judge, Alex Kosinski, dismissed the case
against Merrell Dow, arguing that the plaintiffs’ expert testimony was not admissi-
ble under the guidelines spelled out in the Supreme Court decision [7].

The Daubert decision triggered lively discussion in both legal and scientific circles.
Some expressed concern about the ability of individual judges to adequately assess
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the validity of the scientific methods employed by experts [8, 9, 10]. Others worried
that the Supreme Court’s focus on methods, not conclusions, was not necessarily
followed, even by the appeals court judges who ruled on the remanded Daubert
case [11].

The Trilogy: Supreme Court Rulings and Expert Testimony

Daubert was the first of three opinions by the U.S. Supreme Court in the 1990s that
focused on expert testimony. The trilogy established rules for expert testimony in
both criminal and civil federal courts, and expanded the guidelines to include all
expert testimony, not just scientific material [12].

The second case, General Electric v. Joiner (522 U.S. 136 [1997]), involved a
longtime smoker who claimed that work-related exposure to polychlorinated
biphenyls (PCBs) caused his lung cancer. The Supreme Court upheld the trial judge’s
decision to exclude evidence from animal studies in which a different kind of cancer
was linked to PCBs, and affirmed that the judge had gatekeeper responsibility. The
third case, Kumbo Tire v. Carmichael (526 U.S. 137 [1999]), involved expert testi-
mony as to whether a tire defect led to a blowout and a fatal accident. The trial
judge excluded evidence from a “tire-failure” expert, who concluded based on a
visual inspection that the tire had not been misused, and dismissed the case. The
appellate court reversed the decision, claiming the judge’s application of Daubert
was inappropriate since Daubert applied only to scientific evidence. The Supreme
Court ruled that the rules applied to all expert testimony, whether scientific or not.
The court also suggested that the Daubert rules might be applied in a flexible
manner, in which some criteria might not be met, as long as a degree of “intellec-
tual rigor” is maintained [12].

Science in the Courts: Post-Daubert

In the federal courts, the Daubert decision changed the way expert testimony is
used. The FRE were rewritten in 2000 to reflect new guidelines [5]. Judges com-
monly hold pretrial Daubert hearings to assess the validity of proposed testimony
[13]. Judges also may create panels of neutral experts, called masters, to advise
them on whether certain testimony should be admissible. Professional organiza-
tions are developing lists of neutral experts on whom judges may call for advice
[14].
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A superficial examination might suggest that junk science has been eliminated
from federal courtrooms. By its nature, though, scientific evidence is always incom-
plete, and any absolute standard of “reliability” and “relevance” is unattainable [6,
15]. If “appropriate” data are unavailable, how should the courts proceed? Critics
suggest that an overly rigid application of the Daubert rules deprives the jury of
evidence that may help determine the outcome of a trial [9, 16, 17]. Critics also
claim that defendants may manipulate the review process by challenging a plain-
tiff’s evidence as incomplete and requesting a Daubert review with the goal of ren-
dering the evidence inadmissible [18].

Physicians are particularly concerned about inconsistencies in the handling of
clinical evidence by the courts [19]. Judges may exclude cause-and-effect clinical
evidence if epidemiological evidence (the gold standard) is not available. Such a
standard exceeds that normally used in good clinical practice. For example, in
Moore v. Ashland Chemical Company, the plaintiff, a smoker with a history of
asthma, developed a respiratory disorder after he was ordered to clean up solvent
containing toluene that had leaked from drums in his truck. Two pulmonologists
(lung specialists) conducted a battery of lung function tests after reviewing the plain-
tiff’s medical history and carrying out a physical examination. They concluded that
solvent exposure likely precipitated Moore’s illness, given the short time between
the exposure and the illness. Toluene also is known to irritate the lungs. But the
judge ruled that the evidence was inadmissible because the pulmonologists’ conclu-
sion was not based on an “objectively validated method” [19]. Moore lost his case.

Conclusions based on “differential diagnosis” are especially problematic [20].
Such diagnoses are based on causality, the elimination of other possible causes, and
information from animal studies and other data. For the courts, the ability to “rule
in” the alleged cause of injury is important too. The quality of a differential diag-
nosis may be highly variable, as in the examples presented here. Nevertheless, dif-
ferential diagnosis is commonly used in medicine. A blanket rejection may unjustly
deny plaintiffs restitution in the courts.

Daubert in State Courts

The impact of the Daubert decision is uneven since it applies to federal cases only
[21]. The states may or may not choose to follow federal rules. Thirty-eight states
accept the Uniform Rules of Evidence, which are similar to the FRE [22]. By impli-
cation, these states accept the Daubert guidelines since they are written into the
FRE. The remaining states operate under the older Frye standards for evidence or
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have their own tests [23]. Many state judges remain suspicious of Daubert, feel that
court-appointed experts are unnecessary, and evince trust in the ability of juries to
be fact finders [24]. The state judges believe that scientific evidence is not a major
problem in the state courts, and see little reason to change their practices.

Conclusion

The application of Daubert remains challenging for the courts. The judge’s role is
a difficult one, and inconsistencies in practice are inevitable [13]. The conflict
between the “cultures” of science and the law remain; no single court ruling will
change this. Still, the Daubert decision has reduced the flood of junk science in tort
cases. Whether ultimately the system of tort law in the United States is further
changed awaits future developments.
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DNA Forensics in Criminal Trials: How New
Science Becomes Admissible

The goal of the prosecution in a criminal case is to develop evidence linking the
defendant to the crime, while the defense seeks evidence that demonstrates that the
accused is innocent. Physical evidence linking the defendant to the crime is most
valuable, while circumstantial evidence makes for a weaker case. The standard of
proof is higher: the jury is required to determine whether the prosecution has made
its case “beyond a reasonable doubt.” This difference was highlighted by the murder
trial of O. J. Simpson, in which he was found not guilty. He later was held civilly
liable for the death of his ex-wife, Nicole.

It is not surprising that the advent of DNA “fingerprinting” in the 1980s had an
enormous impact on the conduct of criminal trials. Comparing DNA found at a
crime scene with that of the accused might incontrovertibly link the suspect with
the crime (a boon for prosecutors) or demonstrate the opposite (a benefit for the
defense and the wrongly convicted). The courts did not immediately accept DNA
fingerprinting; exploring the process provides insight into how the law deals with
new technology.

A Primer on DNA Forensics

The rationale behind DNA forensics (see also chapter 2) is based on the natural
variation (polymorphisms) in DNA sequence between individuals [1]. Stretches of
DNA between genes may include long sets of repeats of two nucleotides known as
variable nucleotide tandem repeat sequences (VNTRs) or shorter sets of similar
repeats called short tandem repeats (STRs). The number of repeats differs markedly
in different individuals, producing fragments of DNA that are longer or shorter.
These may be identified using gel electrophoresis and probes directed at the repeats.
DNA collected at a crime scene, from sources such as blood, semen, or hair, may
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be compared with a suspect’s DNA. If only a small amount of DNA is recovered,
it can be amplified using the polymerase chain reaction (PCR) to provide a larger
sample for analysis. A number of different probes are used to compare a series of
VNTRs or STRs. If the bands on the gel consistently line up, the DNA samples are
considered a match. If; on the other hand, there is no consistent alignment, then the
suspect may be excluded. When properly done, this kind of analysis is both repro-
ducible and reliable.

Although simple in principle, the analysis of DNA fragments is subject to a
number of potential errors [2]. DNA samples may be contaminated during their col-
lection or processing, producing spurious results. Gel electrophoresis requires con-
siderable care in order to obtain reproducible results. Data interpretation is often
difficult, because bands on a gel may not line up perfectly; individuals analyzing the
gel must use their judgment in determining whether samples match.

The analysis of DNA matches also requires statistical analysis, since similar pat-
terns may appear within subpopulations of individuals. What is the possibility that
the DNA pattern obtained might come from another person? Until the mid-1990s,
many expressed concern that racial or ethnic groups might share particular varia-
tions in DNA sequence; DNA fingerprinting might falsely identify an individual. But
as the human genome project provided more sequence information (see chapter 2),
these concerns declined. By applying the statistical principles of population genet-
ics, a “likelihood ratio” may be calculated by comparing the frequency of a given
pattern to a larger database. This ratio is the probability that the DNA evidence
sample and that of the suspect came from the same person compared to the prob-
ability of a match if they came from randomly chosen people [1]. Ratios of thou-
sands to millions are commonly calculated.

Likelihood ratios are subject to misinterpretation. The first error, the “prosecu-
tor’s fallacy,” says that if the likelihood ratio is one thousand, then it is one thou-
sand times as likely that the DNA came from the same person as from different
persons. Statistical analysis cannot prove that the DNA sample is from the suspect—
that the DNA pattern is unique to a single individual. The “defendant’s fallacy,” on
the other hand, assumes that anyone with the same DNA profile as the suspect is
equally likely to have committed the crime; the other 999 people in the ratio might
equally be suspects. DNA evidence is rarely the only piece of evidence available,
however. Other physical or circumstantial evidence may link the suspect to the
crime. Nevertheless, a likely defense strategy is to suggest that the DNA match is
not foolproof. This worked in the aforementioned Simpson trial.
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DNA in the Courts

The first use of DNA forensics in the United States occurred in 1988, in a rape trial
in Florida (Florida v. Tommy Lee Andrews, 533 So. 2d 841 [Fla. Dis. Ct. App], aff.
533 So. 2d 851 [1988]). DNA evidence linking the suspect to the crime was offered,
and it helped to convict the suspect. In some other early cases, though, the court
rejected the use of DNA evidence on the grounds that the technology was not gen-
erally accepted [3, 4]. Since these cases preceded the Daubert decision, most
challenges invoked Frye as a standard for whether the expert testimony should be
admissible (see previous section). The courts expressed concern that DNA forensics
was not subject to general standards for practice, placing its analysis in question
[5]. The courts also doubted the significance of a DNA match, questioning the basis
of population statistics and therefore the relevance of the evidence.

Leading molecular biologists also expressed concern that without quality con-
trols, DNA forensics might be subject to misuse [6]. Some wondered whether the
loci used to uniquely identify individuals might not be selective enough. The NRC
was asked to study the issue of DNA forensics, and formed a panel in late 1989.
Its report, issued in 1992, affirmed the use of DNA analysis for forensic purposes
and made a series of recommendations to establish quality-control guidelines [7].
The panel also recommended further studies to elucidate the population genetics of
DNA testing; in the interim, it proposed a set of statistical assumptions to be used
until further data were obtained. These assumptions were criticized as arbitrary. The
NRC convened a second panel to further study the issue. The second report, issued
in 1996, again affirmed the value of DNA forensics and resolved many of the sta-
tistical issues raised in the first report [1]. In response to increasing concerns about
quality controls in forensic laboratories, the NRC report presented a new series of
stricter guidelines.

By the mid-1990s, most courts ruled that DNA testing was admissible, under the
standards established by either Frye or Daubert. By 1999, twelve states had enacted
statutes regarding the admissibility of DNA evidence [8]. Pretrial DNA testing is
used to eliminate suspects prior to trial, and DNA evidence is viewed as the gold
standard for physical evidence in criminal trials. At trial, however, defense attor-
neys often challenge the inclusion of DNA test results on the grounds of question-
able methodology and poor quality controls. A series of scandals involving crime
labs and misconduct by investigators provided ample ammunition for such claims
[9, 10]. A study by the RAND Science and Technology Policy Institute reported that
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most police departments lack both the staff and the equipment to conduct high-
quality DNA analysis, and forensic labs are plagued with huge backlogs [11].

Postconviction Exoneration

Without doubt, the most dramatic application of DNA testing has been the rever-
sal of wrongful convictions. A study for the U.S. Department of Justice in 1996
reported on twenty-eight cases in which postconviction DNA testing revealed that
the person convicted of the crime, frequently murder or rape, was innocent [12].
By 1999, the Innocence Project, founded by a group of lawyers to help wrongly
convicted prisoners gain new hearings, described sixty-two cases where DNA evi-
dence exonerated the prisoners [13]. A third of the cases involved “tainted or
fraudulent science” [14].

The exoneration of individuals using DNA forensics calls into question many pre-
viously accepted types of scientific evidence, including hair comparison, bite-mark
analysis, and fingerprint examination [14]. The findings also reinforce the unrelia-
bility of eyewitness identifications [12, 13]. Defense attorneys are beginning to chal-
lenge the scientific validity of such evidence, with some success, using Daubert as a
justification. Yet the U.S. Supreme Court has not applied Daubert in its rulings on
cases relating to expert testimony in criminal trials [14].

Conclusion

DNA analysis has been hailed as “the most important tool for human identification
since Francis Galton developed the use of fingerprints for that purpose” [1]. Its power
to clear suspects and exonerate those already convicted is unmistakable. DNA foren-
sics provides a powerful tool to link suspects to crime scenes and more reliable evi-
dence than that from most eyewitnesses. The reliability of DNA testing is dependent
on the quality of the analysis, however, and ample evidence suggests that many foren-
sic labs are understaffed, overburdened, and prone to error. Until quality control is
assured, its application will continue to be questioned by the courts.
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Selling Science: New Cancer Treatments and the
Media

Public opinion has a strong impact on policymaking. In order to form an opinion,
individuals first must become aware of an issue and gain enough information to
develop a viewpoint. Citizens may call on their legislators for action on a concern—
and few elected officials can afford to ignore their constituents. Most Americans
have limited training, if any, in science, and the vast majority of legislators at both
the federal and state level also lack training in science. Where does the public get
its information? Most citizens rely on the media (newspapers and newsmagazines,
television and radio news programs, and Web sites) to learn about science. Differ-
ent news sources may vary in the accuracy of the information they present, leaving
individuals vulnerable to having their opinions swayed by distorted or biased
reports. Understanding who reports on advances in science and their influences on
public opinion is important for policymaking. This chapter explores the relation-
ship between scientists, journalists, and the public by focusing on cancer treatments.
Few diseases have more impact on the public; cancer is the second-leading cause of
death for Americans after heart disease, and is perhaps the most feared. Thousands
of reports about cancer are released every year, and many announce the discovery
of new “miracle cures.” What is the responsibility of journalists to assure that the
information they present is accurate?

Media Coverage of Cancer Cures

In May 1998, noted science writer Gina Kolata wrote a story that appeared on page
one of the Sunday New York Times [1]. She reported that studies by M. Judah
Folkman, a researcher at Harvard Medical School, demonstrated dramatic cancer
cures in mice, using a new class of experimental drugs called antiangiogenic agents.
These drugs prevented the growth of new blood vessels into tumors without the
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side effects associated with chemotherapy; the tumors withered and disappeared
after weeks of treatment. Because the target cells were normal, rather than cancer
cells, no resistance to the drugs developed. Nobel laureate James Watson was quoted
in the article as promising “Judah will cure cancer in two years.” Kolata’s article
made it clear that no tests had been done on humans, and treatments used on mice
might not work with humans. Yet the overall tone was enthusiastic. An editorial
accompanied the article [2], somewhat more cautious but still laudatory. Other
media outlets released similarly enthusiastic reports [3, 4, 5, 6].

The public responded predictably. Harvard, other research centers, and individ-
ual physicians were flooded with calls from desperate patients asking for treatment
[7]. EntreMed, a small biotech company that held the license on the two drugs,
angiostatin and endostatin, saw its stock rise from $12 to over $80 a share in one
day [7, 8, 9]. The demand for treatment, even though not a single trial had been
conducted on humans, continued for months.

Both the scientific community and journalists criticized Kolata for hyping the
story [10, 11, 12]. They pointed out that Folkman’s research had been reported in
the media earlier; the New York Times published a report in November 1997, fol-
lowing the publication of promising studies on mice [13]. An unintended outcome
of Kolata’s article was the response to later reports that indicated other labs were
having difficulty replicating Folkman’s results [14]. Some news coverage hinted at
fraud by Folkman [7]. Further work revealed that both angiostatin and endostatin
were sensitive to changes in pH, and had been damaged during shipment. Never-
theless, the inflated promises in Kolata’s article contributed to strong criticism of
Folkman and his colleagues when additional tests ran into problems.

Since 1998, research continues to assess the potential value of angiogenesis drugs
as cancer treatments. Angiostatin and endostatin began clinical trials in 2000,
with modest success in reducing tumor growth. They clearly are not the magic
bullets touted in 1998, though. An alternative approach involves using antibodies
directed against vascular endothelial growth factor (VEGF), which stimulates the
growth of new blood vessels, rather than the natural antiangiogenic agents them-
selves. In clinical trials, the antibody block of VEGF prolongs the lives of late-stage
colon cancer patients when combined with chemotherapy [15]. The FDA approved
Avastin, the trade name for the antibody, in February 2004 for colon cancer treat-
ment. The full value of antiangiogenesis drugs for the treatment of cancer, of which
some sixty are currently under study, will not be known for several more years
[16, 17].
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Cancer Biology

All cancers are characterized by a loss of cellular growth control and genetic insta-
bility [18]. The proliferation of cells, their division to produce more cells, is nor-
mally tightly controlled. Different cell types divide at different rates, and some, such
as neurons, do not divide at all after reaching maturity. The central regulatory
network for cell division is the cell cycle, a series of phases that allows cells to accu-
rately replicate (copy) their DNA and assemble the machinery to divide. This cycle
is precisely regulated in healthy cells; cascades of interacting proteins determine
whether a given cell will proceed to the next step of the cycle. For example, normal
cells will not begin to replicate their DNA unless they have grown large enough to
generate viable offspring. Signaling proteins called cyclins must reach a critical level
before the cell proceeds to the DNA synthesis phase. After DNA is replicated, the
process pauses to determine whether the DNA is an accurate copy. If it is not, either
the cell repairs the errors or it is directed to die, being too defective to be allowed
to divide.

How does a cell “know” when to divide? Cells may receive signals from the
outside that trigger the intracellular changes ultimately leading to cell division. The
pathways responding to external signals are termed signal transduction pathways.
These pathways are extraordinarily complex; cell biologists continue to discover
new components of growth control. Signals finally reach the cell nucleus and cause
changes in gene expression that lead to the accumulation of the cyclin proteins that
in turn trigger cell division.

Promoting Cancer: Oncogenes

In 1912, Peyton Rous reported that a virus could cause cancer in chickens; Rous
sarcoma virus generated a particular kind of cancer, sarcoma, in infected animals
[19]. A number of other cancer-causing (oncogenic) viruses were identified in other
animals. How can a virus cause cancer? Researchers reasoned that the virus con-
tained a gene that when expressed, caused the cells it infected to “transform” or
become cancerous. The transforming gene present in the Rous sarcoma virus was
named v-src (viral sarcoma-causing gene). Scientists identified a number of other
transforming genes in other viruses in the 1970s and early 1980s, but found no
common characteristic shared by all. The putative genes were dubbed oncogenes
(cancer-causing genes). Some of these genes had homologues (similar genes) in
normal cells, but their functions were unknown.
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In 1984, Julian Downward and his colleagues reported a link between oncogenes
and normal cell signal transduction pathways [20]. An oncogene called v-erb-B was
shown to be similar to a normal cellular protein, the cell surface receptor for a
growth factor called the epidermal growth factor. The two proteins differed in their
structure in the cell cytoplasm. The protein produced by v-erb-B seemed able to
activate signal transduction pathways even when the epidermal growth factor was
absent.

Researchers then determined in the 1980s and 1990s that all oncogenes were
related to normal cellular proteins associated with signal transduction pathways and
cell cycle control. A new view of cancer emerged: cancer results from the mutation
of these normal cellular proteins (or proto-oncogenes) [18, 19]. A small number of
cancers might be linked to cancer-causing viruses, but the vast majority are not. The
rest come from changes in the cells themselves as a result of the random mutation
of the genes controlling growth. Since signal transduction pathways are complex,
the loss of growth control can result from changes in a large number of genes. In
addition, most cancers have mutations in several different genes, suggesting that
changes may accumulate over time. Some cancers also result from large errors in
reproduced DNA, such as translocations of major chromosomal segments (as in
chronic myelogenous leukemia).

The Flip Side: Tumor Suppressors

With the characterization of oncogenes, researchers thought that they had solved
the puzzle of cancer. A problem persisted, however; in many cases, even when cells
exhibited mutations in proto-oncogenes, the cells did not become cancerous.
Another factor appeared to be necessary.

In the 1980s, a different class of genes was discovered. These genes appeared
normally to suppress cell division, rather than promote it; they were named tumor
suppressors. Among them was a gene dubbed p53, based on the size of the protein
it encoded [21]. In 1990, Stephen Friend and his colleagues reported patients
with Li-Fraumeni syndrome, a familial disorder involving a high frequency of
occurrence of many different cancers at a young age, consistently had a mutation
in p53 [22]. The cancers also contained mutations in proto-oncogenes, but
not always the same ones. Based on additional studies of colorectal cancer (cancer
of the colon, a portion of the large intestine), Bert Vogelstein and his colleagues
suggested that cancerous transformation is a process of accumulation of mutations
in proto-oncogenes and then finally p53. When p53 is mutated, all growth control
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is lost. More and more errors in DNA accumulate as the cancer cells proliferate
[23].

What does p53 do? Cells must not only respond to growth-promoting signals.
They must also be able to stop dividing if the conditions are not right. Cells contain
tumor suppressors that block passage through the cell cycle. The p53 protein serves
as a master gatekeeper in the cell cycle: it blocks movement through the cell cycle
if DNA is damaged and also directs irreparably damaged cells into a pathway
leading to their death. Other tumor suppressors also contribute to controlling the
cell cycle, but p53 appears to be the most critical component. When p53 is inacti-
vated, it is unable to stop damaged cells from dividing. Cells accumulate more and
more errors with each division.

Mismatch Repair Genes

A third category of genes has been found to play a role in cancer—those involved
in the repair of DNA [19]. The proteins encoded by repair genes correct any damage
to DNA after it is replicated during the cell cycle. When repair genes do not
function, cells may accumulate more and more errors in DNA. In 1993, two
laboratories reported that one such gene, MSH2, is mutated in patients with
early onset colon cancer, a syndrome called hereditary nonpolyposis colorectal
cancer. As many as 10 to 15 percent of colon cancers are associated with a defect
in the gene.

What Causes Mutations?

Most cancers occur in older people, with the exception of cancers of rapidly divid-
ing cells, such as blood cells, that may affect children. Scientists postulate that errors
in DNA accumulate over one’s life span as a result of exposure to chemicals, ultra-
violet radiation from the sun, environmental exposures to ionizing radiation, other
lifestyle and environmental factors, and simple bad luck. A small number of muta-
tions that cause or make individuals susceptible to cancer may be inherited. Many
carcinogenic (cancer-causing) agents have a strong association with particular kinds
of cancer. For example, most skin cancers are caused by DNA damage from expo-
sure to the sun. These cancers are among the most preventable; if skin is protected
from ultraviolet radiation, DNA damage does not occur. The majority of lung
cancers are associated with tobacco smoking (see chapter 8). Many mutations are
benign, but if they affect proto-oncogenes and tumor suppressors, the loss of growth
control may occur. A small number of human cancers are associated with viruses;
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for instance, cervical cancer is associated with infection by a particular strain of
human papilloma virus, which causes genital warts [18].

Fortunately, most transformed cells are recognized by the immune system as
“foreign” and are killed (see chapter 12 for more details). The immune system func-
tion tends to decline with age, contributing to the development of cancer in older
people.

Why Does Cancer Kill?

Cancer is not a single disease; it can affect nearly all cells of the body. Some cancers
directly cause the function of a critical organ to fail. For example, pancreatic cancer
disrupts the crucial functions of the pancreas, and patients die quickly. In many
cases, however, the cancerous cells that arise at a single site exert their damaging
effects by moving to other parts of the body—by metastasizing. Breast cancer does
not kill by growing in the breast alone. It metastasizes to other organs such as the
liver, lungs, bones, and brain, and disrupts critical organ function.

Cancer disrupts organ function in several ways. The growing tumors may place
physical pressure on an organ and mechanically disrupt its function. The tumors
also secrete factors that stimulate blood vessels to grow into the tumors (angiogen-
esis), further depriving the organ of oxygen and nourishment [7, 18]. Cancer cells,
because they divide more frequently than normal cells, can effectively starve the rest
of the body of nourishment.

Treating Cancer

General approaches to cancer treatment involve surgery to remove tumors, and radi-
ation or chemical treatment (chemotherapy) to kill the remaining cells. The strat-
egy involves using radiation or toxic chemicals to kill rapidly dividing cancer cells.
Unfortunately, radiation and chemotherapy also kill normal dividing cells. This is
why cancer patients lose their hair, suffer gastrointestinal difficulties, and become
so sick when undergoing treatment. Unfortunately, cancer cells, as they mutate
further, may become resistant to chemotherapy drugs. Pharmaceutical companies
and the National Cancer Institute (NCI) continue to search for more effective
chemotherapy agents.

Because chemotherapy is a sledgehammer approach, researchers continue to
search for more targeted ways to selectively kill cancer cells. These include using
antibodies directed against proteins expressed on the surface of cancerous cells and
agents to block blood vessel growth into tumors (antiangiogenesis agents) [7].
Efforts to develop new treatments for cancer are discussed below.
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Is There a Magic Bullet for Cancer?

Because cancer can arise from the mutation of a large number of genes in different
cells, it is not surprising that finding a cure for cancer is maddeningly elusive.
Cancer cells may exhibit different features depending on their parental cell type;
an effective treatment for one type of cancer may have no effect on another.
Because cancer cells are genetically unstable, a treatment may be effective at
one stage but not at another, and a treatment that is effective in one patient will be
less so in another patient. As the complexities of cancer are recognized, scientists
are opting for a variety of approaches for treatment, to be used in combination, in
hopes of making cancer survivable, if not curable. This has met with substantial
success in the last thirty years, with survival rates for many cancers increasing
markedly.

A History of Media Hype in Cancer Treatment

One impetus for the FDA’s formation was the blatant hucksterism of supposed
miracle cures in the early twentieth century (see chapter 5). Newspapers published
advertisements touting cures and announced upcoming visits by experts peddling
their latest miracle drug.

In 1971, President Nixon announced a “war on cancer.” Congress passed the
National Cancer Act, doubling the budget of the NCI and giving it autonomy from
the other institutes of the NIH [24]. The stated goal was to cure cancer by 1976,
the bicentennial year [25]. Although critics asserted it was not possible to cure
cancer by a mandate, the NCI focused its efforts on developing effective treatments
for cancer. Although new chemotherapeutic agents were developed, most were too
toxic for general use. Others proved to be transiently effective; cancer cells became
resistant with continued treatment. Effective treatments for a small number of
cancers were developed; the death rates from testicular cancer and Hodgkin’s disease
(a cancer of white blood cells) dropped dramatically.

Interferon, a chemical-signaling molecule (chemokine), is released from cells
infected with viruses and helps other cells to resist viral infection. Since many sci-
entists in the 1970s believed that viruses might cause human cancers, interferon
became an attractive target [26]. Scattered treatment of a small number of cancer
patients reportedly led to miracle cures. But interferon is produced in such small
amounts by cells that controlled testing of its action in cancer proved impractical.
The drug’s rarity added to its mystique. Articles touting the promise of the drug
appeared widely in the early 1980s [27, 28]. The gene encoding interferon was
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cloned in the early 1980s, allowing the production of large amounts of the
chemokine for the first time. Newspaper articles even promised that enough inter-
feron would be produced to cure the common cold [25]. Almost immediately,
however, interferon’s limited efficacy against cancer was reported; some patients
died [29]. Ultimately, the FDA approved interferon for use against a single rare
cancer, hairy cell leukemia [30]. Interferon proved to be useful for treating a number
of viral diseases, such as hepatitis C and some AIDS-related diseases, but its promise
as a cure for cancer came up empty.

The second “blockbuster” drug of the 1980s was interleukin-2, a member of a
class of hormones called cytokines that serve to activate immune responses. Again,
interleukin was promoted as a miracle drug that caused tumors to melt away [25].
In the mid-1980s, the initial reports of success treating cancers using interleukin-2
in experiments were tempered by the drug’s extreme toxicity [31, 32, 33, 34]. An
editorial in JAMA lambasted the media for overselling the rather modest success of
the trials [35]. Continued research demonstrated that interleukin-2 benefited a small
number of cancer patients and had serious side effects. The promised cure failed to
materialize.

The most recent approach to show promise (and generate hype) is molecular tar-
geting. Drugs are developed that target the specific signaling pathway altered in a
certain kind of cancer. Therapies such as Herceptin, which blocks a receptor on
breast cancer cells, and Gleevec, which prevents the action of an enzyme in leukemia
and other cancers, are touted as the holy grail [36, 37]. Gleevec, in particular, dra-
matically reduced tumors in clinical trials, and was approved for use by the FDA
in only three months after the release of the results of the trials. Unfortunately,
these targeted therapies appear to lose effectiveness after eighteen to twenty-four
months [38].

Most scientists argue that a cure for cancer will not be found, given the com-
plexity of the disease. Cancer is not the result of a single agent, as is the case for
polio or smallpox [25]. Promising the public that cancer will be cured adds to both
the confusion about the disease and the intense frustration that many feel about the
failure to overcome it. Current researchers prefer to suggest that treatments may
make cancer a chronic, but survivable disease. Research must continue to develop
therapies to achieve this goal.
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Who Reports on Science?

Media coverage of science has increased markedly over the last thirty years [26, 39].
Yet there are at most a few hundred professional science journalists in the world.
The quality of science coverage depends partially on what sector of the media is
examined. Major newspapers such as the New York Times and the Washington
Post, leading newsmagazines, and network news organizations have full-time
science reporters on staff [40]. Many of these writers have science backgrounds or
gained expertise over years of experience. They may specialize in covering particu-
lar science disciplines. Smaller media outlets, such as regional and local newspapers,
seldom have dedicated science writers available. Reporters cover whatever topics
are current. These outlets may rely on wire services or pick up material from major
newspapers. After rewriting, distortions of original articles may occur, akin to the

il

old children’s game “telephone,” in which a whispered message becomes progres-
sively more confused with each communication.

The behavior of science journalists, of course, is driven by factors in addition to
the simple presentation of scientific information. The science must be newsworthy—
it must be new and likely to interest general readers by having some impact on their
lives or imagination [40, 41]. In the interests of space, time, and readability, jour-
nalists must simplify complex science to make it accessible to the public. Finally,
journalists need to present material that will help the bottom line of the news
organization.

The source of information also affects how a story is presented [42]. If a journal
article is the source, the reporter is at least assured that other scientists reviewed it
prior to publication. On the other hand, reports at scientific meetings may be pre-
liminary. Press releases from universities or companies may present an overly opti-
mistic interpretation of new results. Journalists may also receive information by mail
or e-mail purporting to represent new scientific findings. Journalists need to be
careful of their sources; misrepresentation is not solely the fault of the media [19,
26, 42]. A continuing challenge is the pressure of publication deadlines—reporters
may not be able to contact reliable sources to confirm information prior to its
release.

Science journals themselves can be blamed for some of the hype. Leading jour-
nals such as Science, Nature, JAMA, and the New England Journal of Medicine
have public relations offices that promote forthcoming articles, ensuring the wide-
spread public dissemination of new findings. Science writers are given advanced
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notice of articles; they will typically speak to the investigators and other researchers
working in the field; and they will always look for a public-interest aspect, normally
a personal story, to highlight the human side of the disease or treatment. Given
that the journals are competing for readership and prestige both in the scientific
community as well as the public eye, there is a palpable pressure for the journals,
as well as the authors, to make the science appear important and on the cutting
edge.

The advent of the Internet adds another factor: anyone can post information on
a Web site. Internet sites contain claims about science that reflect the views of the
individuals creating them. It is common to find sites revealing government conspir-
acies and cover-ups for (or against) certain scientific claims, promising new cures
for illnesses, and dismissing scientific reports as biased or immoral. Since no control
is exercised over the content of Web sites, the amount of misinformation about
science that is available to the public seems to have grown enormously.

What Is the Effect of Media Hype?

Although an analysis of statistics from the NCI suggests that significant improve-
ment in the cancer survival rate has occurred, cancer is still very much with us [43].
Some critics claim that the overall death rates from cancer have remained relatively
constant over the past twenty years [12, 19], and interpret the statistics as an indi-
cation of a complete failure of the war on cancer. Some suggest that there has been
no success in treating or curing cancer, despite notable successes in treating many
forms of leukemia as well as testicular and cervical cancer. The cancer research com-
munity is subject to blistering criticism from many quarters [19]. The NCI is accused
of pandering to pharmaceutical companies that seek large profits, instead of focus-
ing on cancer prevention. The public wonders if the billions of dollars directed at
the war on cancer have been wasted. Government regulatory agencies are accused
of ignoring environmental and industrial hazards that might contribute to cancer
because of their close ties to industry.

As pharmaceutical companies become more involved in cancer research, press
releases aimed at bolstering the bottom line contribute to overly optimistic predic-
tions for new therapies. Each failed promise adds to the frustration of the public,
and its increasing suspicion of the motives of scientists. Because the public often
fails to recognize the complexity of cancer, it may focus more on hype than on the
quiet success of cancer treatments.
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Web sites now urge cancer sufferers not to believe what their doctors tell them,
and instead to opt for diets and “natural treatments” (available for purchase on the
Web sites) that do not “poison the body.” Alternative approaches for treating cancer
(and many other diseases) have been offered for decades, in some ways mimicking
the snake oil sales of yesteryear. Among the most notorious of these was laetrile, a
B vitamin derived from apricot pits, touted in the 1970s as an inexpensive cure for
cancer that was “covered up” by the government [19]. Purveyors of such “treat-
ments” often set up clinics or go offshore to avoid FDA regulations. The availabil-
ity of ineffective treatments has two effects: it causes cancer patients to waste money
on pointless treatments, and it may deter patients from making use of chemother-
apy and other treatments that may prolong life. Cancer treatments may not cure
cancer, but for many they allow for the extension of a good quality of life.

The Scientist’s Role in Improving the Public Understanding of Science

The relationship between scientists and the media is an uneasy one. In the past,
many scientists felt that it was not their responsibility to communicate the results
of their work to the public; since the scientists knew it was valuable, it was expected
that the public would take it on faith that science was important [26, 40, 41]. This
attitude has changed slowly, as the public has become more suspicious of science
and scientists. On the one hand, scientists rely on the media to present their work
to the public, in order to maintain public support for science and the funding of
future research. On the other hand, scientists complain that the media misrepresent
and oversimplify their work, misleading the public in order to tell a good story [26,
44, 45]. Preliminary work is represented as fact, omitting or “burying” the caveats
associated with the findings. Modest but potentially important new observations
are hyped as extraordinary new discoveries.

Many researchers continue to maintain that any interactions with the media are
pandering to the public and detract from the scientific enterprise [7]. Some scien-
tists view even highly successful communicators of science to the public such as
the late astronomer Carl Sagan and evolutionary biologist Stephen J. Gould as
less-than-serious scientists. Yet both made significant contributions to their scien-
tific disciplines.

While it is easy to blame the media for the public’s confusion about cancer and
cancer treatment, responsibility also lies with the scientific community. Scientists
need to become more engaged in explaining the complexities of biology to the
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public. The scientific community needs to recognize its critical role in educating
the public, rather than viewing such activity as demeaning or unimportant. If
researchers engage more fully with the public, some of the mystery, and hence sus-
picion, of science may be removed. This might allow greater tolerance of the limits
of scientific knowledge and the recognition of the need for further study.
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Responsible Journalism: Are There Health Risks
from Electromagnetic Fields?

We live in a world where electricity is ubiquitous, and ignore it except when we lose
access in blackouts or other power failures. Could our dependence on electricity
place us at health risk? Most Americans are aware of the hazards from electric
shock, yet are there other dangers? Scientists began studying the biological effects
of electric fields in the 1950s. In 1979, research raised the possibility that the elec-
tromagnetic fields (EMFs) produced by a sixty hertz alternating current (common
household electricity) might be associated with an increased risk of childhood cancer
[1]. Both the scientific community and the public largely ignored this work until it
received major media coverage in 1989.

For some, the benign view of electricity was changed by the work of a single jour-
nalist, Paul Brodeur, a staff reporter for the New Yorker magazine. In 1989, the New
Yorker published a three-part article by Brodeur that became a book titled Currents
of Death [2]. In his book, Brodeur presented a chilling story of dedicated researchers
who discovered a link between EMFs and childhood leukemia and brain cancer. Chil-
dren who lived in neighborhoods near electric power distribution lines were more
likely to develop cancer than those who did not. But a wide conspiracy involving
power companies, government agencies, other scientists, professional scientific soci-
eties, and the media suppressed the findings. Further studies showed that adults who
worked closely with EMFs (electric power line workers, for example) as well as indi-
viduals who spent many hours in front of computer video display terminals or used
electric blankets also had higher rates of cancer or reproductive problems. Brodeur
suggested that manufacturers actively covered up this information also. It was only
through the continued efforts of a few scientists, local activists, concerned citizens,
and brave reporters that the information came to the public’s eye.

The culprits, according to Brodeur, were the magnetic fields generated by the flow
of electric current, not the electricity itself. Brodeur presented information from
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studies demonstrating that EMFs caused a variety of changes in living cells, includ-
ing alterations of the movements of ions across cell membranes and changes in
hormone production. He presented a number of epidemiological studies showing a
link between EMFs and cancer. Brodeur suggested that studies finding no evidence
of a link between EMFs and cancer had methodological flaws or were biased because
of funding sources.

Unfortunately, the story presented by Brodeur is incomplete [3]. There is no cover-
up; scientists and policymakers simply question the validity and reproducibility of
the studies. A large number of studies find no link between EMFs and cancer, or
with the use of video display terminals. While biological responses to EMFs are
observed, no clear mechanism of how the observed cellular changes might lead to
cancer is apparent. Finally, even the evidence linking EMFs to cancer suggests that
the risk, if any, is low—much less than the risks posed by smoking, air pollution,
and other identified carcinogens [4]. Scientists and other journalists criticized
Brodeur for his biased, alarmist approach.

The media and public response to Brodeur’s articles and book was intense, and
continued for several years [5, 6, 7, 8, 9, 10, 11]. Local governments sought to block
new power lines, and parents demanded that power lines be moved away from
schoolyards [12, 13, 14]. Some states set limits on exposure to EMFs [15]. Power
companies found themselves subject to lawsuits claiming that their power lines
caused disease [16].

How should policymakers respond? The potential impact on health was enor-
mous, with the risk of increasing cancer across the large population of the United
States. On the other hand, the possible costs of protecting the public, by rerouting
power lines or burying them, rewiring homes, and requiring shielding for all elec-
tric appliances to reduce EMFs was in the billions of dollars. Should taxpayer
dollars be spent to protect against a risk whose magnitude was undetermined?
The government sought to find a balance: to take time to assess the evidence that
EMFs posed a health hazard, while reassuring the public that the exposure
risks were small. Some European countries tried to follow the “precautionary
principle,” which argues that in the face of incomplete evidence, policy should err
on the side of caution [17]. Some countries set mandatory exposure limits, and
others recommended the “prudent avoidance” of unnecessary exposure, where prac-
tical [18].

The U.S. government ordered a number of studies to assess the degree of risk
from EMFs. An Office of Technology Assessment (OTA) report in 1989 suggested
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that the evidence that EMFs posed a serious hazard was weak [18], but recom-
mended more research. The OTA proposed the prudent avoidance of EMFs, where
practical. For example, the OTA report suggested that electric blanket users might
use the blankets to warm the empty bed and then unplug them when entering the
bed. Children might play in a schoolyard away from power lines, rather than in one
near power lines. A 1990 EPA report also found that evidence supporting a link
between EMFs and cancer was uncertain, and recommended that additional
research should be conducted [19].

In 1996, the NRC released a report that concluded there was no compelling evi-
dence that EMFs are associated with any human health risks, based on the avail-
able scientific data [20]. A central issue was the use of “proxies” such as wire ratings
(as an indirect way to measure how much current is carried by a power line) to
assess the strength of magnetic fields. While the NRC found a slight association of
cancer with wire ratings, no relationship was discovered when actual magnetic fields
were measured. Such findings called into question the validity of the original epi-
demiological studies [21].

Cellular Phones and Cancer

The NRC study did not assuage the fears of those who worry about EMFs.
While discussion continued, a new component was added. In January 1993,
David Reynard alleged on CNN that his wife’s brain tumor had been caused by
her heavy cellular phone use. Although he presented no medical evidence to
support his claim, the media covered the story heavily [22, 23, 24, 25, 26, 27].
Reynard repeated his allegations on other television programs and other “victims”
came forward. The stock value of cellular phone companies dropped dramatically,
despite industry denials of any risk. Wisely, the industry requested that the federal
government fund additional research on cell phone safety. In the meantime, the
federal government and industry recommended that cellular phone users limit their
use [28].

Cellular phones operate on a different range of the electromagnetic spectrum from
household currents. Cell phones use radio frequencies in the microwave range. At
a high current, microwaves can heat tissue—the principle behind microwave ovens.
The amount of energy emitted by the antennas of cellular phones, however, is small.
Numerous scientific studies failed to find a link between cellular phones and brain
cancer [29, 30, 31].
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The absence of a scientific link between cellular phones and cancer did not deter
individuals from filing lawsuits against cell phone manufacturers. In one highly pub-
licized case, Christopher Newman sued Motorola in 2000, alleging that his use of
a cellular phone from 1992 until his diagnosis with brain cancer in 1998 caused his
cancer. His case was dismissed in October 2002 for lack of scientific evidence [32].
Newman appealed in January 2003; his appeal was denied in fall 2003 [33]. The
courts rejected other class action suits alleging cover-ups by the cellular phone man-
ufacturers as well [34].

Does Electromagnetic Radiation Pose a Hazard?

Most scientists agree that there is no compelling evidence that EMFs pose a health
hazard. Although some studies suggest a link between EMFs exposure and cancer,
the relationship breaks down with further analysis. In 2001, the International
Agency for Research on Cancer placed EMFs in the “possible carcinogen” range,
akin to coffee and tea [17]. If there is a risk from exposure to EMFs, it is extremely
small. For cellular phones, no evidence links usage to brain cancer.

The lack of evidence for links between EMFs and cancer has not quieted the fears
of many. Groups continue to oppose new power lines and to file lawsuits against
power companies. The conspiracy theory first voiced by Brodeur remains very much
alive on the Web.

Responsible Journalism?

There is no doubt that Brodeur’s writings increased awareness of the EMFs con-
troversy. Prior to his work, the public was largely unaware of even the potential
hazards of EMFs. In addition, only limited scientific study of the biological effects
of EMFs was carried out. Brodeur’s efforts led to a burst of research on EMFs;
unfortunately, the results are inconsistent. It remains unresolved whether EMFs pose
a health hazard or not. This lack of consistency makes policymaking difficult, for
the reasons spelled out above.

Was Brodeur’s approach overly alarmist? Brodeur’s articles succeeded in unnec-
essarily frightening many citizens. Newspaper articles describe families moving
out of their homes for fear of exposing their children to EMFs and frantic
parents demanding that schools be moved away from power lines. Litigation costs
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against both power and cellular phone companies run into the millions of dollars.
Concerns about EMFs may also distract the public from other clearly defined health
hazards.

If we want the media to accurately inform the public of emerging health
hazards, then Brodeur (and the New Yorker) failed in his role as a responsible
journalist. Given the challenges of explaining science to the public in a balanced
manner, journalists who seriously overstate the evidence do the profession a
disservice.
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Concealing Evidence: Science, Big Business, and

the Tobacco Industry

Science is a central player in business, where it may come into conflict with corpo-
rate goals. If revealing scientific information will compromise the earning potential
of a business, what happens? This part will explore the conflict between science and
business by examining the tobacco industry along with efforts to regulate it.
Humans began to cultivate tobacco (Nicotiana sp.) in the Western hemisphere
over two thousand years ago; early Mayan art from AD 600 to AD 1000 pictures
tobacco smoking [1, 2]. Native North and South Americans used tobacco for its
psychoactive properties in rituals, and smoked for pleasure. Native Americans
introduced smoking to Europeans beginning in the late sixteenth and early seven-
teenth centuries. Tobacco rapidly became a popular product and valued commod-
ity for international trade. It was touted as a panacea for a variety of illnesses and
for generally boosting health, although social disapproval was voiced broadly as
early as the seventeenth century [2]. The view of tobacco as a healthful substance
began to change in the nineteenth century, when the first reports of toxic effects
appeared.

The Economics of Tobacco in the United States

Tobacco was a major commercial crop in the American colonies even before they
secured independence from England. The wealth generated by the export of tobacco
to Europe provided one means to finance the Revolutionary War [1]. Production
boomed particularly in the southern colonies because of the highly favorable climate
for cultivation; in New England, efforts were made to ban both the cultivation and
consumption of tobacco on moral grounds [3]. Until the late nineteenth century,
most tobacco was consumed via hand-rolled cigarettes, pipes, or in smokeless form.
The development of the first cigarette machines in 1880 changed patterns of
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consumption beginning in the early twentieth century, and commercial cigarettes
became cheap enough for even the poor.

The tobacco industry today is a worldwide enterprise. The United States is the
second-largest producer (after China) [4, 5]. Eighty percent of tobacco is now con-
sumed as cigarettes. The total annual revenue by U.S. tobacco companies is around
$150 billion [6]. Although U.S. consumption has declined since the mid-1980s, over-
seas sales allowed tobacco companies to remain financially healthy; the United States
is the world’s leading exporter of cigarettes [4, 5]. U.S. consumers spent an esti-
mated $86.7 billion on tobacco products in 2003 [7]. Tobacco companies sold
nearly four hundred billion cigarettes in that same year [7]. In response to the declin-
ing numbers of smokers in the United States, the tobacco industry increased its
advertising and promotion expenditures, spending $12.5 billion in the United States
in 2002 [8].

The tobacco industry and its ancillary marketing operations is a major employer
in the United States. There are over sixty-five thousand farms in the United States,
mostly in southern states, whose primary product is tobacco, and an estimated one
to three million people are employed in jobs related to tobacco [9].

Taxation

The federal government proposed a tax on tobacco in 1794 as a means to generate
revenue, but the first excise tax was not enacted until the Civil War in 1862 [3].
Taxes on tobacco remain a major source of federal and state revenue; an estimated
$13.5 billion in tax revenue, or twenty-six cents for each dollar spent on tobacco
products, was generated in 1997 [5, 9]. In recent years, most states increased taxes
on tobacco products as part of attempts to discourage teenage smoking; the move
also enhances states’ revenue. Nonetheless, according to the World Health Organi-
zation, the tobacco tax rate in the United States is among the lowest in the devel-
oped world [5, 10].

The Biology of Nicotine and Tobacco

Nicotine is the main active ingredient in tobacco responsible for the pleasurable sen-
sations experienced by smokers and other tobacco users. Nicotine, a natural com-
ponent of tobacco, mimics the action of acetylcholine (ACh), a chemical used for
communication between nerve cells (neurotransmitter) in the brain. The high levels
of nicotine present in tobacco act as a poison protecting the plant against insect
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attack. ACh is used broadly across the nervous system of humans and other
mammals, and is the primary neurotransmitter for controlling the activation of the
so-called pleasure centers of the brain, the mesolimbic reward system. The mesolim-
bic system itself uses another neurotransmitter, dopamine, for communication. ACh
stimulates the release of dopamine, which in turn activates brain cells that produce
sensations of pleasure.

Nicotine binds to the same cell surface receptor as ACh, the nicotinic cholinergic
receptor. The binding of nicotine to this receptor stimulates the release of dopamine
in the limbic system. The dopamine activates nerve cells producing feelings of calm,
alertness, reduced stress, and reduced appetite [11].

Is Nicotine Addictive?

Much of the controversy about the tobacco industry centers on whether or not nico-
tine is an addictive drug. Addiction, or substance dependence, is recognized as a
compulsion to continue to use the drug and difficulty in controlling its use, and is
a major social problem. The American Psychiatric Association developed criteria to
define addictive substances: substance dependence is associated with tolerance, a
need to increase the amount of the drug in order to have the same effect; charac-
teristic symptoms of withdrawal when the drug is not taken; continued use in larger
amounts or over longer periods than intended; unsuccessful attempts to cut down
the usage; considerable time spent in obtaining or consuming the agent; abandon-
ment of other activities in order to continue using the substance; and continued use
despite knowledge that it contributes to ongoing medical problems [12]. Any three
of these characteristics is considered diagnostic for addiction.

Nicotine fulfills most criteria for an addictive substance, although many require
additional explanation. For example, tolerance is demonstrated by enhanced phys-
iological effects of the first cigarette of the day (including dizziness and nausea),
with a less profound response from cigarettes smoked later in the day [12]. This
differs from other addictive substances, such as heroin, where users must consume
larger amounts for any effect at all. Withdrawal symptoms include depression, irri-
tability, anxiety, difficulty concentrating, a decreased heart rate, and weight gain.
Smokers continue to use tobacco despite knowledge that it is harmful (see below).
It is difficult to quit smoking: about 35 percent of smokers attempt to quit each
year, and fewer than 7 percent are successful without intervention [12, 13]. Most
return to smoking after a few days. Even if the pharmacological symptoms of
withdrawal are managed, most smokers find that there are strong psychological



208 Chapter 8

components to addiction—the smoker finds the rituals of lighting up in particular
situations as well as the feel and sight of cigarettes pleasurable. This psychological
addiction may lead to persistent cravings for tobacco long after the physiological
dependence has eased.

The Cigarette as a Nicotine Delivery System

The typical cigarette contains from five to ten milligrams of nicotine [11, 13]. When
tobacco is burned, the nicotine becomes gaseous and is inhaled with smoke. About
one to two milligrams of nicotine are taken into the body with each cigarette. The
nicotine is absorbed through the linings of the lungs, and reaches the brain within
seconds through the bloodstream. Nicotine may also be absorbed through the skin
and the linings of the mouth and throat; this is the route taken by nicotine from
pipe and cigar smoking (in which smoke is usually not inhaled), and from smoke-
less tobacco such as chewing tobacco and snuff. The effects of nicotine are delayed
using these methods.

The effects of nicotine are short-lived, leading the smoker to consume additional
cigarettes to continue dosing with the drug. Nicotine is rapidly broken down in the
bloodstream, limiting its effect on the brain. A typical heavy user may consume one
to two packs of cigarettes (twenty to forty cigarettes) a day to maintain pleasura-
ble sensations. This use can disrupt normal daily activities, particularly in the many
environments where smoking is now restricted.

The Office of the Surgeon General of the United States, the chief medical officer
of the country, formally concluded that nicotine was addictive in a 1979 report and
issued a second, stronger report in 1988 [14]. The delayed recognition of the addic-
tive nature of nicotine provided important ammunition for those opposed to tobacco
regulation, as described below.

The Dark Side of Tobacco Use

Were nicotine the only active component of tobacco, the pattern of consumption
might not generate such concern and controversy. But nicotine is only one of
approximately four thousand chemicals naturally present in tobacco that affect the
body. Many of the chemicals are toxic or carcinogenic. Throughout the 1950s and
1960s, accumulating scientific evidence made the link clear between smoking and
disease. The link between cigarette smoking and illness was recognized formally in
1964 when the Office of the Surgeon General of the United States issued a report
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linking cigarette smoking to lung cancer, heart disease, and chronic bronchitis and
emphysema [15]. This report, however, suggested that nicotine was “habituating,”
but not necessarily addictive [15].

About 90 percent of lung cancers are now linked to cigarette smoking [13].
Smoking is also associated with cancers of the mouth, throat, pancreas, kidney,
cervix, and other organs. The most recent report from the surgeon general’s office
linked cigarette smoking to a broad range of cancers, cardiovascular diseases, res-
piratory disorders, reproductive problems including low birth-weight babies, and
additional health effects [16]. Smoking is linked to approximately 438,000 prema-
ture deaths in the United States each year; the economic costs from the health effects

and loss of productivity attributable to smoking were over $167 billion annually
between 1997 and 2001 [16].

The Path to Addiction

Over 80 percent of the current adult smokers began smoking regularly in their teens,
with over 30 percent beginning before age sixteen [17]. By age twenty, the major-
ity of these smokers will continue to smoke into adulthood, finding it difficult to
quit. In 2004, over 28 percent of high school students and almost 12 percent of
middle school children used tobacco [18]. These statistics suggest that tobacco use
will continue to be a major health problem in the future.

Although the number of adult smokers in the United States declined over the past
forty years, about 21 percent of adults were cigarette smokers in 2004 [19]. While
the number of male smokers declined, the numbers of female smokers increased;
women now make up close to 50 percent of the consumers.

Is There a Safe Cigarette?

With increasing recognition that smoking is hazardous, the tobacco industry has
focused efforts to create a “safe” cigarette—one that delivers the pleasurable effects
of nicotine without the toxins and carcinogens present in smoke. Early efforts
included the addition of filters to cigarettes to absorb particulate matters (“tars”).
Cigarettes formulated to be “low-tar/nicotine” have no apparent health benefits;
smokers simply consume more cigarettes or inhale more deeply to maintain their
nicotine levels [20]. The smokeless cigarette, a cigarette-shaped nicotine delivery
system with almost no tobacco, was introduced in 1987 as a supposedly safe alter-
native [2, 21]. It proved a commercial failure, though, lacking the taste and sensa-
tions of smoke so desired by smokers.
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Secondhand Smoke and the Risk to Nonsmokers

Smokers are not the only ones affected by cigarette smoke. Environmental tobacco
smoke (ETS, or secondhand smoke) consists of smoke exhaled by smokers and the
smoke that is released by burning tobacco when the smoker is not inhaling (side-
stream smoke). Both sources of smoke contain similar levels of toxins and carcino-
gens as does inhaled smoke; some argue that side-stream smoke may contain higher
levels of chemicals because of the lower temperature at which the tobacco is burning
[22]. A 1986 surgeon general’s report concluded that exposure to cigarette smoke
by nonsmokers contributes to lung cancer and other disease in healthy adults [22].
The children of smokers have an increased frequency of respiratory infections and
retarded lung development. The report also argued that simple separation of
smokers and nonsmokers does not eliminate the exposure of nonsmokers to ETS.
A second report, released by the EPA in 1992, echoed these findings and labeled
ETS as a class A carcinogen, indicating that there was sufficient evidence to con-
clude that it caused cancer in humans [23].

Early reports of the effects of ETS were treated with skepticism by critics. Yet
controlled studies measuring the levels of nicotine and conitine (a breakdown
product of nicotine) in the blood of study participants revealed widespread expo-
sure to ETS in the U.S. population between 1988 and 1991 [24]. The American
Heart Association also links ETS to an increased risk for cardiovascular disease,
citing studies that suggest that nonsmoking spouses of smokers have a 25 percent
increased risk of heart disease [25].

The surgeon general’s 1986 report and subsequent studies led to stiffer regula-
tions intended to limit nonsmokers’ exposure to ETS in the workplace, classroom,
and some public areas. Of course, limiting exposure in private homes is beyond the
direct reach of regulatory agencies (see below), so exposure continues for the family
members of smokers.

A History of Tobacco Regulation

Given that smoking is a recognized health hazard, why is the sale of tobacco per-
mitted? The history of tobacco regulation is a long and convoluted one, dating back
to the seventeenth century in Europe [1]. Efforts to control tobacco usage in Europe
varied from country to country, but in general were not successful.

In the late nineteenth century, an antitobacco movement developed parallel to the
antialcohol temperance movement in the United States. Some states barred smoking
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in public; others banned the sale of cigarettes [3]. Much of the rhetoric was aimed
at preventing young people from smoking, as is the case today. The failure of Pro-
hibition, the constitutional amendment banning alcohol sales, led to the repeal of
most state statutes banning tobacco sales by the late 1920s. The Pure Food and
Drug Act of 1906 also omitted tobacco from the products subject to regulation (see
chapter 5). Instead, states began taxing tobacco products and continued to limit
sales of tobacco to minors.

Tobacco consumption increased dramatically in the twentieth century, particu-
larly during World War II, and then peaked in the 1960s. Cigarettes were viewed
as indispensable by the military; tobacco farmers received deferments in order to
aid the war effort [21]. Consumption was boosted by the high visibility of smoking
by actors, athletes, and other public figures. Smoking was portrayed as healthy,
stylish, and sophisticated.

Despite this, many people referred to cigarettes as “coffin nails” and “cancer
sticks” in the early and mid-twentieth century, even though manufacturers did not
acknowledge the health risks [26]. Cigarette manufacturers began reformulating
cigarettes in the 1950s in response to highly publicized reports linking smoking
to cancer. Filter cigarettes were advertised as “smoother” and “milder” [21]. As dis-
cussed below, tobacco companies were aware of the increasing evidence linking
smoking to disease, but publicly continued to deny that smoking posed a health risk
21, 27].

Regulation after the Surgeon General’s Report of 1964

In 1962, Luther Terry, the surgeon general, appointed an expert committee to
examine the accumulating data on the health effects of smoking. The report, released
in January 1964, unequivocally linked smoking to lung cancer and other ailments
(see above). The report’s release led to the first federal regulation of the tobacco
industry.

In June 1964, the Federal Trade Commission (FTC) ruled that cigarette advertis-
ing was deceptive, and ordered that all packaging and advertising carry a statement
linking cigarette smoking to death from cancer and other diseases. A strong lobby-
ing effort by tobacco companies, however, persuaded Congress to delay the imple-
mentation of any warning and also to weaken the statement to read: “Cigarette
Smoking May Be Hazardous to Your Health” [3]. Tobacco companies presented
their own medical experts disagreeing with the conclusions of the surgeon general’s
commission. Congress passed the Cigarette Labeling and Advertising Act of 1965
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(P.L. 89-92, 79 Stat. 282), which required the warning label on packages, but in
response to lobbying by the tobacco industry, limited the FTC or other federal or
state agencies from requiring other labeling in advertising until after 1969 [21]. Anti-
smoking advocates criticized the federal law as toothless and a capitulation to the
tobacco industry. The addition of a warning label had little effect on cigarette sales,
which continued to increase.

In 1967, the Federal Communications Commission (FCC), which has oversight
of broadcast media, ruled that television and radio stations had to provide free
advertising to groups with antismoking messages to counteract the widespread cig-

>

arette commercials on air. Its rationale grew from the “Fairness Doctrine,” under
which the public has a right to hear differing viewpoints on issues [3]. The U.S.
Court of Appeals upheld the FCC decision, and the Supreme Court declined to hear
the appeal filed by cigarette manufacturers.

After the expiration of the Cigarette Labeling Act in 1969, Congress enacted
stronger legislation, the Public Health Cigarette Smoking Act of 1969 (P.L. 91-222,
84 Stat. 87). It required a more prominent health warning—“Warning: the Surgeon
General has determined that cigarette smoking is dangerous to your health”—on
packages and advertising, and banned cigarette advertising on radio and television
beginning in 1971. Yet the bill also limited the power of the FTC to regulate other
advertising [3, 21].

Congress enacted the Comprehensive Smoking Act (P.L. 98-474, 98 Stat. 2200)
in 1984, aimed at increasing the public’s awareness of the hazards of smoking. It
mandated a federally sponsored program of research, education, and information;
required more explicit warning labels on cigarette packs and in advertising; and
required that manufacturers provide the government with a list of ingredients added
to tobacco in the manufacture of cigarettes [21].

Regulation was not limited to advertising. Berkeley, California, became the first
municipality to restrict smoking in public indoor places in 1977 [21]. Through the
1980s, municipalities and states passed legislation limiting smoking in indoor public
spaces. By 2003, all states had regulations in place limiting smoking in indoor public
spaces. In 1987, as part of a transportation appropriations bill, Congress banned
smoking on domestic commercial flights of two hours or less, to begin in 1988; this
was expanded in 1990 to a total smoking ban on almost all domestic flights.

The federal government also demanded greater oversight of youth smoking. In
1992, the Synar Amendment (a provision of PL. 102-321, 106 Stat. 394) required
that state governments must have a law prohibiting the sale of tobacco products to



Concealing Evidence 213

persons under eighteen, in order to receive federal grants for the control of alcohol
or drug abuse. States also must establish a system of yearly inspections and report
annually to the Department of Health and Human Services (DHHS).

The FDA Steps In

In 1995, David Kessler, head of the FDA, announced that the FDA would begin to
regulate nicotine as a drug, and also cigarettes and other tobacco products as “drug
delivery systems.” The FDA issued broad proposed regulations to discourage youth
consumption of tobacco, requiring photo ID verification of a purchaser’s age (over
eighteen), prohibiting cigarette vending machines except in adults-only areas, lim-
iting advertising and promotional items such as T-shirts and hats, and barring
tobacco company sponsorship of sporting and musical events [21]. The move was
unprecedented. The FDA had declined previously to claim jurisdiction over tobacco
products—a decision dating back to 1906.

The FDA does not have broad powers to protect public health; it may regulate
only certain classes of products dictated by its enabling legislation (see chapter 5)
[28]. Two events changed the FDA’s approach. The surgeon general’s report in 1988
concluding that nicotine was an addictive substance provided a central justification
for FDA action [29]. Kessler also argued that tobacco manufacturers had concealed
their knowledge of the addictive nature of nicotine and deliberately designed ciga-
rettes to deliver nicotine efficiently in order to promote addiction in consumers [30].

The tobacco manufacturers filed suit to block the FDA regulations, arguing that
the FDA did not have the jurisdiction to regulate tobacco products and that the
broad restrictions on advertising violated the companies’ First Amendment free
speech rights. They also contended that the FDA would have the authority, and
perhaps the obligation, to ban cigarettes as an unsafe drug. Since the FDA was not
proposing to ban tobacco products, its application of law was inconsistent with its
own policies [28]. An initial ruling in favor of the FDA was reversed on appeal. In
2000, the U.S. Supreme Court ruled that previous congressional actions precluded
the FDA from exercising jurisdiction over tobacco products [31]. The court major-
ity concluded that the FDA’s stance on regulation, controlling but not banning the
product, was inconsistent with FDA policy and hence lay outside its jurisdiction.
An FDA ban on tobacco products also would contradict Congress, whose own leg-
islation was more measured.

The court left open further congressional action to give the FDA the authority
to regulate tobacco. In the meantime, many states passed their own laws limiting
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advertising and youth access to tobacco products. In July 2004, the Senate voted to
allow the FDA to regulate tobacco in exchange for an industry-sponsored buy out
of tobacco farmers, who were suffering from a decline in tobacco demand, but the
bill failed to reach a vote in the House [32].

Litigation and the Concealing of Evidence

Individuals began filing lawsuits against tobacco companies in the 1950s. The plain-
tiffs claimed that smoking caused their illnesses and that cigarette companies were
negligent in not warning them of the risks. The tobacco industry strongly contested
over eight hundred suits; until the mid-1990s, all but two were decided in the indus-
try’s favor. The remaining cases resulted in no damages [21]. The industry’s initial
defense was that it could not be held liable for dangers that were not known. It also
argued that the plaintiffs had chosen to smoke, and were not forced to do so. In
the alternative, the industry also asserted that the risks were broadly known, and
that smokers accepted the risks by beginning and continuing to smoke. In addition,
the industry employed numerous legal delaying tactics; many plaintiffs ran out of
money before the cases ever came to trial [21].

Behind the scenes, however, the tobacco industry was well aware of the dangers
of its own products, based on its own in-house research, by the late 1950s [21].
Publicly, the industry continued to challenge the increasing evidence of the link
between smoking and disease, and most strongly contested the claim that smoking
was addictive. The front collapsed in 1994, when thousands of internal industry
documents were leaked to the public. An analysis of the documents revealed that
industry scientists concluded that smoking caused cancer and that nicotine was
addictive long before the surgeon general drew similar conclusions. Tobacco
companies suppressed their own data on the risks of smoking. The industry also
explored the effects of manipulating nicotine content on the behavior of smokers,
concluding that nicotine was the primary reason why people kept smoking. Indus-
try spokespersons issued public statements, placed advertisements, and gave testi-
mony to Congress in direct contradiction to this evidence—they lied [27]. People
died.

Following these revelations, the tide began to turn toward the plaintiffs in tort
lawsuits against the tobacco industry. In 1994, the first class action suit was filed
against the tobacco industry, charging that the tobacco companies had knowingly
marketed an addictive product [21]. The suit, while unsuccessful, provided an
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impetus for a series of lawsuits filed by the states’ attorneys general seeking the
recovery of Medicaid expenses for smoking-related illnesses. The first of these,
Moore v. American Tobacco Co. et al, was filed in Mississippi in 1994; the
state asked for $1 billion in compensation [21]. The tobacco companies
made attempts to deflect the cases by legal and political manipulations, but were
not successful.

In August 1996, a Florida court awarded $750,000 in damages to a sick smoker.
The Liggett Corporation, the smallest of the major tobacco companies, offered to
settle with the plaintiffs in the class action suits in order to avoid insolvency [21].
This action marked the first capitulation on the part of the tobacco industry. Four
states reached separate settlements with the tobacco companies [21].

By 1997, thirty-one other states had filed suit against the tobacco industry. Rather
than face bankruptcy, the four largest tobacco companies—Philip Morris, R. ].
Reynolds, Brown and Williamson, and Lorillard—offered to settle with the states’
attorneys general. Additional states also joined the settlement, for a total of forty-
six states and territories. Industry payments of $368.5 billion (including $60 billion
in punitive damages) over twenty-five years were proposed. In return, the industry
would be protected from future class action lawsuits and settlements of individual
suits would be capped at no more than $5 billion per year. The agreement also
included the FDA’s proposed restrictions on advertising that targeted children,
banned outdoor advertising, and called for explicit warning labels on packages. The
industry would bear the costs of enforcing these regulations. The FDA would have
the responsibility for regulating the components of cigarette smoke. The agreement
also called for a reorganization of the tobacco industry itself in order to assure the
information would not be concealed in the future [21, 33].

The agreement required that Congress enact the appropriate legislation, because
it included federal provisions. Congress failed to do so, facing criticism from both
the Left and the Right. Tobacco farmers argued that their interests had not been
considered; many representatives from tobacco-growing states objected to the pro-
posed settlement on the grounds that it damaged their states’ economies. Lawyers
objected because the agreement placed limits on future lawsuits and protected the
industry from further liability. Antismoking advocates argued that the agreement
was too kind to the industry [21].

A bill was introduced in 1998 that called for industry payments of $516 billion
over twenty-five years and removed many of the industry protections. The industry
counterattacked with an aggressive ad and lobbying campaign accusing the federal
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government of greed [33]. The bill died in the Senate in June 1998, on procedural
votes [21].

The Master Tobacco Settlement Agreement of 1998

In November 1998, the attorneys general of forty-six states reached an agreement,
titled the Master Tobacco Settlement Agreement, with the four largest tobacco com-
panies ostensibly for reimbursement of Medicaid expenses and punitive damages.
The remaining states negotiated individual settlements with the tobacco manufac-
turers. The tobacco companies would pay $206 billion over twenty-five years; the
states would use the funds at their own discretion. Tobacco companies were pre-
vented from targeting advertising to youth by banning the use of cartoon charac-
ters in advertising, the sponsorship of events with significant youth audiences,
outdoor advertising, or promotional materials. The companies were required to
create a national foundation and public education fund aimed at discouraging youth
smoking. The agreement also called for restricting industry lobbying, disbanding
trade associations, and opening industry records and research to the public as means
to change corporate culture [34].

Missing from the settlement was the federal regulation of tobacco and other
federal programs, thus dropping the requirement for congressional action [35]. The
agreement dropped the requirement for FDA regulation of tobacco (a proposal
abrogated by the U.S. Supreme Court in 2000), and also weakened provisions for
stronger warnings on packages, narrowed limitations on advertising and promo-
tional activities, weakened enforcement requirements for rules regarding the sale of
tobacco to minors, and sharply cut back on clean air requirements [35]. The tobacco
industry also lost provisions contained in the 1997 proposed settlement. The new
agreement afforded no protection from or limits on private individual or class action
suits. The agreement did not preclude the federal government from filing suit against
the tobacco companies as well; the federal government filed a civil suit in 1999
against the tobacco companies using the provisions of an antiracketeering law [21].
The case went to trial in September 2004. In February 2005, a federal appeals court
ruled that the government may not seek $280 billion in past profits as part of its
case, thereby limiting the potential size of any payments by the industry if the suit
is successful [36]. In October 2005, the Supreme Court declined to hear the gov-
ernment’s appeal [37].

Many criticized the Master Settlement Agreement. Public health advocates argued
that the settlement did not go far enough. Others charged that the states were merely



Concealing Evidence 217

grabbing for money from a vulnerable industry and that the payments represented
an additional tax on smokers [38]. Critics also argued that the settlement violated
antitrust laws by allowing the major tobacco companies to shield themselves from
further state lawsuits, leaving smaller manufacturers still vulnerable [21].

Has the Master Settlement Agreement Helped Reduce Smoking?

The Master Settlement Agreement went into effect in November 1999 with up-front
payments of $2.4 billion to the states and industry-sponsored antismoking cam-
paigns directed at youth [21]. What has been the effect of these programs?

Many states failed to apply industry payments directly to covering medical costs
or reducing smoking [39]. Instead, the payments were directed to general funds,
used to reduce budget shortfalls or to secure bond issues for other projects. A
General Accounting Office study in 2003 reported that a declining amount was
directed toward youth smoking cessation programs or other control measures, and
that states increasingly borrowed on future payments to balance their budgets [40].

The Master Settlement Agreement also failed to limit advertising targeted at
teenagers. An analysis of advertising in “youth-oriented” magazines in 2001
revealed that cigarette manufacturers continued to spend well over $200 million per
year [41]. More than 80 percent of children age twelve to seventeen were reached
by these advertisements, especially those that marketed “youth” brands of ciga-
rettes, which are smoked by more than 5 percent of smokers in grades eight to
twelve. Since the Master Settlement Agreement barred tobacco companies from
marketing in some venues, they simply shifted to other areas: youth magazines, free
gifts, and discounts on brands popular with children [42]. In 2004, over 34 percent
of middle school students reported seeing advertisements for tobacco products on
the Internet [18]. Smoking also continues to be depicted in movies and on televi-
sion programs; almost 78 percent of middle school students reported seeing actors
smoking [18].

A small number of states developed aggressive programs to limit and discourage
smoking, and evidence suggests that these state approaches are proving somewhat
successful [42, 43]. State efforts to limit advertising, however, were also met with
lawsuits filed by tobacco manufacturers. In 1999, Massachusetts issued regulations
that broadened bans on advertising not included in the Master Settlement Agree-
ment. These included bans on advertising on billboards and other open-air adver-
tising that might be seen by children [21, 42]. The tobacco companies and
distributors filed suit, claiming that the new regulations infringed on their First
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Amendment rights and were inconsistent with federal laws regulating tobacco adver-
tising. In 2001, the U.S. Supreme Court ruled that portions of the Massachusetts
regulations violated First Amendment rights and were superseded by federal law,
including the regulations passed in 1969 (Lorrilard v. Reilly, Attorney General of
Massachusetts) [44]. In December 2005, the Illinois Supreme Court, in a split vote,
reversed a $10.1 billion lower court ruling (Price v. Philip Morris, Inc.) against
Philip Morris USA for misleading advertisements about its “light cigarettes” because
such ads are permitted by the FTC [45]. These rulings demonstrate the continuing
conflict between federal and state regulations.

Lessons from Tobacco

The challenges of regulating a legal product that carries with it significant health
problems is exemplified by tobacco. The federal government has a responsibility to
take action in the name of public welfare. Despite unquestionable evidence that
nicotine is addictive and smoking is linked to over four hundred thousand deaths
each year, the federal government failed to step in to regulate tobacco products,
beyond limiting some advertising and barring access by children. States’ efforts to
tighten regulations have met with mixed success. The tobacco industry is a formi-
dable lobby that exerts a strong influence on legislators. The impact of the indus-
try on the country’s economy—and critically that of several southern states—also
makes it difficult for legislators to move to eliminate smoking. Recent litigation and
legislation suggests that things may change in the future.

The deeper story lies in the conflict between free enterprise, profits, and scientific
knowledge. The federal government, in general, has tended to limit oversight of cor-
porate activities, except when the abuses are so egregious that public outcry forces
government action. Documents from the tobacco industry make it clear that the sci-
entists employed by tobacco companies knew that cigarettes were dangerous and
reported their data to executives. Industry executives decided to preserve markets
and concealed damaging evidence. Why did the scientists fail to independently
report their findings? Employees are bound by corporate rules of disclosure, which
bar independent publication without approval. Going public would mean a scien-
tist loses his or her job; the scientist might also be liable for contract violation, and
could be criminally charged under state and federal trade secrecy laws.

Scientists did speak out; whistle-blowers provided invaluable information leading
up to the Master Settlement Agreement. In 1994, Jeffrey Wigand, a biochemist who
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was the head of research and development at Brown and Williamson from 1989 to
1993, told the FDA of the industry’s attempts to boost the effectiveness of nicotine
using additives [21]. Other former research employees also provided information to
the FDA. Whistle-blowing, or an express duty to act to prevent risks to the public
even when corporate secrets might be jeopardized, is not an ethical requirement in
the sciences. Because whistle-blowing involves an express breach of loyalty, it raises
suspicions about a whistle-blower’s motives [46].

Is the story of the tobacco industry an isolated case, or is conflict of interest
common? The evidence suggests that conflicts between scientific goals and corpo-
rate interests are not rare. When data indicate that a promising new drug is asso-
ciated with side effects or is not as effective as hoped, one instinct is to conceal the
evidence in order to protect the company. In June 2004, New York State filed suit
against GlaxoSmithKline, the manufacturer of the popular antidepressant drug,
Paxil. The suit charged that the company had committed fraud by knowingly con-
cealing clinical evidence that the drug was ineffective in teenagers [47, 48]. The pub-
licity led to renewed calls to establish a database of all drug trials in order to block
attempts to bury negative data [49, 50]. In August 2004, GlaxoSmithKline settled
with the state and agreed to post the results of all drug trials online [51]. More
recent cases involving a class of popular painkillers, the Cox-2 inhibitors, also
support the contention that concealment of evidence is common (see chapter 5).
Efforts to find a balance between the two competing interests are ongoing, yet the
central challenges are structurally ingrained in science performed for commercial
interests. Requiring full disclosure by corporations is an important step, but enforc-
ing the rule is another matter.
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The Academic-Industrial Complex and Conflict of
Interest

Far from being ivory towers, academic institutions have a long history of working
relationships with industry. Scientific research in academic institutions supplies the
raw material for many industrial applications (technology transfer); industry pro-
vides support to scientists in academia to encourage research in areas of interest. In
the life sciences, the close ties between pharmaceutical companies, researchers, and
clinicians offer both benefits and risks. Support for biomedical research that is then
translated into clinical uses boosts the nation’s health and economy [1]. These finan-
cial arrangements may lead to bias in clinical studies, however, risking the health
of human subjects and distorting the results of experiments. Concerns over poten-
tial conflicts of interest have grown in recent years, as more and more researchers
develop financial relationships with industry.

Academic-industry ties in the life sciences developed in the early twentieth century,
but increased dramatically after 1980, as biotechnology began to flourish. The Bayh-
Dole Act of 1980 (P.L. 96-517, the Patent and Trademark Law Amendments Act)
allowed federal grant recipients to retain patents ownership; this opened the door
for increased academic-industry cooperation [2, 3]. One estimate places industry’s
share of biomedical research support in 2000 at 62 percent (see the following
section) [4]. By the mid-1990s, over 90 percent of companies with life science activ-
ities had a relationship with at least one university, and 25 percent of life scientists
at major research institutions received some research support from industry. Some
faculty members held equity in biotechnology companies (7 percent), and over 50
percent reported consulting for industry [1]. Roughly two-thirds of academic insti-
tutions hold equity in companies that sponsor research at the same institution [4].
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What Is Conflict of Interest?

A conlflict of interest is the situation in which a person serves two or more masters.
A conflict exists when a scientist’s financial relationship with a company risks com-
promising the researcher’s professional judgment and independence in the design,
conduct, or publication of research [5, 6, 7]. The conflict is a source of bias that
may be intentional or unintentional, and the company may contribute to the
problem by further manipulating results or establishing criteria for selecting sub-
jects. Among the manipulations are the selective use of data that provide positive
results (“data dredging”), building bias into a study by preselecting the population
examined, or shortening a trial when the long-term results appear less promising
[8, 9]. Conflict of interest is different from scientific misconduct, when an investi-
gator knowingly and deliberately falsifies or fabricates data or plagiarizes (copies
the work of another without attribution) (see the following section).

Numerous studies demonstrate that conflict of interest exerts effects on research
outcomes. Studies paid for by industry, or conducted by researchers with financial
ties to a company, are more likely to report positive outcomes in clinical trials [4,
10, 11]. Scientists whose data do not support the company may be barred from
publishing their negative data [1, 10]. For example, in 1987, Betty Dong, a Uni-
versity of California at San Francisco researcher, was denied permission by the spon-
soring company to publish results indicating that the company’s commercially
leading synthetic thyroid hormone was no more effective than competing prepara-
tions [10]. Other cases involved a researcher at the University of Toronto [12] and
another at Brown University [13], both of whom were blocked from publishing their
findings about the health risks to patients or employees, respectively, that were inim-
ical to the financial interests of the companies that, respectively, sponsored the
research or permitted the research to be done at their facility. Notably, in both of
these latter cases, the company executives had strong ties to the universities (Toronto
was courting a multimillion dollar gift for building construction from the company
executives, and in the last case, the company CEO sat on Brown’s board). For dif-
ferent reasons, the administrations in all three cases failed to support the academic
freedom of their faculty to publish.

The potential risk to human subjects was dramatized in 1999, when Jesse
Gelsinger, a teenager who volunteered for a gene therapy clinical trial at the Uni-
versity of Pennsylvania, died. A review determined that the principal investigator
had a strong financial stake in the outcome of the trial and had skirted requirements
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for trial approval [9]. The Gelsinger case and others led to calls by officials at the
FDA and the NIH for better regulation of clinical trials [14].

The close relationship between academics and industry may have other negative
effects. Agreements between companies and researchers often include requirements
that information be kept secret in order to allow companies to file for patents [4,
15]. Such agreements may produce as much as a six-month additional lag in pub-
lication [16]. Agreements may also limit the ability of researchers to collaborate
with others by sharing reagents and data [1, 17]. Directions of research may be
selected for perceived financial gain, leaving other critical areas underserved. Finally,
publicized accounts of bias serve to erode the public’s confidence in science [10].

Managing Conflict of Interest

Preventing all conflicts of interest is impossible, given the intertwined relationship
between academics and industry. Ensuring that the relationships are made public
and transparent, and providing clear guidelines for the ethical conduct of research,
are more attainable goals.

The U.S. government instituted a series of requirements for researchers receiving
federal support. The NIH requires that researchers reveal all conflicts of interest to
their home institutions, and that institutions have conflict of interest policies in place
[1]. In 1995, the NIH and NSF instituted new guidelines that gave the primary
responsibility for managing conflicts to research institutions [18]. A report in 2001
called for increased oversight by the DHHS to assure that institutions have effec-
tive conflict of interest policies [5]. In response, in 2003, the NIH issued a guidance
document intended to protect human subjects in cases of financial conflict of inter-
est; the document called for greater oversight by Institutional Review Boards (see
chapter 5) [19]. The FDA requires researchers to disclose any financial arrangements
when research data are submitted for review [1, 19]. In February 2005, Elias
Zerhouni, the NIH director, announced a new policy that barred all researchers at
the NIH from any consulting or other activities that might constitute a conflict of
interest [20].

Professional associations and academic institutions develop guidelines for the
proper conduct of industry-supported research. For example, the American Associ-
ation of Medical Colleges, the umbrella organization for medical schools, issued
new guidelines in 2001, placing the safety of human subjects as paramount and
spelling out circumstances under which a researcher with a conflict of interest may
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participate in human research [2]. Yet, policies developed by institutions suffer from
inconsistencies in what constitutes inappropriate activity, and from a lack of over-
sight and enforcement [1, 4, 5, 18, 21, 22].

Editors of biomedical journals were among the first to establish disclosure poli-
cies for authors. Nevertheless, a study in 2001 reported that only 16 percent of over
thirteen hundred highly ranked journals had conflict of interest policies in 1997
[23]. Such findings stimulated journal editors to develop conflict policies as part of
their “instructions to authors.” In general, authors must indicate their ties to com-
mercial enterprises as a condition of manuscript acceptance. Still, critics have repeat-
edly reported that the disclosures are inadequately policed. The Integrity in Science
project, run by the Center for Science in the Public Interest, advocates for trans-
parency in scientific research, publications, and presentations, and the protection of
human subjects [24]. In July 2004, the center released a report that criticized several
leading journals for failing to enforce their own policies regarding financial conflicts
of interest. The center cited several examples of authors who failed to disclose finan-
cial ties to companies [25]. It may be obvious that disclosure may not be enough
to avoid the risks of bias caused by conflicts of interest, because reviewers and
readers cannot reliably assess whether and to what extent the results are in fact
influenced (if at all); disclosed conflicts thus result in the disclosure being ignored
or the results being totally discounted as hopelessly flawed.

Why Conflict of Interest Matters

Scientists like to believe that research is conducted to further knowledge and benefit
the public, and ought to be independent of the more base goals of profit or fame.
Yet scientists are prey to ego and greed, as are all humans. The development of close
ties between academe and industry adds to the challenges to conduct research dis-
passionately. Unlike interests that are unavoidably intrinsic to academic science—
such as the need to publish, to build an international reputation, and even to cure
disease—financial ties may be viewed as avoidable and impure. Because the effects
are difficult to measure, financial conflicts can result in effectively unanswerable crit-
icisms that one’s work cannot be believed because of the conflict. When financial
ties spur an individual to distort data or to allow the suppression of negative results,
the damage may be extensive—to health and the enterprise itself. The public’s trust
in science is fragile. Scientists have both professional and ethical responsibilities to
see that the conduct of science is as free of bias as possible.
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The Darker Side of Science: Scientific Misconduct

When scientists read a new scientific paper, they assume that the methods and data
presented are genuine. Science is based on trust [1]. The ethics of science—which
include honesty, the obligation to publish, teach, and mentor, and the duty to defend
scientific and intellectual freedoms—promote trustworthiness in the scientific enter-
prise [2]. Nonetheless, it is well established that sometimes, scientists do not act by
these lofty ideals [3]. Scientific misconduct refers to those behaviors that undermine
the veracity of the scientific record [4]. Misconduct is commonly defined as falsifi-
cation, fabrication, or plagiarism. Both the scientific community and the public view
such misconduct with horror since it runs counter to all the principles on which sci-
entific research is based.

What Is Scientific Misconduct?

Scientific misconduct is not new. A highly publicized case occurred in the early twen-
tieth century, when the Piltdown man, fossilized remains that were purportedly the
missing link between apes and modern humans, was determined to be a deliberate
hoax by persons unknown. Science misconduct in more modern times gained
exposure when psychologists determined after his death in 1971 that Cyril Burt, a
celebrated British researcher of intelligence in twins, had fabricated most of his
data [5].

A series of cases in the 1980s changed the public’s perception of scientific mis-
conduct, leading to conclusions that misconduct was widespread [6, 7]. One notable
case involved David Baltimore, who, at the age of thirty-eight, won the 1975 Nobel
laureate in physiology and medicine. In 1986, Margot O’Toole, a postdoctoral
fellow in the laboratory of Thereza Imanishi-Kari (of MIT and then Tufts Univer-
sity), reported to university authorities that the central conclusions of a paper that
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Imanishi-Kari published with Baltimore and other coauthors were not supported by
the raw data [6]. The initial investigation found no serious errors and concluded
that O’Toole’s concerns stemmed from a scientific dispute. O’Toole persisted in her
accusations and drew the attention of two self-appointed misconduct watchdogs at
the NTH, Walter Stewart and Ned Feder. Stewart and Feder, in turn, reported the
case to Congressperson John Dingell (D-MI), chair of the House subcommittee that
provided oversight of the NIH. Dingell believed that misconduct was widespread
and was an outspoken critic of the scientific community’s ability to handle such
cases [8].

In 1985, long before the so-called Baltimore case came to light, at Dingell’s urging,
Congress enacted legislation requiring the NIH to create an office to investigate
cases of alleged misconduct; the Office of Scientific Integrity was opened in 1989
[9]. In the Baltimore case, Dingell argued that the NIH’s own review processes for
investigating misconduct were inadequate, and demanded a major investigation
involving the Secret Service and other law enforcement agencies. After a lengthy
investigation, the Office of Scientific Integrity found Imanishi-Kari guilty of falsify-
ing data. The government, however, declined to file criminal misconduct charges
against Imanishi-Kari, citing inadequate evidence [10]. In the meantime, Baltimore,
who defended his colleague throughout the extended investigation, resigned the
presidency of Rockefeller University in 1991, as a result of the uproar and a vote
of no confidence by the faculty. The media coverage was heavy, and Baltimore was
accused of heavy-handed and misguided support for the wrong side [6]. Neverthe-
less, Imanishi-Kari’s fabrication ruling was overturned in 1996 by a review panel at
the NIH and she was fully exonerated (guilty of no more than sloppy laboratory
notebook practices). Baltimore became the president of the California Institute of
Technology in 1997; he stepped down and returned to research in 2006.

Is misconduct widespread? The public perception of misconduct run rampant was
encouraged by the large amount of media coverage in the 1980s. The suggestion
that scientists might be subject to the same frailties as other humans was viewed
with dismay. Most scientists believe that misconduct is relatively rare because of the
self-correcting nature of science [11, 12]. They think that fraudulent research is
uncovered fairly quickly because the confirmation of results, either directly or
through further study in the area, is a central part of the scientific enterprise. Some
cases come to light when coworkers call attention to irregularities. But other scien-
tists suggest that more widespread misconduct may occur because most scientists
are simply not alert to it and are reluctant to believe misconduct when it happens;
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it may take years to detect fraudulent activity [13]. The assertion that science is self-
correcting cannot go unchallenged, as scientists rarely duplicate prior studies, but
rather build on previous results. Only if studies fail will scientists go back and
attempt to reproduce the background research on which their own (failed) research
depends. Cases of data manipulation or the doctoring of figures are more difficult
to detect, especially now that images are digitized and easily altered. Estimates of
the frequency of misconduct vary widely, depending on whether perceptions or
actual cases are measured, but it is generally acknowledged that no one knows the
number of occurrences [14].

What motivates a scientist to fake or steal data? Career pressure is often cited as
a reason why scientists commit misconduct [11, 15]. Most scientists under similar
pressure maintain their integrity, though, so simple pressure is insufficient to explain
such behavior. Another reason offered is that scientists may believe so strongly in
their hypothesis that they feel compelled to alter data that do not support it [11].
Even Gregor Mendel purportedly fit his data to his expectations [3]. Finally, scien-
tists who commit misconduct believe that they will not get caught. Many suggest
that the highly competitive nature of science, the lack of training in responsible
conduct, and the limited (or wrongheaded) mentoring of junior researchers by senior
faculty contribute to an environment that might encourage misconduct [13, 15].

Response to Misconduct

How has the scientific community responded to misconduct? The Office of the Assis-
tant Secretary of DHHS maintains an office, now known as the Office of Research
Integrity (ORI), that provides support for research into misconduct, produces edu-
cational materials, and investigates reports of misconduct (a similar office exists at
the NSF) [16]. The ORI publishes notices about scientists found to have commit-
ted misconduct; guilty individuals are generally barred from receiving federal funds
or serving on federal panels for a period of several years. The ORI received 987
allegations of misconduct between 1993 and 1997; most were found to be false,
and only 19 percent went on to the inquiry stage [15]. Because of its legacy of
perhaps overzealous investigations in the past, institutions and scientists often view
ORI activities with suspicion [15]. Scientists are accused of blocking attempts to
thoroughly investigate the range of fraudulent activities [17].

Gatekeeping responsibility is also assigned to journal editors, who are expected
to pursue possible misconduct in submitted or published manuscripts [18]. The
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International Committee of Medical Journal Editors developed uniform require-
ments for manuscripts that cover a broad range of editorial issues, including
misconduct. Editors who receive allegations of potential misconduct from review-
ers are expected by the ORI to respond promptly and begin an investigation
[19]. Should evidence arise that suggests a significant problem, the host institution,
which has the primary responsibility for conducting an investigation, and the ORI
should be contacted. Editorial responsibility includes the timely retraction of arti-
cles whose contents are found to be fraudulent. The delayed retraction of flawed
research is a common source of criticism [13]. In addition, researchers may not take
note of retraction notices and flawed research may continue to inform additional
studies.

A notable change in attitude since 1990 has been the development of programs
to educate young scientists about responsible conduct; institutions that receive
federal funds are required to have such programs in place [16]. The NRC issued
several reports, the most recent in 2002, providing suggestions for programs to
educate scientists about the responsible conduct of research and steps that might
create an environment that promotes it. The council described integrity as “a com-
mitment to intellectual honesty and personal responsibility for one’s actions, and to
a range of practices that characterize responsible conduct of research” [20]. Insti-
tutions must provide leadership and educational opportunities, thoroughly investi-
gate allegations of misconduct, and regularly assess the institutional environment
that supports research activities in order to improve.

The recent NRC report also presented a set of sobering conclusions: that there
are no established measures to assess integrity; having policies and procedures will
not assure responsible conduct; and unless education is conducted in creative ways,
it is unlikely to be effective [20].

Scientific misconduct remains a serious problem for the scientific community; the
recent fabricated report of human stem cells from cloned embryos is an example
(see chapter 4). Whether perpetrated by a single individual or indicative of a wider
problem, allegations of misconduct serve to weaken the public’s trust in science, and
lead to increased calls for the closer management and oversight of the scientific
enterprise. Misconduct represents a challenge to the “free enterprise” of research,
and requires a thoughtful response by the scientific community. The public, legisla-
tors, and the media, however, must recognize that every scientific disagreement is
not misconduct; science thrives on competing hypotheses.
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Science in the National Interest: Bioterrorism and
Civil Liberties

Bioterrorism is the threat or act of an intentional release of viruses, bacteria, or their
toxins with the aim of influencing government conduct and terrorizing a civilian
population [1]. Since the terrorist attacks of September 11, 2001, and the subse-
quent mailings of anthrax-laced letters to public figures and other citizens in the
United States, developing policy responses to potential attacks using biological
agents such as toxins or pathogens has taken on a new urgency. How might the
general public be protected from an attack using biological agents? If protection by
means of quarantine, forced vaccination, or other measures results in the loss of
some civil liberties, what trade-offs are acceptable? This part will explore the gov-
ernment response to bioterrorism by examining the anthrax letters as well as earlier
attempts at bioterrorism.

A Short History of Biological Weapons Programs

The use of biological weapons is not new. Beginning in ancient times, armies delib-
erately contaminated the water supplies of enemy cities with animal and human car-
casses. British troops gave smallpox-contaminated blankets to Native Americans
during the French and Indian Wars from 1754 to 1767 to eliminate hostile popu-
lations [2]. By the early twentieth century, both the use of chemical agents such as
mustard gas and efforts to “weaponize” pathogens were widespread. Both Germany
and the Allied forces had programs to infect horses and cattle with anthrax using
contaminated feed beginning in World War I [2].

After the horrors of chemical warfare in World War I, the international commu-
nity negotiated the Geneva Protocol for the Prohibition of the Use in War of Asphyx-
iating, Poisonous, or Other Gases, and of Bacteriological Methods of Warfare
in 1925. The treaty did not prevent the research, production, or stockpiling of
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biological weapons, only their use in war [2]. The loopholes allowed many coun-
tries to continue to develop and in some cases use biological weapons. The United
States, Japan, and the former Soviet Union had active programs to develop biolog-
ical weapons by midcentury. Japan allegedly conducted field trials of biological
agents in China during World War II, including anthrax, plague (using infected
fleas), cholera, and other agents.

The United States maintained an offensive biological weapons development
program centered at Fort Detrick, Maryland, from 1942 to 1970, when President
Nixon terminated the program by executive order. Weaponized forms of anthrax
and botulinum toxin were generated, and tests were conducted on a number of other
pathogens, including tularemia, other toxins, and plant pathogens (to damage
enemy crops) [2, 3]. The United States signed the Convention on the Prohibition,
Production, and Stockpiling of Bacteriological (Biological) and Toxin Weapons and
on their Destruction (Biological Weapons Convention, 26 U.S.T. 583) [2, 4]. The
Biological Weapons Convention did not preclude maintaining stocks for “prophy-
lactic, protective, or other peaceful purposes,” and the verification mechanisms were
limited. An outbreak of anthrax in the Soviet Union in 1979 near a biological
weapons facility in Sverdlovsk made it clear that efforts to weaponize anthrax were
continuing [2, 4, 5, 6]. The unintentional release sickened as many as 250 people,
of whom 100 died [5].

After the Gulf War of 1991, Iraq, a signatory to the Biological Weapons Con-
vention, admitted to having an offensive biological weapons program involving
anthrax, botulinum toxin, and other agents. The United Nations Special Commis-
sion on Iraq oversaw the destruction of the facilities and stockpiles in 1996 [2].
Other nations—including Libya, Iran, and North Korea—are suspected of having
offensive biological weapons [7]. Putting these weapons in context, these countries
have all pursued nuclear weapons as well. Iraq’s program was disabled by an Israeli
missile attack on the Osirak reactor site in 1981 and the first Gulf War; Libya aban-
doned its program in 2004; Iran asserts its nuclear programs (involving the con-
struction of Russian reactors) are for power production only; and North Korea is
suspected of possessing several bombs.

Biological Warfare: Candidate Pathogens

What agents are candidates for biological warfare? Biological agents may be used
in two general ways: first, as infectious agents to cause disease that might disable
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or kill enemies; and second, as biologically derived toxins that might directly disable
or kill target populations. In addition to their potential to kill large numbers of
people, biological agents are also effective in causing panic in unaffected popula-
tions because of their potential for attack without detection.

The ideal pathogen will be relatively stable (able to survive under adverse natural
conditions), infectious (able to infect individuals), contagious (able to spread from
person to person), and able to be dispersed as an aerosol for maximal transmission
[6]. The target population should be vulnerable to the agent; the agent is not one
for which a vaccine is generally given. The initial symptoms should mimic those of
other diseases, confounding early diagnosis. Finally, the resulting disease should be
difficult or impossible to treat. For the bioterrorist, it is desirable that the agent be
easy to produce and disseminate, and relatively safe to handle.

Among the diseases most frequently cited as likely targets for bioterrorism are
smallpox, anthrax, plague, tularemia, and a number of hemorrhagic diseases includ-
ing Marburg and Ebola viruses [6]. The initial symptoms of all these diseases resem-
ble a number of other flu-like conditions, making early detection difficult. Treatment
of these diseases is limited; only anthrax responds to antibiotics in the early stages
of the disease. The mortality rate for these diseases is high. Smallpox and anthrax
are considered the most attractive target diseases for bioterrorists. Biologically
derived toxins include botulinum toxin (the cause of botulism poisoning). These
agents are characterized by an extremely high potency; even a tiny dose can be lethal.

Smallpox is a highly contagious illness characterized by a high fever followed by
a blistering skin rash leading to general organ failure from the toxic effects; the mor-
tality rate is as high as 30 percent [8]. Smallpox may be confused with the much
less serious illness, chicken pox. Smallpox is the only disease to have been eradi-
cated globally by a concerted effort to vaccinate populations against its virus,
Variola major. The last case of natural smallpox in the world occurred in 1977; in
the United States, population-wide vaccinations against smallpox ceased in 1972
(the last U.S. case occurred in 1949). The World Health Organization recommended
that worldwide vaccination cease in 1980. Nevertheless, the United States and the
former Soviet Union maintained stocks of the smallpox virus, ostensibly for research
purposes. With the collapse of the Soviet Union, concerns increased that lapses in
security might allow the Russian stocks to be stolen by terrorist groups [9]. The
general population is highly vulnerable to infection by the smallpox virus; even indi-
viduals vaccinated prior to 1972 most likely have limited immunity because of the
long time span since vaccination. A biological attack using smallpox might spread
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rapidly through populations via direct contact with infected individuals, who can
be highly contagious prior to onset of severe symptoms. The smallpox virus,
however, is sensitive to both temperature and humidity, and usually is not effec-
tively transmitted in aerosol form [8]. Yet an outbreak in a hospital in Germany in
1970, in which a single patient infected nineteen other patients on three floors, sug-
gests that the smallpox virus can spread through ventilation systems under the right
conditions [8, 9].

Anthrax is an animal disease that especially infects herbivores [5]. Unlike the
smallpox virus, the anthrax bacillus, B. anthracis, is remarkably stable, forming
spores that can survive for decades in the soil. Anthrax bacilli are widespread in
soil; animals pick up the disease by ingestion. The vaccination of animals may reduce
the incidence of anthrax, but cases still appear worldwide. Humans can become
infected through contact with contaminated animals, or by exposure to spores in
soil or other material. Only one case of natural anthrax occurred in the United States
from 1993 to 2001, although epidemics have occurred in other countries, usually
associated with disease outbreaks in animals [10].

Anthrax is not spread from person to person; direct contact with the pathogen is
required. Anthrax symptoms differ depending on the route of infection. Cutaneous
anthrax occurs when bacteria enter the body through breaks in the skin. Skin lesions
develop that can ulcerate and lead to generalized illness as the result of toxins pro-
duced by the bacteria. Mortality is low if patients are treated with antibiotics such
as ciprofloxacin, doxycycline, or penicillin. If bacteria are inhaled, a more serious
form of disease, inhalation anthrax, may develop. Patients initially develop flu-like
symptoms followed by difficulty breathing, and usually die within days from inter-
nal bleeding and fluid loss if untreated. Aggressive treatment with antibiotics may
reduce mortality. Gastrointestinal anthrax may be contracted through the ingestion
of contaminated meat. Patients develop gastric and intestinal lesions, and die of
sepsis (a generalized systemic infection). A vaccine for humans exists, but it is not
generally available in the United States outside the military [10]. Anthrax spores
might be prepared as a fine powder to be distributed as an aerosol, enhancing the
dissemination of the bacteria. This requires advanced equipment, though, because
anthrax spores are comparatively large and heavy.

Botulinum toxin, among the most poisonous substances known, is produced by
the bacterium, Clostridium botulinum [11]. The bacteria thrive in oxygen-free
(anaerobic) conditions in improperly prepared foods. The toxin blocks transmission
in the nervous system, leading to paralysis and death. An antitoxin is available to
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help combat the effects of the toxin, but patients may require artificial ventilation
and other support to survive. Ironically, the toxin (as the product Botox) is used
cosmetically as injections to paralyze muscles in the face to provide temporary
removal of lines and wrinkles. This product is extremely dilute, however, and
does not pose a bioterrorist hazard. Botulinum toxin is comparatively easy to
produce, as the bacteria are common. A concentrated solution of botulinum toxin
might be disseminated as an aerosol or in food. Some suggest that the toxin might
be used to contaminate public water supplies. But standard water purification pro-
cedures inactivate the toxin, making widespread poisoning unlikely using this route
(11, 12].

Making a Biological Weapon

How much expertise is needed to generate a biological weapon is a matter of con-
tention among experts [6]. Some believe that certain agents may be prepared with
simple equipment and limited knowledge, while others argue that the development
of an effective bioweapon requires considerable expertise and access to expensive
equipment.

The first step in developing a biological weapon is obtaining a sample of the agent
[6, 9]. The ease with which this can be accomplished varies: anthrax may be
obtained from soil samples and plague from sick animals fairly easily, but agents
such as smallpox would need to be stolen. Once a sample is obtained, the pathogen
must be grown to generate enough material for an attack. Some agents—such as
anthrax, smallpox, and C. botulinum—are relatively easy to maintain in a cell
culture with only limited knowledge about microbiology. As stated above, some
agents are difficult to grow and maintain, including plague, tularemia, and the hem-
orrhagic viruses. The terrorists also need to protect themselves, perhaps by vacci-
nation (for smallpox or anthrax), or by using isolation equipment that may be
expensive and difficult to obtain.

Once sufficient quantities of a pathogen are generated, a means to disseminate
the agent must be developed. Dispersing the pathogen in aerosol form might infect
the largest number of people, provided that the agent is stable in this form. Sun-
light, heat, and humidity may kill the pathogen. It may also be difficult to convert
the pathogen to an aerosol form that will remain airborne for an extended period;
if the powder is too heavy, particles will fall to the ground quickly, reducing trans-
mission. Many experts argue that the effective generation of aerosols requires
sophisticated equipment and specialized knowledge not available to the general
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public [13]. Other means of effective dissemination might be through the contam-
ination of food; for the reasons given above, attacks on public water supplies are
less likely to be successful. Using infected individuals as “walking disease carriers”
is popular among novelists; however, in most cases, these individuals would be too
sick during their contagious phases to be mobile.

Bioterrorism Prior to 2001

Attempts by nongovernment organizations to conduct bioterrorism began before
2001. In 1984, the Rajneesh cult in Antelope, Oregon, sickened over 750 people by
spraying salmonella bacteria (which cause gastrointestinal illness) on food in local
salad bars in an attempt to influence a local election; no one died, fortunately [6,
13]. During the 1990s, a series of attempts at bioterrorism raised awareness of the
apparent growing risk of attacks. In June 1993, the Aum Shinrikyo cult in Japan
sprayed a suspension of anthrax bacilli off the roof of their headquarters in
Kameido. Although there were complaints of strange odors, no one became ill. The
release was the culmination of several years of work on a number of infectious
agents, including botulinum toxin and the Ebola virus [7, 14]. In 2001, a molecu-
lar analysis of the anthrax strain used by the cult revealed that it was a noninfec-
tious strain commonly employed to immunize animals against the disease [15]. In
subsequent years, the cult released sarin gas, a lethal chemical agent, on two occa-
sions—first to target judges involved in a case against the cult in 1994, and second,
in the Tokyo subway system in March 1995, ostensibly as part of its goal to rule
Japan [14]. Seven people died in the first attack, and around five hundred sought
medical attention. In the latter incident, twelve people died, and close to thirty-eight
hundred were injured. The relatively poor quality of the manufactured sarin pre-
vented much higher casualities [7].

During the 1990s, an apparently failed bioterrorism attempt and a spate of hoaxes
further increased concerns about the potential for attacks. In 1995, Larry Wayne
Harris, an Ohio microbiologist and member of a survivalist organization, ordered
Yersinia pestis, the pathogen that causes plague, from a nonprofit tissue repository,
the American Type Culture Collection. Harris falsified his credentials to obtain the
culture, claiming to be working in a laboratory and licensed to conduct research on
pathogens. Shortly after sending the cultures, the American Type Culture Collection
informed the Centers for Disease Control (CDC) of its concerns that the bacteria
might not be handled safely. Harris was arrested and convicted of wire fraud, but
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sentenced to probation. Regulations governing the possession of and research on
pathogens were tightened after the Harris case [6, 7].

In the late 1990s, over forty incidents involving letters purported to contain
anthrax were reported. The targets included courthouses, Planned Parenthood
clinics, churches, schools, and other institutions [13]. While no anthrax was found,
over twelve hundred individuals were evacuated or temporarily quarantined. Other
hoaxes, perhaps numbering a thousand, involved phone calls but no physical
evidence. Some perpetrators were caught, but other cases remained unsolved.
Beginning in 1998, in response to concerns about bioterrorism, both federal and
state governments developed public health response plans in the event of a bioter-
rorism attack (see below for details). Hoaxes continued at a steady pace until fall
2001, when genuine bioterrorism using anthrax occurred.

The Anthrax Letters of 2001

On October 5, 2001, less than one month after the September 11 terrorist attacks,
Bob Stevens, a photo editor for the tabloid publishing company American Media
Inc. (AMI), died in Florida from inhalation anthrax. Although his death was ini-
tially thought to be the result of natural exposure to anthrax, Stevens was the first
of twenty-two individuals later confirmed to be suffering from anthrax due to bioter-
rorism [13, 16]. Eleven individuals developed cutaneous anthrax; all survived. Five
of the eleven contracting inhalation anthrax died. An estimated thirty-two thousand
people began to take antibiotics after possible exposure; of these, over ten thousand
were told to complete a full course of antibiotics [16]. The Hart Senate Office
Building in Washington, DC, was closed for months and postal facilities were
closed for over a year for decontamination.

Investigations determined that letters containing B. anthracis were sent from New
Jersey, and passed through the Hamilton postal facility in September and October
2001. The targets of the anthrax letters were AMI in Florida, the New York offices
of the broadcasting companies NBC, ABC, and CBS along with the New York Post,
and the offices of the then Senate majority leader, Tom Daschle, and Senator Patrick
Leahy, in Washington, DC (the Leahy letter did not reach the Senate Office Build-
ing because of misrouting). The victims were largely postal workers and office staff
who handled incoming mail. Two other individuals, one in New York and one in
Connecticut, apparently contracted inhalation anthrax through cross-contaminated
mail and died.
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Letters containing anthrax sent to targets in New York were postmarked in New
Jersey on September 18; these letters held a fairly crude powder containing anthrax
and caused only cutaneous anthrax. The first case developed on September 22,
although it was not diagnosed until October 19. It is likely that the letter sent to
AMI also was sent in mid-September; two individuals, including Stevens, developed
inhalation anthrax. Letters to Senators Daschle and Leahy, postmarked October 9,
contained a highly refined aerosolized anthrax powder and caused mostly inhala-
tion anthrax. These later letters were the likely source of cross-contamination that
led to the “outlier deaths” in New York and Connecticut; the powder was so fine
that it leaked through the pores in the paper envelopes. Given the purity of the
anthrax in the Daschle letter, it is fortunate that so few cases occurred. Neverthe-
less, because of earlier cases, heightened awareness led to the immediate use of
antibiotics to prevent infection in exposed individuals [17].

Despite the differences in preparation, all the anthrax letters contained the same
strain of B. anthracis—a strain called Ames that is used in government research labs
[18]. This finding led to speculation that the perpetrator had access to government
bioweapons labs [13]. Yet the Ames strain is fairly widely distributed in research
laboratories in the United States and abroad.

The identification of the strain of anthrax did not help identify the still-unknown
perpetrator(s) of the anthrax mailings. A former bioweapons researcher, Steven
Hatfill, was investigated by the FBIL, but was never charged. He has maintained his
innocence, and yet has been unable to find employment since the investigation [13].
Speculation continues as to whether the perpetrator was a “lone wolf” domestic
terrorist, associated with the September 11 terrorists, or associated with a rogue
state.

Public Health Response to the Anthrax Letters
How well did the public health community respond to the anthrax attacks? The
anthrax letters served as a test of the response network developed by the CDC with
federal, state, and local public health officials in 1999, after increasing numbers of
anthrax hoaxes. Officials had emergency plans in place, in anticipation of a possi-
ble bioterrorist event. These plans were found to be lacking in a GAO study released
in 2003 [19].

Because anthrax is rare in the United States, physicians are not likely to suspect
the disease when a patient visits. Family physicians initially diagnosed several cases
of cutaneous anthrax as spider bites; anthrax was found only after heightened sus-
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picion led to a reevaluation of the cases. Since these patients were given broad-
spectrum antibiotics to treat their infections, however, they were given the right
treatment at the right time [13]. Diagnosis of cases of inhalation anthrax presented
more of a challenge, since the last case in the United States occurred in 1976 [16].
Stevens’s case took several days to confirm; he died despite receiving antibiotics.
Similar lags occurred in the diagnosis of inhalation anthrax in several postal
workers.

More worrisome than diagnosis alone was the lack of coordinated information
between the responsible agencies [19]. Although most local and state public health
officials planned for coordination, they had not anticipated the challenges of
working across many jurisdictions. State and local officials as well as the CDC found
it difficult to easily communicate with clinicians. Physicians realized that they needed
more information about diagnosing anthrax and had difficulty getting the necessary
information; the CDC had not prepared materials in advance. Because of ongoing
criminal investigations, public health officials found it difficult to obtain needed
information from the FBI about the nature of the anthrax contained in the letters.
Public officials also found it hard to communicate with the public because of
restrictions on what information might be made available. Incorrect information
released by the media led to unnecessary concerns by the public, demands for
unneeded treatments, and other actions that compromised the public health effort,
such as the hoarding of and unnecessary treatment with the antibiotic ciprofloxacin
(Cipro).

The report of anthrax in letters served only to increase the number of hoaxes,
flooding the public health system. Laboratories were swamped with samples for
testing, coming not only from the genuine letters but also from hoaxes around the
country [19]. The laboratory response network tested more than 120,000 samples
for the presence of anthrax; other agencies also stepped in to do testing. Many of
these samples were from the environment, not from patients, and thus there were
no published protocols for testing. The number of laboratory staff was also insuf-
ficient to meet the demand for testing.

The CDC acknowledged that it was unprepared for the challenge of coordinat-
ing all the federal agencies involved; these included the Department of
Defense (DOD), the FDA, the NIH, the EPA, the FBI, and the Federal Emer-
gency Management Authority (FEMA) [19]. The CDC and other federal agencies
worked to revamp the emergency response network based on the lessons from
2001.
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The U.S. Public Health System

The public health system in the United States is a highly complex network involv-
ing local, county, state, and federal health authorities, and nongovernmental organ-
izations such as medical associations, physicians, and researchers [20]. State, county,
and municipal health departments have overall responsibility for oversight of public
health within their jurisdictions. The federal government monitors a list of fifty-
eight “reportable diseases and conditions,” including HIV/AIDS, venereal diseases,
communicable diseases such as measles and hepatitis, and lead poisoning [21]. The
specific reportable diseases vary between states since disease incidence may vary
regionally. Health care professionals are required to report cases of the diseases to
the CDC, which maintains statistics. The power of the reporting mechanism allows
for the detection of unusual clusters or increases in the occurrence of a given disease.
The CDC and the DHHS also maintain a list of specific diseases for which isola-
tion (segregating a sick patient in a secure location) or quarantine (restricting the
activities of probable exposed individuals who are still healthy) applies. The listed
diseases include cholera, diphtheria, plague, tuberculosis, smallpox, yellow fever,
and viral hemorrhagic diseases such as Ebola [22]. The federal government typically
leaves it to the states to manage quarantine, except for interstate and international
border control.

For the most part, health issues are handled at the state and local levels, includ-
ing natural outbreaks of diseases. Public health responses involve disease surveil-
lance (recognizing the appearance of a disease), epidemiological and laboratory
studies to confirm occurrences and possible sources, health care delivery to affected
individuals and communities, quarantine management (if needed), disease contain-
ment, and casualty handling. In the event of a widespread outbreak, states call on
federal support services, including the CDC, FEMA, and other agencies [1]. For
example, in summer 1999, the first cases of a mosquito-borne illness, the West Nile
virus, appeared in the New York City area [23]. The first indicators of the disease
were numerous dead crows and other birds. Sixty-two individuals were diagnosed
with encephalitis caused by the virus; seven died. Health departments in New York
responded by spraying neighborhoods with pesticides to reduce the mosquito
population and advising people to remain indoors during peak hours of mosquito
activity [24]. The outbreak was reported to the CDC, as required, and the CDC
conducted much of the laboratory testing needed to confirm the virus [1]. In 2000,
the disease spread to Connecticut and Massachusetts; by 2003, all states except for
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Alaska and Hawaii had reported cases. The CDC issued detailed guidelines to health
departments for the surveillance, prevention, and control of the virus and animal
carriers [23]. Although the virus is a national problem, state and local health
departments make their own decisions regarding controls such as pesticide spray-
ing; some municipalities decide that the health risks of pesticides are high enough
to preclude spraying [24].

The emergence of the West Nile virus served as a valuable lesson for the CDC.
The volume of lab testing strained the available facilities, even though the initial
outbreak was limited to a small area [1].

Preparing for Bioterrorism

Planning for a bioterrorist attack in the United States assumed that the same steps
of surveillance and response would be involved, but placed more emphasis on the
roles of federal agencies. Congress passed a series of laws to increase the federal
role in bioterrorism preparedness [1]. Laws aimed at preventing the acquisition and
use of chemical or biological weapons were passed from 1989 to 1996 (sections of
U.S. Code Title 18). In 1992, the Stafford Act (P.L. 93-288) established a frame-
work for federal responses to domestic events requiring federal disaster relief. The
act was amended in 1999, setting up the framework through which the CDC might
manage a bioterrorism event. After the Oklahoma City bombing in 19935, President
Clinton issued a directive (presidential decision directive 39) that broadly defined
the federal government’s role in response to the use of weapons of mass destruc-
tion; a second directive in 1998 (directive 62) spelled out the roles that federal agen-
cies would play in the event of an attack with weapons of mass destruction [1].

Preparedness takes several forms. Prior to the anthrax attacks of 2001, the DHHS
and the DOD created response teams to provide emergency medical treatment and
other assistance to local authorities. The CDC and the DHHS’s Office of Emergency
Preparedness established stockpiles of pharmaceutical supplies that might be rushed
to a site. Bioterrorism exercises were conducted to help train local emergency
response teams; these simulations revealed both the strengths and weaknesses of
response networks. Hospitals in particular are poorly prepared and equipped to deal
with mass causalities [25]. Even a particularly bad flu outbreak in a community may
tax a local hospital [1].

The events of September 11 and the subsequent anthrax letters mobilized the
federal government to further extend its oversight of public health issues. The USA
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Patriot Act (P.L. 107-56), passed in October 2001, broadly expanded the author-
ity of the federal government and law enforcement officials to investigate and pros-
ecute potential terrorists, and expanded prohibitions involving biological agents and
their possession. The Public Health Security and Bioterrorism Preparedness and
Response Act of 2002 was enacted on June 12 (Bioterrorism Act, P.L. 107-188),
after the anthrax letter attacks in fall 2001. The statute mandates the development
of more streamlined coordination of responses to bioterrorism by creating the posi-
tion of an assistant secretary for public health preparedness in DHHS to develop
and oversee the National Disaster Medical System; this position was filled by
Stewart Simonson in April 2004 [26]. The act requires that states develop their own
emergency response plans in collaboration with the new assistant secretary. The act
also mandates additional funds and facilities for the CDC, and clarifies its role in
overseeing the isolation and quarantine of individuals. Regulations for access to
potentially hazardous pathogens and toxins are tightened, along with increased
criminal penalties for their illegal possession. New authority for the FDA and other
agencies to monitor food, agricultural, and water safety is given.

The Model State Emergency Health Preparedness Act

In order to facilitate the coordinated development of state emergency health laws,
the Center for Law and the Public’s Health at Georgetown and Johns Hopkins uni-
versities prepared the Model State Emergency Health Powers Act (MSEHPA) [27].
The model legislation is intended to serve as a guide for states as they develop their
own laws; such drafts are not laws themselves. The proposed law recognized that
many existing state emergency health response systems are outdated and outmoded.
The first draft of the MSEHPA, released in October 2001 during the anthrax letters
attacks, proposed a broad range of powers to be vested in state governors in the
event of a health emergency. In the event that a bioterrorism attack or other health
emergency is declared by the state’s governor, the act “authorizes the collection of
data and records, the control of property, the management of persons, and access
to communications” [27]. Actions might include the collection and reporting of
otherwise-private medical information (including the names of individuals); seizure
of property such as hospitals, landfills, or mortuaries to control the spread of
pathogens; restriction of commercial enterprise; mandatory medical examinations
or vaccinations; mandatory quarantine or isolation of exposed individuals or
groups; and criminal penalties for noncooperation by medical professionals or the
public [28, 29].
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The drafters argued that in an emergency, the loss of certain civil liberties is nec-
essary to protect the public. The philosophical “harm principle” seeks to preserve
individual autonomy while recognizing that such autonomy may pose a risk to
others. In society, the need to protect the public from harm may appropriately trump
an individual’s autonomy [30, 31]. The MSEHPA framers based the act on previ-
ous legal precedent. In the late nineteenth and early twentieth centuries, states passed
laws requiring vaccination against smallpox in an attempt to control the outbreaks
that occurred yearly [32]. In 1902, Henning Jacobson, a minister in Cambridge,
Massachusetts, refused vaccination against smallpox during an outbreak. He was
convicted of having violated the state’s compulsory vaccination law and fined. He
appealed to the U.S. Supreme Court, which ruled in Jacobson v. Commonwealth of
Massachusetts (197 U.S. 11 [1905]) that the state had the right to order compul-
sory vaccination, but stopped short of allowing forcible vaccination [33]. In
other words, individuals might be punished for refusing to be vaccinated, but could
not be vaccinated against their will. The states did have the power to impose other
measures such as quarantine or isolation in the context of protecting public health.
The Jacobson decision established a framework for the development of the states’
public health systems, with their reporting requirements, regulations regarding
childhood immunization, and other measures [32]. Nevertheless, the emergence of
HIV/AIDS in the 1980s led to challenges of many components of the states’ testing
and reporting systems; rights to privacy gained greater precedence during this
period. The events of 2001 contributed to the erosion of privacy protection from
growing governmental intrusiveness and the power of computers to ferret out
information.

The MSEHPA triggered a storm of protest over its draconian abrogation of civil
liberties and broad powers of the state government to act after declaring a health
emergency [32, 34, 35, 36]. Critics on both the Left and the Right argued that the
MSEHPA infringed on the rights to privacy and to refuse medical treatment, weak-
ened protections against illegal search and seizure, and criminalized the practice of
ordinary civil rights. Quarantine or isolation might be used as a punishment instead
of only when medically warranted. Critics also suggested that the definition of a
health emergency is too broad; “nonemergency conditions” such as a flu epidemic
might also trigger a declaration of emergency [34]. Others claimed that large-scale
quarantine is unlikely to be the most effective way to handle disease containment
because of logistic problems as well as the unintended negative effects on commerce,
public trust, and civil rights [37]. The revised version of the MSEHPA released in
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December 2001 responded to some degree to these criticisms by requiring legisla-
tive review prior to some actions and the possibility of appeal [38], but critics
remained concerned.

Critics contend that the system outlined in the MSEHPA represents an overreac-
tion to a hypothetical problem and assumes that the public will fail to cooperate in
an emergency [32, 34]. The MSEHPA’s principles are based on outdated attitudes
toward public health, and fail to recognize that measures that might preserve indi-
vidual rights have been demonstrated to be feasible and effective.

States have given mixed responses to the draft legislation. By August 2003, forty-
three states had introduced legislation based wholly or partly on the MSEHPA;
thirty-two states passed bills that include at least some of its provisions [39].
But many of the most controversial components of the model legislation were
rejected [40].

To Vaccinate or Not to Vaccinate: Smallpox and Anthrax

Concerns over the risks of bioterrorism involving smallpox led the federal govern-
ment to propose vaccinating target populations against the disease. Models suggest
that exposure of a vulnerable population to smallpox might have catastrophic out-
comes [8, 41]. Studies determined that diluting the current stocks of vaccine still
allowed for effective vaccination [42]. Sufficient stocks would be available to vac-
cinate the U.S. population. In December 2002, President Bush announced a plan for
the voluntary vaccination of health care workers and other critical personnel against
smallpox [43, 44]. Military personnel, such as soldiers involved in the conflict in
Iraq, also were vaccinated; over four hundred thousand were vaccinated by early
2003 [45]. The program is a compromise between no pre-event preparation and the
mass voluntary vaccination of the entire U.S. population [46, 47, 48].

Having a pool of vaccinated health care personnel would serve to reduce the
spread of smallpox from infected individuals in the event of a bioterrorism attack.
The smallpox vaccine, however, carries with it significant known risks of adverse
effects, including severe infection with smallpox, encephalitis, and death [44]. Indi-
viduals with certain skin disorders such as eczema and those with weakened immune
systems such as organ transplant recipients and HIV/AIDs patients are at particu-
lar risk. Persons receiving the smallpox vaccine actively shed the virus and may
infect those with whom they come in contact, requiring careful management. For
example, a vaccinated individual might infect family members [49].



Science in the National Interest 249

Despite the report that finding volunteers to participate in the vaccine dilution
study was easy [42], health care workers have not rushed to get vaccinated. Of the
440,000 targeted, fewer than 40,000 had been vaccinated as of February 2005 [50].
Unanticipated adverse effects, including possible heart problems, in a small number
of vaccinated military and health care workers received heavy media coverage. In
June 2003, the CDC’s Advisory Committee on Immunization Practices recom-
mended against further expansion of the vaccination plan because of the adverse
side effects of the vaccine [51].

The U.S. military’s policy on the vaccination of troops is controversial. The mil-
itary carries out mandatory vaccination in order to protect troops against identified
hazards. Whether military personnel are fully informed of the risks is unclear, and
critics suggest that the practice violates requirements for informed consent. In the
1991 Gulf War, troops were vaccinated with the anthrax vaccine because of fears
that Iraq might use biological weapons against them [40, 52]. The anthrax vaccine,
although FDA-approved to prevent cutaneous anthrax, was untested for inhalation
anthrax. The DOD began vaccinating all military personnel against anthrax in 1998;
over one million had received the vaccine by 2002. Some soldiers refused to be vac-
cinated, though, and were either dismissed from the military or court-martialed for
refusing a direct order. Soldiers filed lawsuits opposing the practice just prior to the
2003 Iraq invasion, arguing that the vaccine was an investigational new drug
untested for efficacy against inhalation anthrax [53]. Vaccination proceeded until
halted by court injunctions in 2003 and 2004.

What Price Security?

The risks of bioterrorism cannot be assessed directly, and thus present a serious
challenge for policymakers. If the response infringes heavily on civil liberties in the
name of public safety, one might argue that the bioterrorists have achieved their
goals of disrupting society. Critics of the MSEHPA suggest that its framers assume
that citizens will fail to cooperate in a national emergency, and therefore strong
measures are necessary. Heavy-handed responses, such as widespread quarantine,
only increase distrust of government and make noncooperation by citizens more
likely [34]. The recent response to severe acute respiratory syndrome (SARS; see the
following section) suggests that it is more likely that individuals will cooperate in
times of crisis [40]. A system of measured responses that might progressively reduce
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civil liberties in proportion to the severity of the situation is preferable to a one-
size-fits-all system.

It is also important to remember that the anthrax attacks of 2001 led to only
eleven deaths; about twenty thousand people die from influenza each year. The
public needs to be able to see events in context in order to respond appropriately.
Widespread panic might have been reduced in 2001 had information been made
more readily available to the population. Improved coordination within the public
health system is clearly needed, and more direction from the federal government
may be useful given the fragmented nature of the current system.

It is impossible to anticipate if and when another bioterrorism event will occur.
Increased vigilance to prevent such an occurrence is the best strategy. Tightened con-
trols on access to pathogens are already in place. What is needed is effective intel-
ligence gathering that still protects the rights of individuals.
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Emerging Diseases: SARS and Government
Responses

It is far more likely that public health systems will be challenged by new illnesses
than by a bioterrorism attack; new infectious diseases appear yearly, including new
variants of influenza. Emergent diseases pose a broad challenge because of their
potential for worldwide effects. In a world where air travel can spread a new disease
within hours, vigilance is required not only nationally but globally as well. The out-
break of SARS in winter 2002-2003 provides an example of how the international
mobilization of public health resources can both succeed and fail.

In late November 2002, an unusual form of pneumonia appeared in Guangdong
Province, China. The new disease spread rapidly as infected individuals traveled
internationally. In February 2003, the disease spread to Hong Kong, when a Chinese
physician fell ill there and infected a dozen people in the hotel where he was staying
[1, 2]. These infected individuals then spread the disease to Vietnam, Singapore,
Taiwan, and Canada, with a small number of cases in other countries, including the
United States. The World Health Organization (WHO) declared a global alert in
March 2003, warning of a growing health threat [3]. The epidemic was declared
over in July 2003, after a total of over 8,000 cases and 774 deaths worldwide [4].
Despite its short duration, the SARS epidemic had serious effects on the economies
of affected countries; WHO?’s travel advisories led to billions of dollars in lost
revenue from declines in commerce and tourism.

The rapid containment of a new epidemic disease might be viewed as a triumph
of global cooperation and communication [5, 6]. An international collaboration of
researchers identified a novel coronavirus (a family of viruses that includes the
common cold virus) responsible for SARS within two weeks of the first public
reports of the disease [7, 8]. Screening tests for the presence of the virus followed,
enabling public health officials to identify the disease in patients. With the excep-
tion of China, governments acted quickly to contain the spread of the SARS virus,
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instituting isolation and quarantine, tracking contacts of patients, taking precau-
tions to protect health care workers, restricting travel, and screening passengers at
airports [9, 10, 11, 12, 13]. After a belated start, Chinese officials instituted strong
measures to contain the disease that had spread explosively during the period when
China denied there was a problem [10].

The impact of public health actions on citizens varied from country to country.
In authoritarian Singapore, the mandatory isolation of infected individuals along
with the identification and quarantine of contacts left little room for civil liberties
[11]. Home-quarantined contacts were fitted with ankle monitors to assure com-
pliance. In China, government officials refused to acknowledge the existence of an
outbreak of SARS in the south until after it had spread to Hong Kong. By then, the
number of cases had grown to hundreds. In Beijing, over thirty thousand people
were quarantined, patients were isolated in fever hospitals, and public facilities such
as schools, theaters, libraries, and sports facilities were closed [10]. Travelers were
examined for fevers at train stations, on roads, and at airports. Even in Canada, a
country with clearly delineated civil rights, the identities of contacts were not kept
confidential. In one case, two thousand students and staff from a single school in
Toronto were quarantined after a suspicious illness in one student [14].

In the aftermath of the epidemic, several features suggest that the world was lucky
that a new pandemic did not emerge. The pattern of SARS transmission is unusual;

]

a small number of infected individuals are “superspreaders,” such as the Chinese
physician in Hong Kong, while most victims do not seem to be very contagious
[1, 15]. This heterogeneity in response makes modeling a future outbreak difficult.
Identifying the animal reservoir of the disease has been difficult too; recent evidence
indicates that bats, which are eaten and used in traditional medicine, carry the virus
[16]. Despite concerns that SARS might reappear in winter 2003-4, only four cases
appeared in Guangdong during that December and January [17]. A second outbreak
in China, the result of a laboratory accident, occurred in April 2004. Whether SARS

will reappear in the future cannot be predicted.
SARS in the United States

The United States escaped the worst of the epidemic; of nearly fifteen hundred sus-
picious respiratory illnesses reported to the CDC, seventy-two cases were probable
SARS, with eight cases confirmed by laboratory testing to be harboring the SARS
virus [18]. No fatalities occurred. The number of cases was low because the CDC
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instituted surveillance procedures within three days of the WHO declaration of
health risk; SARS was added to the list of quarantinable diseases in April 2003 [9].
By setting broad screening criteria, the CDC sought to ensure that no cases would
be missed. Individuals with illnesses other than SARS were ruled out by additional
screening and testing. Infected individuals were isolated voluntarily in hospitals or
at home; only one patient required involuntary isolation [19]. Probable contacts of
patients were traced and voluntarily quarantined [20]. Information about SARS was
developed and transmitted to both health care workers and the public. The CDC
developed response guidelines for future SARS outbreaks, covering surveillance,
hospital practices, and containment [21].

Despite the successful containment of SARS in the United States, worrisome
issues emerged as the epidemic developed. Reports of discrimination against Asian-
appearing individuals appeared; the CDC received phone calls from people fearful
of any contact with Asians [22]. Immigration and customs officials detained incom-
ing travelers who appeared to have any respiratory symptoms [9]. The University
of California at Berkeley barred all students from China, Singapore, and Taiwan
from attending a summer program because of the SARS epidemic [23].

Lessons from SARS

The success of strict isolation and quarantine measures in other countries raises con-
cerns about future intrusions into privacy and other rights [9]. Countries had diffi-
culties finding a balance between public health requirements and individual rights.
This suggests that in the event of future terrorist attacks, both overreaction and dis-
crimination are real possibilities.

The failure of China to respond to the initial SARS outbreak allowed the disease
to spread to other countries [24]. This failure of disease surveillance exposes the
vulnerability of the global community to emerging diseases. The rapid spread of a
virus that turned out to be not very infectious is sobering; had SARS been as con-
tagious as influenza, a global pandemic would be unavoidable. A higher degree of
preparedness is needed worldwide to prevent disaster the next time around. As
concern over SARS began to wane, a new global threat emerged—avian influenza.
A particularly virulent strain is killing thousands of domestic fowl in Southeast Asia,
and a number of humans around the world have contracted the disease and died.

In January 20035, the WHO issued a report urging governments to prepare for a
possible avian flu pandemic [25]. In November 2005, President Bush called for $7.1
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billion to be used to prepare for a possible pandemic. The plans include developing
vaccines and stockpiling antiflu drugs [26]. The WHO convened a meeting in
November 2005 to develop global planning for a possible pandemic. Nations are
taking the possibility seriously—but whether preparations will prove adequate
cannot be determined in advance.
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Limiting Research in an Age of Bioterrorism

Advances in molecular biology and genetics have led to remarkable developments
in medicine, agriculture, and industry. Yet as the ability to manipulate the genomes
of bacteria and viruses increase, so does the potential for terrorists to create bio-
logical weapons using that information. Given this threat, should limits be placed
on the conduct of research or its publication? Can knowledge be contained?

Bioterrorism Research Funding

Even before the terrorist attacks of 2001, the federal government began to increase
funding for research related to bioterrorism [1]. The 2001 bioterrorism attack using
anthrax-laden letters merely highlighted the need to understand the biology of
pathogens, develop better treatments and vaccines against them, and improve
methods of diagnosis. The Bioterrorism Preparedness and Response Act of 2002
(BPRA) called for increased funding for bioterrorism-related basic research. The
NIH funding targeted to bioterrorism increased sixfold from fiscal year 2002 to
fiscal year 2003, to $1.75 billion [1]. In his 2003 State of the Union Address
to Congress, President Bush proposed Project BioShield, a $5.6 billion initiative to
expedite DHHS review and procurement of bioterrorism countermeasures [2]. The
initiative provides financial incentives for pharmaceutical companies to develop vac-
cines, antibiotics, and antiviral agents to treat pathogens. If countermeasures are
developed, the U.S. government promises to purchase them and maintain stockpiles
for a possible bioterrorism event. Included in the proposed legislation is the power
to permit the emergency use of countermeasures that lack FDA approval (see
chapter 5). Congress appropriated close to $900 million in discretionary funding
for bioterrorism research in the homeland security spending bill for fiscal year 2004,
while the bill was still under consideration [3]. Both houses of Congress approved
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measures funding Project BioShield by summer 2004. The DHHS awarded $350
million to eight new biodefense study centers in fall 2003 [4]. Critics suggest that
the targeted program will compromise other research programs, and that the devel-
opment of new vaccines and other measures is not guaranteed (see chapter 2) [5].
In March 20035, a letter signed by over 750 microbiologists was sent to Elias Zer-
houni, the NIH director, expressing concern that funding targeted at biodefense
threatens public health by limiting funding for research on agents that present
known public health risks, but have only limited potential as bioweapons [6].

In October 2005, the Senate Committee on Health, Education, Labor, and Pen-
sions passed a bill on to the full Senate that includes a proposal to create the Bio-
medical Advanced Research and Development Agency (BARDA) to fund research
into countermeasures for bioterror agents as well as natural agents such as the avian
influenza [7]. BARDA is modeled on the DOD’s Defense Advanced Research Pro-
jects Agency, which funds high-risk and high-payoff research (see Chapter 2). Sci-
entific groups express concern about the duplication of effort already at the NIH
and the CDC. Whether the proposal passes the full Senate is uncertain.

At the same time, concerns about the misapplication of information led to tighter
regulations over the use, handling, and transfer of pathogens and the increased mon-
itoring of research. The BPRA required all laboratories working with “select agents
and toxins” to register with the federal government. Background checks of all
researchers are mandated; researchers from countries on the federal “watch list”
are barred from participating in sensitive work [8]. Imprisonment of up to five years
and fines of $500,000 might be levied for noncompliance. Changes in immigration
law also tightened rules for the granting of visas to students and workers from
watch-list countries [9].

“Sensitive” Research and Calls for Regulation

A series of research papers published in leading journals in 2001 and 2002 height-
ened the dialogue over whether some kinds of research ought to be blocked.
In February 2001, a group of Australian researchers reported the construction
of a genetically engineered mousepox, a virus related to smallpox, that was capable
of killing mice previously resistant to the infection [10]. The article described
how an engineered virus might be made that was capable of overcoming natural
resistance to a disease—making the virus more virulent. Two papers published
in 2002 provided additional examples of information that could be misused by ter-
rorists. The first described the complete chemical synthesis of poliovirus, suggesting
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that viruses might be generated independent of a biological system [11]. The paper
received heavy media coverage, much of it sensational, claiming that the authors
supplied the world with a recipe for a weapon. Poliovirus is an unlikely target
for bioterrorism, however, given that much of the world’s population is vaccinated
against it [12]. Nevertheless, the paper demonstrated that the artificial creation of
a virus is possible. The second paper identified the critical mutation in a gene in the
avian influenza virus of 1997 that was responsible for its high level of lethality; of
its eighteen human victims in Hong Kong, six died [13]. Critics suggested that this
information might allow terrorists to construct a new lethal strain of influenza.

Scientists and policymakers called for increased discussion on how to deal with
sensitive information [14, 15]. At issue is the balance between the free exchange of
scientific information and national security. Scientists argue that the open exchange
of information makes the world safer, rather than less secure. The U.S. government
historically embraced this philosophy, and has been strongly supportive of unre-
stricted scientific inquiry, even during the height of the cold war. In his National
Security Decision Directive 189, President Reagan stated in 1985 that fundamental
research should remain unrestricted to the maximal extent possible—a position
affirmed by President Clinton in 1995 [14]. The presidential order states that
research should either be classified or freely available. Yet the Bush administration
has expressed conflicting opinions, both supportive of open research and urging
more control [9].

The American Society for Microbiology developed guidelines regarding the pub-
lication of microbiological information in its journals that were in line with the
society’s code of ethics [16]. It asked reviewers to express concerns to journal editors
about the potential misuse of microbiology described in a manuscript [9]. Despite
this, in summer 2002, a resolution introduced in the U.S. House of Representatives
in response to the Science article on poliovirus called on the administration to
examine its policies concerning the classification or publication of sensitive research
[17]. The resolution also asked the publishers and editors of journals to establish
ethical standards for published material to assure against aiding bioterrorists, and
the scientific community to exercise restraint.

The National Research Council (NRC) convened a committee to review the
current regulations on sensitive biotechnology research, assess their adequacy, and
develop recommendations for changes to current practices, and released its report
in October 2003 [18]. While embracing the idea that access to pathogens should be
limited, the committee urged against overly restrictive legislation that might unin-
tentionally hamper important research by legitimate researchers into the biology of
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dangerous pathogens. The committee recognized that most researchers have limited
experience with issues of “dual-use” research, and have not considered the poten-
tial risks that their research might pose. Scientists have an “affirmative moral duty”
to avoid contributing to biological warfare or bioterrorism [18].

The NRC report recommended a system of self-regulation by researchers and an
expansion of oversight by the NIH, modeled after the Recombinant DNA Advisory
Committee developed to oversee research on recombinant DNA in the 1970s (see
“The Asilomar Conference” section) [18]. Each research institution would establish
an institutional biosafety committee (IBC) that would review proposals, as is already
done for research involving human or animal subjects. The NRC committee out-
lined seven types of research that might trigger review, including experiments that
would demonstrate how to render a vaccine ineffective, confer resistance to antibi-
otics or antiviral drugs, enhance the virulence of a pathogen or other agent, increase
the transmissibility of a pathogen, increase the number of hosts for the agent, allow
for the evasion of diagnostic procedures, or allow for the weaponization of the agent
[18]. Proposals approved by the IBC ordinarily would not require further review,
but an IBC could request an NIH review to examine proposals for which the IBC
had concerns. Further oversight would be provided by the National Science Advi-
sory Board for Biodefense, announced by the DHHS in March 2004 and finally con-
vened in June 2005.

The NRC committee further recommended that the scientific community practice
self-governance regarding appropriate publication practices [18]. Government-
mandated limits on publication might have a chilling effect on critical research on
bioterrorism. While the committee recognized that the wide dissemination of results
might offer opportunities to bioterrorists, it argued that the open publication of
experimental results is necessary for the confirmation and challenge of data. Publi-
cation without a description of methods, for example, would make replication of the
experiment impossible. Most important, the NRC committee recognized that no
system of self-regulation would be effective without a broad level of international
cooperation. It recommended that an international forum on biosecurity be devel-
oped to coordinate the responsible dissemination of information on a global scale.
Such a meeting might be sponsored by the WHO, the United Nations Educational,
Scientific, and Cultural Organization, or other nongovernmental organizations.

Critics suggested that the NRC report, while a first step, did not go far enough
in guarding against the release of sensitive information. Since participation is vol-
untary, privately funded researchers in industry might choose not to cooperate [19].
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Others worry that an open review process might inadvertently release information
useful to terrorists [20]. In May 2005, the DHHS asked the Proceedings of the
National Academy of Science, the journal of the National Academy of Science
(NAS), not to publish an article that modeled a possible bioterror attack using bot-
ulinum toxin in the domestic milk supply [21]. After meetings with government offi-
cials, the NAS decided to proceed with publication in July, arguing that the article
would not significantly aid a terrorist and instead provided useful information to
combat a possible attack [22].

Lessons from a Changing Situation

The development of guidelines and regulations for sensitive research is still in
progress. Most government response to date is directed toward preventing
researchers from unfriendly countries from participating in research in the United
States [9]. Recent DOD regulations, however, call for prior approval to publish or
share information from certain DOD-funded projects, and seek to limit such sharing
to researchers in North Atlantic Treaty Organization countries only [9, 23]. What
remains clear is that controlling information on a national basis will be ineffective.
Science is a global enterprise, and without the cooperation of scientists around the
world, the spread of useful information to bioterrorists cannot be prevented.
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Science Misunderstood: Genetically Modified
Organisms and International Trade

International law and commerce is a complex and dynamic dance of national inter-
ests and global needs. Both producer and consumer nations must hammer out
agreements that permit the effective and equitable exchange of goods and services.
There are occasions where interests, beliefs, and values come into sharp conflict,
however. A current example is the international marketing of genetically modified
(GM) crops and foods. Many countries express reluctance to allow the United States
to market crops and food products made from GM organisms within their borders.
They cite undetermined risks to human health and the environment. Although no
product can ever be determined to be without risk, considerable scientific evidence
suggests that GM-generated products carry no unique risks compared to tradition-
ally produced crops and foods. Most countries do not explicitly ban GM products,
but have approval procedures that effectively block any imports. What is the justi-
fication for such actions?

Who Uses GM Crops?

By far the largest producer and consumer of GM crops is the United States. In 2002,
the United States was responsible for 68 percent of the world’s production, followed
by Argentina (23 percent), Canada (6 percent), and China (4 percent) [1].
Forty percent of maize, 81 percent of soybeans, 65 percent of oilseed rape, and 73
percent of cotton grown in the United States are GM strains [2]. The FDA, the U.S.
Department of Agriculture (USDA), and the EPA regulate the production of GM
crops, which require extensive testing prior to the marketing of seed and some con-
tinued monitoring of crops after approval. Public acceptance of GM foods is gen-
erally high, although there have been calls to label all foods containing GM
products.
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Yet the opposition to GM crops is growing. Vermont enacted legislation in 2004
that requires labeling of all GM seeds [3]. Also in 2004, Mendocino County, a
coastal wine-growing area in California, outlawed GM crops, even though none are
currently grown there [4]. Concerns that growers might be unable to market wines
in Europe led to the initiative.

Resistance to GM products is high in Europe, and in much of Asia and Africa.
Public opinion remains strongly against the introduction of GM crops and the con-
sumption of products, leading governments to move slowly on approving their use.
The reluctance of other countries to accept GM products has led to a virtual trade
war between the United States and its trading partners abroad.

The Biology of GM Crops

GM crops are agricultural plants (and animals) that have been modified using genes
from other species to express a characteristic such as pest resistance, herbicide resist-
ance, or an altered nutrient (including pharmaceuticals) content. Humans began to
manipulate the traits of crops with the rise of agriculture ten thousand years ago.
Crops such as maize (corn) and wheat were selectively bred for particular charac-
teristics using laborious methods of cross-fertilization and selection. Seeds from the
plants with the desired characteristics, such as increased yield or better taste, would
be saved to plant the next crop. This process occurred without any knowledge of
molecular genetics. Other “traditional” breeding approaches include the generation
of new mutant strains by exposure to chemicals or radiation (induced mutation) or
by forced hybridization between related species [5]. Modern “natural” crops bear
little resemblance to the original unmodified plants. The same can be said of dogs,
the many breeds of which have been created over time by selective and purposive
manipulation.

What sets GM organisms apart from these traditionally bred crops is the use of
recombinant DNA technology to selectively insert desired genes into the genome of
the plant or animal (see Chapter 2 for more details) [5, 6]. Rather than taking the
traditional scattershot approach to plant breeding, researchers select a particular
gene that carries the desired trait and insert it into the DNA of the plant. Those
plants that express the particular characteristic along with their normal traits may
be used as parental stock for later generations. Since genes may be derived from
other species, the traditional methods of crossbreeding are not able to generate such
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a transgenic organism. This characteristic leads critics to argue that the resulting
product is “not natural.”

GM organisms are not new species. They retain all the characteristics typical of
the parental plant—GM corn is recognizably corn. Yet since scientists cannot
control where the transgene is inserted into the host genome, it is possible that criti-
cal gene function might be altered by the introduction of the foreign gene. GM
organisms that show significant alterations in the resulting plants are discarded after
testing. Although a popular image in the media, new GM strains are not a bizarre
melding of traits from different organisms.

Why Make GM Crops?

With the need to feed an ever-growing human population, crop losses represent a
major problem. Crops may be lost to many pests, including insects, weeds, and
pathogens. Although obtaining reliable data is difficult, estimates suggest that from
20 to 50 percent of crops are lost annually to pests [7]. While a variety of crop
management approaches are used to control pests, pesticides and herbicides became
the central strategy in the 1950s. Nevertheless, the use of chemical controls has
many adverse consequences, including environmental pollution, loss of beneficial
insect species and a reduction in biodiversity, human toxicity, and the development
of resistance in pests. A shift from crop rotation to monoculture (planting a single
strain of a food crop), associated with the move from small family farms to huge
“factory farms,” also increases crop losses, despite the increased use of chemical
pesticides [7].

GM crops are one of several strategies aimed at increasing crop yields. Other
approaches include the mixed cultivation of crops or crop rotation, a shift to “no-
till” farming to reduce soil erosion, the use of biological control agents such as
natural enemies of pests, and the more carefully timed application of new, less toxic
pesticides [7]. In principle, the use of GM crops can help reduce the application of
chemical pesticides by engineering pest resistance into the plants themselves. In addi-
tion, drought-tolerant strains of crops might be developed to grow in arid regions
or where salt levels prevent the cultivation of traditional crops [5, 6].

Crops may also be modified to improve their nutritional content, thereby improv-
ing the health of those who consume them. Others propose to develop GM crops
that produce important drugs, allowing less expensive manufacture and wider avail-
ability [5, 6].
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Current GM Crops

Most crops are not directly used as human food but rather as animal feed, sources
of oils, or components of processed food. Cotton was one of the first GM crops
because it is a highly lucrative crop that is not eaten. The majority of GM crops
currently grown are strains of maize, soybeans, cotton, and oilseed rape (canola)
engineered to be resistant to either pests or herbicides [6].

Maize and cotton are particularly vulnerable to attack by insect borers. These
plants are engineered to express a gene encoding one of the toxins (the Cry pro-
teins) from a soil bacterium, Bacillus thuringiensis (Bt), that kills insect pests. Bt is
a popular “natural” pesticide used by organic gardeners; it has been marketed
for decades. By engineering plants to express the Bt toxin, less chemical pesti-
cide is needed to control pests [5]. Recent data from India indicate that the culti-
vation of Bt cotton significantly reduces pesticide use while increasing yields by 80
percent [8].

Weeds can compete for soil nutrients and reduce crop yields. Chemical herbicides
may be used to reduce weeds, but they must be selected so as not to damage the
crops themselves. Different crops can tolerate different herbicides, so farmers must
use several different chemicals if they cultivate more than one crop. Some herbicides
persist in the soil, making crop rotation difficult. Some are toxic to animals, includ-
ing humans. In order to reduce the need for repeated herbicide applications to
control weeds, plants are engineered to be resistant to a common herbicide,
glyphosate (Roundup), which is not toxic to animals [5]. Glyphosate-tolerant
(Roundup Ready) strains of soybeans, cotton, oilseed rape, maize, and beets
are in use. In some cases, a single treatment of herbicide is sufficient to control
weeds for a season. Strains of crops engineered to tolerate other herbicides also are
available [5].

Another approach is introducing virus and fungal resistance in crops such as pota-
toes, sweet potatoes, and papayas. Emergent plant viruses and fungi threaten to
decimate these valuable crops. The development of a GM virus-resistant strain of
papaya in 1998 is credited with saving the papaya industry in Hawaii, the state’s
second-largest fruit crop [9].

The most recent approach to GM crops is to modify the nutritional content of
crops. Plant oils are a valuable commercial product, and crops are grown as a source
of plant oils for both industrial and nutritional uses [5]. Plant oils contain a mixture
of fatty acids, some of which can be toxic. For example, oilseed rape was not used
as a food crop until traditional breeding methods produced a strain that had low
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levels of toxic fatty acids; this strain is now called canola. New GM strains of oilseed
rape are now available that contain higher levels of desirable fatty acids; farmers
can sell the produce at a premium price because of its desirability to end users [5].
New GM strains of soybeans with a healthier oil content also sell at higher prices.

Perhaps the most publicized example of a GM plant with an altered nutritional
content is “golden rice,” which contains higher levels of beta-carotene, the precur-
sor to vitamin A [5]. Golden rice was developed in 2001 as a potential solution for
vitamin A deficiency, a common malady in people who consume rice as their primary
diet. Deficiencies can lead to blindness as well as an increased vulnerability to diar-
rheal and respiratory diseases. Golden rice is not yet marketed because the GM plant
still needs to be crossed with commercial strains of rice to produce a strain that can
be grown in the field. Developing a practical strain may take many more years of
work [10].

Are GM Foods Safe to Eat?

Critics of GM foods suggest that they pose unique risks to consumers. No food,
regardless of its derivation, is completely safe. Many commonly consumed tradi-
tional foods, such as soybeans and potatoes, contain compounds that are toxic or
allergenic. Such compounds most likely became concentrated in food crops because
they protected the plants against predation. Generations of breeding allowed for the
selection of less toxic strains of crops, but traces still remain. Crossbreeding for
desired characteristics may inadvertently increase toxin levels; GM crops also may
express altered levels of plant constituents.

Some plants are known to trigger allergic reactions; these include nuts, wheat,
and legumes such as soybeans and peanuts [11]. Other common allergens include
cow’s milk, fish, shellfish, and eggs. About 2 percent of adults and 4 to 6 percent
of children are allergic to one or more foods [12]. Given the significant population
of possibly susceptible individuals, does introducing foreign genes or altering
endogenous levels of molecules increase the risk of allergic reaction? Critics of GM
foods often cite a gene transfer from Brazil nuts into soybeans in order to increase
the protein content as an example of the irresponsible manipulation of food. In this
case, the soybeans containing the seed storage protein from Brazil nuts quickly were
found to be allergenic, and the project was dropped [12].

What is less certain is whether Bt toxins or other introduced genes might prove
to be allergenic. The evidence to date suggests that pesticide-engineered and
herbicide-resistant crops do not pose an increased risk of allergy [11, 13]. For
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example, the Cry proteins of Bt toxin share some structural features with known
allergens, raising the concern that consuming the protein from a GM crop could
pose a hazard. In fall 2000, StarLink (Aventis Corp.), a GM strain of Bt corn
approved for animal feed and industrial use only, was found in the human food
supply [14]. The corn had inadvertently been commingled with other non-GM
strains, and used in taco shells and other products. The event received heavy press
coverage; the FDA received reports of fifty-one cases of possible allergic reactions.
The CDC investigated the cases and tested individuals for evidence of antibodies to
the Cry protein. No antibodies against Cry9c were found [14]. The CDC concluded
that the allergic reactions in these individuals were not associated with the GM
product.

Others suggest that the vectors used to transfer genes into plants might be dan-
gerous themselves. In 1998, Arpad Pusztai, a researcher in the United Kingdom,
announced to the media that rats fed a diet of raw GM potatoes expressing a lectin
from snowdrops (a known toxin and natural pesticide) showed more changes in
body organs than rats fed unmodified potatoes with added lectin. GM critics seized
on his findings as evidence that the process of genetic modification itself posed a
hazard [15]. But the rats fed GM potatoes also suffered from protein deficiency,
since the modification reduced protein levels in the potatoes. Most scientists criti-
cized Pusztai’s conclusions, and his findings were discredited [16]. The NRC released
a report in 2000 that concluded that the methods used to produce GM crops did
not pose any novel health hazards [17].

The accumulated evidence suggests that while some GM products carry potential
hazards, these are no different than the ones present in non-GM products. It is not
possible to rule out problems that may occur after long-term consumption; the same
may be said for non-GM foods.

Are GM Organisms Hazardous to the Environment?

Ecologists express concerns that GM organisms may pose a risk to the environment.
Among their concerns are: GM plants engineered to express pesticides may have
negative effects on beneficial species of insects; pesticide- and herbicide-resistance
genes may “jump” to weedy relatives, producing “superweeds” that cannot be con-
trolled by conventional methods; the widespread use of GM crops may select for
resistant strains of pests, rendering the crops ineffective; GM organisms may become
invasive and outcompete native plants; and the use of GM crops will reduce biodi-
versity [18]. How significant are these risks?
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In 1999, a group of Cornell University researchers reported that in a laboratory
experiment, pollen from Bt corn sprinkled on milkweed plants was highly toxic to
monarch butterfly larvae [19]. Subsequent field experiments found that Bt corn
pollen was carried no more than ten meters away from the field. While most larvae
died after exposure to higher concentrations of pollen, more survived low-level
exposure [20]. These findings demonstrate that Bt pollen can indeed have harmful
effects on desirable insects. The results also suggest a solution: that “buffer zones”
of unmodified corn might be planted along the fringes of GM crop fields to prevent
the spread of GM pollen to adjacent areas.

Many heavily used crops have weedy relatives with which they might hybridize
and transfer genes [18, 21]. Hybridization occurs naturally between species and is
not a problem limited only to GM organisms. For example, hybridization can occur
between two strains of crop, altering the oil content in undesired ways. Recent data
suggest that hybridization between non-GM oil rapeseed and its weedy cousin B.
rapa can occur under a variety of natural conditions, and that physical separation
alone may be insufficient to prevent hybridization [22]. Strategies to limit hybridiza-
tion include buffer zones, as suggested above, and the genetic manipulation of the
GM crop to reduce gene flow via pollen, by rendering the male plants (which
produce pollen) sterile [21]. The risk of transfer of herbicide or pest resistance from
herbicide-resistant GM plants to undesired weedy plants is genuine yet difficult to
assess. Traditional breeding methods may also pose a similar risk, however.

There is already evidence that resistance to common herbicides and pesticides is
developing, and is not limited to GM crops. As a result of natural selection (not gene
transfer), the development of resistance to herbicides and pesticides by weeds is
inevitable [5]. What is remarkable about Round-up, a popular herbicide in wide use
for nearly thirty years, is that resistance has emerged only recently [23]. Resistant
strains of weeds have been found, mostly associated with GM plants, in several U.S.
states. Although currently limited in area, the spread of herbicide-resistant weeds
might limit the value and usefulness of GM crops engineered to tolerate Roundup.
There is also evidence that insects are becoming resistant to Bt. Farmers try to slow
the development of resistance by surrounding fields of Bt crops with non-Bt crops,
to allow insects that might be selected for resistance to Bt to breed with those that
have been feeding on Bt-free crops [24, 25]. Yet this strategy is not proving as effec-
tive as initially hoped. In addition, some insects may feed on more than one crop,
making buffer zones ineffective [26]. The careful use of herbicides and pesticides may
slow the development of resistance while new treatments are developed.
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Another area of concern is whether the antibiotic resistance markers used in
vectors transferring genes may escape from GM plants into other microorganisms,
generating new populations of antibiotic-resistant bacteria. A common strategy
when introducing genes into a host is to include a gene for resistance to an antibi-
otic such as neomycin. The resistance gene serves as a marker that the desired
gene was introduced successfully into the new host organism. Bacteria mutate
rapidly and readily exchange genetic information. Recent evidence suggests
that such transfer is unlikely between GM soybeans and bacteria that reside in
the human digestive tract [27]. Nevertheless, because the biocontainment of
bacteria is difficult, the FDA recommends as a precaution that developers of GM
organisms avoid using antibiotics employed for clinical purposes as resistance
markers [11].

Whether GM crops have the ability to become invasive depends on the particu-
lar plant. An invasive species is one that when introduced in a new ecosystem, effec-
tively outcompetes the native organisms present in the environment and alters the
balance of other organisms within the ecosystem. Since most plant crops have been
bred to grow under specific agricultural conditions, their escape into the environ-
ment is unlikely [18, 22]. Animals are another matter. For example, salmon and
other fish are now commonly farm raised. These fish, whether GM or non-GM, are
bred for more rapid growth and development; if they escape, they may outcom-
pete wild populations. Containment is important to prevent the loss of natural
populations [21].

The effects of GM organisms on biodiversity are currently under study. Field tests
of GM oilseed rape and beets found a reduced diversity of weeds, insects, and seeds
in GM fields compared with non-GM ones [28]. The GM plants were resistant to
herbicides—and it was the herbicide treatment, not the GM plants, that reduced
biodiversity. The reduction in biodiversity might also affect populations of birds
and small animals that normally feed on weeds or insects found near crops [29].
Once again, the use of herbicides on non-GM crops poses the same hazards to
biodiversity.

NRC committees conclude that while GM crops may present environmental risks,
they are no different than those posed by genetic variations of crops generated by
other methods [17, 30]. The transgenic process itself poses no new types of risk.
Precautions are needed for both GM and conventional crops to limit the adverse
environmental impacts, and new strains must be assessed on a case-by-case
basis.
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Trade Wars: What’s Wrong with GM Products?

Like any other commodity, corporations wish to sell GM crops and the products
derived from them to as broad a market as possible. While GM products are used
heavily in the United States, other countries, especially in Europe, have resisted their
introduction. What arguments have countries used to bar sale of GM crops?

European countries adhere more strongly to the precautionary principle (see
also chapter 7) that argues that in the face of scientific uncertainty, the introduc-
tion of new technology should be done slowly [31]. These nations do not accept
the U.S. premise that GM foods are “substantially equivalent” to non-GM
foods, and contend that the scientific evidence does not rule out that the process
of genetic engineering creates new risks for consumers and the environment [31,
32, 33].

Critics of GM technology often couch their concerns in scientific terms, but it is
clear that their primary objections lie outside issues of biological safety. A central
criticism is that GM organisms are not natural—that tinkering with the genome of
our food is unethical and dangerous, and humans should not play God. Critics
describe GM foods as Frankenfoods to suggest that they are horrors that might be
unleashed by corporations on a helpless public. As mentioned earlier, though, the
genetic manipulation of food is as old as agriculture, and the forced crossbreeding
between species is nothing new [5, 15]. Nevertheless, the fear of biotechnology lies
at the base of arguments that GM crops are not natural; those that espouse
this position tend to disbelieve scientific information because of a lack of trust in
scientists [15, 32, 34].

The development of GM organisms requires considerable expenditure in research
and testing before a product makes it to the market. As a consequence, most GM
organisms are made and marketed by large multinational corporations, among them
the Monsanto Corporation. Distrust of the motives and ethics of large corporations
is widespread; many believe that large corporations care little for the long-term
effects of their products and instead only focus on profits. For example, Monsanto
conducted studies on a “terminator” gene that would make it impossible for farmers
to raise crops from seeds saved from the previous year’s crop. Farmers would be
forced to purchase new GM seeds each year, increasing Monsanto’s profits at the
expense of the farmers. Although the project was abandoned, probably influenced
by the public outcry, critics still cite the terminator gene as emblematic of
Monsanto’s rapacious character [15]. In addition, Monsanto has aggressively
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pursued legal action against farmers who save seeds for future planting or obtain
them without license, in direct violation of the seed purchase agreements and
Monsanto’s patent on the plants (see chapter 3) [35]. Developing countries resist
the introduction of GM technology as a result of past misconduct by large corpo-
rations [2, 36].

The government resistance to GM crops is particularly emphatic in Africa, where
the introduction of GM crops is strongly contested [37]. Only South Africa permits
the growing of GM crops. Critics contend that corporations are seeking entrance
into a lucrative market and express concerns that GM crops are not suited for
African styles of agriculture. The governments of Angola, Malawi, Mozambique,
Zambia, and Zimbabwe have refused to accept food aid if it contains GM seeds or
products, despite severe famines in the countries [38, 39, 40].

Finally, the public’s trust of its government officials is generally lower in coun-
tries other the United States [5, 32, 41]. In the aftermath of the outbreak of bovine
spongiform encephalopathy (BSE, or mad cow disease) in the United Kingdom (see
the following section), many members of the public simply do not believe govern-
ment assurances that a GM product is safe [31, 33]. Non governmental organiza-
tions opposed to GM technology are much more active outside the United States,
and further influence the public distrust of government [32, 37]. Examples of
“failed” regulation in the United States, such as the release of StarLink maize into
the human food supply as well as a second incident in which another unapproved
transgenic Bt maize marketed by Syngenta was commingled with approved corn
between 2001 and 2004, are cited as demonstrations that the public cannot rely on
government for protection [5, 42].

The Regulation of GM Crops in the United States

The U.S. approach to GM crops is based on the policy that it is the end product,
not the means of genetic modification, that is to be regulated; the U.S. government
believes that GM crops are substantially equivalent to those derived by traditional
agricultural methods. As noted above, the FDA, the USDA, and the EPA share over-
sight of GM crops and products. Each agency has a different responsibility: the FDA
assures that the food is safe to eat; the USDA is responsible for ensuring that GM
crops are safe to grow; and the EPA determines any risk to the environment [43].
The FDA uses the food safety provisions spelled out in the Federal Food, Drug, and
Cosmetic Act (FFDCA, 21 USC §9) that governs food additives and adulteration.
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If GM crops contain additives previously determined to be safe (or “generally
recognized as safe”), then less testing is needed. In 2001, the FDA moved from a
voluntary to mandatory premarket notification by manufacturers of GM organisms
[43]. Manufacturers must provide evidence that GM plants are similar in chemical
composition to unmodified crops, and show no evidence of potential toxicity or
allergenicity. The FDA, however, does not spell out a methodology for testing food
components [44].

The USDA’s Animal and Plant Health Inspection Service (APHIS) regulates the
movement, importation, and field testing of GM organisms. The Agricultural Risk
Protection Act of 2000 mandates the protection of agricultural crops and extends
the APHIS’s authority to regulate GM plants [45]. Until approved for commercial
release, GM crops are tightly regulated. Field trials must be approved by the APHIS
to assure that the new GM crops are safe to grow, and will not escape into the envi-
ronment and become plant pests [46].

The EPA monitors GM crops under the auspices of the Federal Insecticide, Fungi-
cide, and Rodenticide Act (7 U.S.C. §136), and focuses on GM crops engineered
for pesticide expression (“plant pesticides”) [43]. The EPA sets limits on acceptable
levels of pesticides and mandates that crops be grown in association with non-GM
strains to limit potential environmental damage.

How effective is regulation? A GAO report in 2002 concluded that FDA over-
sight was generally acceptable, but recommended that the FDA spot-check indus-
try raw data for accuracy and provide more detailed explanations for its decisions
to the public [47]. An NRC study concluded that the approval process by the APHIS
needs improvement, and recommended postcommercialization testing and moni-
toring [30]. The council also felt that the environmental monitoring of both GM
and non-GM crops was inadequate, and suggested stronger oversight and field
testing. A report by the Office of the Inspector General of the USDA in December
2005 was critical of the APHIS’s oversight of field trials, arguing that adequate
controls to prevent negative environmental impacts of GM plants were not in place
[48].

Although there have been increasing calls by the public for the FDA to require
the labeling of GM-containing food products, neither the FDA nor Congress has
taken this action. The FDA contends that the mode of production of a new strain
of food is not relevant—only the safety of the end product matters [49]. Labeling
is required only if the product differs substantially from the traditional food.
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Manufacturers may choose to avoid using GM components in order to claim that
their food is “GM free.” For example, baby food manufacturers may choose not to
use any GM components in response to consumer demand. In 2001, the FDA issued
guidelines warning manufacturers that labels must not be misleading—they may not
imply that a product is superior because it was made without GM components, nor
may they market a food as GM free when there is no GM counterpart product [49].
The exception to these guidelines are foods that may be certified as organic; USDA
guidelines indicate that organic foods may not contain products that have been
derived from bioengineered crops (National Organic Program Final Rule, 65 FR
80548) [49].

Whether the FDA’s rules on labeling are deemed sufficient by the public remains
unclear. Several bills requiring labeling have been introduced in Congress, but have
failed to pass. Similar legislation failed in Oregon in 2002. The FDA acknowledges
that its own focus groups indicate that the U.S. public desires that GM products be
labeled to indicate that they were bioengineered [50].

The Regulation of GM Organisms in Europe

Unlike the United States, the regulation of GM products by the European Union
(EU) is a cooperative activity between individual countries and more general
EU agreements. The EU requires that each GM organism or product containing
them be subject to a case-by-case assessment of the risks to human health and
the environment [51]. Directives issued by the EU require a much more strict
review of each GM organism prior to approval and mandatory postmarketing
monitoring. Individual countries may block the approval of a GM product by
invoking a safety clause contained within Directive 90/220/EEC (Article 16). From
1998 to mid-2004, the EU did not approve any new GM organisms or products
by declaring a moratorium on reviews—a de facto ban on GM products. Under
Directive 2001/18/EC, the deliberate release of GM organisms into the environment
must be accompanied by clear evidence of their safety, and members argue that
this has not been demonstrated [31]. In 2003, the EU passed stringent new
labeling requirements to take effect in 2004; all GM food or animal feed must be
labeled regardless of whether the GM material can still be detected [52, 53]. In
2004, however, the EU appeared poised to change its policies and approve
the import of at least some GM products (see below). Approval of new GM prod-
ucts continues to lag, with over twenty applications unresolved as of spring 2006
[54, 55].
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In the United Kingdom, oversight responsibility for GM organisms is divided
between a number of advisory committees; each has fragmented authority over dif-
ferent aspects of GM organisms [32]. The United Kingdom moved slowly to approve
GM crops, in the face of strong public opposition. In March 2004, the British gov-
ernment announced limited approval for the commercial planting of herbicide-
resistant maize [56].

International Trade Policy and Other Agreements

A number of international trade agreements bear on the conflict between the United
States and its trading partners over GM products. International trade agreements
are intended to provide open markets while preserving the rights of individual
nations. The World Trade Organization (WTO), founded in 1993, is a global organ-
ization dealing with the rules of trade between nations; it includes 147 member
nations accounting for nearly 97 percent of all world trade [57]. The WTO is the
successor to the General Agreement on Tariffs and Trade (GATT) organization, for-
mulated after World War II. The policies it developed (known as the GATT agree-
ments) are still in force, and serve as a framework for developing new trade
agreements. The WTO also plays a role as arbiter to help resolve trade disputes
between its members.

GATT requires members to give equal treatment to exports from all other
members, and bars countries from discriminating between locally produced and
imported products [58]. The WTO promulgated two additional agreements that
have an impact on GM organisms: the Agreement on the Application of Sanitary
and Phytosanitary Measures, which regulates steps to protect the health of humans,
animals, and plants; and the Agreement on Technical Barriers to Trade, which covers
packaging, marking, and labeling requirements [58]. The agreements state that
members have a right to bar products only if objections are based on scientific prin-
ciples and sound scientific evidence. Countries are not permitted to bar imports that
are similar or identical to local products, or when steps taken represent a disguised
restriction of international trade. Nevertheless, in the absence of clear scientific evi-
dence of safety, countries may choose to protect health based on the precautionary
principle.

Adding to the complexity is the recent enactment in 2003 of the Cartagena Pro-
tocol on Biosafety (the Biosafety Protocol), a codification of safety principles out-
lined in the Convention on Biological Diversity [58]. The convention, finalized in
1992, is aimed at developing a broad approach to the conservation of biodiversity,
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the sustainable use of natural resources, and benefit sharing [59]. The Biosafety
Protocol provides that parties will ensure that the development, handling, transport,
use, transfer, and release of GM organisms protect biological diversity and health.
Risk assessment must be carried out prior to the release of GM organisms, and
signatory nations may establish even more stringent guidelines. Exporters must have
“advance informed agreements” with importers before any GM organisms intended
for release into the environment may be shipped [58]. Yet the Biosafety Protocol
also recognizes that prior international agreements (such as GATT and WTO agree-
ments) may not be abrogated [58, 59].

The United States signed the Convention on Biological Diversity in 1992, but
Congress failed to bring it to a ratification vote; this barred the United States from
being a party to the Biosafety Protocol. A central objection was to the restrictions
on intellectual property and patenting (see chapter 3) [60]. The Biosafety Protocol
was signed by over 130 countries in 2000, and enacted by close to 100 by August
2003 [61]. It entered into force in September 2003.

The Biosafety Protocol does not deal with food safety, which is handled by a joint
commission, the Codex Alimentarius Commission, of the Food and Agriculture
Organization (FAO) and WHO of the United Nations. The commission includes a
task force to study the issues surrounding foods derived from biotechnology. In May
2004, the commission concluded that GM foods are safe to eat and urged that
efforts be made to develop crops that could feed hungry people in developing coun-
tries [62, 63]. This ruling weakens arguments against GM products used by many
countries to justify their restrictive policies.

Trade Wars and Lawsuits

The EU has refused to allow GM imports by claiming that they are not “like pro-
ducts” as defined by GATT; countries argue that genetic modification means that
the products are indeed different from unmodified organisms [31]. In addition, the
public disapproval of GM products contributes to the perception that they are not
like products.

In 2003, the United States and other GM producers initiated dispute settlement
proceedings with the WTO against the EU and other trading parties for violation
of GATT and WTO agreements [64]. The complaints cover three areas: the general
moratorium on the consideration of applications for approval of GM products; the
failure to consider specific applications under the EU’s own legislation; and post-
marketing bans imposed by EU member states. The WTO announced an interim
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ruling in favor of the United States in February 2006 [55]. Most analyses suggest
that the United States and other GM producers will be successful, since the EU’s
scientific arguments against the safety of GM organisms are no longer tenable [52,
58, 64]. The EU’ self-imposed moratorium on consideration of GM products,
begun in 1998, expired in 2003. The EU approved its first GM product, canned
GM corn, in May 2004, after its own review panel concluded that the product
carried no health hazard [54]. Whether this marks the beginning of the end of the
trade war with the United States will rest on whether the EU also approves GM
produce in the future.

The Future of GM Organisms

Despite the likelihood of EU approval of more GM crops, corporations are restrict-
ing the range of GM products under development. Almost immediately after gaining
approval in 2004 to market its Bt corn in the United Kingdom, the German company
Bayer Crop Science decided not to move ahead in an uncertain market [65]. In May
2004, the Monsanto Corporation announced it was abandoning its program to
develop herbicide-resistant wheat, citing consumer resistance and a limited market
as the reasons [66]. Other corporations pulled back from developing other GM
crops such as virus-resistant melons and pest-resistant potatoes, citing the high costs
of regulation as well as consumer resistance [67]. Corporations already know that
apparently consumer-oriented GM products, such as the Flavr-Savr tomato with its
longer shelf life (the first GM product to reach the market in 1994), were com-
mercial failures [67]. New product development will continue, but within a narrow
range. China is working to develop its own transgenic rice to reduce pesticide use,
while continuing to resist that developed by foreign companies [68].

At the same time, the Codex Alimentarius Commission of the FAO and the WHO
urged the development of crops such as drought- and salt-tolerant strains of food
crops that would benefit poor people in developing countries. It appears unlikely
that corporations will be willing to engage in such research, because as with drugs
for diseases that disproportionately affect developing world populations, it may not
prove profitable. The strong resistance to GM crops in many developing countries
is also a deterrent.

Although the use of GM crops is likely to spread internationally, the range of
engineered organisms may remain small, and limited to those strains of maize,
cotton, canola, and soybeans with the widest application. This suggests that the
lofty promise of GM-based agriculture may never be met.
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Lessons from GM Organisms

Given the lack of scientific evidence that GM organisms pose any unique, uncon-
trollable hazards, why have so many countries risked trade sanctions in order to
block their introduction? Science is only one component of the political decision-
making process. Science cannot serve as a “neutral arbiter” in making decisions
involving risk, since decisions involving the assessment of acceptable risk always
have nonscientific components [69, 70].

Governments find themselves in the awkward position of facing stiff and often
violent opposition to GM products from their citizens, on the one side, and their
trade obligations, on the other. Democratically elected administrations recognize
that unpopular decisions may result in being voted out of office; they cannot afford
to ignore public opinion. It is not surprising that their delaying strategy involves
couching objections in vague scientific terms (the only acceptable arguments under
GATT), citing undetermined risks to human health and the environment, and asking
for additional research. Because it is never possible to conclude that any product is
entirely risk free, the door remains open for continued claims of long-term risk of
GM products. Delaying decisions by demanding more scientific research is a
common political strategy, particularly when evidence is difficult to obtain. Similar
delaying tactics have been used by the United States to block actions such as requir-
ing reductions in fluorocarbon emissions to slow global warming or to obstruct the
release of politically unpopular drugs such as the morning-after pill. Likewise, the
failure of the United States to ratify the Convention on Biological Diversity was not
by a simple up-or-down vote in the Senate but rather the failure to bring it to a vote
before the full Senate. In principle, the Senate might bring the convention up for a
vote at any time, although the current conservative makeup of the Senate makes
this unlikely.

Is it possible to convince a skeptical public that GM products are safe? As a
result of other public health events in the 1990s (see the following section),
many citizens of the United Kingdom and other European countries no longer
trust government and scientists’ assurances about the safety of new products.
No rational argument is likely to be persuasive unless attitudes toward author-
ities change. In the United States, where opposition is growing, GM products
are already so entrenched that their continued use is likely despite objections.
The FDA, however, may be pressured into developing some labeling systems for
GM products.
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The EU enacted stiff labeling regulations for GM products in 2004, and it remains
to be determined whether labeling all GM-derived products as such will assuage
consumer concerns. Corporations object strongly to such labeling on the grounds
that it continues to suggest to the public that the products are different from
unmodified ones; these objections fall on deaf ears. The next few years may deter-
mine whether the public will buy labeled GM products. The United States and other
GM-producing nations may continue to file complaints with the WTO on the
grounds of protectionism.

A real tragedy may unfold in Africa, where governments of famine-stricken coun-
tries are refusing to accept food aid if it contains GM seeds or, in some cases, any
GM material at all. These decisions are made in order to express distaste for the
United States and other developed nations, and for their global marketing policies.
Sadly, such political posturing means that politicians are willing to allow their
populaces to starve. While it may be possible to argue on political grounds against
opening markets for GM products, the same cannot be said for playing politics with
starvation. Developed countries with an abundance of food may have the luxury of
debating over the merits of GM crops, but in famine-stricken countries, the need to
feed people ought to trump any other positions.
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Mad Cow Disease, International Trade, and the
Loss of Public Trust

The public response in Europe to GM crops might be very different if the outbreak
of BSE, or mad cow disease, in the United Kingdom had not occurred in the 1980s
and 1990s. Despite reassurances from British health officials that consuming British
beef was safe, in 1996 the consumption of BSE-tainted beef was presumptively
linked to a variant form of Creutzfeldt-Jakob disease (vCJD), a fatal neurodegen-
erative disease in humans. The beef industry in the United Kingdom was devastated;
the appearance of BSE in cattle in other European countries further eroded the
European public’s trust that governments were able to assure the safety of food—
a trust that had been already damaged by a series of food scandals in the 1980s.
Single cases of BSE occurred in Canada in May 2003 and in the United States in
December 2003, with similar severe economic impacts.

Prions and Disease

BSE is one of a group of illnesses called transmissible spongiform encephalopathies
(TSEs), including scrapie in sheep, chronic wasting disease in deer and elk, and
CJD and kuru in humans. TSEs can occur in other mammals, as a result of
consuming infected meat or induced in the laboratory by researchers infecting
research animals in order to study the disease [1]. The infectious agent appears
to be a mutant misfolded protein, or prion, that triggers normal proteins to
misfold, causing the disruption of the cellular function of brain cells. This leads
to a characteristic degeneration of brain tissue, producing a spongy appearance
to the brain. TSEs thus appear to be caused by an agent that contains no genetic
material, contrary to most generally held views about infectious agents (i.e., viruses
and bacteria). Prions are remarkably stable molecules; the normal cooking of
meat does not destroy them [2]. While the prion hypothesis remains somewhat
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controversial, Stanley Prusiner, the researcher who first described prions in
the 1980s, was awarded the Nobel Prize in Physiology or Medicine in 1997 for his
discovery.

Diseases caused by prions are characterized by long latency periods between infec-
tion and the appearance of symptoms [1, 3]. The accumulation of misfolded pro-
teins triggered by the infectious prions takes time to develop. Infected animals may
show no symptoms for several years and develop severe symptoms over a period of
six months to a year. Animals suffering from TSEs become nervous or aggressive,
and develop gait and other motor problems. As the disease progresses, affected
animals lose weight and the ability to walk. Most cows suffering from BSE begin
to show symptoms after they are thirty months old.

Variant CJD differs from the sporadic form of CJD: it attacks younger people
and causes different changes in the brain. Like other TSEs, the first symptoms are
nervousness or other behavioral changes, followed by motor problems leading to
death.

Scrapie, a TSE affecting sheep, was described in the eighteenth century [1]. BSE
was not described until 1986. Where did it come from? The mostly likely sources
were either prions from scrapie-infected sheep that “jumped species” to infect cows
or a spontaneous mutation in prions in cattle. The opportunity for infecting other
animals arose from the practice of feeding rendered inedible meat by-products—
meat and bonemeal (MBM)—from sheep and cattle to livestock and other animals
to supplement their diets; the material presumably contained portions of BSE-
infected nervous systems. This practice was common everywhere. Why, then, did
BSE appear first only in the United Kingdom?

In the 1980s the United Kingdom changed its meat by-product processing
methodology in ways that decreased exposure to heat and solvents, and also pooled
large numbers of carcasses for processing [1]. These alterations might have allowed
prions to remain infective in MBM and thus increased the likelihood that large
batches of MBM were contaminated. As carcasses from infected cattle were
processed into MBM, the prion level rose to a level of transmissibility to cows that
consumed the feed. Some calves of BSE-infected cows might have been infected in
utero. The new appearance of TSEs in felines (both zoo and domestic), zoo
antelopes, and primates also is linked to MBM consumption [1]. BSE, like other
TSEs, can be confirmed only by the testing of brain tissue after death. There are no
blood tests or other screens that reveal the presence of BSE prions in an otherwise-
healthy cow.
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How were humans exposed to BSE prions, leading to vCJD? The working hypoth-
esis is from the consumption of beef that contained fragments of brain or spinal
cord from BSE cattle [1]. Most solid cuts of meat are unlikely to contain prions
since little is found in muscle, although some cuts of steak that contain parts of the
spinal column might contain prions. The most likely source is processed meat that
contains “mechanically recovered meat” (MRM), material from a crude mechani-
cal process used to recover as much meat as possible from a carcass. The con-
sumption of tainted MRM containing fragments of spinal cord in hamburgers,
hotdogs, and other processed beef provides an exposure route; the higher incidence
of vCJD in children and young adults may reflect a greater consumption of these
products.

BSE and vC]D in the United Kingdom

A veterinary commission announced in 1986 that a new TSE appeared in British
cattle. The number of cases of infected cattle increased rapidly, peaking in 1992-93,
when nearly 1,000 new cases occurred weekly; about 50 percent of dairy herds were
affected [4]. Nearly 180,000 cows were confirmed to have BSE by 2001, and mil-
lions of other cattle were slaughtered to prevent further spread [5]. New cases
declined through the 1990s because of the institution of a 1988 ban on feeding
MBM to cattle. New cases still appeared, though, because of the poor enforcement
of the ban and the long latency period for the disease [6]. The government offered
to compensate farmers for the loss of revenue by paying them for culling herds of
cows suspected of having BSE instead of sending them to market. The payment was
about half a cow’s market price, providing a strong incentive for farmers to sell even
suspect cattle to meatpackers [6].

The British government continued to maintain throughout the late 1980s and
early 1990s that British beef was safe to eat. The government nonetheless instituted
measures in 1995 to protect meat for human consumption from contamination with
bovine brain and spinal cord [4]. This may have been too late, since in March 1996,
the government announced that ten young Britons had been diagnosed with a new
variant of CJD, and that it was linked to the possible consumption of BSE beef. The
damage to public confidence was severe, despite actions by the British government
to tighten regulations and assure meat safety. A total of 144 cases of vC]JD occurred
in the United Kingdom by 2000—far below a feared epidemic, but still the major-
ity of the 154 total cases reported worldwide [1].
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The Ministry of Agriculture, Fisheries, and Food along with the Ministry of
Health were targets of scathing criticism for their failure to handle the BSE
epidemic—not only did they fail to protect public health in an effort to support the
beef industry but they also misled and misinformed the public throughout the crisis
[7]. One motivation may have been to protect the cattle industry.

Much of the outrage following the 1996 announcement of a link between BSE
and vC]D stemmed not from the direct fear of developing vCJD but rather from
revealing the more gruesome details of the meatpacking industry. Many Britons were
revolted by the idea that cows were fed material from other cows; the media pro-
vided graphic discussions of “cannibal cows.” Remarkably, in view of the public
outcry, the consumption of beef in the United Kingdom dropped only by a third,
mostly reflecting a decreased demand for processed meat products [8]. The net result
of the BSE crisis, coming after a decade of other food scares, was a British con-
sumer population hypersensitive to issues of food safety. Demands for organic food
doubled in the late 1990s, and activist and environmental groups became increas-
ingly vocal about the dangers of food industrialization [9].

Political and Economic Fallout in the EU

While the BSE epidemic raged in the United Kingdom, other countries responded
in a variety of ways. The United States banned imports of all British cattle begin-
ning in 1989, and fresh beef and beef by-products (such as MBM) in 1991 [10].
Britain’s trading partners in Europe, members of the EU, on the other hand, acted
in the interest of the beef industry, and only limited the export of cattle born before
the MBM ban of 1988 and the offspring of affected animals [4]. It was not until
after the announcement of a link between BSE and vCJD that the EU instituted a
worldwide ban on British beef exports [6, 11]. The United Kingdom argued that
this response represented an overreaction to a limited problem; the British beef
industry suffered billions of dollars of losses. Meanwhile, beef consumption in
European countries dropped by close to 50 percent after the announcement of the
possible link between BSE and vC]D in 1996 [6].

Political jockeying began as the United Kingdom attempted to restore public trust
while EU members sought to protect their own beef industries [6]. The EU accused
the United Kingdom of failing to enforce its ban on MBM feed, and allowing con-
taminated feed and cattle to be exported [5]. The EU demanded that the United
Kingdom trace all cattle born after 1989 to their original herds and destroy the
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herds before the EU would consider lifting the export ban. The United Kingdom
responded by threatening to block central and eastern countries from EU member-
ship unless the plan for the wholesale slaughter of British cattle was reformed [6].
In 1999, the EU began to relax export restrictions on British beef, although France
did not remove its ban until 2002 [12].

Protecting against the Spread of BSE

BSE-infected cattle appeared in several European countries beginning in 1997 and
in Japan in 2001. In response, the United States and other countries banned imports
of cattle and beef from BSE-affected countries, and slaughtered animals already
imported [13]. The EU instituted a systematic screening of the brains of cattle for
a BSE in the late 1990s; all obviously sick animals or those unable to walk
(“downer” cows) over twenty-four months old as well as all cows over thirty months
old intended for human consumption are now tested. Annually, 10.4 million animals
are tested, at a cost of over $300 million [14, 15]. Japan tests all cattle slaughtered
for human consumption, plus at-risk animals on farms, totaling about 1.2 million
cattle at a cost of $30 to $40 million [14, 15]. Most countries also instituted meas-
ures banning the inclusion of central nervous system tissue in meat products,
although enforcement is limited.

The United States instituted its own ban on feeding MBM to cattle in 1997; as
in the United Kingdom, however, enforcement of the ban is weak [10]. In 2002, the
GAO issued a report critical of the current practices, and suggested that the United
States remained at risk for a BSE outbreak unless feed regulations, inspections, and
surveillance were tightened, and the screening of animals expanded. The U.S. screen-
ing program is more limited than those in countries with active BSE. In 2001, fewer
than five thousand animals were tested for BSE. In response to GAO recommenda-
tions, the number was increased. About twenty thousand animals in 2002 and 2003
were tested from a population of apparently sick or downer cows brought to slaugh-
terhouses [10, 14].

BSE Reaches North America
In May 2003, a single cow in Canada tested positive for BSE; its carcass was not

used for human food [16]. The cow quickly was traced and its source herd
destroyed, but not before the United States and other countries added Canada to
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the list of those barred from exporting cattle or meat products. The United States
gradually lifted restrictions on meat during 2003, but most live animals are
still barred. Two new cases appeared in December 2004 and January 2005. The
Canadian beef industry, a close to $6 billion annual enterprise, has collapsed; over
50 percent of beef production normally was for export, with 70 percent sent to the
United States [17, 18].

In December 2003, a single cow in the state of Washington was found to be suf-
fering from BSE, but not before its carcass was processed for human consumption
[15]. Within days, the cow was traced to a Canadian herd [19]. The United States,
whose beef export industry had boomed in the aftermath of the Canadian BSE scare,
now found its exports cut off; thirty countries barred the import of U.S. cattle or
beef products [20, 21, 22]. Cattle prices plummeted.

The event caused beef industry critics to call for the testing of all downer cattle
and more surveillance testing of healthy animals. In late December 2003, the USDA
issued new rules that banned the use of downer cows in the human food supply,
increased testing (but not of all animals), and required better tracking of animals
[22]. Also, the USDA ordered changes in meat recovery to reduce the possibility of
spinal cord tissue entering the food supply. The reaction appeared more directed at
restoring consumer confidence than protecting human health. Some beef industry
spokespersons criticized the government response as an expensive and impractical
overreaction, and an attempt to appease foreign markets, particularly Japan, the
U.S. beef industry’s largest foreign market. Increased testing of over 484,000 cattle
revealed only a single cow confirmed to have BSE in June 2005 [23], and a third
cow with BSE in March 2006; all the animals were born prior to the feed ban of
1997. In October 2005, the FDA announced new guidelines regarding the use of
bovine material in animal feed; brains and spinal cord from older cattle are banned
in all animal feed [23].

Japan announced in 2004 it would continue to block U.S. beef imports unless
all animals were tested for BSE. In February 2004, a beef producer in Kansas
asked for permission to test all its animals, in order to resume sales of its prime
beef to Japan [24]. The USDA denied the request on the grounds that such blanket
testing might imply that U.S. beef is not safe. The department added that Japan’s
demand is irrational because it requires testing of young animals that have never
been shown to harbor BSE. The beef producer argued that it was losing upward of
$50,000 a day in revenue. Nevertheless, the USDA continues to block blanket
testing.
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As of June 2004, only one country had relaxed its ban to allow some imports of
U.S. beef products [21]. In December 2005, the United States and Japan announced
a tentative agreement to resume limited beef trading; U.S. cattle must be under
twenty months of age [25]. Whether trading partners lift the bans on U.S. beef
remains to be determined. The ban is beneficial to other beef exporting nations
seeking to replace the U.S. market share.

Does BSE Pose a Real Hazard to Humans?

When BSE first was linked to vC]JD, many feared that an epidemic of thousands of
fatal TSEs would occur in the United Kingdom and abroad. This has not happened;
the development of vC]JD by the consumption of prions has yet to be unequivocally
confirmed, and it appears that infection rates are low [1]. The overall risk of devel-
oping vC]D from tainted beef is low, and is likely to decline further as more strin-
gent control of beef production is instituted.

As in many areas of risk perception, the public’s view may be influenced by mis-
information and perceived government secrecy. In the United States, trust in the gov-
ernment’s ability to assure food safety generally is high. Although the U.S. public
expressed concern, beef consumption did not decline markedly in the weeks after
the BSE scare in 2003, in marked contrast to Europe in 1996 [26]. In the United
Kingdom and Europe, the mishandling of the BSE crisis provided additional con-
firmation to citizens that they could not trust their governments to keep their food
safe. The repercussions of BSE are now reflected in trade barriers against GM foods
and other biotechnology.

Even a hint of BSE in a country shuts down beef exports. In the complex trade
battle globally, one country’s misfortune is another’s economic boon. Countries will
continue to jockey for market share in the competitive meat industry, and will use
whatever opportunities arise to gain an advantage.
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