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PREFACE

In the preface to Vols. I and II of the Handbook of Optics, Second Edition, we indicated that
the limitations of keeping within the confines of two books caused us to restrict the contents
to optics that was clearly archival. There was much more that could have been included. We
hope to have remedied some of that in this current volume with expanded parts on Classical
optics, vision optics, and X-ray optics. References are provided to chapters in Vols. I, II, and
IV, as well as to other chapters in Vol. III.

Optics has been developing so rapidly during the past 20 years that some of the material
that has been included, although clearly of archival value, has not yet had the benefit of devel-
oped secondary references such as texts and long review articles. Thus, in the tutorial chapters
presented in Vol. III, some of the references are made to primary publications.

Part 1, entitled “Classical Optics” (Chaps. 1–7), contains treatments of adaptive optics and
nonimaging techniques. Chapters include solid-state cameras and electrophotography (e.g.,
how your laser printer or copying machine works) because they are ubiquitous and very
important aspects of optics.

Part 2, “Vision Optics”(Chaps. 8–18), represents a major expansion over the similar part
in Vol. I. The new chapters specifically address the factors that impact the design of optical
instruments and devices. For example, because we are faced with a rapidly aging population,
the designer must consider both the associated reduction in accommodation and physiologi-
cal changes that accompany the aging process. Also discussed are visual functions not affected
by aging and the many forms of visual corrections found in spectacles, multifocal and mono-
vision designs, diffractive formats, contact lenses, intraocular implant lenses, and refractive
surgery. The use and properties of computer/VDT displays, heads-up displays, and advanced
display formats are discussed. Chapters are also presented concerning the unique features of
biological fiber-optic elements and on laser eye-safety issues.

In Vol. I, there was a single chapter on X-ray optics. In Vol. III, we have expanded the cov-
erage of X-ray optics in Part 3, “X-Ray and Neutron Optics” (Chaps. 19–37, plus Appendix).
This part has articles covering such subjects as optical components, sources, and detectors for
the X-ray region of the spectrum. We thank Professors Carolyn A. MacDonald and Walter M.
Gibson of SUNY—Albany for their work in designing and developing this special section.

The Handbook of Optics, Second Edition, is only possible through the support of the staff
of the Optical Society of America and, in particular, Alan N. Tourtlotte, Kimberly Street, and
Laura Lee. We also thank Steve Chapman of McGraw-Hill Publishers for his leadership in the
production of this volume.

Michael Bass, Editor in Chief
Jay M. Enoch, Associate Editor

Eric W. Van Stryland, Associate Editor
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CHAPTER 1

ADAPTIVE OPTICS*

Robert Q. Fugate
Starfire Optical Range
Directed Energy Directorate
Air Force Research Laboratory
Kirtland Air Force Base, New Mexico

1.1 GLOSSARY

C2
n refractive index structure parameter

d0 section size for laser beacon adaptive optics
Dn refractive index structure function
Dφ phase structure function
Ef

2 mean square phase error due to fitting error
E2

FA mean square phase error due to focus anisoplanatism
E2

n mean square phase error due to sensor read noise
Es

2 mean square phase error due to servo lag
fG Greenwood frequency

fTG
Tyler G-tilt tracking frequency

Fφ(f) phase power spectrum
FφG(f) G-tilt power spectrum

H(f, fc) servo response function
Npde number of photo-detected electrons per wavefront subaperture

r0 Fried’s coherence length
SRHO Strehl ratio resulting from higher-order phase errors
SRtilt Strehl ratio due to full-aperture tilt

Zj(ρ, θ) Zernike polynomials

1.3
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σθ rms full-aperture tracking error
σθG rms full-aperture G-tilt induced by the atmosphere

θ0 isoplanatic angle

1.2 INTRODUCTION

An Enabling Technology

Adaptive optics (AO) is the enabling technology for many applications requiring the real-time
control of light propagating through an aberrating medium. Today, significant advances in AO
system performance for scientific, commercial, and military applications are being made
because of improvements in component technology, control algorithms, and signal processing.
For example, the highest-resolution images of living human retinas ever made have been
obtained using AO.1–3 Increased resolution of retinal features could provide ophthalmologists
with a powerful tool for the early detection and treatment of eye diseases. Adaptive optics has
brought new capabilities to the laser materials processing industry, including precision machin-
ing of microscopic holes and parts.4, 5 Beaming power to space to raise satellites from low earth
orbit to geosynchronous orbit, to maneuver satellites that are already in orbit, and to provide
electricity by illuminating solar panels remains a topic of commercial interest.6, 7 Recent work has
shown that high-energy pulsed lasers, corrected for atmospheric distortions with AO, could be
used to alter the orbits of space debris objects,8 causing them to reenter the atmosphere much
sooner than natural atmospheric drag—creating an opportunity for the environmental restora-
tion of space. High-speed optical communication between the ground, aircraft, and spacecraft
(including very deep space probes) is a topic of continuing interest that would benefit from 
the use of AO.9 Adaptive optics offers significant benefit to a large variety of military applica-
tions, including the U.S. Air Force Airborne Laser program, in which a high-powered chemical
oxygen-iodine laser will be mounted in an aircraft to engage boosting missiles at long ranges.10

Adaptive optics will be used to predistort the laser beam as it leaves the aircraft to compensate
for the atmospheric distortions that the beam encounters as it propagates to the missile target.

Perhaps the most widely known and discussed application for AO is imaging through the
atmosphere. Military sites are now using AO on medium-sized ground-based telescopes [of
the order of 4 meters (m)] to inspect low-earth-orbiting satellites. However, the most dra-
matic use of AO is in astronomy. Astronomers have been plagued by the atmosphere for cen-
turies—since the invention of the telescope. Indeed, distortion caused by turbulence is the
principal motivation for launching large telescopes into space. However, if ground-based tele-
scopes were able to achieve diffraction-limited resolution and high Strehl ratios, a significant
obstacle to new discoveries and more productive research would be overcome. Adaptive
optics, originally proposed by the astronomer Horace Babcock in 1953,11 may enable that to
happen, creating a revolution in ground-based optical astronomy. Adaptive optics is espe-
cially important in light of the large new telescope mirrors. Incredible advances in mirror
technology have made 8-m-diameter monolithic mirrors almost commonplace (four have
seen first light and five more are under construction). These are in addition to the two 10-m
Keck telescopes and the 11-m Hobby-Eberly telescope, all of which use segmented primaries.
The atmosphere limits the resolution of ground-based telescopes to an equivalent diameter
that is equal to Fried’s coherence length, r0 (a few tens of centimeters at visible wavelengths
at the best sites).12 Adaptive optics offers the potential for telescopes to achieve diffraction-
limited imaging and high throughput to spectroscopic instruments. Furthermore, interfero-
metric arrays of large telescopes will enable unprecedented imaging resolution of faint
objects, given that the unit telescopes can each produce nearly distortion-free wave fronts.
Because imaging through the atmosphere is a topic of great interest, and because it embodies
all aspects of AO technology, this discussion is oriented toward that application.
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The chapter is organized as follows: Sec. 1.3 describes the basic concept of AO as applied
to ground-based telescopes. Section 1.4 is a short summary of the classical description of
atmospheric turbulence and parameters that are important for designing and evaluation of
AO systems. Section 1.5 is a description of the hardware and the software that are needed for
practical implementation of AO. This includes tracking, wavefront sensing, processors, and
wavefront correctors. Section 1.6 is a discussion of design issues for top-level system perfor-
mance trades using scaling laws and formulas.

1.3 THE ADAPTIVE OPTICS CONCEPT

This section provides a brief, qualitative overview of how AO imaging systems work. Figure 1
is a highly simplified diagram that illustrates the principles. In this figure, a conventional tele-
scope is shown on the left and one that is equipped with AO is shown on the right. The science
object (a) and a natural guide star (b) are at the top of the figure. The turbulent atmosphere
(c) creates higher-order phase distortion and an overall tilt on wavefronts reaching the tele-
scope (d). The telescope (e) forms an aberrated image (f) at the location of the camera or
spectrograph. The natural guide star is used, either manually or automatically, to correct
pointing errors in the telescope mount and the overall wavefront tilt that are induced by
atmospheric turbulence.

The objectives of the AO system are to continuously remove the higher-order distortion
and to stabilize the position of the image by removing the overall tilt. The components are
shown on the right side of Fig. 1. One can think of the AO system as a dynamic optical system
that simultaneously relays the original image to a new focal plane [the camera (t)] while
removing both the higher-order aberrations (those distortions having spatial frequencies
higher than tilt) with the deformable mirror (k) and the tilt aberrations with the fast-steering
mirror (i), leaving only a minor amount of residual error in the wave front (l). The appropri-
ate optical relay telescopes (g and o) are used as required by the particular implementation.

Figure 2 illustrates how a deformable mirror removes phase aberrations that are induced
by atmospheric turbulence. The conjugate of the measured wavefront distortion is imposed
on the surface of the deformable mirror so that on reflection, the distortions are removed.
The AO system is never able to perfectly match the distortions in the wavefront because of a
number of error sources that will be discussed in later sections.

To set the figure on the deformable mirror, the AO system must get information about the
turbulent atmosphere by measuring its effect on the wavefronts from a beacon—a source of
light such as a bright star (see Fig. 1, item b) located at or near the science object. The object
itself may serve as the beacon if it is bright enough (either by self-emission, as in the case of a
star or astronomical object, or by reflection of natural or man-made light, as in the case of arti-
ficial satellites). When a natural star does not exist or when the object itself is not bright
enough, it may be possible to use an artificial beacon generated by a low-power laser (see Fig.
1, item u). A laser beacon can be created either by Rayleigh scattering up to a range of about
20 km, or by resonant scattering of atomic species such as sodium in the mesosphere, at an alti-
tude of 90 km above Earth’s surface. In the implementation that is shown in Fig. 1, a laser beam
that is capable of exciting the D2 line in atomic sodium in the mesosphere is projected from
behind the secondary mirror of the telescope.

Control signals for the wavefront corrector mirrors are generated by a full-aperture tracking
sensor (see Fig. 1, item r) and a wavefront sensor (p) by observing the residual error in the bea-
con wavefront (l). An aperture-sharing element (m) directs light from the beacon into the wave-
front sensor, which is located at an image of the entrance pupil of the telescope. The wavefront
sensor samples the slope of the wavefront over subaperture regions of the order of r0 in size—
for which the wavefront is essentially an undistorted, but tilted, plane wave—measuring the tilt
and reporting that tilt as a wavefront phase gradient. The computer (q) combines the subaper-
ture gradient measurements and “reconstructs” a best estimate of the residual phase error at
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FIGURE 1 Conventional telescope with no AO (left) and
additional components needed for AO (right). (a) Object of
interest, (b) natural guide star, (c) atmospheric turbulence, 
(d) aberrated wavefront (including tilt and higher-order distor-
tions) after passing through the turbulent atmosphere, (d′) aber-
rated wavefront from the laser beacon with full-aperture tilt
removed, (e) telescope, (f) aberrated image, (g) relay optics, 
(h) demagnified aberrated wavefront including full-aperture
tilt, (i) fast-steering mirror, (j) tilt-removed wavefront with only
higher-order aberrations remaining, (k) deformable mirror, 
(l) corrected wavefront, (m) aperture-sharing element, (n) tilt
sensor pickoff beam splitter, (o) relay optics, (p) higher-order
wavefront sensor, (q) electronic processor to compute deform-
able mirror commands, (r) full-aperture tilt sensor, (s) tilt mirror
processor and controller, (t) science camera, (u) laser for gener-
ating laser beacons, (v) launch telescope for the beacon laser,
(w) Rayleigh laser beacon, (x) mesospheric sodium laser bea-
con, (y) faint natural guide star for full-aperture tilt sensing.



specific points in the aperture, generally the locations of the actuators of the deformable mirror.
Error signals derived from the reconstructed wavefront are sent to the deformable mirror to
further reduce the residual error.

The tracking sensor measures the overall tilt of the beacon wavefront by computing the
centroid of a focused image of the beacon that is formed by the full aperture of the telescope
(or by other, more sophisticated means). The tracker processor (s) generates an error signal
that controls the fast-steering mirror to keep the image of the beacon centered on the track-
ing sensor. It is also possible to derive full-aperture tilt information from the higher-order
wavefront sensor, but optimum tracking performance usually requires a specialized sensor
and processor. When a laser beacon is used to obtain higher-order wavefront information, it
is still necessary to use a natural guide star to derive full-aperture tilt information: The laser
beacon’s position in the sky is not known with respect to an inertial reference (like a star),
because its path on the upward propagation is random. To first order the beacon does not
appear to move at all in the tracker due to near perfect reciprocity on the upward and down-
ward paths, generating a return wavefront having no full aperture tilt as shown at (d′) in Fig.
1. The requirement to use a natural guide star for tracking is not as serious as it first sounds,
however, because it is much more likely that a natural guide star can be found near the sci-
ence object that satisfies tracking requirements but is still too faint for higher-order wavefront
measurements. This is possible because the full aperture of the telescope and a small number
of specialized detectors can be used for tracking so that stars fainter by a factor of ∼(D/r0)2

than are available to the wavefront sensor become available to the tracking sensor.
Figure 1 is highly simplified. The details of the optics have been left out to emphasize the

main principles. For instance, it is customary to form an image of the entrance pupil of the tele-
scope onto the fast-steering mirror, the deformable mirror, and again on the wavefront sensor.
At least two powered optical elements are required to generate each of these images. Even
more sophisticated approaches have been proposed in which multiple deformable mirrors are
reimaged to layers in the turbulence. The nature of the aperture-sharing element will vary sig-
nificantly depending on the adopted philosophy for the system. For example, if obtaining
enough light for the wavefront sensor is a problem (as is usually the case in astronomy), it is
prudent to send the entire spectrum over which the detectors are responsive to the wavefront
sensor and divert only the absolute minimum needed part of the spectrum to the imaging sen-
sor. This approach also means that the optics must be designed to work over a wide spectral
range (for example, from 450 to 1000 nm for a visible wavefront sensor) and also requires care-
ful design of atmospheric dispersion correction. Furthermore, there are innovative approaches
for implementing the wavefront corrector mirrors. The Steward Observatory group is devel-
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oping a tilting, deformable secondary mirror for the new 6.5-m primary replacement at the
Multiple Mirror Telescope (MMT) and 8.4-m Large Binocular Telescope (LBT) observato-
ries.13 This arrangement requires only two reflecting surfaces between the sky and the camera.

1.4 THE NATURE OF TURBULENCE AND ADAPTIVE OPTICS
REQUIREMENTS

Turbulence Generation and the Kolmogorov Model

This section summarizes the classical description of atmospheric turbulence and its effect on
the propagation of light. The literature on this topic is enormous. Our purpose here is to
introduce the principles and define a few important parameters that are relevant to the oper-
ation of adaptive optical systems. The references cited throughout provide more detail.

Atmospheric turbulence is generated by solar heating of the Earth’s surface. Air at the
surface of the Earth is warmed in the day and cooled at night. Temperature gradients develop,
creating a convective flow of large masses of air. Turbulence develops as large-scale masses of
air break up into smaller spatial scales and dissipate their energy to the surrounding air. The
effects of turbulence on electromagnetic wave propagation is governed by the nature of the
spatial and temporal fluctuations of the index of refraction of air. The refractive index of air
at optical wavelengths obeys the formula14

n = 1 + 77.6 �1 + � ⋅ 10−6 (1)

where λ is the wavelength of light in micrometers, P is the atmospheric pressure in millibars,
and T is the atmospheric temperature (K). The effect of atmospheric pressure changes on n
are small and can, for problems of interest in this chapter, be neglected. The dominant influ-
ence on variations of n is the air temperature. At visible wavelengths, dn/dT ∼ 10−6 at standard
pressure and temperature. This means that two 1-meter-long columns of air having a temper-
ature difference of 1 K create roughly one wave of optical path difference for visible light, a
very significant effect. We can model the index of refraction as the sum of two parts,

n(r, t, λ) = n0(r, λ) + n1(r, t) (2)

where n0 represents the deterministic, slowly changing contribution (such as variation with
height above the ground), and n1 represents the random fluctuations arising from turbulence.
The wavelength dependence of n1 is ignored. Furthermore, typical values of n1 are several
orders of magnitude smaller than unity.

During the 1940s, Andrey Nikolayevich Kolmogorov (1903–1987) developed theories15

describing how energy is dissipated in the atmosphere and modeled the spatial power spec-
trum of turbulent velocity fluctuations. V. I. Tatarskii postulated the applicability of the Kol-
mogorov spatial power spectrum to refractive index fluctuations and then solved the wave
equation for the power spectrum of Kolmogorov’s model and determined the effect on prop-
agation through weak turbulence.16 David L. Fried subsequently extended Tatarskii’s results
to describe phase distortions of turbulence in terms of Zernike polynomials17 and derived his
famous atmospheric coherence diameter parameter r0, as a measure of optical resolution.12

Nearly all subsequent work in statistical atmospheric optics is based on the contributions of
Kolmogorov, Tatarskii, and Fried. The effects of turbulence on wave propagation are critical
because the spatial and temporal frequency distribution and optical depth of the phase aber-
rations drive the design requirements for beacon brightness, wavefront sensing, tracking,
electronic processing, and wavefront corrector mirror subsystems in a real-time phase com-
pensation system.

P
�
T

7.52 ⋅ 10−3

��
λ2
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For refractive index fluctuations, the Kolmogorov spatial power spectral density, Φn(κ), is
given by

Φn(κ) = 0.033C2
nκ−11/3 (3)

where κ is the spatial wavenumber and C2
n is the refractive index structure constant, a measure

of the optical strength of turbulence. The wavenumber κ is inversely related to the size of the
turbulent eddies in the atmosphere. Equation 3 is valid between two limits of κ called the
inertial subrange. The scale size of eddies for the smallest values of κ in the inertial subrange
is called the outer scale, denoted L0 = 2π/κ0, and is of the order of meters to kilometers. The
inner scale, l0 = 2π/κm, or smallest eddies in the inertial subrange, is of the order of millimeters.
For values of κ outside the inertial subrange, the von Kármán spectrum is often used in place
of Eq. 3 to avoid mathematical complications as κ approaches zero. The von Kármán spec-
trum has the form

Φn(κ) � exp �− � (4)

where κ0 and κm are the spatial wavenumbers for the outer and inner scales.

The Variation of n and the C 2
n Parameter

Tatarskii introduced structure functions to describe the effect of turbulence on wave propa-
gation. Structure functions describe how a physical parameter is different between two points
in space or time. The structure function of the index of refraction, Dn(r), is defined as

Dn(r) = {[n1(r′) − n1(r′ − r)]2} (5)

where n1(r) represents the fluctuating part of the index of refraction and { . . . } represents an
ensemble average over the turbulent conditions. The autocorrelation function and power
spectral density form a three-dimensional Fourier transform pair (a useful relation used many
times in statistical optics), and using that relationship, it can be shown that18

Dn(r) = C2
nr2/3 (6)

where we have also assumed that the fluctuations are isotropic and dropped the vector depen-
dence on r. Equation 6 is the defining equation for the refractive index structure constant, C2

n,
in that the numerical coefficient on the right side of Eq. 6 is unity. Defined in this way, C2

n is a
measure of the optical strength of turbulence.

A few meters above the ground, C2
n has an average value of the order of 10−14 m−2/3, rapidly

decreasing by three or four orders of magnitude at heights above 10 km. Several means have
been developed to measure the C2

n profile, including in situ instruments on balloons as well as
remote sensing optical and radar techniques.19, 20 Several mathematical models of C2

n profiles
have been developed based on experimental data. One of the most widely used was suggested
by Hufnagel21 and modified to include boundary layer effects by Valley.22 The expression for
the Hufnagel-Valley model for C2

n is

C2
n(h) = 5.94 ⋅ 10−23h10e−h � �

2

+ 2.7 ⋅ 10−16e−2h/3 + Ae−10h (7)

where h is the height above the site in kilometers, W is an adjustable wind correlating param-
eter, and A is a scaling constant, almost always taken to be A = 1.7 ⋅ 10−14. Winker23 suggested
W = 21 producing the HV5/7 model named from the fact that the resulting profile yields a value
of Fried’s coherence diameter of r0 = 5 cm and an isoplanatic angle of θ0 = 7 µrad for zenith
propagation at 0.5 µm. (The parameters r0 and θ0 are defined and their relationships to C2

n are

W
�
27

κ2

�
κ2

m

0.033C2
n

��
(κ2 + κ2

0)11/6
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given in Sec. 1.4.) The HV5/7 model has been widely used in the evaluation of AO system per-
formance. Figure 3 shows how C2

n, computed with this model, varies with altitude.
The Hufnagel-Valley model is useful for continental sites or sites with well-developed

boundary layers. The C2
n profile, which is associated with mountaintop sites that are sur-

rounded by water (e.g., Mauna Kea or La Palma) or mountaintop sites that are close to a coast-
line [so as to be above the marine boundary layer (e.g., Paranal, Chile)], often exhibits distinct
layers of turbulence, but little or no boundary layer in the first few kilometers above the
ground. A C2

n profile that is representative of average seeing for Mauna Kea is also shown in
Fig. 3 and yields an r0 of 18 cm and θ0 of 15 µrad. Figure 4 shows a C2

n profile for Mauna Kea rep-
resentative of the 90th-percentile best seeing (note the distinct layering), giving an r0 of 45 cm,
and an analytical model that is used for average seeing at Paranal,24 giving an r0 of 18 cm.

Wave Propagation in Turbulence

An electromagnetic wave propagating in the atmosphere must satisfy Maxwell’s equations—
in particular, the electric and magnetic fields must satisfy the time-independent Helmholtz
equation:

∇2U(r) + n2k2U(r) = 0 (8)

where k = 2π/λ and n is the refractive index of air. U(r) is the complex phasor representation
of a spatial wave:

U(r) = A(r)eiφ(r) (9)

where the amplitude A(r) and phase φ(r) are random variables governed by the statistics of
the fluctuations of the refractive index, n. There is no closed-form solution for A(r) and φ(r).

The surfaces in space that are defined by φ0(r) = constant are wavefronts. For starlight
arriving at the top of the atmosphere, the wavefronts are planes of infinite extent. When a
plane wave passes through the atmosphere, whose refractive index varies randomly along
each propagation path, the plane wave becomes distorted. The total phase change from that
in a vacuum along a path z is

�φ = φ0 − k �z

0

n1(z)dz (10)
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FIGURE 3 C2
n profiles for the HV5/7 model (solid curve) and for average seeing

conditions at Mauna Kea (dotted curve).



where k = 2π/λ, and n1(z) is the fluctuating part of the index of refraction. If this equation
could be evaluated along every direction, one could construct the three-dimensional shape of
the wavefront at any position along its propagation path due to phase changes induced by
atmospheric turbulence. This is, of course, an intractable problem in terms of a closed-form
solution since the fluctuations of the index of refraction are a random process.

A phase deformation that propagates far enough becomes an amplitude fluctuation as dif-
ferent parts of the propagating wavefront combine to create regions of constructive and
destructive interference. This effect is called scintillation—the twinkling of starlight is a
famous example. Amplitude fluctuations are generally not severe for astronomical observing,
and 70 to 80 percent or more of the distortions can be removed by phase-only compensation
(by using a steering mirror and deformable mirror). However, both the amplitude and phase
of the wave are random variables, and the most general representation of the wave is as given
in Eq. 9.

The historically accepted approach to dealing with wave propagation in turbulence was
introduced by Tatarskii by use of the Rytov transformation. The Rytov transformation
defines a complex quantity ψ as the natural logarithm of U: ψ = ln U. This substitution allows
a solution to the wave equation in the form of a multiplicative perturbed version of the free
space field:

U(r) = A0(r)eiφ0(r)eln [A(r)/A0(r)] − i[φ0(r) − φ(r)] (11)

Since the field at any point is the superposition of many independent contributions of propa-
gating waves in the turbulent medium, we expect the fluctuating parts of the field to obey
Gaussian statistics (invoking the central limit theorem). This means if ln(A/A0) obeys Gauss-
ian statistics, we expect the amplitude fluctuations to be log-normally distributed. Most
experimental evidence supports this for weak fluctuations. Tatarskii’s results make it possible
to compute important characteristic functions and to use the properties of Gaussian random
processes to develop practical descriptions of the effects of turbulence.
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FIGURE 4 Average seeing C2
n profile analytical model for Paranal, Chile [site of

European Southern Observatory’s (ESO’s) Very Large Telescope (VLT) (solid
curve)], and a C2

n profile that is representative of best seeing conditions (occurring
less than 10 percent of the time) at Mauna Kea (dotted curve) and represents 0.25
arcsec seeing. Note how the turbulence appears as layers and the lack of a boundary
layer in the Mauna Kea profile. Similar conditions have also been observed at
Paranal and La Palma.



Fried’s Coherence Diameter, r0, and the Spatial Scale of Turbulence

Hufnagel and Stanley25 extended Tatarskii’s work and developed an expression for the mod-
ulation transfer function in terms of the mutual coherence function. Fried26 developed an
expression for phase structure function, Dφ, of a propagating electromagnetic plane wave
showing that it is proportional to the 5/3 power of spatial separation, r, and is given by*

Dφ(r) = {[φ(r′) − φ(r′ − r)]2} = �2.91 � �
2 � C2

n(z)dz�r5/3 (12)

where λ is the wavelength of propagation, C2
n(z) is the position-dependent refractive index

structure constant and integration is over the optical path to the source.
Fried26 developed a very useful relationship between the phase structure function and a

particular measure of optical resolution—the volume under the two-dimensional optical
transfer function. Defined in this way, the seeing-limited resolving power asymptomatically
approaches a limiting value as the aperture size increases. The limiting value is set by the
strength of the turbulence. Fried defined a quantity called the coherence diameter, r0, such
that the limiting resolution that is obtained in the presence of atmospheric turbulence is the
same as that that is obtained by a diffraction-limited lens of diameter r0 in a vacuum. Its value
can be computed from the definition,17

r0 = 0.185λ6/5(cos ψ)3/5 ��
∞

0

C2
n(h)dh�

−3/5

(13)

where λ is the wavelength, C2
n(h) is the vertical profile of the index of refraction structure con-

stant, h is the height above the ground, ψ is the angle between the propagation direction and
the zenith, and the integral is evaluated from the ground to an altitude at which C2

n(h) no
longer contributes significantly (typically 20 km). This equation explicitly shows r0 scales with
wavelength as λ6/5 and with zenith angle as (cos ψ)3/5. By convention, the numerical values of
r0 are usually expressed at 0.5 µm for zenith viewing. At the best astronomical sites, the
median value of r0 is from 15 to 25 cm, corresponding to seeing conditions of λ/r0 = 0.7 to 
0.4 arcsec. The best intracontinental mountaintop sites exhibit median values of r0 between 
10 and 20 cm, and average intracontinental sites have r0 values between 5 and 10 cm.20

Given the definition of r0 in Eq. 13, the phase structure function becomes

Dφ(r) = 6.88 � �
5/3

(14)

Fried defined r0 so that the knee in the curve showing resolving power as a function of diam-
eter occurs at D/r0 = 1, where D is the aperture diameter of the imaging telescope. Most scal-
ing laws of interest to AO are expressed in terms of the ratio D/r0.

Zernike Polynomial Description of Turbulence

R. J. Noll27 developed a description of the average spatial content of turbulence-induced
wavefront distortion in terms of Zernike polynomials. The Zernike polynomials are often
used to describe the classical aberrations of an optical system—tilt, defocus, astigmatism,
coma, and spherical aberration. Noll expresses the phase of the distorted wavefront over a
circular aperture of radius, R, as

φ(ρ, θ) = �
j

ajZj(ρ, θ) (15)

r
�
r0

2π
�
λ
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* In the more general case where amplitude effects are significant, the wave structure function, D(r) = Dx(r) + Dφ(r),
should be used, but since it has exactly the same value as given by Eq. 12, and since conventional AO does not correct
intensity fluctuations, the amplitude term will be dropped for the material that is presented here.



where Zj is a modified set of the orthogonal Zernike polynomials defined over points in the
aperture at reduced radius ρ = r/R and azimuthal angle θ. The Zj is given by

Zevenj = 	n + 1
Rn
m(r) 	2
 cos mθ

Zoddj = 	n + 1
Rn
m(r) 	2
 sin mθ  � m ≠ 0 (16)

Zj = 	n + 1
R0
n(r), m = 0 (17)

where

Rn
m(r) = �

(n − m)/2

s = 0

rn − 2s (18)

The indices n and m are always integers and satisfy m ≤ n and n − |m| = even. The index, j, is a
mode-ordering number and depends on n and m.

The aj are coefficients having mean square values that accurately weight the particular
Zernike mode to represent the Kolmogorov distribution of turbulence. Using this approach,
Noll computed the values of aj and showed that the piston-removed wavefront distortion for
Kolmogorov turbulence averaged over an aperture of diameter, D, expressed as a mean
square value in units of square radians (rad2) of optical phase is

〈φ2〉 = 1.0299 � �
5/3

(19)
D
�
r0

(−1)s(n − s)!
����
s![(n + m)/2 − s]![(n − m)/2 − s]!
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FIGURE 5 Residual mean square phase distortion when n Zernike modes of atmo-
spheric turbulence are corrected for various values of D/r0.



Table 1 lists the strengths of the first 21 Zernike modes, and the residual mean square dis-
tortion as each component is removed. Data in this table show that the two components of tilt
(X and Y axes) make up 87 percent of the total wavefront distortion.

Noll’s results are useful for estimating the performance of an AO system if one can esti-
mate how many Zernike modes the system will correct (a rule of thumb is approximately one
mode is corrected per deformable mirror actuator for systems having large numbers of actu-
ators). Figure 5 shows the mean square residual phase error for a range of values of D/r0. Gen-
erally, the mean square residual error should be much less than 1 rad2. Even if all 21 modes
listed in Table 1 are corrected, the mean square residual error for conditions in which D/r0 is
20, for example, is 0.0208(20)5/3 = 3.06 rad2, a very significant, generally unacceptable, error.

When more than 21 modes are corrected, the residual mean square wavefront error is
given by27

σ2
M = 0.2944M−(	3
/2)(D/r0)5/3 (20)

where M is the number of modes corrected. Figure 6 shows the required number of Zernike
modes to be removed as a function of D/r0 for three image quality conditions. As an example,
if r0 is 12 cm at 0.8 µm and the telescope aperture is 3.5 m, D/r0 = 29, and more than 1000
modes must be removed to achieve λ/15 image quality, but only 100 modes need be removed
if λ/5 quality is sufficient. If r0 is 60 cm at 1.6 µm and D = 10 m, we must remove nearly 400
modes to achieve λ/15 image quality. For imaging applications, several techniques for post-
processing are well established28 and allow significant enhancements of images that are
obtained in real time with AO. Postprocessing may be justification to allow the relaxation of
wavefront quality requirements in an AO system. However, for spectroscopy (or other appli-
cations requiring high Strehl ratios in real time), there may be little choice but to design the
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TABLE 1 Mean Square Wavefront Distortion Contributions (in
rad2) from the First 21 Zernike Modes of Atmospheric Aberrations
and Residual Error As Each Term Is Corrected

Aberration Contribution Distortion

All terms 1.0299(D/r0)5/3 1.0299(D/r0)5/3

Z2 X-tilt 0.4479(D/r0)5/3 0.582(D/r0)5/3

Z3 Y-tilt 0.4479(D/r0)5/3 0.134(D/r0)5/3

Z4 Defocus 0.0232(D/r0)5/3 0.111(D/r0)5/3

Z5 X-astigmatism 0.0232(D/r0)5/3 0.0880(D/r0)5/3

Z6 Y-astigmatism 0.0232(D/r0)5/3 0.0649(D/r0)5/3

Z7 3rd-order coma 0.0061(D/r0)5/3 0.0587(D/r0)5/3

Z8 3rd-order coma 0.0061(D/r0)5/3 0.0525(D/r0)5/3

Z9 Coma 0.0062(D/r0)5/3 0.0463(D/r0)5/3

Z10 Coma 0.0062(D/r0)5/3 0.0401(D/r0)5/3

Z11 0.0024(D/r0)5/3 0.0377(D/r0)5/3

Z12 0.0025(D/r0)5/3 0.0352(D/r0)5/3

Z13 0.0024(D/r0)5/3 0.0328(D/r0)5/3

Z14 0.0024(D/r0)5/3 0.0304(D/r0)5/3

Z15 0.0025(D/r0)5/3 0.0279(D/r0)5/3

Z16 0.0012(D/r0)5/3 0.0267(D/r0)5/3

Z17 0.0012(D/r0)5/3 0.0255(D/r0)5/3

Z18 0.0012(D/r0)5/3 0.0243(D/r0)5/3

Z19 0.0011(D/r0)5/3 0.0232(D/r0)5/3

Z20 0.0012(D/r0)5/3 0.0220(D/r0)5/3

Z21 0.0012(D/r0)5/3 0.0208(D/r0)5/3



AO system with the required number of degrees of freedom needed to achieve desired Strehl
ratios.

The results in Table 1 can be used to estimate the maximum stroke requirement for the
actuators in the deformable mirror. Assuming that tilt will be corrected with a dedicated two-
axis beam-steering mirror, the root-mean-square (rms) higher-order distortion is (from Table
1) 0.366(D/r0)5/6 rad of phase. A practical rule of thumb is that the deformable mirror surface
should be able to correct five times the rms wavefront distortion to get 99 percent of the peak
values. Since a reflected wavefront has twice the distortion of the mirror’s surface (reducing
the stroke requirement by a factor of 2), the maximum actuator stroke requirement for oper-
ation becomes

σm(µm) = 0.075� �
5/6

(21)

where σm is the maximum actuator stroke in µm, and r0 is the value of Fried’s coherence diam-
eter at a wavelength of 0.5 µm along the line of sight corresponding to the maximum zenith
angle of interest. Figure 7 shows the maximum stroke that is required for several aperture
diameters as a function of seeing conditions. This figure assumes the outerscale is much larger
than the aperture diameter and Kolmogorov turbulence. If the outerscale is of the order of
the aperture size or even smaller, the stroke requirements will be reduced.

Atmospheric Tilt and Its Effect on the Strehl Ratio

Tilt comprises 87 percent of the power in atmospheric turbulence-induced wavefront distor-
tion (see the preceding section). The Strehl ratio of an image that is due to jitter alone is
approximated to better than 10 percent by the equation29, 30

SRtilt =
(22)
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FIGURE 6 Required number of modes to be corrected (roughly the number of actua-
tors or degrees of freedom in the deformable mirror) as a function of D/r0. Solid curve:
λ/15 image quality; dashed curve: λ/10; dotted curve: λ/5 image quality. In these curves, r0

is evaluated at the imaging wavelength.



where σθ is the one-axis rms angular jitter. Figure 8 shows how the one-axis rms jitter affects
system Strehl ratio. Greenwood and Fried31 derived bandwidth requirements for AO systems
and developed expressions for the variance of full-aperture tilt that is induced by turbulence.
The one-axis angular jitter variance (units of angular rad2) is given by

σ2
θG = 0.170 � �

2

� �
5/3

(23)
D
�
r0

λ
�
D
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FIGURE 7 Maximum stroke requirement of actuators in the deformable
mirror. The curves are for aperture diameters (from top to bottom) of 10, 8,
3.5, and 1.5 m. The value of r0 is for an observing wavelength of 0.5 µm along
the line of sight corresponding to the maximum zenith angle of interest, and
the stroke is in micrometers. These curves are independent of wavelength
since they do not include any dispersion effects.

FIGURE 8 Strehl ratio versus one-axis rms jitter expressed as a fraction
of λ/D.



where σθG is the rms G-tilt. G-tilt is the average gradient over the wavefront and is well
approximated by most centroid trackers. For Z-tilt (the direction of the normal of the best-fit
plane to the wavefront distortion), the coefficient in Eq. 23 is 0.184. Consequently, a tracking
sensor that measures the centroid of the focused image improperly estimates the Z-tilt; this
has been called centroid anisoplanatism.30

Figure 9 shows the dependence of σθG on aperture diameter for two seeing conditions, one
representative of a continental site and one of a mountaintop island like Mauna Kea, Hawaii.

The effect of atmospheric tilt on the Strehl ratio can be seen by substituting Eq. 23 into 
Eq. 22. Figure 10 shows that the loss in the Strehl ratio due to jitter alone is significant. For
D/r0 = 1, the atmospherically induced jitter limits the Strehl ratio to 0.54. It is most important
to effectively control image motion that is created by full-aperture atmospheric tilt.

Tracking: Bandwidth and Steering Mirror Stroke Requirements

Tyler32 has considered the problem of required tracking bandwidth by computing the tilt
power spectrum and determining the error rejection achieved by a steering mirror under con-
trol of an RC-type servo. He considers both G-tilt and Z-tilt. Temporal fluctuations are
derived by translating “frozen-turbulence” realizations past the telescope’s aperture. The
hypothesis is that the internal structure of the turbulence changes more slowly than its mass
transport by the wind (but this assumption may not suffice for today’s giant-aperture tele-
scopes). The results for power spectra are in integral form, requiring numerical evaluation.
Sasiela33 uses Mellin transforms to derive a solution in terms of a power series of ratios of
gamma functions. The asymptotic limits for high and low frequencies are, however, tractable
in a form that is easily evaluated. We consider here the results for only G-tilt since that is the
most likely implementation in a real system (approximated by a centroid tracker). The low-
frequency limit for G-tilt is

lim
f → 0

FφG(f) = 0.804D−1/3 sec ψf −2/3 �∞

0

C2
n(h)[v(h)/D]−1/3dh (24)
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FIGURE 9 One-axis rms tilt for atmospheric turbulence. The upper line corresponds to
an r0 of 5 cm and the lower curve corresponds to an r0 of 18 cm, both referenced to 0.5 µm
and zenith. The value of full-aperture tilt is independent of wavelength for a given seeing
condition.



and the high-frequency limit is

lim
f → ∞

FφG(f) = 0.0110D−1/3 sec ψf −11/3 �∞

0

C2
n(h)[v(h)/D]8/3dh (25)

where FφG(f) is the one-axis G-tilt power spectrum in rad2/Hz, D is the aperture diameter, ψ is
the zenith angle, and v(h) is the transverse wind component along a vertical profile. Note that
the tilt spectrum goes as f −2/3 at low frequencies and as f −11/3 at high frequencies.

The disturbances described in Eqs. 24 and 25 can be partially corrected with a fast-steering
mirror having an RC filter response, H(f, fc), of the form

H(f, fc) = (26)

where fc represents a characteristic frequency [usually the 3 decibel (dB) response]. The uncor-
rected power in the residual errors can be computed from control theory using the relation

σ2
θG = �∞

0

|1 − H( f, fc)|2 FφG( f)df (27)

where FφG(f) is the power spectrum (rad2/Hz) of G-tilt induced by optical turbulence.
For a steering mirror response function given by Eq. 26, the G-tilt variance is given by

σ2
θG = �∞

0

FφG( f)df (28)

In the limit of a small (zero) servo bandwidth, this equation represents the tilt that is induced
by atmospheric turbulence. Expressing the variance of the jitter in terms of the diffraction
angle (λ/D) results in the same expression as Eq. 23.

What does the servo bandwidth need to be? Tyler defines a G-tilt tracking frequency char-
acteristic of the atmospheric turbulence profile and wind velocity as

fTG
= 0.331D−1/6λ−1 sec1/2 ψ ��

∞

0

C2
n(h)v2(h)dh�

1/2

(29)

( f/f3 dB)2

��
1 + ( f/f3 dB)2

1
�

1 + i�
f

f

c
�

1.18 CLASSICAL OPTICS

FIGURE 10 The effect of turbulence-induced jitter on system Strehl ratio.



such that the variance of the tilt can be expressed as

σ2
θ = � �

2

� �
2

(30)

Three wind velocity profiles are shown in Fig. 11. The analytical model of Bufton34 is given
by

vB(h) = 5 + 37e−(h − 12)2/25 (31)

where h is the height above ground in km and vB the wind speed in m/s. The other two curves
in Fig. 11 are based on measurements made with National Weather Service sounding balloons
launched in Albuquerque, New Mexico. They show a marked contrast between winter and
summer months and the effect of the jet stream.

When the 3-dB closed-loop tracking servo frequency equals the G-tilt tracking frequency
(the Tyler frequency), the one-axis rms jitter is equal to λ/D. The track bandwidth needs to be
four times the Tyler frequency in order for σθG to be 1/4(λ/D), a condition that provides a
Strehl ratio due to tilt of greater than 80 percent. Figure 12 shows the required 3-dB tracking
bandwidths to meet this criterion for three combinations of wind and C2

n profiles as a function
of aperture diameter. Other combinations can be computed easily by using Eq. 29 and the
wind profiles that are shown in Fig. 11.

The one-axis rms tilt that is induced by the atmosphere is given by Eq. 23. When specify-
ing the maximum excursion of a tilt mirror, the mirror should be able to move five times σθG

in order to accommodate over 99 percent of the tilt spectrum. We also need to account for the
optical magnification between the tilt mirror and the primary mirror of the telescope. If, for
instance, the tilt mirror has a diameter of 10 cm, the telescope aperture is 10 m, and r0 is 18 cm
(dashed curve in Fig. 9), the required maximum stroke of the tilt mirror is 0.6 µrad (from Fig.
9) times 50 (5σθG × optical magnification of 10) or 30 µrad.

λ
�
D

fTG�
f3 dB
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FIGURE 11 Wind profiles. The solid curve is an analytical model by Bufton. The dot-
ted and dashed curves are based on two decades of rawinsonde measurements at Albu-
querque, New Mexico, and are known as SOR winter and SOR summer models,
respectively. These two models show clearly the absence of a jet stream in the summer
months.



Higher-Order Phase Fluctuations and Bandwidth Requirements

Time delays that are caused by detector readout and data processing create errors in the
phase correction that is applied to the deformable mirror—the correction being applied is rel-
evant to an error that is measured at an earlier time. The control system concepts discussed in
the preceding two sections are also relevant to higher-order errors. The residual errors can be
computed knowing the closed-loop servo response, H(f, fc), where fc represents a characteris-
tic frequency (usually the 3-dB response) and the disturbance. The uncorrected power is sim-
ilar to Eq. 27 and is given by

σr
2 = �∞

0

|1 − H( f, fc)|2 Fφ( f)df (32)

where Fφ(f) is the power spectrum (rad2/Hz) of the phase distortions that are induced by opti-
cal turbulence. At high frequencies, Greenwood35 showed that Fφ(f) is proportional to f −8/3 and
is given by

lim
f → ∞

Fφ( f) = 0.0326k2f −8/3 �∞

0

C2
n(z)v5/3(z)dz (33)

where k = 2π/λ, f is the frequency in Hz, and v(z) is the transverse component of the wind pro-
file. The closed-loop response of the AO servo can be modeled as a conventional resistor-
capacitor (RC) filter making

H( f, fc) = (34)

the characteristic frequency becomes

fc = �0.102 � �
2 �∞

0

C2
n(z)v5/3(z)dz�

3/5

(35)
k
�
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FIGURE 12 Required 3-dB tracking bandwidth to achieve Strehl ratio of 0.82. The
dashed curve is for the SOR winter wind and HV5/7 profiles; the dotted curve is for the
Mauna Kea average C2

n profile and Bufton wind profile; the solid curve is for the SOR
summer wind and HV5/7 C2

n profiles. All three curves are for 0.5 µm wavelength.



Figure 11 shows three wind profiles, one analytical and two based on measured data. For
the HV5/7 C2

n profile and the SOR summer and winter wind models and σr = 0.2π, (λ/10), then 
fc = 23 and 95 Hz, respectively.

The value of fc for which σr = 1 is known as the Greenwood frequency and is given explic-
itly as

fG = ��
L

0

C2
n(z)v(z)5/3dz�

3/5

(36)

Tyler36 shows that the mean square residual phase in an AO control system having a −3-dB
closed-loop bandwidth of f3 dB Hz is

σ2
φservo

= ( fG/f3 dB)5/3 (37)

In a real system, this means that the closed-loop servo bandwidth should be several times the
Greenwood frequency in order to “stay up with the turbulence” and keep the residual wave-
front error to acceptable levels. Note that the Greenwood frequency scales as λ−6/5 (the
inverse of r0 and θ0 scaling) and that zenith angle scaling depends on the specific azimuthal
wind direction.

Anisoplanatism

Consider two point sources in the sky (a binary star) and an instrument to measure the wave-
front distortion from each. As the angular separation between the sources increases, the
wavefront distortions from each source become decorrelated. The isoplanatic angle is that
angle for which the difference in mean square wavefront distortion is 1 rad2. Fried37 defined
the isoplanatic angle, θ0, as

θ0 = 0.058λ6/5(sec ψ)−8/5 ��
∞

0

C2
n(h)h5/3dh�

−3/5

(38)

where the integral is along a vertical path through the atmospheric turbulence. Note that θ0

scales as λ6/5 (the same as r0), but as (cos ψ)8/5 with zenith angle. Fried has shown that if a very
large diameter (D/r0 >> 1) imaging system viewing along one path is corrected by an AO sys-
tem, the optical transfer function of the system viewing along a different path separated by an
angle θ is reduced by a factor exp[−(θ/θ0)5/3]. (For smaller diameters, there is not so much
reduction.) The numerical value of the isoplanatic angle for zenith viewing at a wavelength of
0.5 µm is of the order of a few arc seconds for most sites. The isoplanatic angle is strongly
influenced by high-altitude turbulence (note the h5/3 weighting in the preceding definition).
The small value of the isoplanatic angle can have very significant consequences for AO by
limiting the number of natural stars suitable for use as reference beacons and by limiting the
corrected field of view to only a few arc seconds.

Impact of Turbulence on Imaging and Spectroscopy

The optical transfer function (OTF) is one of the most useful performance measures for the
design and analysis of AO imaging systems. The OTF is the Fourier transform of the optical
system’s point spread function. For an aberration-free circular aperture, the OTF for a spatial
frequency f is well known38 to be

H0(f) = �arccos � � − �1 − ��
2� (39)

where D is the aperture diameter, F is the focal length of the system, and λ
 is the average
imaging wavelength. Notice that the cutoff frequency (where the OTF of an aberration-free
system reaches 0) is equal to D/λ
F.
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Fried26 showed that for a long-exposure image, the OTF is equal to H0(f) times the long-
exposure OTF due to turbulence, given by

HLE(f) = exp �− D(λ
Ff)� = exp �− 6.88 � �
5/3

� (40)

where D is the wave structure function and where we have substituted the phase structure
function that is given by Eq. 14. Figure 13 shows the OTF along a radial direction for a circu-
lar aperture degraded by atmospheric turbulence for values of D/r0 ranging from 0.1 to 10.
Notice the precipitous drop in the OTF for values of D/r0 > 2. The objective of an AO system
is, of course, to restore the high spatial frequencies that are lost due to turbulence.

Spectroscopy is a very important aspect of observational astronomy and is a major con-
tributor to scientific results. The goals of AO for spectroscopy are somewhat different than
for imaging. For imaging, it is important to stabilize the corrected point spread function in
time and space so that postprocessing can be performed. For spectroscopy, high Strehl ratios
are desired in real time. The goal is flux concentration and getting the largest percentage of
the power collected by the telescope through the slit of the spectrometer. A 4-m telescope is
typically limited to a resolving power of R ∼ 50,000. Various schemes have been tried to
improve resolution, but the instruments become large and complex.

However, by using AO, the corrected image size decreases linearly with aperture size, and
very high resolution spectrographs are, in principle, possible without unreasonable-sized grat-
ings. A resolution of 700,000 was demonstrated on a 1.5-m telescope corrected with AO.39

Tyler and Ellerbroek40 have estimated the sky coverage at the galactic pole for the Gemini
North 8-m telescope at Mauna Kea as a function of the slit power coupling percentage for a
0.1-arcsec slit width at J, H, and K bands in the near IR. Their results are shown in Fig. 14 for
laser guide star (top curves) and natural guide star (lower curves) operation.

The higher-order AO system that was analyzed40 for the results in Fig. 14 employs a 12-by-
12 subaperture Shack-Hartmann sensor for both natural guide star (NGS) and laser guide
star (LGS) sensing. The spectral region for NGS is from 0.4 to 0.8 µm and the 0.589-µm LGS
is produced by a 15-watt laser to excite mesospheric sodium at an altitude of 90 km. The wave-
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FIGURE 13 The OTF due to the atmosphere. Curves are shown for (top to bottom) D/r0 = 0.1,
1, 2, and 10. The cutoff frequency is defined when the normalized spatial frequency is 1.0 and has
the value D/λF, where F is the focal length of the telescope and D is its diameter.



front sensor charge-coupled device (CCD) array has 3 electrons of read noise per pixel per
sample and the deformable mirror is optically conjugate to a 6.5-km range from the telescope.
The tracking is done with a 2-by-2-pixel sensor operating at J + H bands with 8 electrons of
read noise. Ge et al.41 have reported similar results with between 40 and 60 percent coupling
for LGSs and nearly 70 percent coupling for NGSs brighter than 13th magnitude.

1.5 AO HARDWARE AND SOFTWARE IMPLEMENTATION

Tracking

The wavefront tilt averaged over the full aperture of the telescope accounts for 87 percent of
the power in turbulence-induced wavefront aberrations. Full-aperture tilt has the effect of
blurring images and reducing the Strehl ratio of point sources. The Strehl ratio due to tilt
alone is given by29, 30

SRtilt =
(41)

where σθ is the one-axis rms full-aperture tilt error, λ is the imaging wavelength, and D is the
aperture diameter. Figure 8 is a plot showing how the Strehl ratio drops as jitter increases.
This figure shows that in order to maintain a Strehl ratio of 0.8 due to tilt alone, the image
must be stabilized to better than 0.25λ/D. For an 8-m telescope imaging at 1.2 µm, 0.25λ/D is
7.75 milliarcsec.

Fortunately, there are several factors that make tilt sensing more feasible than higher-
order sensing for faint guide stars that are available in any field. First, we can use the entire
aperture, a light gain over higher-order sensing of roughly (D/r0)2. Second, the image of the
guide star will be compensated well enough that its central core will have a width of approxi-
mately λ/D rather than λ/r0 (assuming that tracking and imaging are near the same wave-
length). Third, we can track with only four discrete detectors, making it possible to use
photon-counting avalanche photodiodes (or other photon-counting sensors), which have

1
��

1 + �
π
2

2

� ��
λ
σ
/D

θ
��

2

ADAPTIVE OPTICS 1.23

FIGURE 14 Spectrometer slit power sky coverage at Gemini North
using NGS (lower curves) and LGS adaptive optics. See text for details.



essentially no noise at the short integration times required (∼10 ms). Fourth, Tyler42 has
shown that the fundamental frequency that determines the tracking bandwidth is consider-
ably less (by as much as a factor of 9) than the Greenwood frequency, which is appropriate for
setting the servo bandwidth of the deformable mirror control system. One must, however,
include the vibrational disturbances that are induced into the line of sight by high-frequency
jitter in the telescope mount, and it is dangerous to construct a simple rule of thumb compar-
ing tracking bandwidth with higher-order bandwidth requirements.

The rms track error is given approximately by the expression

σθ = 0.58 (42)

where SNRV is the voltage signal-to-noise ratio in the sensor. An error of σθ = λ/4D will pro-
vide a Strehl ratio of approximately 0.76. If the angular image size is λ/D, the SNRV needs to
be only 2. Since we can count on essentially shot-noise-limited performance, in theory we
need only four detected photoelectrons per measurement under ideal conditions (in the real
world, we should plan on needing twice this number). Further averaging will occur in the con-
trol system servo.

With these assumptions, it is straightforward to compute the required guide star brightness
for tracking. Results are shown in Fig. 15 for 1.5, 3.5, 8, and 10-m telescope apertures, assum-
ing a 500-Hz sample rate and twice-diffraction-limited AO compensation of higher-order
errors of the guide star at the track wavelength. These results are not inconsistent with high-
performance tracking systems already in the field, such as the HRCam system that has been
so successful on the Canada-France-Hawaii Telescope at Mauna Kea.43

As mentioned previously, the track sensor can consist of just a few detectors implemented
in a quadrant-cell algorithm or with a two-dimensional CCD or IR focal plane array. A pop-
ular approach for the quad-cell sensor is to use an optical pyramid that splits light in four
directions to be detected by individual detectors. Avalanche photodiode modules equipped
with photon counter electronics have been used very successfully for this application. These
devices operate with such low dark current that they are essentially noise-free and perfor-
mance is limited by shot noise in the signal and quantum efficiency.

angular image size
���

SNRV
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FIGURE 15 Strehl ratio due to tracking jitter. The curves are (top to bottom) for 10, 8,
3.5, and 1.5-m telescopes. The assumptions are photon shot-noise-limited sensors, 25 per-
cent throughput to the track sensor, 200-nm optical bandwidth, and 500-Hz sample rate.
The track wavelength is 0.9 µm.



For track sensors using focal plane arrays, different algorithms can be used depending on
the tracked object. For unresolved objects, centroid algorithms are generally used. For
resolved objects (e.g., planets, moons, asteroids, etc.), correlation algorithms may be more
effective. In one instance at the Starfire Optical Range, the highest-quality images of Saturn
were made by using an LGS to correct higher-order aberrations and a correlation tracker
operating on the rings of the planet provided tilt correction to a small fraction of λ/D.44

Higher-Order Wavefront Sensing and Reconstruction: 
Shack-Hartmann Technique

Higher-order wavefront sensors determine the gradient, or slope, of the wavefront measured
over subapertures of the entrance pupil, and a dedicated controller maps the slope measure-
ments into deformable mirror actuator voltages. The traditional approach to AO has been to
perform these functions in physically different pieces of hardware—the wavefront sensor, the
wavefront reconstructor and deformable mirror controller, and the deformable mirror. Over
the years, several optical techniques (Shack-Hartmann, various forms of interferometry, cur-
vature sensing, phase diversity, and many others) have been invented for wavefront sensing.
A large number of wavefront reconstruction techniques, geometries, and predetermined or
even adaptive algorithms have also been developed. A description of all these techniques is
beyond the scope of this document, but the interested reader should review work by Wall-
ner,45 Fried,46 Wild,47 and Ellerbroek and Rhoadarmer.48

A wavefront sensor configuration in wide use is the Shack-Hartmann sensor.49 We will use
it here to discuss wavefront sensing and reconstruction principles. Figure 16 illustrates the
concept. An array of lenslets is positioned at a relayed image of the exit pupil of the telescope.
Each lenslet represents a subaperture—in the ideal case, sized to be less than or equal to r0 at
the sensing wavelength. For subapertures that are roughly r0 in size, the wavefront that is sam-
pled by the subaperture is essentially flat but tilted, and the objective of the sensor is to mea-
sure the value of the subaperture tilt. Light collected by each lenslet is focused to a spot on a
two-dimensional detector array. By tracking the position of the focused spot, we can deter-
mine the X- and Y-tilt of the wavefront averaged over the subaperture defined by the lenslet.
By arranging the centers of the lenslets on a two-dimensional grid, we generate gradient val-
ues at points in the centers of the lenslets. Many other geometries are possible resulting in a
large variety of patterns of gradient measurements.
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FIGURE 16 Geometry of a Shack-Hartmann sensor.



Figure 17 is a small-scale example from which we can illustrate the basic equations. In this
example, we want to estimate the phase at 16 points on the corners of the subapertures (the
Fried geometry of the Shack-Hartmann sensor), and to designate these phases as φ1, φ2,
φ3, . . . , φ16, using wavefront gradient measurements that are averaged in the centers of the
subapertures, S1x, S1y, S2x, S2y, . . . , S9x, S9y. It can be seen by inspection that

S1x =

S1y =

⋅⋅⋅

S9x =

S9y =

This system of equations can be written in the form of a matrix as

= (43)

These equations express gradients in terms of phases,

S = HF (44)

where F is a vector of the desired phases, H is the measurement matrix, and S is a vector of
the measured slopes.

However, in order to control the actuators in the deformable mirror, we need a control
matrix, M, that maps subaperture slope measurements into deformable mirror actuator con-
trol commands. In essence, we need to invert Eq. 44 to make it of the form

F = MS, (45)

where M is the desired control matrix. The most straightforward method to derive the control
matrix, M, is to minimize the difference in the measured wavefront slopes and the actual
slopes on the deformable mirror. We can do this by a maximum a posteriori method account-
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ing for actuator influence functions in the deformable mirror, errors in the wavefront slope
measurements due to noise, and statistics of the atmospheric phase distortions. If we do not
account for any effects except the geometry of the actuators and the wavefront subapertures,
the solution is a least-squares estimate (the most widely implemented to date). It has the form

F = [HTH]−1 HTS (46)

and is the pseudoinverse of H. (For our simple geometry shown in Fig. 17, the pseudoinverse
solution is shown in Fig. 18.) Even this simple form is often problematical since the matrix 
[HTH] is often singular or acts as a singular matrix from computational roundoff error and
cannot be inverted.

However, in these instances, singular-value-decomposition (SVD) algorithms can be used
to directly compute a solution for the inverse of H. Singular value decomposition decomposes
an m × n matrix into the product of an m × n matrix (U), an n × n diagonal matrix (D), and an
n × n square matrix (V). So that

H = UDVT (47)

and H−1 is then

H−1 = VD−1UT (48)

If H is singular, some of the diagonal elements of D will be zero and D−1 cannot be defined.
However, this method allows us to obtain the closest possible solution in a least-squares sense
by zeroing the elements in the diagonal of D−1 that come from zero elements in the matrix D.
We can arrive at a solution that discards only those equations that generated the problem in
the first place. In addition to straightforward SVD, more general techniques have been pro-
posed involving iterative solutions for the phases.46, 50, 51

In addition, several other “tricks” have been developed to alleviate the singularity prob-
lem. For instance, piston error is normally ignored, and this contributes to the singularity
since there are then an infinite number of solutions that could give the same slope measure-
ments. Adding a row of 1s to the measurement matrix H and setting a corresponding value of
0 in the slope vector for piston allows inversion.52

In the implementation of Shack-Hartmann sensors, a reference wavefront must be pro-
vided to calibrate imperfections in the lenslet array and distortions that are introduced by any
relay optics to match the pitch of the lenslet array to the pitch of the pixels in the detector
array. It is general practice to inject a “perfect” plane wave into the optical train just in front
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FIGURE 17 A simple Shack-Hartmann
sensor in the Fried geometry.



of the lenslet array and to record the positions of all of the Shack-Hartmann spots. During
normal operation, the wavefront sensor gradient processor then computes the difference
between the spot position of the residual error wavefront and the reference wavefront.

Laser Beacons (Laser Guide Stars)

Adaptive optical systems require a beacon or a source of light to sense turbulence-induced
wave distortions. From an anisoplanatic point of view, the ideal beacon is the object being
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FIGURE 18 Least-squares reconstructor matrix for the geometry shown in Fig. 17.



imaged. However, most objects of interest to astronomers are not bright enough to serve as
beacons.

It is possible to create artificial beacons (also referred to as synthetic beacons) that are
suitable for wavefront sensing with lasers as first demonstrated by Fugate et al.53 and Prim-
merman et al.54 Laser beacons can be created by Rayleigh scattering of focused beams at
ranges of between 15 and 20 km or by resonant scattering from a layer of sodium atoms in the
mesosphere at an altitude of between 90 and 100 km. Examples of Rayleigh beacon AO sys-
tems are described by Fugate et al.55 for the SOR 1.5-m telescope and by Thompson et al.56 for
the Mt. Wilson 100-inch telescope; examples of sodium beacon AO systems are described by
Olivier et al.57 for the Lick 3-m Shane telescope and by Butler et al.58 for the 3.5-m Calar Alto
telescope. Researchers at the W. M. Keck Observatory at Mauna Kea are in the process of
installing a sodium dye laser to augment their NGS AO system on Keck II.

The laser beacon concept was first conceived and demonstrated within the U.S. Department
of Defense during the early 1980s (see Fugate59 for a short summary of the history). The infor-
mation developed under this program was not declassified until May 1991, but much of the
early work was published subsequently.60 The laser beacon concept was first published openly
by Foy and Labeyrie61 in 1985 and has been of interest in the astronomy community since.

Even though laser beacons solve a significant problem, they also introduce new problems
and have two significant limitations compared with bright NGSs. The new problems include
potential light contamination in science cameras and tracking sensors, cost of ownership and
operation, and observing complexities that are associated with propagating lasers through the
navigable airspace and near-earth orbital space, the home of thousands of space payloads. The
technical limitations are that laser beacons provide no information on full-aperture tilt, and that
a “cone effect” results from the finite altitude of the beacon, which contributes an additional
error called focus (or focal) anisoplanatism. Focus anisoplanatism can be partially alleviated by
using a higher-altitude beacon, such as a sodium guide star, as discussed in the following.

Focus Anisoplanatism The mean square wavefront error due to the finite altitude of the
laser beacon is given by

σ2
FA = (D/d0)5/3 (49)

where d0 is an effective aperture size corrected by the laser beacon that depends on the height
of the laser beacon, the C2

n profile, the zenith angle, and the imaging wavelength. This param-
eter was defined by Fried and Belsher.62 Tyler63 developed a method to rapidly evaluate d0 for
arbitrary C2

n profiles given by the expression

d0 = λ6/5 cos3/5 (ψ) �� C2
n(z)F(z/H)dz�

−3/5

(50)

where H is the vertical height of the laser beacon and the function F(z/H) is given by

F(z/H) = 16.71371210((1.032421640 − 0.8977579487u)

× [1 + (1 − z/H)5/3] − 2.168285442
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for z < H and

F(z/H) = 16.71371210(1.032421640 − 0.8977579487u) (52)

for z > H. In these equations, z is the vertical height above the ground, H is the height of the
laser beacon, u is a parameter that is equal to zero when only piston is removed and that is
equal to unity when piston and tilt are removed, and 2F1[a, b; c; z] is the hypergeometric func-
tion.

Equations 50 and 51 are easily evaluated on a programmable calculator or a personal com-
puter. They are very useful for quickly establishing the expected performance of laser bea-
cons for a particular C2

n profile, imaging wavelength, and zenith angle view. Figures 19 and 20
are plots of d0 representing the best and average seeing at Mauna Kea and a site described by
the HV57 turbulence profile. Since d0 scales as λ6/5, values at 2.2 µm are 5.9 times larger, as
shown in the plots.

It is straightforward to compute the Strehl ratio due only to focus anisoplanatism using the
approximation SR = e−σ2

FA, where σ2
FA = (D/d0)5/3. There are many possible combinations of

aperture sizes, imaging wavelength, and zenith angle, but to illustrate the effect for 3.5- and
10-m apertures, Figs. 21 and 22 show the focus anisoplanatism Strehl ratio as a function of
wavelength for 15- and 90-km beacon altitudes and for three seeing conditions. As these plots
show, the effectiveness of laser beacons is very sensitive to the aperture diameter, seeing con-
ditions, and beacon altitude. A single Rayleigh beacon at an altitude of 15 km is essentially
useless on a 10-m aperture in HV5/7 seeing, but it is probably useful at a Mauna Kea–like site.
One needs to keep in mind that the curves in Figs. 21 and 22 are the upper limits of perfor-
mance since other effects will further reduce the Strehl ratio.

Generation of Rayleigh Laser Beacons For Rayleigh scattering, the number of photo-
detected electrons (pdes) per subaperture in the wavefront sensor, Npde, can be computed by
using a lidar equation of the form

Npde = ηQETtTrT2
atm (53)

where
ηQE = the quantum efficiency of the wavefront sensor

Tt = the laser transmitter optical transmission

Epλ
�
hc

AsubβBS∆l
��

R2
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FIGURE 19 Values of d0 versus laser beacon altitude for zenith imag-
ing at 0.5 µm and (top to bottom) best Mauna Kea seeing, average
Mauna Kea seeing, and the HV5/7 turbulence profile.



Tr = the optical transmission of the wavefront sensor
Tatm = the one-way transmission of the atmosphere
Asub = the area of a wavefront sensor subaperture
βBS = the fraction of incident laser photons backscattered per meter of scattering

volume [steradian (sr)−1 m−1]
R = the range to the midpoint of the scattering volume
∆l = the length of the scattering volume—the range gate
Ep = the energy per pulse

λ = the laser wavelength
h = Planck’s constant
c = the speed of light
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FIGURE 20 Values of d0 versus laser beacon altitude for zenith
imaging at 2.2 µm and (top to bottom) best Mauna Kea seeing,
average Mauna Kea seeing, and the HV5/7 turbulence profile.

FIGURE 21 The telescope Strehl ratio due to focus anisoplanatism only.
Conditions are for a 3.5-m telescope viewing at 30° zenith angle. Curves are
(top to bottom): best seeing at Mauna Kea, 90-km beacon; average seeing at
Mauna Kea, 90-km beacon; HV5/7, 90-km beacon; best seeing at Mauna Kea,
15-km beacon; and HV5/7, 15-km beacon.



The laser beam is focused at range R, and the wavefront sensor is gated on and off to exclude
backscattered photons from the beam outside a range gate of length ∆l centered on range R.
The volume-scattering coefficient is proportional to the atmospheric pressure and is inversely
proportional to the temperature and the fourth power of the wavelength. Penndorf64 devel-
oped the details of this relationship, which can be reduced to

βBS = 4.26 × 10−7 sr−1 m−1 (54)

where values of number density, pressure, and temperature at sea level (needed in Penndorf’s
equations) have been obtained from the U.S. Standard Atmosphere.65 At an altitude of 10 km,
βBS = 5.1 × 10−7 sr−1 m−1 and a 1-km-long volume of the laser beam scatters only 0.05 percent of
the incident photons per steradian. Increasing the length of the range gate would increase the
total signal that is received by the wavefront sensor; however, we should limit the range gate so
that subapertures at the edge of the telescope are not able to resolve the projected length of the
scattered light. Range gates that are longer than this criterion increase the size of the beacon’s
image in a subaperture and increase the rms value of the measurement error in each subaper-
ture. A simple geometric analysis leads to an expression for the maximum range gate length:

∆l = 2 (55)

where Rb is the range to the center of the beacon and D is the aperture diameter of the tele-
scope. Figure 23 shows the computed signal in detected electrons per subaperture as a func-
tion of altitude for a 100-watt (W) average power laser operating at 1000 pulses per second at
either 351 nm (upper curve) or 532 nm (lower curve). Other parameters used to compute
these curves are listed in the figure caption. When all first-order effects are accounted for,
notice that (for high-altitude beacons) there is little benefit to using an ultraviolet wavelength
laser over a green laser—even though the scattering goes as λ−4. With modern low-noise
detector arrays, signal levels as low as 50 pdes are very usable; above 200 pdes, the sensor gen-
erally no longer dominates the performance.

λR2
b

�
Dr0

P(h)
�
T(h)
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FIGURE 22 The telescope Strehl ratio due to focus anisoplanatism only.
Conditions are for a 10.0-m telescope viewing at 30° zenith angle. Curves are
(top to bottom): best seeing at Mauna Kea, 90-km beacon; average seeing at
Mauna Kea, 90-km beacon; HV5/7, 90-km beacon; best seeing at Mauna Kea,
15-km beacon; and HV5/7, 15-km beacon.



Equations 53 and 55 accurately predict what has been realized in practice. A pulsed copper-
vapor laser, having an effective pulse energy of 180 millijoules (mJ) per wavefront sample,
produced 190 pdes per subaperture on the Starfire Optical Range 1.5-m telescope at a
backscatter range of 10 km, range gate of 2.4 km, and subapertures of 9.2 cm. The total round-
trip optical and quantum efficiency was only 0.4 percent.55

There are many practical matters on how to design the optical system to project the laser
beam. If the beam shares any part of the optical train of the telescope, then it is important to
inject the beam as close to the output of the telescope as feasible. The best arrangement is to
temporally share the aperture with a component that is designed to be out of the beam train
when sensors are using the telescope (e.g., a rotating reflecting wheel as described by Thomp-
son et al.56). If the laser is injected optically close to wavefront sensors or trackers, there is the
additional potential of phosphorescence in mirror substrates and coatings that can emit pho-
tons over a continuum of wavelengths longer than the laser fundamental. The decay time of
these processes can be longer than the interpulse interval of the laser, presenting a pseudo-
continuous background signal that can interfere with faint objects of interest. This problem
was fundamental in limiting the magnitude of natural guide star tracking with photon count-
ing avalanche photo diodes at the SOR 1.5-m telescope during operations with the copper-
vapor laser.66

Generation of Mesospheric Sodium Laser Beacons As the curves in Figs. 21 and 22 show,
performance is enhanced considerably when the beacon is at high altitude (90 versus 15 km).
The signal from Rayleigh scattering is 50,000 times weaker for a beacon at 90 km compared
with one at 15 km. Happer et al.67 suggested laser excitation of mesospheric sodium in 1982;
however, the generation of a beacon that is suitable for use with AO has turned out to be a
very challenging problem. The physics of laser excitation is complex and the development of
an optimum laser stresses modern materials science and engineering. This section only
addresses how the temporal and spectral format of the laser affects the signal return. The
engineering issues of building a laser are beyond the present scope.

The sodium layer in the mesosphere is believed to arise from meteor ablation. The aver-
age height of the layer is approximately 95 km above sea level and it is 10 km thick. The col-
umn density is only 2–5 ⋅ 109 atoms/cm2, or roughly 103 atoms/cm3. The temperature of the
layer is approximately 200 K, resulting in a Doppler broadened absorption profile having a
full width half maximum (FWHM) of about 3 gigahertz (GHz), which is split into two broad
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FIGURE 23 Rayleigh laser beacon signal versus altitude of
the range gate for two laser wavelengths: 351 nm (top curve)
and 532 nm (bottom curve). Assumptions for each curve:
range gate length = 2λR2

b/(Dr0), D = 1.5 m, r0 = 5 cm at 532 nm
and 3.3 cm at 351 nm, Tt = 0.30, Tr = 0.25, ηQE = 90 percent at
532 nm and 70 percent at 351 nm, Ep = 0.10 J, subaperture
size = 10 cm2, one-way atmospheric transmission computed
as a function of altitude and wavelength.



resonance peaks that are separated by 1772 MHz, caused by splitting of the 3S1/2 ground state.
The natural lifetime of an excited state is only 16 ns. At high laser intensities (roughly 
6 mW/cm2 for lasers with a natural line width of 10 MHz or 5 W/cm2 for lasers having spectral
content that covers the entire Doppler broadened spectrum), saturation occurs and the return
signal does not increase linearly with increasing laser power.

The three types of lasers that have been used to date for generating beacons are the 
continuous-wave (CW) dye laser, the pulsed-dye laser, and a solid-state sum-frequency laser.
Continuous-wave dye lasers are available commercially and generally provide from 2 to 4 W
of power. A specialized pulsed-dye laser installed at Lick Observatory’s 3-m Shane Telescope,
built at Lawrence Livermore National Laboratory by Friedman et al.68, produces an average
power of 20 W consisting of 100- to 150-ns-long pulses at an 11-kHz pulse rate. The sum-
frequency laser concept relies on the sum-frequency mixing of the 1.064- and 1.319-µm lines of
the Nd:YAG laser in a nonlinear crystal to produce the required 0.589-µm wavelength for the
spectroscopic D2 line. The first experimental devices were built by Jeys at MIT Lincoln Labo-
ratory.69, 70 The pulse format is one of an envelope of macropulses, lasting of the order of 100 µs,
containing mode-locked pulses at roughly a 100-MHz repetition rate, and a duration of from
400 to 700 ps. The sum-frequency lasers built to date have had average powers of from 8 to 20
W and have been used in field experiments at SOR and Apache Point Observatory.71, 72

A comprehensive study of the physics governing the signal that is generated by laser exci-
tation of mesospheric sodium has been presented by Milonni et al.73, 74 for short, intermediate,
and long pulses, and CW, corresponding to the lasers described previously. Results are
obtained by numerical computations and involve a full-density matrix treatment of the
sodium D2 line. In some specific cases, it has been possible to approximate the results with
analytical models that can be used to make rough estimates of signal strengths.

Figure 24 shows results of computations by Milonni et al. for short- and long-pulse formats
and an analytical extension of numerical results for a high-power CW laser. Results are pre-
sented as the number of photons per square centimeter per millisecond received at the pri-
mary mirror of the telescope versus average power of the laser. The curves correspond to (top
to bottom) the sum-frequency laser; a CW laser whose total power is spread over six narrow

1.34 CLASSICAL OPTICS

FIGURE 24 Sodium laser beacon signal versus average power of the pump
laser. The lasers are (top to bottom) sum-frequency laser with a micropulse-
macropulse format (150-µs macropulses filled with 700-ps micropulses at 100
MHz), a CW laser having six 10-MHz-linewidth lines, a CW laser having a single
10-MHz linewidth, and a pulsed-dye laser having 150-ns pulses at a 30-kHz rep-
etition rate. The sodium layer is assumed to be 90 km from the telescope, the
atmospheric transmission is 0.7, and the spot size in the mesosphere is 1.2 arcsec.



lines that are distributed across the Doppler profile; a CW laser having only one narrow line,
and the pulsed-dye laser. The specifics are given in the caption for Fig. 24. Figure 25 extends
these results to 200-W average power and shows significant saturation for the pulsed-dye
laser format and the single-frequency CW laser as well as some nonlinear behavior for the
sum-frequency laser. If the solid-state laser technology community can support high-power,
narrow-line CW lasers, this chart says that saturation effects at high power can be ameliorated
by spreading the power over different velocity classes of the Doppler profile. These curves
can be used to do first-order estimates of signals that are available from laser beacons that are
generated in mesospheric sodium with lasers having these temporal formats.

Real-Time Processors

The mathematical process described by Eq. 45 is usually implemented in a dedicated proces-
sor that is optimized to perform the matrix multiplication operation. Other wavefront recon-
struction approaches that are not implemented by matrix multiplication routines are also
possible, but they are not discussed here.

Matrix multiplication lends itself to parallel operations and the ultimate design to maxi-
mize speed is to dedicate a processor to each actuator in the deformable mirror. That is, each
central processing unit (CPU) is responsible for multiplying and accumulating the sum of
each element of a row in the M matrix with each element of the slope vector S. The values of
the slope vector should be broadcast to all processors simultaneously to reap the greatest ben-
efit. Data flow and throughput is generally a more difficult problem than raw computing
power. It is possible to buy very powerful commercial off-the-shelf processing engines, but
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FIGURE 25 Sodium laser beacon signal versus average power of the pump
laser. The lasers are (top to bottom) sum-frequency laser with a micropulse-
macropulse format (150-µs macropulses filled with 700-ps micropulses at 100
MHz), a CW laser having six 10-MHz-linewidth lines, a CW laser having a single
10-MHz linewidth, and a pulsed-dye laser having 150-ns pulses at a 30-kHz repe-
tition rate. The sodium layer is assumed to be 90 km from the telescope, the atmo-
spheric transmission is 0.7, and the spot size in the mesosphere is 1.2 arcsec.
Saturation of the return signal is very evident for the temporal format of the
pulsed-dye laser and for the single-line CW laser. Note, however, that the satura-
tion is mostly eliminated (the line is nearly straight) in the single-line laser by
spreading the power over six lines. There appears to be very little saturation in
the micropulse-macropulse format.



getting the data into and out of the engines usually reduces their ultimate performance. A cus-
tom design is required to take full advantage of component technology that is available today.

An example of a custom-designed system is the SOR 3.5-m telescope AO system75 con-
taining 1024 digital signal processors running at 20 MHz, making a 20-billion-operations-per-
second system. This system can perform a (2048 × 1024) × (2048) matrix multiply to 16-bit
precision (40-bit accumulation), low-pass-filter the data, and provide diagnostic data collec-
tion in less than 24 µs. The system throughput exceeds 400 megabytes per second (MB/s).
Most astronomy applications have less demanding latency and throughput requirements that
can be met with commercial off-the-shelf hardware and software. The importance of latency
is illustrated in Fig. 26. This figure shows results of analytical predictions showing the rela-
tionship between control loop bandwidth of the AO system and the wavefront sensor frame
rate for different data latencies.76 These curves show that having a high-frame-rate wavefront
sensor camera is not a sufficient condition to achieve high control loop bandwidth. The age of
the data is of utmost importance. As Fig. 26 shows, the optimum benefit in control bandwidth
occurs when the latency is significantly less than a frame time (∼1⁄2).

Ensemble-averaged atmospheric turbulence conditions are very dynamic and change on
the scale of minutes. Optimum performance of an AO system cannot be achieved if the sys-
tem is operating on phase estimation algorithms that are based on inaccurate atmospheric
information. Optimum performance requires changing the modes of operation in near–real
time. One of the first implementations of adaptive control was the system ADONIS, which
was implemented on the ESO 3.6-m telescope at La Silla, Chile.77 ADONIS employs an arti-
ficial intelligence control system that controls which spatial modes are applied to the
deformable mirror, depending on the brightness of the AO beacon and the seeing conditions.

A more complex technique has been proposed48 that would allow continuous updating of
the wavefront estimation algorithm. The concept is to use a recursive least-squares adaptive
algorithm to track the temporal and spatial correlations of the distorted wavefronts. The algo-
rithm uses current and recent past information that is available to the servo system to predict
the wavefront for a short time in the future and to make the appropriate adjustments to the
deformable mirror. A sample scenario has been examined in a detailed simulation, and the
system Strehl ratio achieved with the recursive least-squares adaptive algorithm is essentially
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FIGURE 26 Effect of data latency (varying from 80 to 673 µs in this plot)
on the control loop bandwidth of the AO system. In this plot, the latency
includes only the sensor readout and wavefront processing time.



the same as an optimal reconstructor with a priori knowledge of the wind and turbulence pro-
files. Sample results of this simulation are shown in Fig. 27. The requirements for implemen-
tation of this algorithm in a real-time hardware processor have not been worked out in detail.
However, it is clear that they are considerable, perhaps greater by an order of magnitude than
the requirements for an ordinary AO system.

Other Higher-Order Wavefront Sensing Techniques

Various forms of shearing interferometers have been successfully used to implement wave-
front sensors for atmospheric turbulence compensation.78, 79 The basic principle is to split the
wavefront into two copies, translate one laterally with respect to the other, and then interfere
them. The bright and dark regions of the resulting fringe pattern are proportional to the slope
of the wavefront. Furthermore, a lateral shearing interferometer is self-referencing—it does
not need a plane wave reference like the Shack-Hartmann sensor. Shearing interferometers
are not in widespread use today, but they have been implemented in real systems in the past.78

Roddier80, 81 introduced a new concept for wavefront sensing based on measuring local
wavefront curvature (the second derivative of the phase). The concept can be implemented
by differencing the irradiance distributions from two locations on either side of the focal
plane of a telescope. If the two locations are displaced a distance, l, from the focus of the tele-
scope and the spatial irradiance distribution is given by I1(r) and I2(r) at the two locations,
then the relationship between the irradiance and the phase is given by

= � � r�δc − ∇2φ� r�� (56)

where F is the focal length of the telescope, and the Dirac delta δc represents the outward-
pointing normal derivative on the edge of the phase pattern. Equation 56 is valid in the geo-
metrical optics approximation. The distance, l, must be chosen such that the validity of the
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FIGURE 27 Results of a simulation of the Strehl ratio versus time for a
recursive least-squares adaptive estimator (lower curve) compared with
an optimal estimator having a priori knowledge of turbulence conditions
(upper curve). The ×’s represent the instantaneous Strehl ratio computed
by the simulation, and the lines represent the average values.



geometrical optics approximation is ensured, requiring that the blur at the position of the
defocused pupil image is small compared with the size of the wavefront aberrations desired to
be measured. These considerations lead to a condition on l that

l ≥ θb (57)

where θb is the blur angle of the object that is produced at the positions of the defocused pupil,
and d is the size of the subaperture determined by the size of the detector. For point sources
and when d > r0, θb = λ/r0 and l ≥ λF2/r0d. For extended sources of angular size θ > λ/r0, l must
be chosen such that l ≥ θF2/d. Since increasing l decreases the sensitivity of the curvature sen-
sor, in normal operations l is set to satisfy the condition l ≥ λF2/r0d, but once the loop is closed
and low-order aberrations are reduced, the sensitivity of the sensor can be increased by mak-
ing l smaller. To perform wavefront reconstruction, an iterative procedure can be used to
solve Poisson’s equation. The appeal of this approach is that certain deformable mirrors such
as piezoelectric bimorphs deform locally as nearly spherical shapes, and can be driven directly
with no intermediate mathematical wavefront reconstruction step. This has not been com-
pletely realized in practice, but excellent results have been obtained with two systems
deployed at Mauna Kea.82 All implementations of these wavefront sensors to date have
employed single-element avalanche photodiodes operating in the photon-counting mode for
each subaperture. Since these devices remain quite expensive, it may be cost prohibitive to
scale the curvature-sensing technique to very high density actuator systems. An additional
consideration is that the noise gain goes up linearly with the number of actuators, not loga-
rithmically as with the Shack-Hartmann or shearing interferometer.

The problem of deriving phase from intensity measurements has been studied exten-
sively.83–86 A particular implementation of multiple-intensity measurements to derive phase
data has become known as phase diversity.87 In this approach, one camera is placed at the
focus of the telescope and another in a plane a known amount of defocus from focus. Inten-
sity gathered simultaneously from both cameras can be processed to recover the phase in the
pupil of the telescope. The algorithms needed to perform this operation are complex and
require iteration.88 Such a technique does not presently lend itself to real-time estimation of
phase errors in an adaptive optical system, but it could in the future.

Artificial neural networks have been used to estimate phase from intensity as well. The
concept is similar to other methods using multiple-intensity measurements. Two focal planes
are set up, one at the focus of the telescope and one near focus. The pixels from each focal
plane are fed into the nodes of an artificial neural network. The output of the network can be
set up to provide most any desired information from Zernike decomposition elements to
direct-drive signals to actuators of a zonal, deformable mirror. The network must be trained
using known distortions. This can be accomplished by using a deterministic wavefront sensor
to measure the aberrations and using that information to adjust the weights and coefficients
in the neural network processor. This concept has been demonstrated on real telescopes in
atmospheric turbulence.89 The concept works for low-order distortions, but it appears to have
limited usefulness for large, high-density actuator adaptive optical systems.

Wavefront Correctors

There are three major classes of wavefront correctors in use today: segmented mirrors,
bimorph mirrors, and stacked-actuator continuous-facesheet mirrors. Figure 28 shows the
concept for each of these mirrors.

The segmented mirror can have piston-only or piston-and-tilt actuators. Since the individ-
ual segments are completely independent, it is possible for significant phase errors to develop
between the segments. It is therefore important that these errors be controlled by real-time
interferometry or by strain gauges or other position-measuring devices on the individual actu-
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ators. Some large segmented mirrors have been built90 for DOD applications and several are
in use today for astronomy.91, 92

The stacked actuator deformable mirror is probably the most widely used wavefront cor-
rector. The modern versions are made with lead-magnesium-niobate—a ceramic-like elec-
trostrictive material producing 4 µm of stroke for 70 V of drive.93 The facesheet of these
mirrors is typically 1 mm thick. Mirrors with as many as 2200 actuators have been built. These
devices are very stiff structures with first resonant frequencies as high as 25 kHz. They are
typically built with actuators spaced as closely as 7 mm. One disadvantage with this design is
that it becomes essentially impossible to repair individual actuators once the mirror structure
is epoxied together. Actuator failures are becoming less likely with today’s refined technol-
ogy, but a very large mirror may have 1000 actuators, which increases its chances for failures
over the small mirrors of times past. Figure 29 is a photograph of the 941-actuator deformable
mirror in use at the 3.5-m telescope at the SOR.
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FIGURE 28 Cross sections of three deformable mirror designs.



New Wavefront Corrector Technologies

Our progress toward good performance at visible wavelengths will depend critically on the
technology that is available for high-density actuator wavefront correctors. There is promise
in the areas of liquid crystals, MEM devices, and nonlinear-optics processes. However, at
least for the next few years, it seems that we will have to rely on conventional mirrors with
piezoelectric-type actuators or bimorph mirrors made from sandwiched piezoelectric layers.
Nevertheless, there is significant development in the conventional mirror area that has the
potential for making mirrors with very large numbers of actuators that are smaller, more
reliable, and much less expensive.

1.6 HOW TO DESIGN AN ADAPTIVE OPTICAL SYSTEM

Adaptive optical systems are complex and their performance is governed by many parame-
ters, some controlled by the user and some controlled by nature. The system designer is faced
with selecting parameter values to meet performance requirements. Where does he or she
begin? One approach is presented here and consists of the following six steps:

1. Determine the average seeing conditions (the mean value of r0 and fG) for the site.
2. Determine the most important range of wavelengths of operation.
3. Decide on the minimum Strehl ratio that is acceptable to the users for these seeing condi-

tions and operating wavelengths.
4. Determine the brightness of available beacons.
5. Given the above requirements, determine the optimum values of the subaperture size and

the servo bandwidth to minimize the residual wavefront error at the most important wave-
length and minimum beacon brightness. (The most difficult parameters to change after the
system is built are the wavefront sensor subaperture and deformable mirror actuator
geometries. These parameters need to be chosen carefully to address the highest-priority
requirements in terms of seeing conditions, beacon brightness, operating wavelength, and
required Strehl ratio.) Determine if the associated Strehl ratio is acceptable.
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FIGURE 29 The 941-actuator deformable mirror built by Xinetics, Inc.,
for the SOR 3.5-m telescope.



6. Evaluate the Strehl ratio for other values of the imaging wavelength, beacon brightness,
and seeing conditions. If these are unsatisfactory, vary the wavefront sensor and track
parameters until an acceptable compromise is reached.

Our objective in this section is to develop some practical formulas that can be imple-
mented and evaluated quickly on desktop or laptop computers using programs like Mathe-
matica or MathCad that will allow one to iterate the six aforementioned steps to
investigate the top-level trade space and optimize system performance for the task at hand.

The most important parameters that the designer has some control over are the sub-
aperture size, the wavefront sensor and track sensor integration times, the latency of data in
the higher-order and tracker control loops, and the wavelength of operation. One can find
optimum values for these parameters since changing them can either increase or decrease
the system Strehl ratio. The parameters that the designer has little or no control over are
those that are associated with atmospheric turbulence. On the other hand, there are a few
parameters that always make performance better the larger (or smaller) we make the
parameter: the quantum efficiency of the wavefront and track sensors, the brightness of the
beacon(s), the optical system throughput, and read noise of sensors. We can never make a
mistake by making the quantum efficiency as large as physics will allow and the read noise
as low as physics will allow. We can never have a beacon too bright, nor can we have too
much optical transmission (optical attenuators are easy to install). Unfortunately, it is not
practical with current technology to optimize the AO system’s performance for changing
turbulence conditions, for different spectral regions of operation, for different elevation
angle, and for variable target brightness by changing the mechanical and optical design
from minute to minute. We must be prepared for some compromises based on our initial
design choices.

We will use two system examples to illustrate the process that is outlined in the six afore-
mentioned steps: (1) a 3.5-m telescope at an intracontinental site that is used for visible imag-
ing of low-earth-orbiting artificial satellites, and (2) a 10-m telescope that operates at a site of
excellent seeing for near-infrared astronomy.

Establish the Requirements

Table 2 lists a set of requirements that we shall try to meet by trading system design parame-
ters. The values in Table 2 were chosen to highlight how requirements can result in signifi-
cantly different system designs.

In the 3.5-m telescope example, the seeing is bad, the control bandwidths will be high, the
imaging wavelength is short, and the required Strehl ratio is significant. Fortunately, the
objects (artificial earth satellites) are bright. The 10-m telescope application is much more for-
giving with respect to the seeing and imaging wavelengths, but the beacon brightness is four
magnitudes fainter and a high Strehl ratio is still required at the imaging wavelength. We now
investigate how these requirements determine an optimum choice for the subaperture size.
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TABLE 2 Requirements for Two System Examples

Parameter 3.5-m Requirement 10-m Requirement

C2
n profile Modified HV57 Average Mauna Kea

Wind profile Slew dominated Bufton
Average r0 (0.5 µm) 10 cm 18 cm
Average fG (0.5 µm) 150 Hz 48 Hz
Imaging wavelength 0.85 µm 1.2–2.2 µm
Elevation angle 45° 45°
Minimum Strehl ratio 0.5 0.5
Beacon brightness mv = 6 mv = 10



Selecting a Subaperture Size

As was mentioned previously, choosing the subaperture size should be done with care,
because once a system is built it is not easily changed. The approach is to develop a mathe-
matical expression for the Strehl ratio as a function of system design parameters and seeing
conditions and then to maximize the Strehl ratio by varying the subaperture size for the
required operating conditions that are listed in Table 2.

The total-system Strehl ratio is the product of the higher-order and full-aperture tilt Strehl
ratios:

SRSys = SRHO ⋅ SRtilt (58)

The higher-order Strehl ratio can be estimated as

SRHO = e−[E2
n + Ef

2 + Es
2 + E2

FA] (59)

where E2
n, Ef

2, Es
2, and E2

FA are the mean square phase errors due to wavefront measurement and
reconstruction noise, fitting error, servo lag error, and focus anisoplanatism (if a laser beacon
is used), respectively. Equation 59 does not properly account for interactions between these
effects and could be too conservative in estimating performance. Ultimately, a system design
should be evaluated with a detailed computer simulation, which should include wave-optics
atmospheric propagations, diffraction in wavefront sensor optics, details of hardware, process-
ing algorithms and time delays, and many other aspects of the system’s engineering design. A
high-fidelity simulation will properly account for the interaction of all processes and provide a
realistic estimate of system performance. For our purposes here, however, we will treat the
errors as independent in order to illustrate the processes that are involved in system design and
to show when a particular parameter is no longer the dominant contributor to the total error.
We will consider tracking effects later, but for now we need expressions for components of the
higher-order errors so that we may determine an optimum subaperture size.

Wavefront Measurement Error, E2
n We will consider a Shack-Hartmann sensor for the dis-

cussion that follows. The wavefront measurement error contribution, E2
n, can be computed

from the equation73

E2
n = α �0.09ln (nsa)σ2

θsa
ds

2 � �
2

� (60)

where α accounts for control loop averaging and is described below, nsa is the number of sub-
apertures in the wavefront sensor, σ2

θsa
is the angular measurement error over a subaperture,

ds is the length of a side of a square subaperture, and λimg is the imaging wavelength. The angu-
lar measurement error in a subaperture is proportional to the angular size of the beacon [nor-
mally limited by the seeing for unresolved objects but, in some cases, by the beacon itself (e.g.,
laser beacons or large astronomical targets)] and is inversely proportional to the signal-to-
noise ratio in the wavefront sensor. The value of σθsa

is given by94

σθsa
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(61)

where λb is the center wavelength of the beacon signal, θb is the angular size of the beacon, r0

is the Fried seeing parameter at 0.5 µm at zenith, ψ is the zenith angle of the observing direc-
tion, ns is the number of photodetected electrons per subaperture per sample, and ne is the
read noise in electrons per pixel. We have used the wavelength and zenith scaling laws for r0

to account for the angular size of the beacon at the observing conditions.
The number of photodetected electrons per subaperture per millisecond, per square

meter, per nanometer of spectral width is given by

ns = ds
2TroηQEts∆λ (62)
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where mv is the equivalent visual magnitude of the beacon at zenith, ds is the subaperture size
in meters, Tro is the transmissivity of the telescope and wavefront sensor optics, nQE is the
quantum efficiency of the wavefront sensor, ts is the integration time per frame of the wave-
front sensor, and ∆λ is the wavefront sensor spectral bandwidth in nanometers.

The parameter α is a factor that comes from the filtering process in the control loop and
can be considered the mean square gain of the loop. Ellerbroek73, 95 has derived an expression
(discussed by Milonni et al.73 and by Ellerbroek95) for α using the Z-transform method and a
simplified control system model. His result is α = g/(2 − g), where g = 2πf3dBts is the gain, f3dB is
the control bandwidth, and ts is the sensor integration time. For a typical control system, we
sample at a rate that is 10 times the control bandwidth, making ts = 1/(10f3dB), g = 0.628, and 
α = 0.458.

Fitting Error, Ef
2 The wavefront sensor has finite-sized subapertures, and the deformable

mirror has a finite number of actuators. There is a limit, therefore, to the spatial resolution to
which the system can “fit” a distorted wavefront. The mean square phase error due to fitting
is proportional to the −5/6th power of the number of actuators and (D/r0)5/3 and is given by

Ef
2 = Cf � �

5/3

na
−5/6

(63)

where Cf is the fitting error coefficient that is determined by the influence function of the
deformable mirror and has a value of approximately 0.28 for thin, continuous-facesheet
mirrors.

Servo Lag, Es
2 The mean square wavefront error due to a finite control bandwidth has been

described earlier by Eq. 37, which is recast here as

Es
2 =� �

5/3

(64)

where fG is the Greenwood frequency scaled for the imaging wavelength and a worst-case
wind direction for the zenith angle, and f3dB is the control bandwidth −3-dB error rejection fre-
quency. Barchers76 has developed an expression from which one can determine f3dB for a con-
ventional proportional integral controller, given the sensor sample time (ts), the additional
latency from readout and data-processing time (δ0), and the design gain margin [GM (a num-
ber between 1 and ∞ that represents the minimum gain that will drive the loop unstable)].96

The phase crossover frequency of a proportional integral controller with a fixed latency is 
ωcp = π/(2δ) rad/s, where δ = ts + δ0 is the total latency, which is made up of the sample period
and the sensor readout and processing time, δ0. The loop gain that achieves the design gain
margin is K = ωcp/GM where GM is the design gain margin. Barchers shows that f3dB can be
found by determining the frequency for which the modulus of the error rejection function is
equal to 0.707 or when

|S(iω3dB)| = � � = 0.707 (65)

where f3dB = ω3dB/2π. This equation can be solved graphically or with dedicated, iterative rou-
tines in math packages that find roots. Figure 30 shows the error rejection curves for four
combinations of ts, δ0, and GM, which are detailed in the caption. Note in particular that
decreasing the latency δ0 from 2 ms to 0.5 ms increased f3dB from 14 Hz to 30 Hz (compare two
curves on the left), illustrating the sensitivity to readout and processing time.
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Focus Anisoplanatism, E2
FA If laser beacons are being used, the effects of focus anisopla-

natism, which are discussed in Sec. 1.5, must be considered since this error often dominates
the wavefront sensor error budget. Focus anisoplanatism error is given by

E2
FA = � �

5/3

(66)

where d0 is the section size given by Eqs. 50 and 51, scaled for the imaging wavelength and the
zenith angle of observation.

Tracking The tracking system is also very important to the performance of an AO system
and should not be overlooked as an insignificant problem. In most instances, a system will
contain tilt disturbances that are not easily modeled or analyzed arising most commonly from
the telescope mount and its movement and base motions coupled into the telescope from the
building and its machinery or other seismic disturbances. As described earlier in Eq. 22, the
Strehl ratio due to full-aperture tilt variance, σ2

θ, is

SRtilt =
(67)

As mentioned previously, the total system Strehl ratio is then the product of these and is given by

SRSys = SRHO ⋅ SRtilt (68)

Results for 3.5-m Telescope AO System

When the preceding equations are evaluated, we can determine the dependence of the system
Strehl ratio on ds for targets of different brightness. Figure 31 shows the Strehl ratio versus
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FIGURE 30 Control loop error rejection curves for a proportional
integral controller. The curves (left to right) represent the following
parameters: dotted (ts = 1 ms, δ0 = 2 ms, GM = 4); dash-dot (ts = 1 ms, 
δ0 = 0.5 ms, GM = 4); solid (ts = 667 µs, δ0 = 640 µs, GM = 2); dashed (ts =
400 µs, δ0 = 360 µs, GM = 1.5). f3dB is determined by the intersection of
the horizontal dotted line with each of the three curves and has values
of 14, 30, 55, and 130 Hz, respectively.



subaperture size for four values of target brightness corresponding to (top to bottom) mv = 5,
6, 7, and 8 and for other system parameters as shown in the figure caption.

Figure 31 shows that we can achieve the required Strehl ratio of 0.5 (see Table 2) for an 
mV = 6 target by using a subaperture size of about 11 to 12 cm. We could get slightly more per-
formance (SR = 0.52) by reducing the subaperture size to 8 cm, but at significant cost since we
would have nearly twice as many subapertures and deformable mirror actuators. Notice also
that for fainter objects, a larger subaperture (18 cm) would be optimum for an mV = 8 target,
but the SR would be down to 0.4 for the mV = 6 target and would not meet the requirement.

Figure 32 shows the performance of the system for sixth- and eighth-magnitude targets as
a function of wavelength. The top two curves in this figure are for 12-cm subapertures (solid
curve) and 18-cm subapertures (dashed curve) for the mV = 6 target. Notice that the 12-cm
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FIGURE 31 System Strehl ratio as a function of subaperture size for the
3.5-m telescope example. Values of mV are (top to bottom) 5, 6, 7, and 8.
Other parameters are: r0 = 10 cm, fG = 150 Hz, ts = 400 µs, δ0 = 360 µs, 
GM = 1.5, f3dB = 127 Hz, λimg = 0.85 µm, ψ = 45 degrees, Tro = 0.25, ηQE = 0.90,
∆λ = 400 nm.

FIGURE 32 System Strehl ratio as a function of imaging wavelength
for the 3.5-m telescope example. Curves are for (top to bottom) mV = 6,
ds = 12 cm; mV = 6, ds = 18 cm; mV = 8, ds = 18 cm; mV = 8, ds = 12 cm. Other
parameters are: r0 = 10 cm, fG = 150 Hz, ts = 400 µs, δ0 = 360 µs, GM = 1.5,
f3dB = 127 Hz, ψ = 45°, Tro = 0.25, ηQE = 0.90, ∆λ = 400 nm.



subapertures have better performance at all wavelengths with the biggest difference in the
visible. The bottom two curves are for 18-cm subapertures (dash-dot curve) and 12-cm sub-
apertures (dotted curve) for the mV = 8 target. These curves show quantitatively the trade-off
between two subaperture sizes and target brightness.

Figure 33 shows how the system will perform for different seeing conditions (values of r0)
and as a function of target brightness. These curves are for a subaperture choice of 12 cm. The
curves in Figs. 31 through 33 give designers a good feel of what to expect and how to do top-
level system trades for those conditions and parameters for which only they and the users can
set the priorities. These curves are easily and quickly generated with modern mathematics
packages.

Results for the 10-m AO Telescope System

Similar design considerations for the 10-m telescope example lead to Figs. 34 through 36. Figure
34 shows the Strehl ratio for an imaging wavelength of 1.2 µm versus the subaperture size for
four values of beacon brightness corresponding to (top to bottom) mV = 8, 9, 10, and 11. Other
system parameters are listed in the figure caption. These curves show that we can achieve the
required Strehl ratio of 0.5 for the mv = 10 beacon with subapertures in the range of 20 to 45 cm.
Optimum performance at 1.2 µm produces a Strehl ratio of 0.56, with a subaperture size of 30
cm. Nearly 400 actuators are needed in the deformable mirror for 45-cm subapertures, and
nearly 900 actuators are needed for 30-cm subapertures. Furthermore, Fig. 34 shows that 45 cm
is a better choice than 30 cm in the sense that it provides near-optimal performance for the 
mV = 11 beacon, whereas the Strehl ratio is down to 0.2 for the 30-cm subapertures.

Figure 35 shows system performance as a function of imaging wavelength. The top two
curves are for the mV = 10 beacon, with ds = 45 and 65 cm, respectively. Note that the 45-cm
subaperture gives excellent performance with a Strehl ratio of 0.8 at 2.2 µm (the upper end of
the required spectral range) and a very useful Strehl ratio of 0.3 at 0.8 µm. A choice of ds = 65
cm provides poorer performance for mV = 10 (in fact, it does not satisfy the requirement) than
does ds = 45 cm due to fitting error, whereas a choice of ds = 65 cm provides better perfor-
mance for mV = 12 due to improved wavefront sensor signal-to-noise ratio.
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FIGURE 33 System Strehl ratio as a function of target brightness for
the 3.5-m telescope example. Curves are for values of r0 of (top to bot-
tom) 25, 15, 10, and 5 cm. Other parameters are: ds = 12 cm, fG = 150 Hz,
ts = 400 µs, δ0 = 360 µs, GM = 1.5, f3dB = 127 Hz, λimg = 0.85 µm, ψ = 45°, 
Tro = 0.25, ηQE = 0.90, ∆λ = 400 nm.



Figure 36 shows system performance in different seeing conditions as a function of beacon
brightness for an intermediate imaging wavelength of 1.6 µm. These curves are for a subaper-
ture size of 45 cm. This chart predicts that in exceptional seeing, a Strehl ratio of 0.5 µm can
be achieved using an mV = 12.5 beacon.

As in the 3.5-m telescope case, these curves and others like them with different parameters
can be useful in performing top-level design trades and in selecting a short list of design can-
didates for further detailed analysis and simulation.
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FIGURE 34 System Strehl ratio as a function of subaperture size for
the 10-m telescope example. Values of mV are (top to bottom) 8, 9, 10,
and 11. Other parameters are: r0 = 18 cm, fG = 48 Hz, ts = 1000 µs, 
δ0 = 1000 µs, GM = 2, f3dB = 39 Hz, λimg = 1.2 µm, ψ = 45°, Tro = 0.25, 
ηQE = 0.90, ∆λ = 400 nm.

FIGURE 35 System Strehl ratio as a function of imaging wavelength for the
10-m telescope example. Curves are for (top to bottom) mV = 10, ds = 45 cm;
mV = 10, ds = 65 cm; mV = 12, ds = 65 cm; mV = 12, ds = 45 cm. Other parame-
ters are: r0 = 18 cm, fG = 48 Hz, ts = 1000 µs, δ0 = 1000 µs, GM = 2, f3dB = 39 Hz,
ψ = 45°, Tro = 0.25, ηQE = 0.90, ∆λ = 400 nm
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CHAPTER 2

NONIMAGING OPTICS:
CONCENTRATION AND
ILLUMINATION*

William Cassarly
Optical Research Associates, Pasadena, California

2.1 INTRODUCTION

Nonimaging optics is primarily concerned with efficient and controlled transfer of radiation.
Nonimaging refers to the fact that image formation is not a fundamental requirement for effi-
cient radiation transfer; however, image formation is not excluded and is useful in many cases.
The two main aspects of radiation transfer that nonimaging optics attempts to solve are maxi-
mizing radiation transfer and creating a controlled illuminance distribution. These two problem
areas are often described as concentration and illumination. Many systems require a blending of
the concentration and illumination aspects of nonimaging optics, with an important example
being the creation of a uniform illuminance distribution with maximum collection efficiency.

Solar collection is an area in which one of the dominant requirements is to maximize the
concentration of flux collected by a receiver of a given size (e.g., the irradiance). Any small
patch of area on the receiver surface can collect radiation from a hemispherical solid angle. A
related problem exists in the detection of low levels of radiation (e.g., Cherenkov counters,1

infrared detection,2 and scintillators3). Nonimaging optics provides techniques to simultane-
ously maximize the concentration and collection efficiency. The compound parabolic concen-
trator4 is the most well known nonimaging device and has been extensively investigated over
the past 30 years.

In addition, there are situations in which collected solid angle must be less than a hemi-
sphere, but the flux density must still be maximized. For a given solid angle and receiver size,
the problem is then to maximize the average radiance rather than the irradiance. For exam-
ple, many fibers only propagate flux that enters the lightpipe within the fiber’s numerical
aperture (NA), and minimizing the size of the fiber is a key aspect to making practical fiber

2.1
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optic lighting systems.5 Projector systems often require maximum flux density at the “film
gate,” but only the flux reimaged by the projection lens is of importance.6, 7

The collected flux must often satisfy certain uniformity criteria. This can be especially impor-
tant when the luminance of the source of radiation varies or if the flux is collected in a way that
introduces nonuniformities. Nonimaging optics provides techniques to control the uniformity.
Uniformity control can sometimes be built into the optics used to collect the radiation. In other
cases, a separate component is added to the optical system to improve the uniformity.

Uniformity control tends to be created using two main approaches: tailoring and superpo-
sition. Tailoring transfers the flux in a controlled manner and uses knowledge of the source’s
radiance distribution.8 Superposition takes subregions of a starting distribution and superim-
poses them to provide an averaging effect that is often less dependent on the details of the
source than tailoring. In many systems, a combination of tailoring and superposition is used.
Examples of nonimaging approaches to uniformity control include mixing rods, lens arrays,
integrating spheres, faceted reflectors, and tailored surfaces.

The emphasis of this chapter is on the transfer of incoherent radiation. Many of the tech-
niques can be applied to coherent radiation, but interference and diffraction are only men-
tioned in passing.

2.2 BASIC CALCULATIONS

Some of the terms used in nonimaging optics have yet to be standardized. This section is an
effort to collate some of the most common terms.

Photometric and Radiometric Terminology

Understanding nonimaging optics can sometimes be confusing if one is not familiar with pho-
tometric and radiometric terminology. This is especially true when reading papers that cross
disciplines because terminology usage has not been consistent over time. Reference 9 dis-
cusses some of these terminology issues.

This chapter is written using photometric terminology. Photometry is similar to radiome-
try except that photometry weights the power by the response of the human eye. For readers
more familiar with radiometric terminology, a chart showing the relationship between some
of the most common photometric terms and radiometric terms is shown in Table 1. Reference
10 describes radiometry and photometry terminology in more detail.
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TABLE 1 Photometric and Radiometric Terminology

Quantity Radiometric Photometric

Power or flux Watt (W) Lumen (lm)

Power per unit area Irradiance, W/m2 Illuminance,
lm/m2 = lux (lx)

Power per unit solid angle Radiant intensity, Luminous intensity,
W/sr lm/sr = candela (cd)

Power per unit solid angle
per unit projected area

or
Radiance, Luminance,

Power per unit projected
W/m2-sr cd/m2

solid angle per unit area



Exitance and emittance are similar terms to irradiance; however, they denote the case of
flux at the surface of a source, whereas irradiance applies to any surface. There are numerous
textbooks and handbooks on radiometry and photometry.11–16

Etendue

Etendue describes the integral of the area and the angular extents over which a radiation
transfer problem is defined. Etendue is used to determine the trade-off between the required
area and angular extents in nonimaging optic designs. Reference 17 provides a brief review of
various etendue descriptions with copious references to other work.

One definition of etendue is

etendue = n2 � � cos (θ) dA dΩ (1)

where n is the index of refraction and θ is the angle between the normal to the differential
area dA and the centroid of the differential solid angle dΩ.

In phase space nomenclature (e.g., Ref. 4, Appendix A), etendue is described by

etendue = � � dx dy ndL ndM = � � dx dy dp dq (2)

where dL and dM are differential changes in the direction cosines (L, M, N), dx dy is the dif-
ferential area, and dp dq is the differential projected solid angle within the material of index
n. The term phase space is often used to describe the area and solid angle over which the
etendue integral is performed.

Luminance

Luminance divided by the index of refraction squared is the ratio of the differential flux dΦ
to the differential etendue:

L/n2 = dΦ/d etendue = dΦ/[n2 cos (θ) dA dΩ] (3)

The L/n2 over a small area and a small angular extent is constant for a blackbody source
(e.g., Ref. 18, p. 189). A consequence of constant L/n2 is that if optical elements are added to
modify the apparent area of the small region, then the angular extent of this small area must
also change.

If the source of radiation is not a blackbody source, then flux that passes back to the source
can either pass through the source or be reflected by the source. In this case, L/n2 can
increase. One example occurs with discharge sources where a spherical mirror is used to
reflect flux back through the emitting region. Another example is observed by evaluating the
luminance of tungsten in a coiled filament. The luminance is higher at the filament interior
surface than the exterior surface because the interior filament surface emits radiation and
also reflects radiation that is emitted from other coils.

Lambertian

In many situations the luminance of a radiation source does not vary as a function of angle or
position. Such a source is often called a Lambertian radiator. In some nonimaging literature,
the term isotropic is used. The context in which isotropic is used should be evaluated because
isotropic is sometimes used to describe isotropic intensity instead of isotropic luminance.
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If constant L/n2 can be assumed for a given system, then etendue is an important tool for
understanding the trade-offs between angular and spatial distributions. Etendue has been used
to understand the limits to concentration,4 projection display illumination,19 and backlit display
illumination.20 Reference 21 investigates the situation where there is a spectral frequency shift.

In the imaging community, etendue conservation arises in many situations and is often
described using the Lagrange invariant. Because imaging systems can often make paraxial
assumptions, the approximation tan (θ) = sin (θ) is often used; however, sin (θ) should be used
when the collection angles become large.

Clipped Lambertian

An aperture with a clipped Lambertian distribution is one where the source of flux appears
to be Lambertian, but only over a finite range of angles. Outside of that range of angles, there
is no flux and the range of angles is assumed to be constant across the aperture. The most
common example is when the source is at infinity and the flux at a planar aperture is consid-
ered. A clipped Lambertian distribution is also often found at an intermediate surface within
an optical system. The terms limited Lambertian and restricted Lambertian are also used.

Generally, a clipped Lambertian distribution is defined across an aperture and the illumi-
nance across the aperture is constant (e.g., a spatially uniform clipped Lambertian distribu-
tion.) Another common distribution is a spatially uniform apodized Lambertian. In this case,
the angular distribution is spatially uniform but the luminance is not Lambertian. A clipped
Lambertian is a special case of an apodized Lambertian. The output of a fiber optic cable is
often assumed to have a spatially uniform apodized Lambertian distribution.

The etendue for clipped Lambertian situations is straightforward to compute. Consider
the case of an infinite strip of width 2R with a clipped Lambertian distribution defined
between ±θmax, relative to the surface normal. The etendue per unit length for this 2D clipped
Lambertian case is

etendue2D = n(2R)(2 sin θmax) (4)

2D refers to a trough or extruded geometry and typically assumes that the distribution is
infinite in the third dimension. Mirrors can often be placed at the ends of a finite length
source so that the source appears to be infinitely long.

For a Lambertian disk with a half cone angle of θmax, the etendue is

etendue3D = n2Area π sin2 θmax = n2πR2π sin2 θmax (5)

In a system where the etendue is preserved, these etendue relationships highlight that
increasing either θmax or R requires a reduction in the other, as depicted in Fig. 1.

Hottel Strings

The etendue relationships described by Eqs. (4) and (5) are primarily defined for the case of
a clipped Lambertian source. Such situations arise when the source is located at infinity (e.g.,
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FIGURE 1 Graphical representation of
etendue preservation.



solar collection) or when considering the output of a fiber optic cable. When the angular dis-
tributions vary spatially, Ref. 22 provides a method to compute the etendue that is very sim-
ple to use with 2D systems. The method is straightforward for the case of a symmetric system
or an off-axis system, and even if there is an absorber positioned between the two apertures.
The method is depicted in Fig. 2, where the etendue of the radiation that can be transferred
between AB and CD is computed.

For a rotationally symmetric system, the etendue between two apertures (e.g., left side of
Fig. 2) has been shown by Ref. 23 to be (π2/4)(AD−AC)2. Reference 24 has provided a gener-
alized treatment of the 3D case.

Solid Angle and Projected Solid Angle

Solid angle is the ratio of a portion of the area of a sphere to the square of the sphere radius
(see OSA Handbook, Chap. 24, and Refs. 24 and 25) and is especially important when work-
ing with sources that radiate into more than a hemisphere. Solid angle is directly applicable to
point sources; however, when the size of the sphere is large enough, the solid angle is still used
to characterize extended sources. For solid angle to be applied, the general rule of thumb is
that the sphere radius should be greater than 10 times the largest dimension of the source,
although factors of 30 or more are required in precision photometry (e.g., Ref. 26, pp.
4.29–4.31).

The etendue is sometimes called the area–solid angle product; however, this term can 
often cause confusion because etendue is actually the projected-area-solid-angle product 
[cos θ dA dΩ] or area-projected-solid-angle product [dA cos θ dΩ]. Reference 27 discusses
some distinctions between projected solid angle (PSA) and solid angle. An important impli-
cation of the cosine factor is that the solid angle for a cone with half angle θ is

Solid Anglecone = 2π[1 − cos θ] = 4π sin2 (θ/2) (6)

but the projected solid angle for the cone is

Projected Solid Anglecone = π sin2 θ (7)

For a hemisphere, the solid angle is 2π and the PSA is π. This factor of 2 difference is often
the source of confusion. PSA and solid angle are pictured in Fig. 3.

If the luminance at the receiver is constant, then PSA times luminance provides illumi-
nance. Nonuniform luminance can be handled using weighted averages.28

In the 2D case, the projected solid angle analog is simply projected angle, and is 2 sin θ for
angles between ±θ or |sin θ1 − sin θ2| for angles between θ1 and θ2.
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FIGURE 2 Hottel’s crossed string relationship for comput-
ing etendue. This figure shows a symmetric case (a) and an
asymmetric case (b) where the 2D etendue between aperture
AB and CD is (AD-AC + BC-BD). In (c), radiation is blocked
below point E and the etendue is (AD-AC + BC-BED).

(a) (b) (c)



Concentration

Concentrators can be characterized by the ratio of the output area to the input area.29 For an
ideal system, the etendue at the input aperture and the output aperture are the same, which
leads to the ideal concentration relationships

Concentration2D = nout sin θout/(nin sin θin) (8)

Concentration3D = n2
out sin2 θout/(n2

in sin2 θin) (9)

where the input and output distributions are clipped Lambertians, θin is the maximum input
angle, and θout is the maximum output angle. Maximum concentration occurs when sin θout = 1,
so that the maximum concentration ratios for 2D and 3D symmetric systems in air are 1/sin θin

and 1/sin2 θin, respectively. Concentrating the flux within a dielectric medium further increases
the concentration ratio by a factor of n2

out in the 3D case and nout in the 2D case.
In general, maximum concentration occurs when the phase space of the receiver is com-

pletely filled (i.e., all portions of the receiver are illuminated from all angles). Maximum con-
centration can be obtained if the etendue of the input is greater than the etendue of the
output. In this case, however, the efficiency of the system is less than 1. One example of this
is provided by a two-stage system where the second stage is an ideal maximum concentrator
and the etendue of the first stage is greater than the etendue of the second stage.30, 31 Such a
system is not conventionally considered ideal because not all of the flux from the first stage is
coupled into the entrance aperture of the second stage.

Dilution

Dilution is a term that is used to describe the situation in which the phase space of the receiver
is unfilled. Consider the situation where a Lambertian disk of radius 1 is coupled directly to a
receiver of radius 2. In this case, the area of the receiver is underfilled and represents spatial
dilution. An example of angular dilution occurs when flux is transferred to a receiver using
multiple discrete reflector elements. If there are gaps between the reflector elements, then the
angular distribution of the flux incident on the receiver possesses gaps. The phrase etendue
loss is also used to describe situations in which dilution is present.

2.3 SOFTWARE MODELING OF NONIMAGING SYSTEMS

The computer simulation of nonimaging systems is quite different from the computer simula-
tion of imaging systems. Modeling of nonimaging systems typically requires three major items
that imaging designers either do not need or tend to use infrequently. These are nonsequen-
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FIGURE 3 PSA (left) vs. solid angle (right).



tial ray tracing, spline surfaces, and modeling extended sources. Extended sources are often
modeled using Monte Carlo techniques. Other differences include the need to model more
complex surface properties including scattering surfaces; new methods to present simulation
results including luminance, illuminance, and intensity distributions; and improved visualiza-
tion because of the more complex geometries typically involved in nonimaging systems.

Nonsequential Ray Tracing

Nonsequential ray tracing means that the order of the surfaces with which the rays interact is
not predetermined. In fact, rays can hit a single surface multiple times, which is especially
common when skew rays are investigated. Nonsequential surfaces are especially important in
the software modeling of lightpipes32, 33 and prisms.

Spline Surfaces

Spline surfaces have been successfully applied to the design of nonimaging optical systems.
Design work in this area includes genetic algorithm-based approaches,34, 35 neural networks,36

and variational principles.37 Automotive headlamp designs also use spline surfaces routinely.
Spline surfaces are also extremely important in computer-aided drafting (CAD) data
exchange formats (e.g., IGES, STEP, and SAT) where Non-Uniform Rational B Splines
(NURBS) have found tremendous utility.

Monte Carlo Techniques

Monte Carlo simulations are used to determine the intensity and/or illuminance distribution
for optical systems. Typically, Monte Carlo techniques are used to model the source and/or
surface properties of nonspecular surfaces. Reference 38 discusses some of the issues regard-
ing Monte Carlo simulations. Some nonimaging systems that have been evaluated using
Monte Carlo ray traces include an end-to-end simulation of a liquid crystal display (LCD)
projector system,39 light-emitting diodes,40 integrating spheres,41, 42 scintillating fibers,43, 44 stray
light,45, 46 and automotive headlamps.47

Source Modeling

Monte Carlo modeling of sources typically falls into three categories: point sources, geometric
building blocks, and multiple camera images. Point sources are the simplest approach and are
often used in the early stages of a design because of simplicity. Measured data, sometimes called
apodization data, can be applied to a point source so that the intensity distribution of the source
matches reality. The projected area of the source as seen from a given view angle can often be
used to estimate the apodization data8, 48 when measurements are unavailable. Since the lumi-
nance of a point source is infinite, point source models are of limited utility when etendue limi-
tations must be considered. Geometric models create the source through the superposition of
simple emitters (e.g., disks, spheres, cylinders, cubes, ellipsoids, toroids). The simple emitters are
typically either Lambertian surface emitters or isotropic volume emitters, and the emitters can
have surface properties to model effects that occur when flux propagates back through the emit-
ter. The simple emitters are then combined with models of the nonemissive geometry (e.g., bulb
walls, electrodes, scattering surfaces) to create an accurate source model. Apodization of the
spatial and/or angular distributions of sources can help to improve the accuracy of the source
model. In the extreme, independent apodization files can be used for a large number of view
angles. This often results in the use of multiple source images,49, 50 which has seen renewed inter-
est now that charge-coupled device (CCD) cameras have matured.51–55
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The most typical Monte Carlo ray trace is one in which the rays traced from the source are
independent of the optical system under investigation. When information about the portions
of the source’s spatial and angular luminance distribution that are contributing to a region of
the intensity/illuminance distribution is available, importance sampling can be used to
improve the efficiency of the ray trace. An example of such an approach occurs when an f/1
condenser is used to collect the flux from a source. Use of importance sampling means that
rays outside of the f/1 range of useful angles are not traced.

Backward Trace

When a simulation traces from the source to the receiver, rays will often be traced that land out-
side of the region of the receiver that is under investigation. A backward ray trace can eliminate
those rays by only tracing from the observation point of interest. The efficiency of the backward
ray trace becomes dependent upon knowing which ray directions will hit the receiver. Depend-
ing upon the details of the system and prior knowledge of the system, backward tracing can
often provide far more efficient use of traced rays when only a few observation points are to be
investigated. Use of the backward ray trace and examples for a number of cases have been pre-
sented.28 Backward ray tracing has also been called the aperture flash mode.56

Field Patch Trace

Another trace approach is the field patch, where rays are traced backward from a point within
the optical system and those rays are used to determine which rays to trace forward. Reference
28 describes the prediction of a distribution by summing results from multiple field patches.
This type of approach is especially useful if the effect of small changes in the system must be
quantified because shifting the distributions and resuming can approximate small changes.

Software Products

There are many optical software vendors that have features that are primarily aimed toward
the illumination market. A detailed comparison of the available products is difficult because
of the speed at which software technology progresses. A survey of optical software products
has been performed by Illuminating Engineering Society of North America (IESNA) and
published in Lighting Design and Application.57, 58

2.4 BASIC BUILDING BLOCKS

This section highlights a number of the building blocks for designing systems to collect flux
when the angles involved are large. Many of these building blocks are also important for
imaging optics, which reflects the fact that image formation is not a fundamental requirement
for nonimaging optics but that image formation is often useful.

Spherical Lenses

Spherical lenses are used in nonimaging systems although the aberrations can limit their use
for systems with high collection angles. The aplanatic points of a spherical surface59 are some-
times used to convert wide angles to lower angles and remain free of all orders of spherical
aberration and low orders of coma and astigmatism. There are three cases60 in which a spher-
ical surface can be aplanatic:
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1. The image is formed at the surface (e.g., a field lens).
2. Both object and image are located at the center of curvature.
3. The object and image are located on radii that are rn/n′ and rn′/n away from the center of

curvature of the spherical surface.

Case 3 is used to construct hyperhemispheric lenses that are often used in immersed high-
power microscope objectives. Such lenses can suffer from curvature of field and chromatism
(see Ref. 60, pp. 258–262, and Ref. 61). Some example aplanats are shown in Fig. 4.

Hyperhemispheric lenses can also be used in LED packages62 and have been used in 
photographic-type objectives and immersed IR detectors. Aplanatic surfaces for use as con-
centrators have been investigated63 and can be nearly ideal if the exit surface is nonplanar
(Ref. 4, pp. 47–48).

Aspheric Lenses

Spherical lenses have been the workhorse of the imaging industry because of the simplicity
and accuracy with which they can be manufactured. Design requirements, especially the
speed of the system, often necessitate the use of aspheric surfaces in nonimaging optics. For-
tunately, the accuracy with which the surface figure must be maintained is often less severe
than that of an imaging system. Aspheric lenses are often used as condensers in projection
systems including LCD projectors, automotive headlamps, and overhead projectors.

The classic plano aspheric examples are the conic lenses where the eccentricity is equal to
1/n with the convex surface facing the collimated space and eccentricity = n with the plano
surface facing the collimated space (see, for example, Ref. 64, pp. 112–113, and Ref. 65, pp.
100–103). Examples are shown in Fig. 5. The paraxial focal lengths are Rn/(n−1) and R/(n−1),
respectively, where R is the radius of curvature. These examples provide correction for spher-
ical aberration but still suffer from coma.

Refractive aspheric surfaces are often used in the classic Schmidt system.60, 66 Reference 67
has described a procedure for determining the aspheric profile for systems with two aspheric
surfaces that has been adapted to concentrators by Minano.68
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FIGURE 4 Several aplanats used to concentrate a virtual source.
(a–c) The rays superimposed on top of the aplanats. (d–f ) The ray
trace. (d) A meniscus lens with hyperhemisphic outer surface and 
a spherical surface centered about the high concentration point. 
(e) A hyperhemisphere. (f ) A hyperhemisphere with curved out-
put surface.

(d)

(c)(b)(a)

(e) (f)



Fresnel Lenses

The creation of a lens using a symmetric arrangement of curved prisms is typically attributed
to A. J. Fresnel and commonly called a Fresnel lens. General descriptions of Fresnel lenses are
available.69, 70

Fresnel lenses provide a means to collect wide angular distributions with a device that can
be easily molded. Standard aspheric lenses can be molded, but the center thickness compared
to the edge thickness adds bulk and fabrication difficulties.

In imaging applications, Fresnel lenses are used, but the system designer must be careful to
consider the impact of the facets on the image quality. The facet structure is also important in
nonimaging applications where the use of facets introduces losses either by blocking flux or
by underfilling the aperture, which typically results in an etendue loss.

Fresnel lenses have two main variations: constant-depth facet structures and constant-
width facet structures (see Fig. 6). As the width of the facets becomes smaller, the effects of
diffraction should be considered.71 Although Fresnel lenses are typically created on planar
substrates, they can be created on curved surfaces.72, 73

The design of a Fresnel lens requires consideration of the riser angle (sometimes called
the draft angle) between facets.74, 75 A typical facet is depicted in Fig. 7. The riser angle should
be designed to minimize its impact on the rays that are controlled by the facets that the riser
connects.

Total Internal Reflection Fresnel Lenses. As the Fresnel lens collection angle increases,
losses at the outer facets increase.76 One solution is the use of total internal reflection (TIR)
facets. In this case, the flux enters the substrate material, hits the TIR facet, and then hits the
output surface. The entering, exiting, and TIR facets can also have power in more sophisti-
cated designs. The basic TIR Fresnel lens idea has been used in beacon lights since at least the
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FIGURE 5 Conic collimators. (a) e = 1/n and f = Rn/(n − 1). (b) e = n and f = R/(n − 1).
(c) e = 1/n with other surface being spherical. e = eccentricity, n = index of refraction, k = −e2.

(a) (b) (c)

FIGURE 6 Two main types of Fresnel lenses: equi-width and equi-
depth.



1960s.77 TIR Fresnel lenses have received more recent design attention for applications
including fiber illumination, LEDs, condensers, and concentrators.76, 78–82 Vanderwerf 83 inves-
tigates achromatic issues with catadioptric Fresnel lenses.

In some applications, the TIR Fresnel lens degenerates into one refractive facet and two or
more TIR facets. Combined TIR and refractive designs have been proposed for small sources
with significant attention to LEDs.84–86

Conic Reflectors

Reflectors made from conic sections (parabolas, ellipses, and hyperbolas) are commonly used
to transfer radiation from a source to a receiver. They provide spherical-aberration-free
transfer of radiation from one focal point to the other. The problem is that the distance from
a focal point to a point on the surface of the reflector is not constant except for the case of a
sphere. This introduces a nonuniform magnification (coma) that can result in a loss of con-
centration.

Many textbooks describe conic surfaces using equations that have an origin at the vertex
of the surface or at center of symmetry. Reference 17 (page 1.38) shows a number of different
forms for a conic surface. In nonimaging systems, it is often convenient to define conic reflec-
tors using an origin shifted away from the vertex. Reference 87 describes these surfaces in
Cartesian coordinates as apo-vertex surfaces. They can also be described in polar coordinates
where the focal point is typically the origin. The polar definition of a conic surface8 is

r =

where r is the distance from the foci to the surface, f is the distance from one focus to its nearest
vertex, φ is the angle from the foci to the vertex, e is s/(s + 2f ), and s is the distance between the
two foci. In Cartesian coordinates, z = r sin φ and y = r cos φ. An example is shown in Fig. 8.

Macrofocal Reflectors

One can consider the standard conic reflector to map the center of a sphere to a single point.
What can sometimes be more valuable for nonimaging optics is to map the edge of the sphere
to a single point. Reflectors to provide this mapping have been called macrofocal reflectors.88

They have also been called extinction reflectors8 because of the sharp edge in the illuminance
distribution that they can produce. Reference 89 describes an illumination system that pro-
vides a sharp cutoff using tilted and offset parabolic curves.

f(1 + e)
�� 
1 + e cos φ
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Involute

A reflector that is used in many nonimaging systems is an involute. An involute reflector
sends tangential rays from the source back onto themselves. One way to produce an involute
for a circle is to unwind a string that has been wrapped about the circle. The locus of points
formed by the string equals the involute. In Cartesian coordinates, the equation for the invo-
lute of a circle is90

x = r(sin θ − θ cos θ) (10)

y = −r(cos θ + θ sin θ) (11)

where r is the radius of the circle, θ = 0 at the cusp point, and the origin is at the center of the
circle. An example is shown in Fig. 9, where rays are drawn to highlight the fact that rays tan-
gent to the circle reflect off of the involute and retrace their path.

The term full involute has been used to describe an involute that is continued until the out-
put aperture is tangent to the surface of the source. A partial involute is an involute that is less
than a full involute. An involute with gap is also shown in Fig. 9, and is sometimes called a
modified involute.91 Involute segments can also be applied to noncircular convex shapes and
to disjoint shapes.92

2.5 CONCENTRATION

The transfer of radiation in an efficient manner is limited by the fact that the luminance of the
radiation from a source in a lossless system cannot increase as the radiation propagates
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FIGURE 8 Conic reflector showing r, f, s, and φ.

FIGURE 9 Full involute, partial involute, and involute with gap. Rays tangent to the source reflect
back toward the same location on the source.



through the system. A consequence is that the etendue cannot be reduced and maximizing the
luminance means avoiding dilution. A less understood constraint that can impact the transfer
of radiation is that rotationally symmetric optical systems conserve the skewness of the radi-
ation about the optical axis (see for example Ref. 4, Chap. 2.8, and more recently Ref. 93).
This section describes some of the basic elements of systems used to transfer radiation with an
emphasis on those that preserve etendue.

Many papers on nonimaging optics can be found in the Society of Photooptical Instru-
mentation Engineers (SPIE) proceedings. SPIE conferences specifically focused on non-
imaging optics include Refs. 94–99. Reference 100 also provides a large number of selected
papers. Textbooks on nonimaging optics include Refs. 4 and 101. Topical articles include Refs.
102 and 103.

Discussions of biological nonimaging optic systems have also been written.104–108

Tapered Lightpipes

Lightpipes can be used to transport flux from one location to another. This can be an efficient
method to transport flux, especially if total internal reflection (TIR) at the lightpipe surface is
utilized to provide lossless reflections. Lightpipes can provide annular averaging of the flux.
In addition, if the lightpipe changes in size from input to output over a given length (e.g., the
lightpipe is tapered), then the change in area produces a corresponding change in angles. If
the taper occurs over a long enough distance, then in most cases the etendue will be preserved
(see, for example, Ref. 109). If the taper occurs over too short a length, the etendue will not
be preserved, which can result in an increase in angles or possibly rays lost, such as when they
are reflected back toward the input.

An interesting geometric approach to determining if meridional rays in a conical lightpipe
can propagate from input to output end was shown by Williamson,110 and is informally called
the Williamson construction or a tunnel diagram. An example is shown in Fig. 10, where the
duplicate copies of the primary lightpipe are all centered about a single point. Where the rays
cross the copies shows the position and at what angle the rays will hit the primary lightpipe.
As seen in Fig. 10, the rays that do not cross the output end of any of the copies of the cone
are also the rays that are reflected back out the input end of the cone. Other analyses of
tapered geometries have been performed by Welford4 (pp. 74–76), and Meyer111 provides
numerous references.

Witte112 has performed skew ray analysis using a variation of the Williamson construction.
Witte also shows how a reference sphere centered at the point where the cone tapers to a
point can be used to define a pupil when cones are used in conjunction with imaging systems
analysis. Burton113 simplified the expressions provided by Witte.
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FIGURE 10 Williamson construction. Multiple copies of the primary cone are drawn.
Where rays cross, there copies are the same as where they hit the actual cone. Rays that do
not cross the output end are reflected back to the input end.



Vector flux investigations have shown that a cone is an ideal concentrator for a sphere
(Ref. 114, p. 539). An important implication of this result, which is similar to the information
presented by Witte,112 is that a cone concentrator can be analyzed by tracing from the cone
input aperture to the surface of a sphere. If the rays hit the sphere surface, then they will also
hit the sphere after propagating through the lightpipe. This is true for both meridional and
skew rays.

CPC

A compound parabolic collector (CPC) can be used to concentrate the radiation from a
clipped Lambertian source in a nearly etendue-preserving manner. Welford4 provides a thor-
ough description of CPCs. An example CPC is shown in Fig. 11, where the upper and lower
reflective surfaces are tilted parabolic surfaces. The optical axis of the parabolic curves is not
the same for the upper and lower curves, hence the use of the term compound.

In 2D, the CPC has been shown to be an ideal concentrator.4 In 3D, a small fraction of
skew rays are rejected and bound the performance. For a CPC, this skew ray loss increases as
the concentration ratio increases. Optimization procedures have produced designs that pro-
vide slightly better performance than the CPC in 3D.37 Molledo115 has investigated a crossed
cylindrical CPC configuration.

The length of a CPC concentrator is

Length = (Rin + Rout)/tan (θin) (12)

A particularly important aspect of the CPC is that the length is minimized for the case
where the input port can see the exit port. If the distance between the input and output ports
is made smaller than the CPC length, then rays higher than the maximum design angle could
propagate directly from input to output aperture. The reduction in concentration is often
small, so many practical systems use truncated CPC-like designs.90, 116–118 A cone that is the
same length as an untruncated CPC will provide lower concentration, but as the cone is
lengthened, the performance can exceed the performance of the CPC.

In the literature, CPC is sometimes used to denote any ideal concentrator. For nonplanar
receivers, the reflector shape required to create an ideal concentrator is not parabolic. The
convention is to use CPC-type.

An example of a CPC-type concentrator for a tubular receiver is shown in Fig. 12. Part of
the reflector is an involute and the remainder reflects rays from the extreme input angle to the
tangent of the receiver. The design of CPC-type concentrators for nonplanar sources has been
described.4, 116, 119, 120. Designs with gaps between reflector and receiver121–123 and with prisms
attached to the receiver124, 125 have also been described.

CPC-type geometries are also used in laser pump cavities.126
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FIGURE 11 Compound parabolic concentrator (CPC). (a) Upper parabolic curve of CPC. Circles are
drawn to identify the parabola vertex and the edges of the CPC input and output apertures.

(a) (b)



Arrays of CPCs or CPC-like structures have also been applied to the liquid crystal dis-
plays,127, 128 illumination,89 and solar collection.129

CEC

When the source of radiation is located at a finite distance away from the input port of the con-
centrator, a construction similar to the CPC can be used; however, the reflector surface is now
elliptical.130 In a similar manner, if the source of radiation is virtual, then the reflector curvature
becomes hyperbolic. These two constructions are called compound elliptical concentrators
(CEC) and compound hyperbolic concentrators (CHC). A CEC is shown in Fig. 13, where the
edge of the finite size source is reimaged onto the edge of the CEC output aperture. Hottel
strings can be used to compute the etendue of the collected radiation (see Sec. 2.6). The CPC
is similar to the CEC, except the edge of the source is located at infinity for the CPC.

CHC

A CHC is shown in Fig. 14 where the rays that pass through the finite-size aperture create a
virtual source. The CHC concentrates the flux. Arrangements where the CHC is just a cone
are possible.131 Gush132 also describes a hyperbolic cone-channel device.
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FIGURE 12 A CPC-type reflector for a tubular
source.

FIGURE 13 Compound elliptical concentrator (CEC). Rays originating at finite size source and collected
at the CEC entrance are concentrated at the CEC output port. Edge of source is imaged onto edge of out-
put aperture.



If the virtual source is located at the output aperture of the concentrator, then an ideal
concentrator in both 2D and 3D can be created (see Fig. 15). Generically, this is a hyperboloid
of revolution and is commonly called a trumpet.133 The trumpet maps the edge of the virtual
source to ±90 degrees. The trumpet can require an infinite number of bounces for rays that
exit the trumpet at nearly 90°, which can limit the performance when finite-reflectivity mir-
rors are used.

DCPC

The CPC construction can also be applied when the exit port is immersed in a material with a
high index of refraction. Such a device is called a dielectric compound parabolic concentrator
(DCPC).134 This allows concentrations higher than those found when the exit port is
immersed in air. In this immersed exit port case, the standard CPC construction can still be
used, but the exit port area is now n times smaller in 2D and n2 smaller in 3D. Another moti-
vation for a DCPC is that the reflectivity losses for a hollow CPC can be minimized because
TIR can provide lossless reflections. A DCPC is shown in Fig. 16. A DCPC that uses frus-
trated TIR at the DCPC to receiver interface has been investigated.135
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FIGURE 14 Compound hyperbolic concentrator for use with virtual source. Edge of virtual source is
imaged onto the edge of the output port.

FIGURE 15 Trumpet with exit aperture located at virtual source plane. Rays “focused” at edge of vir-
tual source exit the trumpet at ±90°.



A hollow CPC can also be attached to a DCPC to minimize the size of the DCPC.136 Extrac-
tion of flux from a high-index medium into a lower-index medium has been investigated137, 138

using faceted structures.

Multiple Surface Concentrators

CPC-type concentrators can produce a long system when θin is small. To avoid excessively long
systems, other optical surfaces are typically added. Often, a CPC-type concentrator is com-
bined with a primary element such as a condensing lens or a parabolic reflector. There are also
designs where the optical surface of the primary and the optical surface of the concentrator are
designed together, which often blurs the distinction between primary and concentrator.

Lens + Concentrator. There are numerous examples of lenses combined with a nonimaging
device in the literature. One approach is to place a lens with the finite-size aperture shown in
Fig. 13, 14, or 15 and illuminate the lens with a relatively small angular distribution. The lens
produces higher angles that are then concentrated further using the conventional CPC, CEC,
CHC, or trumpet. Such a combination typically produces a shorter package length than a
CPC-type concentrator.

A lens/CHC can be attractive because the CHC is placed between the lens and lens focal
plane, whereas the CEC is placed after the lens focal plane. Thus, the lens/CHC provides a
shorter package than a lens/CEC. Both the lens curvature and the CHC reflector can be opti-
mized to minimize the effects of aberrations, or the combination can be adjusted so that the
CHC turns into a cone. Investigations of lens/cone combinations include Williamson,10 Collares-
Pereira,75 Hildebrand,139 Welford,4 and Keene.140 Use of a cone simplifies fabrication complexity.

After the theoretical implications of the trumpet were recognized, Winston141 and O’Gal-
lagher133 investigated the case of a lens/trumpet.

When TIR is used to implement the mirrors, the mirror reflection losses can be eliminated,
with the drawback that the package size grows slightly. A design procedure for a lens mirror
combination with maximum concentration was presented by Ning,142 who coined the term
dielectric total internal reflecting concentrator (DTIRC) and showed significant package
improvements over the DCPC.

Eichhorn143 describes the use of CPC, CEC, and CHC devices in conventional optical sys-
tems, and uses explicit forms for the six coefficients of a generalized quadric surface.144 A
related “imaging” lens and reflector configuration is the Schmidt corrector system.145

Arrays of lenses with concentrators have also been investigated for use in illumination.146
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FIGURE 16 Dielectric CPC: same as CPC, except output
port is immersed.



Mirror + Concentrator. There have been numerous investigations of systems that have a
parabolic primary and a nonimaging secondary.137, 147–150 Other two-stage systems have been
investigated.29–31, 151–153 Kritchman154 has analyzed losses due to aberrations in a two-stage
system.

Asymmetric concentrators have also been investigated. Winston152 showed that an off-axis
parabolic system can improve collection by tilting the input port of a secondary concentrator
relative to the parabolic axis. Other asymmetric designs have been investigated.155, 156

Related two-mirror “imaging” systems (e.g., Ref. 60, Chap. 16) such as the Ritchey-
Chretien can be used as the primary. Ries157 also investigated a complementary Cassegrain
used for concentration.

Simultaneous Multiple Surfaces. Minano and coworkers have investigated a number of
concentrator geometries where the edge of the source does not touch the edge of a reflector.
The procedure has been called simultaneous multiple surfaces (SMS) and builds on the mul-
tisurface aspheric lens procedure described by Schultz.67 Minano uses the nomenclature R for
refractive, X for reflective (e.g., refleXive), and I when the main mode of reflection is TIR.
The I surface is typically used for refraction the first time the ray intersects the surface and
TIR for the second ray intersection. The I surface is sometimes mirrored over portions of the
surface if reflection is desired but the angles do not satisfy the TIR condition. Illustrative cita-
tions include RR,158 RX,159, 160 and RXI.161, 162 Example RX and RXI devices are shown in Fig.
17. SMS can be used to design all reflecting configurations.

Restricted Exit Angle Concentrators with Lenses

If the angular distribution of the flux is constant across an aperture and the centroid of the
distribution is normal to the aperture, then the distribution is called telecentric. Many optical
systems require the transfer of flux from one location to another. If the desired distribution of
flux at the second location is also telecentric, then the system is called doubly telecentric. An
afocal imaging system can be modified to provide a doubly telecentric imaging system when
used with finite conjugates. An example is shown in Fig. 18.

In nonimaging systems, flux must often be transferred from one aperture to another and
the angular distribution at the second aperture must be constant across the aperture. How-
ever, the point-by-point mapping is not required in nonimaging systems. A single lens can
provide this transfer of radiation, as shown in Fig. 19. This type of lens is a collimator and is
similar to a Fourier transform lens; it has been called a beam transformer.163
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FIGURE 17 RX (a) and RXI (b) concentrators. The receiver
is immersed in both cases. In the RXI case, the central portion of
the refractive surface is mirrored.

(b)(a)



The aberrations introduced by a lens can limit the etendue preservation of the aggregate
flux collected by the lens. The increase in etendue tends to become more severe as range of
angles collected by the lens increases. Somewhere around f/1, the change can become quite
significant.

θ1/θ2

θ1/θ2 concentrator29, 163, 164 maps a limited-angle Lambertian distribution with maximum angle
θ1 into another limited-angle Lambertian with maximum angle θ2. One version of the θ1/θ2 is
a compound parabolic construction with a cone replacing part of the small end of the CPC
(Ref. 4, pp. 82–84). A picture is shown in Fig. 20. The length of a θ1/θ2 is given by the same
equation as the CPC [e.g., Eq. (12)]. If the θ1/θ2 is hollow and θ2 = 90°, then the cone disap-
pears and the θ1/θ2 becomes a CPC.
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FIGURE 18 Doubly telecentric system showing a twofold increase in size and a twofold decrease in angles.

FIGURE 19 Condenser to provide an angle to area transformation and produce
a distribution that is symmetric about the optical axis at both input and output
planes. Din sin θin = Dout sin θout.

FIGURE 20 θ1/θ2 implemented using cone with compound parabolic. (a) Construction information.
(b) θ1/θ2.

(a) (b)



To reduce losses introduced by nonunity mirror reflectivities, a θ1/θ2 converter can also be
created using a solid piece of transparent material. The design is similar to the hollow θ1/θ2

and must take into account the refraction of rays at the input and output port. A dielectric
θ1/θ2 converter is shown in Fig. 21.

If the θ1/θ2 is an all-dielectric device, nearly maximum concentration for an air exit port can
be obtained without the mirror losses of a hollow CPC; however, Fresnel surface reflections
at the input and output ports should be considered.

Similar to the lens-mirror combination for maximal concentration, the θ1/θ2 can be imple-
mented with a lens at the input port. Going one step further, the output port of the θ1/θ2 can
also incorporate a lens. Similar to a Galilean telescope, the θ1/θ2 with lenses at both the input
and output ports can provide a short package length compared to embodiments with a flat
surface at either port.164

In many cases, a simple tapered cone can be used to implement a θ1/θ2 converter. One rea-
son is that when the difference between θ1 and θ2 is small, the compound parabolic combined
with a cone is nearly identical to a simple cone. By using an approximation to the ideal shape,
some of the flux within θ1 maps to angles outside of θ2. In many practical systems, the input
distribution does not have a sharp transition at θ1, so a small mapping outside of θ2 has minor
impact. In general, the transition can be made sharper by increasing the cone length; how-
ever, there may be multiple local minima for a specific situation.165

Uniformity at the output port of a θ1/θ2 compared to a CPC has been investigated.166

Tabor118 describes hot spots that can occur with CPCs used in solar energy systems. Edmonds125

uses a prism where hot spots that may occur are defocused after propagating through the
prism. Emmons167 discusses polarization uniformity with a dielectric 90/30 converter.

Two CPCs can be placed “throat-to-throat” to provide a θ1/θ2 converter that also removes
angles higher than the desired input angle.168 The removal of higher angles is a result of the
CPC’s ability to transfer rays with angles less than θ1 and reject rays with angles greater than
θ1. Two nonimaging concentrators have also been investigated for use in fiber-optic coupling.169

Tight lightpipe bends are also made possible by inserting a bent lightpipe between the
throats of the two concentrators.33 In the special case of θ1 = θ2 = 90°, a bent lightpipe has also
been used as an ideal means to transport the flux for improved packaging.170

2D vs. 3D Geometries

Skew Ray Limits. One of the standard design methods for concentrators has been to design
a system using a meridional slice and then simply rotate the design about the optical axis. In
some cases, such as the CPC used with a disk receiver, this may only introduce a small loss;
however, there are cases where the losses are large.

The standard CPC-type concentrator for use with a circular receiver90, 171 is an example
where this loss is large. To assess the loss, compare the 2D and 3D cases. In 2D a concentrator

2.20 CLASSICAL OPTICS

FIGURE 21 Dielectric θ1/θ2 implemented using
cone with compound parabolic. The rays refract at
the input port, total internally reflect (TIR) at the
sidewalls, and then refract at the output port.



can be designed where the input port is 2Rin with a ±θin angular distribution; the size of the tube-
shaped receiver is 2πRtube = 2Rin sin θin. The 2D case provides maximum concentration. In the 3D
case where the 2D design is simply spun about the optical axis, the ratio of the input etendue to
the output etendue is πRin

2π sin2 θin/(4πRtube
2) = π2/4 ∼ 2.5. The dilution is quite large. Feuer-

mann172 provides a more detailed investigation of this type of 2D-to-3D etendue mismatch.
Ries93 shows how skew preservation in a rotationally symmetric system can limit system

performance even though the etendue of the source and receiver may be the same. The skew-
ness distributions (detendue/dskewness as a function of skewness) for an example disk,
sphere, and cylinder aligned parallel to the optical axis are shown in Fig. 22. The etendues of
the disk, sphere, and cylinder are all the same. A second example where a cylinder is coupled
to a disk is shown in Fig. 22b. This figure highlights losses and dilution. For skew values where
the skewness distribution for the receiver is greater than the source, dilution occurs. Where
the source is greater than the receiver, losses occur. If the size of the disk is reduced, then the
dilution will also decrease, but the losses increase. If the disk is made bigger, then the losses
decrease, but the dilution increases. Skew ray analysis of inhomogeneous sources and targets
has also been considered.173

Star Concentrator. One way of avoiding the skew ray limit in a system with a rotationally sym-
metric source and a rotationally symmetric receiver is to avoid the use of rotationally symmet-
ric optics to couple the flux from source to target. A device called a star concentrator has been
devised174 and shown to improve the concentration. The star concentrator derives its name from
the fact that the cross section of the concentrator looks like a star with numerous lobes. The star
concentrator is designed using a global optimization procedure. Performance of the star con-
centrator, assuming a reflectivity of 1, provides performance that exceeds the performance pos-
sible using a rotationally symmetric system. The star concentrator approach has also been
investigated for the case of coupling from a cylindrical source to a rectangular aperture.7, 175

Image Dissectors. The problem of coupling flux from a rotationally symmetric source to a
spectrometer slit motivated some earlier efforts to overcome the skewness limit. Benesch176

shows a system with two sets of facets that “dissect” an X by Y aperture into N regions of size
X/N by Y and relay those images to create an X/N by NY region. The dissection can be done
while preserving the NA of the input (e.g., the etendue is preserved but the skew is changed).
Benesch calls this system an optical image transformer and it is similar in function to Bowen’s
image slicer.177 Refractive versions are also possible (see for example Ref. 178). One issue that
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FIGURE 22 Skewness distributions (Ries93). (a) Skewness distribution for a disk with unit radius, a cylinder with
length = 2 and radius = 0.25, and a sphere of radius 0.5. The etendue for all three cases is constant. (b) Comparison of
the coupling of a disk to a cylinder where the coupled flux is distinguished from the losses and the dilution.

(a) (b)



must be addressed for some systems, which use these dissectors, is that the adjoining regions
of the X/N by Y areas can produce a nonuniform illuminance distribution. Laser arrays can
also use dissectors to improve performance.179, 180

Tandem-lens-array approaches can be used that provide the image dissection and super-
impose all the images rather than placing them side by side.181, 182

An example of a refractive image dissector compared to a lens array is shown in Fig. 23. The
image dissector breaks an input square beam into four smaller square regions that are placed
side by side at the output. The lens array breaks the input beam into four rectangles that are
superimposed at the output. Both systems use field lenses at the output. The lens array does
not have a gap between mapped regions at the output plane compared to the dissector.

Fiber bundles can also be used as image dissectors. For example, the fibers can be grouped
in a round bundle at one end and a long skinny aperture at the other end. Feuermann183 has
provided a recent investigation of this idea. If the fibers in the bundle have a round cross sec-
tion, tapering the ends of each of the fibers can help improve the uniformity at the output.184

Special systems that use slowly twisted rectangular light guides have also been investigated
for scintillators,185–187 document scanning,188, 189 and microlithography.190

Bassett191 also shows that arrays of ideal fibers can be used to create ideal concentrators,
and Forbes192 uses the same approach to create a θ1/θ2 transformer.

Geometrical Vector Flux

The edge ray design method does not show how the jumble of rays from multiple reflections
yields a Lambertian output. The geometric vector formalism was investigated in an attempt
to understand the process. Summaries can be found in Bassett101 and Welford.4 The proof that
a trumpet provides ideal performance has been performed using the flow line concept.114

The vector flux formalism provides the lines of flow and loci of constant geometric vector
flux J. The vector J is the PSA for three orthogonal patches where the PSA on the front side
of a patch can subtract from the PSA on the back side. The magnitude of J describes what the
PSA would be for a surface aligned perpendicular to J. The flow line concept uses the idea
that an ideal mirror can be placed along lines of flow without modifying the flow.

In the context of vector flux, the CPC, θ1/θ2, and light cone are discussed in Winston.141 The
light cone is demonstrated using an orange in Winston.95 The 2D CEC and θ1/θ2 are discussed by
Barnett.193, 194 Gutierrez195 uses Lorentz geometry to show that other rotationally symmetric
ideal concentrators can be obtained using surfaces that are paraboloid, hyperboloid, and ellip-
soid. Greenman196 also describes vector flux for a number of ideal concentrators.
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FIGURE 23 Square-to-rectangular mapping with an image dissector (a) and a lens array (b) where the out-
put angular distribution is symmetric. The image dissector uses an array of discrete field lenses. The lens
array uses a single field lens.

(a) (b)



Edge Rays

The design of nonimaging optics has been facilitated by the use of the edge ray method4, 68, 101, 197

and is sometimes called the string method.4, 8 In the design of an ideal concentrator, the main
principle is that extreme rays at the input aperture must also be extreme rays at the output
aperture. Minano198 describes the edge rays as those that bound the others in phase space. 
In many cases, the result is that the edge of the source is imaged to the edge of the receiver,
and the reflector surface to perform the mapping is a compound conic. When the location of
the source edge or the receiver edge is not constant (e.g., a circular source), the required
reflectors are not simple conics (e.g., see the preceding section). Gordon199 describes a com-
plementary construction that highlights the fact that what is conventionally the “outside” of a
concentrator can also be used in nonimaging optics.

Davies200 further explores the continuity conditions required by the edge-ray principle.
Ries201 refines the definition of the edge ray principle using topology arguments. Rabl202

shows examples where the analysis of specular reflectors and Lambertian sources can be per-
formed using only the edge rays.

Tailoring a reflector using edge rays is also described in the next section.

Inhomogeneous Media

A medium with a spatially varying index of refraction can provide additional degrees of free-
dom to the design of nonimaging optics. In imaging optics, examples of inhomogeneous media
include Maxwell’s fisheye and the Luneburg lens.4, 18 In concentrator design, 2D and 3D
geometries have been investigated.198, 203

2.6 UNIFORMITY AND ILLUMINATION

In many optical systems, an object is illuminated and a lens is used to project or relay an image
of the illuminated object to another location. Common examples include microscopes, slide
projectors, overhead projectors, lithography, and machine vision systems. In a projection sys-
tem the uniformity of the projected image depends upon the object being illuminated, the dis-
tribution of flux that illuminates the object, and how the projection optics transport the object
modulated flux from object to image. The portion of the system that illuminates the object is
often called the illumination subsystem.

Beam forming is another broad class of illumination systems. In beam forming, there is
often no imaging system to relay an image of the illuminated object. Since the human eye is
often used to view the illuminated object, the eye can be considered an imaging subsystem.
Application examples include commercial display cases, museum lighting, room lighting, and
automotive headlamps.

Approaches to provide uniform object illumination are discussed in this section. The dis-
cussed approaches include Kohler/Abbe illumination, integrating cavities, mixing rods, lens
array, tailored optics, and faceted structures. Many of the approaches discussed in this section
can be designed to preserve etendue, but the design emphasis is on uniformity so they have
been placed in this section rather than the preceding one.

Classic Projection System Uniformity

In classical projection systems, there is typically a source, a transparency (or some other item
to be illuminated), and a projection lens. There are two classic approaches to obtaining unifor-
mity in those systems: Abbe and Kohler illumination (see Fig. 24). In both cases, a source illu-
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minates a transparency that is then often imaged onto a screen. Transparency is a general term
that includes items such as spatial light modulators, film, slides, gobos, and microscope slides.

Some general references regarding Abbe/Kohler illumination include Jones,204 Kingslake,205

O’Shea,206 Wallin,207 Weiss,208 Ray (pp. 455–461),66 Bradbury,209 Inoue,210 and Born.18 A descrip-
tion of Kohler with partial coherence is included in Lacombat.211

Abbe. Abbe (also called Nelsonian and Critical illumination) images the source onto the
transparency. When the source is spatially uniform, the Abbe approach works fine. A frosted
incandescent bulb is a good example. Sometimes a diffuser is inserted in the system and the
diffuser is imaged onto the transparency. Fluorescent tubes are another case where a light
source provides excellent spatial uniformity. The luminance of sources that are spatially uni-
form is typically lower than that of sources that are not uniform.

Kohler. Even though the source’s illuminance distribution may be nonuniform, there are
often uniform regions of the source’s intensity distribution. This phenomenon is used in the
design of Kohler-type systems where the source is imaged into the projection lens aperture
stop and a mapping of the source intensity distribution illuminates the transparency. One rea-
son this approach works well is that far from the source, the illuminance distribution over a
small area is independent of where the flux originated. This tends to provide uniformity over
portions of the source’s intensity distribution.

A nearly spherical reflector is sometimes added behind the source to improve the collec-
tion efficiency of a Kohler illumination system. Typically, the spherical reflector produces an
image of the source that is aligned beside the primary source. The direct radiation from the
source and the flux from the image of the source then become the effective source for the
Kohler illuminator. If the source is relatively transparent to its own radiation, then the image
of the source can be aligned with the source itself. Blockage by electrodes and leads within the
bulb geometry often limit the flux that can be added using the spherical reflector. Scattering
and Fresnel surface reflections also limit the possible improvement. Gordon212 provides a
recent description of a back reflector used with filament sources.

In Kohler illuminators, tailoring the illuminance distribution at the transparency to pro-
vide a desired center-to-edge relative illumination can be performed using the edge ray
approach described by Zochling.213 Medvedev82 also applied the edge ray principle to the
design of a projection system. The other tailoring approaches described later in this section
may also be relevant.
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FIGURE 24 Abbe vs. Kohler layout comparison.



Integrating Cavities

Integrating cavities are an important example of nonimaging optics that are used in precision
photometry,16 backlighting systems, collection systems (Basset,101 Sec. 7, and Steinfeld214),
scanners,41 and reflectometers.215 They provide a robust means for creating a distribution at
the output port that is independent of the angular and spatial luminance distributions at the
input port, thereby removing “hot spots” that can be obtained using other methods. Integrat-
ing cavities are limited by a trade-off between maximizing the transmission efficiency and
maximizing the luminance at the output port. The angular distribution exiting the sphere is
nominally an unclipped Lambertian, but there are a number of techniques to modify the
Lambertian distribution.216

Nonuniformities with Integrating Spheres. Integrating cavities, especially spherically
shaped cavities, are often used in precision photometry where the flux entering the sphere is
measured using the flux exiting the output port of the sphere. For precision photometry, the
angular distribution of the exiting flux must be independent of the entering distribution. In
general, the flux is scattered multiple times before exiting the sphere, which provides the
required independence between input and output distributions. The two main situations
where this independence is not obtained are when the output port views the input port and
when the output port views the portion of the sphere wall in which the direct illumination
from the input port illuminates the sphere wall.

Figure 25 shows an integrating sphere with five ports. A source is inserted into the upper port
and the other four ports are labeled. Figure 26 shows the intensity distribution that exits output
port 1 of the sphere shown in Fig. 25. The structure in the exiting intensity distribution is roughly
Lambertian, but there are nonuniformities in the distribution that occur at angles that can “see”
the source or the other output ports. To highlight this effect, rotated views of the sphere are
included in Fig. 26. The bright peak in the intensity distribution occurs at the view angle where
the output port can “see” direct radiation from the source. The dips in the intensity distribution
occur at view angles where the output port can “see” the unused ports in the sphere.

If the source is replaced by a relatively collimated source that illuminates only a small
region of the cavity interior (e.g., a collimated laser), then the output port intensity also shows
a peak as shown in Fig. 27.

Three methods that are often used in precision photometry to create an output intensity
distribution that is independent of the input involve the use of baffles, satellite spheres, and
diffusers. Baffles block radiation from exiting the sphere directly, thereby forcing the exiting
flux to scatter multiple times before exiting the sphere. A satellite sphere is a secondary sphere
that is added to the primary sphere. Diffusers superimpose flux from multiple angles to pro-
vide an averaging effect that removes observable structure.
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FIGURE 25 Spherical integrating cavity with one input
port and four output ports.



Finite-thickness walls at the exit port will also alter the view angle of external ports and can
improve the on-axis intensity because light that reflects off of the walls can go back into
sphere and have a chance to add to the output.

Efficiency vs. Luminance. An important aspect of an integrating cavity is that structure in
the angular and spatial distribution of the source’s light flux are removed by multiple reflec-
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FIGURE 26 Relationship between the intensity distribution from the flux that exits
an integrating sphere to what you see when looking back into the sphere.

FIGURE 27 Intensity distribution (a) for an integrating sphere (b) that is
illuminated with a highly collimated source. The flux that exits the sphere
with only one bounce produces a higher intensity than the flux that rattles
around and exits in a more uniform manner. The intensity distribution is
shown normal to the orientation of the output port.

(a) (b)



tions from the diffuse reflector. Under the assumption that the flux inside of an integrating
sphere is scattered in a Lambertian manner, Goebel217 has provided a description of the rela-
tionship between the fraction of flux that enters the sphere and the fraction of flux that exits
the sphere (see also the Technical Information chapter in the LabSphere catalog). Goebel’s
results can be used to show that the ratio of the flux that exits the sphere via one port to the
flux that exits out another port is

Efficiency = η = (13)

where
fsphere = (total sphere surface area − port areas)/total sphere surface area
foutput = output port area/total sphere surface area
finput = input port area/total sphere surface area

Rx = reflectivity of x

When the input and output have zero reflectivity, the result is

Efficiency = η = (14)

Averaging the input flux over a hemisphere gives a ratio of the luminance at the output
port to the luminance at the input port of

= = = (15)

When the input and output ports have zero reflectivity, then the result is

= (16)

The efficiency and the ratio of input to output luminances are shown in Fig. 28 for the case
of Rsphere = 98.5%.
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FIGURE 28 Input to output transmission (a) and relative output luminance (b) for the case of sphere reflectivity =
0.985. The different curves are for various input port fractional areas.
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When the fractional input port size equals the fractional output port size, the sphere trans-
mission is less than 50% and the output luminance is less than 50% of the input luminance.
Increasing the output port size provides higher transmission, but the luminance of the output
port is now less than 50% of that of the input port. Reducing the output port size can increase
the output luminance to values greater than the input luminance; however, the transmission
is now less than 50%. Thus, an integrating cavity offers the possibility of improving uniformity
at the expense of either luminance or efficiency.

Integrating Cavity with Nonimaging Concentrator/Collectors. The flux exiting an inte-
grating cavity tends to cover a hemisphere. Adding a nonimaging collector, such as a CPC, to
the output port can reduce the angular spread. The integrating cavity can also include a con-
centrator at the input port so as to minimize the size of the input port if the angular extent of
the radiation at the input port does not fill a hemisphere.

A CEC can be added to the output port of an integrating cavity so that the portion of the
sphere surface that contributes to the output distribution is restricted to a region that is
known to have uniform luminance.215 Flux outside of the CEC field of view (FOV) is rejected
by the CEC. CPCs and lenses with CHCs have also been investigated.215, 218, 219

Modifying the Cavity Output Distribution. Prismatic films can also be placed over the exit
port of an integrating cavity, which is an approach that has been used by the liquid crystal dis-
play community (e.g., the BEFII films commercialized by 3M). The prismatic films increase
the intensity at the angles that exit the sphere by reflecting the undesired angles back into the
sphere so that they can be rescattered and have another chance to exit the sphere. For systems
that require polarized light, nonabsorbing polarizing films can also be used to return the
undesired polarization state back into the sphere.

Another approach to selectively controlling the exit angles is the addition of a hemispher-
ical or hemiellipsoid reflector with a hole in the reflector. Webb220 described this approach for
use with lasers.

In a similar manner, reflecting flux back through the source has been used with discharge
sources, and is especially effective if the source is transparent to its own radiation.

Mixing Rods (Lightpipes)

When flux enters one end of a long lightpipe, the illuminance at the other end can be quite uni-
form. The uniformity depends upon the spatial distribution at the lightpipe input, the intensity
distribution of the input flux, and the shape of the lightpipe. Quite interestingly, straight round
lightpipes often do not provide good illuminance uniformity, whereas some shapes like squares
and hexagons do provide good illuminance uniformity. This is shown in Fig. 29.

Shapes (Round vs. Polygon). Square lightpipes have been used very successfully to provide
extremely uniform illuminance distributions. To understand how a lightpipe works, consider the
illuminance distribution that would result at the output face of the lightpipe if the lightpipe’s
sidewalls were removed. Including the sidewalls means that various regions of the illuminance
distribution with no lightpipe are superimposed. In the case of a square, the multiple regions
add in a controlled manner such that there is improved uniformity by virtue of the superposi-
tion of multiple distributions. If the source distribution is symmetric about the optical axis, then
distributions with a positive slope are superimposed onto distributions with a negative slope.
This means that the uniformity from N distributions can be better than the addition of N uncor-
related distributions that would provide uniformity with a 1/√N standard deviation.

One way to view the operation of a rectangular mixing rod is to consider the illuminance
distribution that would occur at the output face of the mixing rod if no sidewall reflections
were present. The sidewalls force subregions of this unreflected illuminance distribution to
superimpose in a well-controlled manner.222 This is shown in Fig. 30, where a Williamson-type
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construction is shown on the left. The illuminance distribution at the lightpipe output with no
sidewalls is also shown, as is the superposition of the subregions when sidewall reflection is
included. Every other subregion is inverted because of the reflection at the sidewall. This
inversion provides a difference between a lightpipe used for homogenization and a lens array.

Figure 31 shows the results of a Monte Carlo simulation where a source with a Gaussian
illuminance distribution and a Gaussian intensity distribution are propagated through a
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FIGURE 29 When flux from a source is coupled into a mixing rod, the illuminance at the
output end of the mixing rod is significantly affected by the shape of the lightpipe. Square
and hexagonal lightpipes work much better than round or many other regular polygons.

FIGURE 30 Flip-and-fold approach222 for use with rectangular mixing rods. Subregions of the illumi-
nance at the lightpipe output with no sidewall reflections are superimposed to create a uniform distribution.
The lightpipe is shown shaded and a Williamson construction is included. The path of one ray is shown with
and without sidewall reflection.



square lightpipe. The illuminance at the lightpipe input and output faces is shown in the top
of the figure. The illuminance distribution in the lower right shows the illuminance distribu-
tion if no sidewall reflections occurred. Lines are drawn through the no-sidewall reflection
illuminance distribution to highlight the subregions that are superimposed to create the illu-
minance distribution when the lightpipe is present. The lower left illuminance distribution
results from propagating the flux from the output end of the lightpipe back to the input end.
Multiple images of the source are present, similar to the multiple images observed in a kalei-
doscope. This kaleidoscope effect is one reason why lightpipe mixing is sometimes considered
to be the superposition of multiple virtual sources.

In general, if the cross-sectional area is constant along the lightpipe length, and the area is
covered completely by multiple reflections with respect to straight sidewalls of the lightpipe,
then excellent uniformity can be obtained. The shapes that provide this mirrored tiling
include squares, rectangles, hexagons, and equilateral triangles.221 A square sliced along its
diagonal and an equilateral triangle sliced from the center of its base to the apex will also
work. Pictures of these shapes arranged in a mirror-tiled format are shown in Fig. 32. The
lightpipe length must be selected so as to provide an adequate number of mirrored regions. In
particular, the regions near the edge that do not fill a complete mirror-tiled subregion must be
controlled so that they do not add a bias to the output distribution.

Shapes that do not mirror-tile may not provide ideal uniformity as the lightpipe length is
increased, at least for a small clipped Lambertian source placed at the input to the lightpipe.
One explanation is shown in Fig. 33.
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FIGURE 31 Example with a source that has a Gaussian intensity
distribution. If the source is propagated to the end of the lightpipe
without sidewall reflections, the illuminance distribution at the out-
put can be sliced into distinct regions. These regions are superim-
posed to create the illuminance distribution that actually occurs with
the sidewall reflections. If the flux at the lightpipe output is propagated
virtually back to the input end, the multiple images can be observed.

FIGURE 32 Mirror-tiled shapes that can ensure uniformity with adequate length.



Round lightpipes can provide annular averaging of the angular distribution of the flux that
enters the input end. Because of this, the illuminance distribution along the length of the
lightpipe tends to be rotationally symmetric; however, the illuminance distribution tends to
provide a peak in the illuminance distribution at the center of the lightpipe. The magnitude of
this peak relative to the average varies along the length of the lightpipe. If the distribution
entering the lightpipe is uniform across the whole input face, and the angular distribution is a
clipped Lambertian, then the round lightpipe maintains the uniformity that was present at the
input end. However, if either the input spatial distribution or the input angular distributions
are not uniform, then nonuniform illuminance distributions can occur along the lightpipe
length. This presents the interesting effect that a source can be coupled into a square lightpipe
of adequate length to provide a uniform illuminance distribution at the lightpipe output face;
however, if the angular distribution is nonuniform and coupled into a round lightpipe, then
the illuminance at the output face of the round lightpipe may not be uniform.

Periodic Distributions. If the unmirrored illuminance distribution has a sinusoidal distribu-
tion with certain periods that match the width of the lightpipe, then the peaks of the sinusoid
can overlap. A Fourier analysis of the lightpipe illuminance distribution can help to uncover
potential issues.222

Length. The length of the lightpipe that is required to obtain good uniformity will depend
upon the details of the source intensity distribution. In general, overlapping a 9 × 9 array of
mirrored regions provides adequate uniformity for most rotationally symmetric distributions.
For an f/1 distribution with a hollow lightpipe, this means that the lightpipe aspect ratio
(length/width) should be greater than 6:1. For a lightpipe made from acrylic, the aspect ratio
needs to be more like 10:1.

Solid vs. Hollow. In addition to a solid lightpipe requiring a longer length to obtain a given
uniformity, the design of the solid case should consider the following: Fresnel surface losses at
the input and output ends, material absorption, cleanliness of the sidewalls (heat shrink
Teflon can help here), and chipping of the corners. For the hollow case, some considerations
include dust on the inside, coatings with reflectivities of less than 100 and angular/color
dependence, and chips in mirrors where the sidewalls join together.222

With high-power lasers and high-power xenon lamps, a solid coupler may be able to han-
dle the average power density, but the peak that occurs at the input end may introduce dam-
age or simply cause the solid lightpipe to shatter.

Hollow lightpipes can also be created using TIR structures.223, 224

Angular Uniformity. Although the illuminance at the output end of a lightpipe can be
extremely uniform, the angular distribution may not be, especially the “fine” structure in the
distribution. One method to smooth this fine structure issue is to add a low-angle diffuser at

NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION 2.31

FIGURE 33 Diagram showing why pentagon does not tile like the
hexagon. Simulation results are shown in Fig. 29.



the lightpipe output end.225 A diffuser angle that is about the angular difference between two
virtual images is often sufficient. Since multiple images of the source are usually required to
obtain illuminance uniformity at the lightpipe output, the diffuser does not increase the
etendue much. Making the lightpipe longer reduces the angular difference between neigh-
boring virtual images and the required diffuser angle is reduced accordingly. Combinations of
lightpipes and lens arrays have also been used.226

Tapered Lightpipes. If the lightpipe is tapered, meaning that the input and output ends have
different sizes, excellent uniformity can still be obtained. Since the lightpipe tends to need a
reasonable length to ensure uniformity, the tapered lightpipe can provide reasonable preser-
vation of etendue. This etendue preservation agrees with Garwin’s3 adiabatic theorem. In
general, for a given light pipe length, better mixing is obtained by starting with high angles at
the light pipe input and tapering to lower angles than if the input distribution starts with the
lower angles.227 A Williamson construction can be used to explain why the tapered pipe has
more virtual images than a straight tapered case. Tapered lightpipes have been used with mul-
timode lasers228 and solar furnaces.221

An example with a small Lambertian patch placed at the entrance to a tapered lightpipe
and a straight lightpipe is shown in Fig. 34. The input NA for the untapered case is 0.5/3 for
the 100-mm-long straight lightpipe and 0.5 for the 100-mm-long tapered lightpipe. The input
size of the straight lightpipe is a square with a 30-mm diagonal. The input size of the tapered
lightpipe is a 10-mm diagonal and the output size is a 30-mm diagonal. The Williamson con-
struction shows that the extreme rays for the 0.5-NA meridian have almost three bounces for
the tapered case, but only slightly more than one bounce for the extreme ray in the 0.5/3-NA
straight lightpipe case. The illuminance distribution that would occur at the lightpipe output
if the lightpipe sidewalls were removed is shown in Fig. 34. Gridlines are superimposed on the
picture to highlight that the tapered case has numerous regions that will be superimposed, but
the superposition will be small for the straight lightpipe case. The tapered case provides supe-
rior uniformity, although the output NA in the tapered case is higher than 0.5/3 because the
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FIGURE 34 Tapered lightpipe example. The upper and lower rows are for the tapered and untapered cases, respectively. Mov-
ing left to right, the drawings show the source when defocused from the lightpipe output back to the lightpipe input, a Williamson
construction, the no-sidewall illuminance at the lightpipe output, the illuminance at the lightpipe output, and the angular distribu-
tion of the flux exiting the lightpipe.



angular distribution has “tails.” These results are obtained using a source that is a small Lam-
bertian patch. The comparison is typically far less drastic when the input face of the lightpipe
is better filled.

Applications of Mixing Rods. Mixing rods have found use in a number of applications.
Examples include: projection systems,229 providing uniformity with a bundle of fibers using
discharge lamps,227 fiber-to-fiber couplers,230 and solar simulators.221

Mixing rods have also been used with coherent sources. Some applications include semi-
conductor processing;231 hyperpigmented skin lesions;232, 233 lithography, laser etching, and
laser scanning;228 and high-power lasers.234 If the coherence length of the laser is not small
compared to the path length for overlapping distributions, then speckle effects must be con-
sidered.231, 234 Speckle effects can be mitigated if the lightpipe width is made large compared
to the size of the focused laser beam used to illuminate the input end of the lightpipe (e.g.,
Refs. 231 and 236). A negative lens for a laser illuminated lightpipe is described by Grojean;235

however, this means that etendue of the source is less than the etendue of the lightpipe out-
put.

Speckle can be controlled in lightpipes by adding a time-varying component to the input
distribution. Some methods include placing a rotating diffuser at the lightpipe input end and
moving the centroid of the distribution at the input end. In principle, the diffuser angle can be
small so that the change in etendue produced by the diffuser can also be small.

Coherent interference can also be used advantageously, such as in the use of mixing rods
of specific lengths that provide sub-Talbot plane reimaging. This was successfully applied to
an external cavity laser.237

In addition to uniformity and the classic kaleidoscope, mixing rods can also be used in opti-
cal computing systems by reimaging back to the lightpipe input.238, 239

Lens Arrays

Lens arrays are used in applications including Hartmann sensors,240 diode laser array collima-
tors,241 beam deflection,242 motion detectors,243 fiber-optic couplers,244 commercial lighting,
and automotive lighting. In commercial and automotive lighting, lens arrays are often used to
improve uniformity by breaking the flux into numerous subregions and then superimposing
those subregions together. This superposition effect is illustrated in Fig. 35, where fans of rays
illuminate three lenslets and are superimposed at the focal plane of a condensing lens. The
condensing lens is not used if the area to be illuminated is located far from the lens array.

If the incident flux is collimated, then the superposition of wavefronts provides improved
uniformity by averaging the subregions. However, when the wavefront is not collimated, the
off-axis beams do not completely overlap the on-axis beams (see Fig. 35b). Tandem lens
arrays add additional degrees of design freedom and can be used to eliminate the nonoverlap
problem (see Fig. 35c).

Literature Summary. Some journal citations that describe the use of lens arrays with inco-
herent sources include Zhidkova’s245 description of some issues regarding the use of lens
arrays in microscope illumination. Ohuchi246 describes a liquid crystal projector system with
an incoherent source and describes the use of two tandem lens arrays with nonuniform sizes
and shapes for the second lens array. This adjustment to the second lens array provides some
adjustment to the coma introduced by the conic reflector.

Rantsch247 shows one of the earliest uses of tandem lens arrays. Miles248 also uses a tandem
lens array system and is concerned about the distribution in the pupil. Ohtu249 uses two sets of
tandem lens arrays in a lithography system where one array controls the spatial distribution
of the image and the other controls the angular (pupil) distribution of the image. Kudo226

combines a lens array and lightpipe to provide the same type of control over the illuminance
and intensity distributions. Matsumoto250 adds a second set of tandem lens arrays with a
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sparse fill to correct the fact that an odd spatial frequency term in the illuminance distribution
can result in a final nonuniformity, independent of the number of lenslets. Van den Brandt251

shows numerous configurations using tandem lens arrays, including the use of nonuniform
sizes and shapes in the second lens array. Watanabe252 provides design equations for tandem
lens arrays in a converging wavefront.

Journal publications that include lens arrays often involve the use of lens arrays with
coherent sources rather than incoherent sources. Deng253 shows a single lens array with a
coherent source and shows that the distribution at the target is a result of diffraction from the
finite size of each lenslet and interference between light that propagates through the different
lenslets. Nishi254 modifies the Deng system to include structure near the lenslet edges so as to
reduce the diffraction effects. Ozaki255 describes the use of a linear array of lenses with an
excimer laser, including the use of lenslets where the power of the lenslets varies linearly with
distance from the center of the lens array. Glockner256 investigates the performance of lens
arrays under coherent illumination as a function of statistical variation in the lenslets. To
reduce interference effects with coherent sources, Bett257 describes the use of a hexagonal
array of Fresnel zone plates where each zone incorporates a random phase plate. Kato258

describes random phase plates.

Single-Lens Arrays. Single-lens-array designs for uniformity tend to have two extremes.
One occurs when adding the lens array significantly changes the beam width. This is the
beam-forming category where the shape of the beam distribution is essentially determined by
the curvature and shape of the lenslets. The other extreme occurs when adding the lens array
does not significantly change the beam width. This is the beam-smearing category and is use-
ful for removing substructure in the beam, such as structure from filament coils or minor
imperfections in the optical elements. There are many designs that lie between these two
extremes.

Figure 36 depicts the beam-forming case where the source divergence is assumed to be
small. Positive and/or negative lenses can be used to create the distribution. Hybrid systems
where mixtures of positive and negative lenses are used provide the added benefit that the
slope discontinuity between neighboring lenses can be eliminated. Slope discontinuities can
degrade performance in many systems.
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FIGURE 35 Lens arrays used for illumination. (a) Superposition of three subregions of the input wavefront. (b)
Off-axis angles are displaced relative to the on-axis angles. (c) Tandem lens array case, where the addition of an array
of field lenses allows the superposition to work with a wide range of angles.

(c)

(a) (b)



Tandem-Lens Arrays. The use of a single-lens array has two issues that sometimes limit its
use: First, the lens array increases the etendue because the angles increase but the area stays
the same. Second, the finite size of the source introduces a smearing near the edges of the
“uniform” distribution. Adding a second lens array in tandem with the first can minimize
these limitations.

Figure 37a shows a 1:1 imager in an Abbe (critical) illumination system. Figure 37b shows
the same imager with two-lens arrays added. Adding the lens arrays has changed the system
from Abbe to Kohler (see the preceding text). In addition, as shown in Fig. 38, the lenslets
provide channels that can be designed to be independent of one another. There are three
main reasons why two tandem-lens arrays provide uniformity:

1. Each channel is a Kohler illuminator, which is known to provide good uniformity assum-
ing a slowly varying source-intensity distribution.

2. Adding all the channels provides improved uniformity as long as the nonuniformities of
one channel are independent of the nonuniformities of the other channels (e.g., a factor of
1/√N improvement by adding independent random variables).

3. For symmetric systems, the illuminance from channels on one side of the optical axis tends
to have a slope that is equal but opposite to the slope on the other side of the optical axis.
The positive and negative slopes add to provide a uniform distribution.

Reflector/Lens-Array Combinations. Using a reflector to collect the flux from the source
can provide a significant increase in collection efficiency compared to the collection efficiency
of a single lens. The drawback is that a single conic reflector does not generally provide uni-
form illuminance. The use of a lens array in this situation allows the illuminance distribution
to be broken into multiple regions, which are then superimposed on top of each other at the
output plane.

Examples showing the illuminance distribution at the first lens array, the second lens array,
and the output plane are shown in Fig. 39 for the case of a lens collector, Fig. 40 for the case
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FIGURE 36 Superposition using an array of positive lenses (a), negative lenses (b), and also a hybrid system
(c) that uses negative and positive lenses. A collimated wavefront passing through each lenslet is mapped over
the target. The hybrid system offers the possibility of a continuous surface with no slope discontinuities.

(c)

(b)(a)



of a parabola collector, and Fig. 41 for the case of an elliptical collector. These examples show
that nonuniform illuminance distribution at the first lens array is broken into regions. Each
region is focused onto the second set of lenses, which creates an array of images of the source.
The lenslets in the second array image the illuminance distribution at the first lens array onto
the output plane. Enhanced uniformity is obtained because the distributions from each of the
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FIGURE 37 Critical illumination (Abbe, a) compared to Kohler (b). In Abbe, the source is imaged to
the output. In Kohler, most of the source is “seen” from all output points.

(b)

(a)

FIGURE 38 Multiple channels in a tandem-lens array. Each channel images a subregion of the flux at the first
lens array. The flux from the different channels is superimposed.
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FIGURE 39 Source/condenser/tandem lens arrays/condenser configuration. Illuminance at first lens array is broken into subre-
gions that are superimposed at the target by the second lens array/second condenser. All units are millimeters.

FIGURE 40 Parabola/tandem lens arrays/condenser configuration. Nonuniform magnification from the reflector (coma) is seen
in the array of images at the second lens array. The illuminance at the target is the superposition of subregions at the first lens array.
All units are millimeters.



channels are superimposed at the target. The discrete images of the source that are seen at the
second lens array indicate that the pupil of the output distribution is discontinuous.

Improvements to this basic idea include the use of lens arrays where the lenslets in the sec-
ond lens array do not all have the same size/shape.251 The curvature of each lenslet in the first
array is decentered to “aim” the flux toward the proper lenslet in the second array. When
nonuniform lenslet size/shapes are used, the etendue loss that results from the use of a conic
reflector can be minimized. Such a system can be used to create asymmetric output distri-
butions without a correspondingly misshaped pupil distribution (see earlier section on image
dissectors).

Tailored Optics

The tailoring of a reflector to provide a desired distribution with a point or line source has
been explored.8, 259–265 Some simple cases are available in closed form.88, 266, 267 Refractive equiv-
alents have also been investigated.268, 269

In a manner similar to the lens configurations shown in Fig. 36, tailored reflectors can pro-
duce converging or diverging wavefronts. Examples are shown in Fig. 42. The converging
reflector creates a smeared image of the source between the reflector and the target. The
diverging reflector creates a smeared image of the source outside of the region between the
reflector and target. This terminology was developed assuming that the target is far from 
the reflector. The terms compound hyperbolic and compound elliptic are also used to describe
these two types of reflector configurations.270

If the flux from the two sides of the reflector illuminates distinct sides of the target, then
there are four main reflector classifications (e.g., Ref. 26, pp. 6.20–6.21; Refs. 91 and 260).
Examples of the four cases are pictured in Fig. 43. They are the crossed and uncrossed ver-
sions of the converging and diverging reflectors, where crossed is relative to the center of the
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FIGURE 41 Ellipse/tandem lens arrays/condenser configuration. Nonuniform magnification from the
reflector (coma) is seen in the array of images at the second lens array. The illuminance at the target is the
superposition of subregions at the first lens array. The spacing between lenses is different for the two lens
arrays. All units are millimeters.



optical axis. Elmer271 uses the terms single and divided for uncrossed and crossed, respectively.
The uncrossed converging case tends to minimize issues with rays passing back through the
source. The four cases shown provide one-to-one mappings because each point in the target
receives flux from only one portion of the reflector.

Tailored Reflectors with Extended Sources. Elmer8 describes some aspects of the analy-
sis/design of illumination systems with extended sources using what are now called edge rays
(see also Ref. 271). Winston266 sparked renewed interest in the subject. The following is a brief
summary of some of the edge-ray papers that have been published in recent years. Some con-
centration related citations are included. Edge rays were also discussed earlier.

Gordon272 adds a gap between the source and reflector to offset the cosine cubed effect
and obtain a sharp cutoff. Gordon273 explores the case where the extreme direction is a linear
function of polar angle. Friedman147 uses a variable angle to design a secondary for a parabolic
primary. Gordon274 describes a tailored edge ray secondary for a Fresnel primary, in particu-
lar for a heliostat field. Winston270 describes the tailoring of edge rays for a desired functional
rather than maximal concentration. Ries275 describes the tailoring based on a family of edge
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FIGURE 42 Two main classes of reflector types—diverging (left) and converging (right). The target is shown
on the right of each of the two figures.

FIGURE 43 Four types of one-to-one mapping reflectors where the flux from each side of the reflector
does not overlap at the target. (a) Uncrossed converging. (b) Crossed converging. (c) Uncrossed diverg-
ing. (d) Crossed diverging.

(c)

(a) (b)

(d)



rays. Rabl276 tailors the reflector by establishing a one-to-one correspondence between target
points and edge rays for planar sources. Ong277, 278 explores tailored designs using full and par-
tial involutes. Jenkins279 also describes a partial involute solution and generalizes the proce-
dure as an integral design method.280 Ong91 explores the case of partial involutes with gaps.
Gordon281 relates the string construction to tailored edge ray designs for concentrators.

Faceted Structures

Nonuniform distributions can be made uniform through the use of reflectors where the reflec-
tor aims multiple portions of the flux from the source toward common locations at the target.
In many cases, the resulting reflector has a faceted appearance. If the source etendue is sig-
nificantly smaller than the etendue of the illumination distribution, then smearing near the
edges of the uniform region can be small. However, if the source etendue is not negligible
compared to the target, then faceted reflectors tend to experience smearing similar to the case
of one lens array.

The term faceted reflector identifies reflectors composed of numerous distinct reflector
regions. Elmer270 uses the term multiphase and Ong91 uses the term hybrid to describe these
types of reflectors. If there are more than two regions, then the regions are often called facets.
As with lens arrays, there are two extremes for faceted reflector designs. One is the beam-
smearing category, where the facets remove substructure in the beam. The other extreme is
the beam-forming category, where each facet creates the same distribution. If all facets create
the same distribution, Elmer271 calls the reflector homogeneous. If the distributions are dif-
ferent, then the term inhomogeneous is used.

For a given meridional slice, each facet can create an image of the source either in front of
or behind the reflector. Using the convergent/divergent terminology to distinguish where the
blurred image of the source occurs (see Fig. 42), a meridional slice of a faceted reflector can
be composed of an array of convergent or divergent facets. These two cases are shown in Fig.
44 a and b. Flat facets are often desired because of the simplicity of fabrication and fall under
the divergent category because the image of the source is behind the reflector.

The intersection between facets of the same type introduces a discontinuity in the slope of
the reflector. Mixed convergent/divergent versions are possible, as shown in Fig. 44c. Mixed
versions offer the possibility of minimizing discontinuities in the slope of the reflector curve.

If all the distributions are superimposed, then improved uniformity can arise through
superposition if sufficient averaging exits. Consider a manufacturing defect where a subregion
of the reflector that is about the size of a facet is distorted. If a superposition approach is used,
then the effect of the defect is small because each facet provides only a small contribution to
target distribution. However, if a one-to-one mapping approach is used, then the same defect
distorts an entire subregion of the target distribution because there is no built-in redundancy.

The effects of dilution should be considered when faceted optics are used. A single-lens
array provides insufficient degrees of freedom to provide homogeneous superposition with-
out introducing dilution, which is why a second lens array is often added (e.g., the tandem-
lens-array configuration). Schering282 shows lenslets placed on a reflector combined with a
second array of lenslets. A straightforward extension of lenslets on a reflector is the use of
concave facets, as pictured in Fig. 45.

Some Literature on Faceted Structures. If the source is highly collimated (e.g., a laser) and
has a Gaussian distribution, then only a couple of regions of the wavefront need to be super-
imposed to provide excellent uniformity. Descriptions of optical implementations that
emphasize nearly Gaussian wavefronts include a four-surface prism by Kawamura,283 a wedge
prism by Lacombat,211 and a multipass wedge prism by Sameshima.284 Austin285 has described
a prism system for an excimer laser. Brunsting286 has described a system with nonplanar
wedges. Bruno287 and Latta228 have discussed examples of mirrored systems with very few
superimposed wavefronts.
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For the more general case, uniformity can be obtained by superimposing a number of dif-
ferent regions of the beam. Dourte287 describes a 2D array of facets for laser homogenization.
Ream289 discusses a system with a convex array of flat facets for a laser. Doherty290 describes
a segmented conical mirror that can be used to irradiate circular, annular, and radial surfaces
with a laser source. Dagenais291 describes the details of a system with nonplanar facets for use
with a laser in paint stripping. Dickey292 shows a laser-based system composed of two orthog-
onal linear arrays of facets and includes curvature in the facet structures to minimize the
effects of diffraction. Experimental data for two orthogonal linear arrays of facets [called a
strip mirror integrator (SMI)] are provided by Geary.293 Lu294 has described a refractive struc-
ture using a multiwedge prism structure. Henning295 and Unnebrink296 show curved facets for
use with UV laser systems.

Laser-based systems provide the degree of freedom that the wavefront divergence can be
small, although the effects of diffraction and coherence must be considered in those designs.
The divergence of nonlaser sources is often an important issue.
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FIGURE 44 Some faceted reflector profiles. Convergent (a), divergent (b), and mixed convergent/diver-
gent (c) profiles are all shown with five facets for the upper half of the reflector. Rays from the source that
hit near the edges of the facets are shown. The rays for the upper facets are highlighted for all three cases.
The rays for the second facet are highlighted in the mixed case.

(c)

(a) (b)

FIGURE 45 Reflector with array of concave facets and an array of lenslets. The lenslets image the facets.



Jolley259 describes a faceted mirror design with disc and spherical sources. David297

describes faceted reflectors like the ones used in commercial lighting products and highlights
the fact that facets on a conic reflector base can improve uniformity with very little increase
in “spot size” for long linear sources. Coaton298 provides a brief description of a faceted reflec-
tor design with a point source. Donohue299 describes faceted structures in headlamps.

There are many patents that describe the use of faceted structures for incoherent sources.
Examples include Wiley,300 who uses the facets to remove filament image structure; Lauden-
schlarger,301 who describes design equations for a faceted reflector; Heimer,302 who uses a faceted
reflector in a lithography system; and Hamada,303 who uses a faceted structure with a linear lamp.

Ronnelid304 uses a corrugated reflector to improve the angular acceptance of a 2D CPC in
solar applications. Receiver uniformity can also be improved in CPCs using irregular surfaces
(Ref. 4, pp. 153–161).

Faceted structures have often been used in complex lightpipes such as those used in the
illumination of backlit liquid-crystal displays and instrument panels. For instrument-panel
application, more recent efforts have been directed toward using aspheric surfaces.305
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CHAPTER 3

VOLUME SCATTERING 
IN RANDOM MEDIA

Aristide Dogariu
School of Optics/The Center for Research and Education 
in Optics and Lasers (CREOL)
University of Central Florida

3.1 GLOSSARY

A transversal area
C correlation function
c speed of light

D diffusion constant
E field amplitude
e polarization direction
F scattering form amplitude
f forward scattering amplitude

G pair correlation function
g asymmetry parameter
I field intensity

� specific intensity
J diffuse flux

KB Boltzmann constant
KK − M effective absorption coefficient

k wave vector
la absorption length
ls scattering length

l* transport mean free path
N number of particles
n refractive index
P scattering form factor
q scattering wave vector
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r vector position
S static structure factor
S scattering potential
s specific direction

SK − M effective scattering coefficient
T absolute temperature
T transmission coefficient
t time

U diffuse energy density rate
V volume
v volume fraction
ε dielectric constant
η shear viscosity
θ scattering angle
λ wavelength of light

µa absorption coefficient
µs scattering coefficient
ρ number density
σ scattering cross section
Ω solid angle
ω frequency

3.2 INTRODUCTION

Electromagnetic radiation impinging on matter induces oscillating charges that can be further
regarded as secondary sources of radiation. The morphological details and the microscopic
structure of the probed medium determine the frequency, intensity, and polarization proper-
ties of this re-emitted (scattered) radiation. This constitutes the basis of a long history of
applications of light scattering as a characterization tool in biology, colloid chemistry, solid
state physics, and so on.

A substantial body of applications deals with light scattering by particles. These smaller or
larger ensembles of molecules have practical implications in many industries where they are
being formed, transformed, or manipulated. Since the early works of Tyndall and Lord
Rayleigh,1 the study of light scattering by molecules and small particles has been consistently
in the attention of many investigators. Classical reviews of the field are the books by Van de
Hulst,2 Kerker,3 Bayvel and Jones,4 and Bohren and Huffman;5 we also note the recent survey
of techniques and theoretical treatments by Jones.6 Why and how the light is scattered by
small particles has already been described in Vol. I, Chap. 6. Discussions on subjects related
to light scattering can also be found in Vol. I, Chaps. 4, 5, and 43.

This chapter deals with how light scattering by individual particles constitutes the building
block of more complicated physical situations. When the three-dimensional extent of the
medium that scatters the light is much larger than the typical size of a local inhomogeneity
(scattering center), the physical process of wave interaction with matter can be classified as
volume scattering. In this regime, the measured radiation originates from many different
locations dispersed throughout the volume. Depending upon the structural characteristics of
the medium, various scattering centers can act as secondary, independent sources of radiation
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(incoherent scattering) or they can partially add their contributions in a collective manner
(coherent scattering). Another situation of interest happens when, for highly disordered sys-
tems, light is scattered successively at many locations throughout the volume (multiple scat-
tering). All these three aspects of volume scattering will be discussed in this chapter.

In practice, particles very rarely exist singly and, depending on the illuminated volume or
the volume seen by the detection system, scattering by a large number of particles needs to be
considered. The simplest situation is that of incoherent scattering. When the fields scattered by
different centers are completely independent, the measured intensity results from an intensity-
based summation of all individual contributions. The ensemble of particles is described by
temporal and spatial statistics that do not show up in scattering experiments; one can say that
the volume scattering does not resolve the spatial arrangement of scattering centers.

When the scattering centers are sufficiently close, the phases of wavelets originating from
individual scattering centers are not independent. This is the case of collective or coherent
scattering. One faces the problem of expanding the scattering theories to ensembles of parti-
cles that can have certain degrees of spatial or temporal correlations. A transition sets in from
independent to coherent scattering regimes. The situation is common for gels or composites
that scatter light due to local inhomogeneities of the refractive index with length scales of the
order of wavelength and where spatial correlations between the scattering centers are
encountered. This is the basis of one of the most successful application of volume scattering:
the observation of structural characteristics of inhomogeneous systems.

In the case of highly disordered systems, the light propagation can be subject to scattering
at many different locations within the probed volume and a multiple scattering regime sets in.
For a long time, the intensity and phase fluctuations determined by multiple light scattering
were regarded as optical “noise” that degrades the radiation by altering its coherence, broad-
ening the beam, and decreasing its intensity. Experimentalists were trying to avoid this condi-
tion as much as possible and the development of comprehensive theories was not sufficiently
motivated. In the 1980s and 1990s, however, remarkable advances in fundamental under-
standing and experimental methodologies proved that multiple scattering of waves is a source
for unexplored physics leading to essentially new applications. New phenomena have been
discovered and a series of experimental techniques has been implemented using particular
coherent, polarization, temporal, and spectral properties of multiply scattered light. This
revival of interest has been stimulated by the use of highly coherent sources in remote sens-
ing and, especially, by considerable advances in solid-state physics. Many features of multiply
scattered light are common to other classical waves like sound, heat, or microwaves, but sev-
eral analogies with electron transport phenomena have been at the core of this renewed inter-
est in the propagation of optical waves in random systems.7

There is also another situation, often encountered in optics, in which waves propagate
through media with abrupt changes in their optical properties. Waves passing through inhomo-
geneous media with defined boundaries usually suffer surface scattering. In principle, scattering
at rough surfaces can be considered as a limiting case of wave propagation and it is significant
in various practical situations; this topic has been separately discussed in Vol. I, Chap. 7.

3.3 GENERAL THEORY OF SCATTERING

The schematic of a typical scattering experiment is depicted in Fig. 1, where a plane wave E0

with the wave vector k = ω/c is incident on a spatially random medium occupying a finite vol-
ume V. Light is scattered by local inhomogeneities of the dielectric constant ε(r), and a basic
theory of scattering aims at providing the link between the experimentally accessible intensity
Is(R) = |Es (R)|2 and the microscopic structure of the random medium.

The starting point of the theory is to describe the total electric field E(r) as a summation of
the incoming and scattered fields and to consider that it satisfies the equation (∇2 + k2)E(r) =
−4πS(r)E(r), where S(r) represents a generic scattering potential. This equation can be con-
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verted into an integral one and, for R sufficiently far from the scattering volume where the
associated Green function simplifies, one eventually obtains the general result:3, 8

Es(R) = �
(V)

dr �−ks × {ks × [ε(r) − 1] ⋅ E(r)}�e−iks ⋅ r (1)

This expression represents the scattered field as an outgoing spherical wave that depends on
the direction and magnitude of the total field inside the scattering volume V.

Approximate solutions can be obtained for the case of weak fluctuations of the dielectric
constant. One can expand the field E(r) = E0(r) + E1(r) + E2(r) + . . . in terms of increasing
orders of the scattering potential and use successive approximations of E(r) in Eq. (1) to
obtain the so-called Born series. In the spirit of a first iteration, one replaces E(r) with E0(r)
and obtains the first Born approximation that describes the regime of single scattering.

Alternatively, one can write E(r) = exp [Ψ(r)] and develop the series solution for Ψ(r) in
terms of increasing orders of the scattering potential. This is the Rytov’s series of exponential
approximations, an alternative to the algebraic series representation of the Born method. The
two approaches are almost equivalent; however, preference is sometimes given to Rytov’s
method because an exponential representation is believed to be more appropriate to describe
waves in line-of-sight propagation problems.9–11

It is worth pointing out here that Eq. (1) can be regarded as an integral equation for the
total field and, because the total field is a superposition of the incident field and contributions
originating from scattering from all volume V, this generic equation includes all possible mul-
tiple scattering effects.8, 12

3.4 SINGLE SCATTERING

Incoherent Scattering

When a sparse distribution of scattering centers is contained in the volume V, all the scatter-
ing centers are practically exposed only to the incident field E(r) = E0(r) = E0e0eik ⋅ r where E0

is the field magnitude, e0 is the polarization direction, and k is the wave vector. A consider-
able simplification is introduced when the magnitude of the scattered field is much smaller
than that of the incident field, such that the total field inside the medium can be everywhere
approximated with the incident field. This is the condition of the first Born approximation for

k2

�
4π

e ikR

�
R
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FIGURE 1 Schematic representation of the incident
(k) and scattered (ks) beams in a generic scattering
experiment.



tenuous media, which practically neglects multiple scattering effects inside the scattering vol-
ume V. From Eq. (1), it follows that:

Es(R) = E0 �
(V )

dr {es ⋅ [ε(r) − 1] ⋅ e0} e−iks ⋅ r (2)

For instance, in the case of a system of N identical particles, Eq. (2) is evaluated to give

Es(R) = E0 �
N

j = 1

e−iks ⋅ rj �
(Vj )

dr {es ⋅ [ε(r) − 1] ⋅ e0} e−iks ⋅ r (3)

where Vj is the volume of the j-th particle located at rj. In terms of the scattering wave vector
q = ks − k, the integral in Eq. (3) has the meaning of single scattering amplitude of the jth par-
ticle, F(q) = | f | ⋅ B(q), and depends on the forward scattering amplitude f and a scattering
amplitude normalized such that B(0) = 1. The ratio between the refractive index of the parti-
cles np and the suspending medium ns determines the scattering strength f of an individual
scatterer, while its shape and size are accounted for in B(q).

For a collection of discrete scattering centers, the total scattered intensity of Eq. (3) factors
out like this:13

I(q) = �Ei �
2

N F2(q) �
N

i, j = 1

e−iq ⋅ (ri − rj) ∝ NP(q) S(q) (4)

where we separated the single scattering form factor P(q) from the interference function or
the static structure factor S(q) = �N

i, j = 1 e−iq ⋅ (ri − rj). The structure factor quantifies the phase-
dependent contributions due to different locations of scattering centers. When an ensemble
average is taken over the volume V and after separating out the diagonal terms, the static
structure factor can be written as13, 14

S(q) = 1 + [e−iq ⋅ (ri − rj)] = 1 + ρ � G(r)e−iq ⋅ rdr (5)

in terms of the pair correlation function G(r) (where r is the vectorial distance between two
particles) describing the statistical properties of the spatial arrangement of scattering centers.
It is through S(q) that the link is made between the statistical mechanics description of the
inhomogeneities and the measurable quantities in a scattering experiment.

As can be seen from Eq. (5), for the case of particles separated by distances much larger
than the wavelength, S(q) becomes unity; the situation corresponds to G(r) � 1, that is, con-
stant probability of finding scattering centers anywhere in the scattering volume. This regime
characterized by S(q) = 1 is also called the incoherent case of volume scattering where I(q) is a
simple, intensity-based summation of individual contributions originating from different scat-
tering centers.

Coherent Scattering

For higher volume fractions of particles, the pair correlation function depends on both the
particle size and the concentration of particles. The estimation of the pair correlation func-
tions—and, therefore, the evaluation of an explicit form for the structure factor—is a subject
of highest interest and is usually approached through various approximations.15

Typical structure factors are shown in Fig. 2 for increasing volume fractions of spherical
particles with radius r0. These results are based on the Percus-Yevick approximation,16, 17

which has the advantage of being available in a closed mathematical form, but the trend
shown in Fig. 2 is rather general. Note that the strength of the interparticle interactions is
practically measured by the magnitude of the first peak in S(q).13, 14
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In general, wave-scattering experiments can be used to infer the pair correlation function of
the scattering centers in a random medium and also the characteristic of an individual scatter-
ing event. In an ideal experiment where one has access to all the values of I(q) and the single-
scattering phase function P(q) is known, Eq. (3) can be inverted by standard methods.17, 18

Capitalizing on conventional types of single scattering form factors, various inversion
schemes have been implemented to extract the structure factor from the values of angular
resolved intensity.19 Convergence and stability in the presence of noise are the major require-
ments for a successful inversion procedure and a subsequent Fourier analysis to provide a
description of the pair correlation function. Of course, for systems of nonspherical particles or
when the system exhibits structural anisotropies, a fully vectorial inverse problem needs to be
approached.

The factorization approximation of Eq. (4) has found numerous applications in optical
scattering experiments for characterization of colloidal, polymeric, and complex micellar sys-
tems. Numerous static and dynamic techniques were designed to probe the systems at differ-
ent length and time scales. For example, reaction kinetics or different phase transitions have
been followed on the basis of angular and/or temporal dependence of the scattered intensity.19

Another significant body of applications deals with light-scattering studies of aggregation
phenomena.20–22

We should not conclude this section without mentioning here the similarities between vol-
ume light scattering and other scattering-based procedures such as x-ray and neutron scatter-
ing. Of course, the “scattering potentials” and the corresponding length scales are different in
these cases, but the collective scattering effects can be treated in a similar manner. From a
practical viewpoint, however, light scattering has the appealing features of being noninvasive
and, most of the time, easier to implement.

The average power scattered by a single particle is usually evaluated using the physical con-
cept of total scattering cross section σ = k−4 �0

2k P(q)qdq.2, 3, 17 For a system with a number den-
sity ρ = N/V of scattering centers, the regime of scattering is characterized by a scattering length
ls = 1/ρσ. When the extent over which the wave encounters scattering centers is less than this
characteristic scattering length ls, we deal with the classical single scattering regime. Note that
the system of particles can be in the single scattering regime and exhibit either independent or
collective scattering. From the general theory of scattering it follows that the details of the scat-
tering form factor depend on the size of the scattering particle compared to the wavelength.

3.6 CLASSICAL OPTICS

FIGURE 2 Typical structure factors corresponding to systems of identical
spherical particles with increasing volume fractions as indicated. The hori-
zontal line at S(q) = 1 corresponds to the independent scattering approxi-
mation.



The deviation of the scattering form factor from an isotropic character is characterized by the
asymmetry parameter g = 〈cos (θ)〉 = 1 − 2〈q2〉/(2k)2, where 〈q2〉 = k−2 �0

2k P(q)q3dq.2, 17

As we have seen in the preceding section, when the particles are closely packed, the scat-
tering centers are not independent—that is, they are sufficiently close that the fields scattered
by different centers are partially in phase—and so collective scattering is considered through
the static structure factor S(q). The effect of wave coupling to an individual particle can there-
fore be isolated from the statistical mechanics description of the particle locations in the vol-
ume. In this regime, one can consider the dispersion of correlated particles as a collection of
pseudoscattering centers—equivalent particles—that are characterized by a modified single
scattering form factor P(q)S(q). There is no interaction between these fictitious particles, and
a corresponding single scattering phase function can also be defined to be:

�
P(q) = (6)

The asymmetry parameter of these pseudoparticles can be written as

g̃ = 1 −
(7)

The equivalent particle concept is illustrated in Fig. 3, where both the phase function and
asymmetry parameters are presented for the specific case of silica particles suspended in
water. This simplifying representation of coherent scattering effects is useful to further inter-
pret complex multiple scattering phenomena.

Dynamic Scattering

So far we have limited the discussion to the case where the scattering potential varies across
the volume V but, at a certain location, it remains constant in time. However, many physical

�2k

0

| f |2 ⋅ |B(q)|2 S(q)q3 dq
����

2k2 �2k

0

| f |2 ⋅ |B(q)|2 S(q)q dq

k2 | f |2 ⋅ |B(q)|2 S(q)
���

�2k

0

| f |2 ⋅ |B(q)|2 S(q)q dq

VOLUME SCATTERING IN RANDOM MEDIA 3.7

FIGURE 3 (a) Single scattering form factor P(q) corresponding to silica particles of
0.476 µm placed in water and illuminated with λ = 0.633 µm and the form factor P(q)� of an
equivalent particle corresponding to a collection of such particles at the volume fraction 
ρ = 0.5. (b) Values of the asymmetry parameter for one silica particle and for a collection
of particles with an increasing volume fraction as indicated.

(a) (b)



systems are such that the volume distribution of scattering centers fluctuates in time and,
therefore, gives rise to temporal fluctuations of the scattered radiation, that is, to dynamic
scattering. A complete analysis of light scattering involves the autocorrelation function of the
dielectric constant fluctuations 〈ε* (r,0),ε(r, t)〉, which manifests itself in the statistics of the
temporal fluctuations of the measured light intensity. Evaluation of such correlation functions
requires knowledge of the transport properties of the volume medium and is based on statis-
tical mechanics and many-body theory. Despite the rather complex phenomenology, different
photon correlation techniques have been successfully implemented in studies of reacting sys-
tems, molecular dynamics, or atmospheric scintillations.

The benchmarks of the dynamic light scattering were set in the 1970s.23, 24 An interesting
and useful particularity stems from the fact that, based on dynamic scattering, one can actu-
ally measure mechanical properties in the scattering volume without knowledge of the refrac-
tive index. Random motion of scattering centers induces small Doppler frequency shifts that,
in turn, produce an overall broadening of the incident spectrum of light. The detection meth-
ods for such spectral changes depend primarily on the time scales of interest and range from
high-resolution spectroscopy for very fast phenomena to various mixing or beating tech-
niques for processes slower than about 1 µs.

Based on comparing the scattering signal with itself at increasing time intervals, photon cor-
relation spectroscopy (PCS) has emerged as a successful technique for the study of volume dis-
tributions of small particles suspended in fluids.25 Practically, one deals with the time-dependent
fluctuations of the speckle pattern and the goal is to determine the temporal autocorrelation
function 〈E(0)E*(t)〉 that probes the microscopic dynamics. For instance, in the simple case of a
monodispersed and noninteracting system of Brownian particles, 〈E(0)E*(t)〉 is a single expo-
nential that depends on the diffusion constant D = kBT/6πηr0. Knowing the absolute tempera-
ture T and the shear viscosity η of the solvent, one can infer the particle radius r0. Similar to the
case of static scattering discussed previously, refinements can be added to the analysis to
account for possible dynamic structuring, polydispersivity, and asphericity effects.19, 23, 26

3.5 MULTIPLE SCATTERING

When optical waves propagate through media with random distributions of the dielectric con-
stant or when they encounter extended regions containing discrete scatterers or random con-
tinuum, one needs to solve a wave equation in the presence of large number of scattering
centers; this is a difficult task and, as we will discuss, a series of simplifying approaches has
been proposed. A survey of multiple scattering applications is presented by van de Hulst.27

Effective-Medium Representation

Some physical insight is given by a simple model that describes the wave attenuation due to
scattering and absorption in terms of an effective dielectric constant. Without explicitly
involving multiple scattering, one considers the wave propagation through a homogeneous
effective medium that is defined in terms of averaged quantities. The effective permittivity εeff

is calculated by simply considering the medium as a distribution of spheres with permittivity
ε embedded in a continuum background of permittivity ε0. If a wave with a wavelength much
larger than the characteristic length scales (size of inhomogeneity and mean separation dis-
tance) propagates through a volume random medium, the attenuation due to scattering can
be neglected; therefore, a frequency-independent dielectric constant will appropriately
describe the medium. Based on an induced dipoles model, the Maxwell-Garnett mixing for-
mula relates the effective permittivity to the volume fraction v of spheres εeff = ε(1 + 2va)/(1 −
va), where a = (ε − ε0)/(ε + 2ε0).28

In recent developments, wave propagation through highly scattering media has been
described by including multiple scattering interactions in a mean field approach. This is sim-
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ply done by considering that the energy density is uniform when averaged over the correla-
tion length of the microstructure.29 Through this effective medium, a “coherent” beam prop-
agates with a propagation constant that includes the attenuation due to both absorption and
scattering. In general, the propagation of the coherent beam is characterized by a complex
index of refraction associated with the effective medium and a nontrivial dispersion law can
be determined by resonant scattering.30 It is worth mentioning that, in the long-wavelength
limit, the attenuation due to scattering is negligible and the classical mixture formula for the
effective permittivity applies.

Analytical Theory of Multiple Scattering

A rigorous description of multiple light scattering phenomena can be made if statistical con-
siderations are introduced for quantities such as variances and correlation functions for ε(r)
and general wave equations are subsequently produced. The advantage of an analytical the-
ory is that the general formulation does not require a priori assumptions about the strength of
individual scattering events or about the packing fraction of scattering centers. The drawback,
however, is that, in order to deal with the complexity of the problem, one needs to use quite
involved approximations and, sometimes, rather formal representations.

Multiple Scattering Equations. As shown in Fig. 4, when the field E0 is incident on a ran-
dom distribution of N scattering centers located at r1, r2, . . . , rN throughout the scattering vol-
ume V, the total field at one particular location inside V is the sum of the incident wave and
the contributions from all the other particles

E = E0 + �
N

j = 1

Ej (8)

the field scattered from the jth particle depends on the effective field incident on this particle
and its characteristics (scattering potential) Sj

Ej = Sj �Ej
0 + �

N

i = 1, i ≠ j

Ei
s� (9)
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FIGURE 4 The field at r is a summation of the incident
field E0 and contributions Ej from all other scattering cen-
ters; in turn, the effective field on each particle consists of
an incident contribution Ej

0 and contributions Ei
s from all

other scattering centers.



It follows from Eqs. (8) and (9) that the total field can be formally written as

E = E0 + �
N

j = 1

Sj �Ej
0 + �

N

j = 1
�

N

i = 1, i ≠ j

SiEi
s� (10)

which is a series of contributions from the incident field, single scattering, and increasing
orders of multiple scattering.18 In principle, knowing the scattering characteristics Sj of indi-
vidual centers (this includes strength and location), one can develop the analytical approach
by involving chains of successive scattering paths. From the summations in Eq. (10), by
neglecting the scattering contributions that contain a scatterer more than once, Twersky has
developed an expanded representation of multiple scattering that is practical only for cases of
low-order scattering.31

Approximations of Multiple Scattering. Rigorous derivation of multiple scattering equa-
tions using Green’s function associated with the multiple scattering process and a system
transfer operator approach (the T-matrix formalism) can be found in Refs. 32–34. However,
in many cases of practical interest, a very large number of scattering centers needs to be
involved and it is impossible to obtain accurate descriptions for either the T-matrix or Green’s
function.

When large ensembles of scatterers are involved, a statistical description of the multiple scat-
tering equations is appropriate. Probability density functions for finding scattering centers at
different locations are determined by radial distribution function in a similar way as discussed
in the context of correlated scattering. This expresses both the constraint on the particle loca-
tions and the fact that they are impenetrable. By using configuration averaging procedures, self-
consistent integral equations can be obtained for the average and fluctuating parts of the field
produced through multiple scattering. When such a procedure is applied to Eq. (10),

〈E〉 = E0 + � SjEj
0G(rj) drj + � � SiSjEi

0G(ri)G(rj) dri drj + . . . (11)

a hierarchy of integral equations is generated and successive approximations are obtained by
truncating the series at different stages. In fact, this expanded form has a more physically
understandable representation in terms of the average field 〈Ej〉 at the location of a generic
particle j:

〈E〉 = E0 +� Sj 〈Ej〉 G(rj) drj (12)

Foldy35 was the first to introduce the concept of configurational averaging and used the joint
probability distribution for the existence of a given configuration of scattering centers to aver-
age the resulting wave over all possible configurations. However, Foldy’s approximation is
appropriate for wave propagation in sparse media with a small fractional volume of scatterers.

A comprehensive discussion on multiple scattering equations and various approximations
can be found in Tsang et al.,34 including the quasi-crystalline approximation36 and coherent
potential37 approximations.

Radiative Transfer

The drawback of an analytical theory of multiple scattering is that it is too complicated; for
systems with volume disorder, often encountered in realistic situations, the scattering phe-
nomena depend essentially on the ratio between the characteristic length scales of the system
and the radiation wavelength. A statistical description in terms of such characteristic scatter-
ing lengths is usually sufficient. In general, the particular location, orientation, and size of a
scattering center is irrelevant and the underlying wave character seems to be washed out.
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Because energy is transported through multiple scattering processes, what matters is only the
energy balance. Of course, this approach cannot account for subtle interference and correla-
tion effects, but refinements can be developed on the basis of a microscopic interpretation of
radiative transfer.38

A comprehensive mathematical description of the nonstationary radiative transport is
given by Chandrasekhar.39 The net effect of monochromatic radiation flow through a medium
with a density ρ of scattering centers is expressed in terms of the specific intensity I(r, s, t).
This quantity is sometimes called radiance and is defined as the amount of energy that, at
position r, flows per second and per unit area in the direction s. When radiation propagates
over the distance ds, there is a loss of specific intensity due to both scattering and absorption
dI = −ρ(σsc + σabs)I ds. In the meantime, there is a gain of specific intensity due to scattering
from a generic direction s′ into the direction s quantified by the scattering phase function 
P(s′, s). Also, there could be an increase δΙ(r, s, t) of specific intensity due to emission within
the volume of interest; the net loss-gain balance illustrated in Fig. 5 represents the nonsta-
tionary radiative transfer equation:18

� + s ⋅ ∇ + ρ(σsc + σabs)� I(r, s, t) = ρσsc � P(s′, s)I(r, s, t) dΩ + δΙ(r, s, t) (13)

No analytical solution exists for the transfer equation and, in order to solve specific prob-
lems, one needs to assume functional forms for the both the phase function and the specific
intensity. Successive orders of approximation are obtained by spherical harmonic expansion
of the specific intensity; for instance, the so-called P1 approximation is obtained when the dif-
fuse radiance is expressed as a linear combination of an isotropic radiance and a second term
modulated by a cosine.18

Diffusion Approximation. Perhaps one of the most widely used treatments for multiple
light scattering is the diffusion approach. When (1) absorption is small compared to scatter-
ing, (2) scattering is almost isotropic, and (3) the radiance is not needed close to the source or
boundaries, then the diffusion theory can be used as an approximation following from the
general radiative transfer theory. To get insight into the physical meaning of this approxima-
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FIGURE 5 Loss-gain balance in a differential volume element; the incident
radiance is attenuated by both absorption inside and scattering out of the vol-
ume element, but it can be increased by ambient scattering and emission
within the volume.



tion it is convenient to define quantities that are directly measurable, such as the diffuse energy
density rate (average radiance) U(r, t) = �4π I(r, s, t) dΩ and the diffuse flux J(r, t) = �4π I(r, s, t) 
s dΩ. In the diffusion approximation, the diffuse radiance is approximated by the first two
terms of a Taylor’s expansion:8, 40

I(r, s, t) � U(r, t) + J(r, t) ⋅ s (14)

and the following differential equation can be written for the average radiance

D∇2U(r, t) − µaU(r, t) − = ϕ(r, t) (15)

The isotropic source density is denoted by ϕ(r, t) and D is the diffusion coefficient, which is
defined in units of length as

D = (16)

in terms of the absorption scattering coefficients µa and µs. The diffusion equation is solved
subject to boundary conditions and source specifics; most appealing is the fact that analytical
solutions can be obtained for reflectance and transmittance calculations.

Because the phase function is characterized by a single anisotropy factor, the diffusion
approximation provides mathematical convenience. Through renormalization, an asymmetry-
corrected scattering cross section that depends only on the average cosine of scattering angle
defines the diffusion coefficient in Eq. (16) and, therefore, an essentially anisotropic propa-
gation problem is mapped into an almost isotropic (diffusive) model.

The photon migration approach based on the diffusion approximation has been very suc-
cessful in describing the interaction between light and complex fluids41 or biological tissues.42, 43

It is instructive to note that three length scales characterize the light propagation in this
regime: the absorption length la = µa

−1, which is the distance traveled by a photon before it is
absorbed; the scattering length ls = µs

−1, which is the average distance between successive scat-
tering events; and the transport mean free path l* = ls/(1 − g), which defines the distance trav-
eled before the direction of propagation is randomized. In experiments that are interpreted in
the frame of the diffusion approximation, l* is the only observable quantity and, therefore,
the spatial and temporal resolution are limited by l* and l*/c, respectively.

Low-Order Flux Models for Radiative Transfer. In an effort to describe the optical prop-
erties of highly scattering materials while reducing the computational difficulties, simplifying
flux models have been designed for the radiative energy transport. A volume scattering
medium consisting of a collection of scattering centers is described as homogeneous material
characterized by effective scattering and absorption properties that are determined by its
internal structure.

In this approach, the fundamental equation of radiative transfer is based on the balance
between the net flux change, the flux input, and flux continuing out in an infinitesimal vol-
ume. Assuming two diffusing components, a one-dimensional model based on plane symme-
try for unit cross section has been initially proposed by Schuster.44 One of the most successful
extensions of this model is the so-called Kubelka-Munk theory,45 which relates the phe-
nomenological, effective scattering (SK − M) and absorption (KK − M) coefficients to measurable
optical properties such as diffuse reflectance or transmittance.

The two-flux model Kubelka-Munk theory is schematically illustrated in Fig. 6. Diffuse
radiation is assumed to be incident on the slab; the diffuse radiant flux in the positive x direc-
tion is J+, while the one returning as a result of scattering is J−. The net flux balance at a dis-
tance x across an infinitesimal layer of thickness dx is

1
��
3[µa + µs(1 − g)]

∂U(r, t)
�

∂t

3
�
4π
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dJ+ = −(KK − M + SK − M)J+ dx + sJ+ dx

dJ− = +(KK − M + SK − M)J− dx − sJ+ dx (17)

where the coefficient KK − M determines the flux attenuation due to absorption while SK − M

accounts for the net flux scattered between forward and backward directions. The solution of
the simultaneous differential equations of the first order in one dimension is obtained by
applying the boundary conditions for the layer shown in Fig. 6. The diffuse reflectance of the
substrate at x = d can also be accounted for and expressions for the total diffuse reflection and
transmission are found for a specific application. In practical applications of the Kubelka-
Munk theory, the effective scattering and absorption parameters are inferred by iteration
from measurements of diffuse reflectance or transmission.

A considerable body of work was dedicated to relating the Kubelka-Munk parameters to
microstructure and to incorporating both the single and multiple scattering effects. Refine-
ments and higher-order flux models have also been developed. A more accurate model that
accounts for the usual condition of collimated incident radiation was elaborated by Reich-
man.46 A four-flux model has been developed that includes certain anisotropy of the scattered
radiation.47 A six-flux model was implemented to incorporate the effect of particle shape and
interparticle correlation.48 Despite the fact that it is based on empirical determination of coef-
ficients and that its range of applicability is rather unclear, the simple-to-implement Kubelka-
Munk theory makes a reasonably good description of experiments and has found applications
in areas such as coatings, paper, paints, pigments, medical physics, and atmospheric physics.

Specific Effects in Multiple Light Scattering

The effects associated with light propagation through multiple scattering media depend on
the scale of observation. An interesting analogy exists between optical and electron wave
propagation in mesoscopic systems and, based on recent developments in solid-state physics,
useful insights have been provided for a range of multiple scattering phenomena.7, 49 It is clear
now that multiple light scattering in volume disorder does not merely scramble a coherent
incident wave. In fact, the apparent randomness of the scattered field conceals intriguing and
sometimes counterintuitive effects such as the enhancement of the backscattered intensity
and a range of correlations and statistics of vector waves.

Weak Localization. Until recently, the coherent light propagating through random media
has been considered to be somehow degraded, losing its coherence properties. However,
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FIGURE 6 The two-flux approximation applied to radiative
transfer through a diffusive layer.



recent experiments have brought evidence of the enhanced backscattering of light due to
interference between the waves taking time-reversed paths,50 an effect that is associated with
the more general phenomenon for the weak localization of waves in random media.51, 52 First
found in solid-state physics more than 30 years ago, this phenomenon is applicable to all clas-
sical waves. Surveys of the state of the art in the optical counterpart of weak localization can
be found in Refs. 53 and 54.

When coherent light is scattered by a medium with volume randomness, interference
effects occur between the scattered waves that travel through the medium along different
paths. The result is a random pattern of interference called laser speckle. Because the correla-
tions in this granular pattern extend over angular scales of typically 10−3 rad or less, when the
individual scatterers are allowed to move over distances of the order of the wavelength or
more, the distribution of intensities in the speckle pattern is rapidly averaged out and
becomes essentially flat. So far, however, it is well understood and widely recognized that one
kind of interference still survives in this average. This is the interference of the waves that
emerge from the medium in directions close to exact backscattering and that have travelled
along the same path but in opposite directions.

The pairs of time-reversed light paths have some particularities that can be easily under-
stood in the general context of the waves scattered by random media. In Fig. 7, the main con-
tributions to scattering from a dense distribution of scatterers are presented together with
their angular dependence. In the narrow angle of interest, the single scattering I(s) and the
incoherent ladder term of multiple scattering I(ml ) are practically constant. The third, cyclical
term I(mc), however, corresponds to the paired (or coherent) scattering channels and, being an
interference term, has a definite angular structure. The existence of such a cyclical term (an
idea originated from Watson55) is based on the fact that each scattering channel, involving a
multitude of scattering centers, has its own coherent channel corresponding to the same
sequence of scattering centers but time reversed. In the backward direction, the contribution
of I(mc) equals that of I(ml ) but its magnitude vanishes quickly away from this direction.

The angular profile of I(mc) can be qualitatively described by taking into account the inter-
ference between two light paths as shown in Fig. 7. The two time-reversed paths have the
same initial and final wave vectors ki and kf and develop inside the medium through the same
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FIGURE 7 A schematic illustration of the origin of coherent backscattering.
The classical contributions to backscattering are I(s) and I(ml ); in addition, con-
structive interference occurs between reversed multiple scattering paths that
have the same incident wave vector ki and exit wave vector kf.



scattering centers. Under stationary conditions, the two outgoing waves corresponding to
these paths are coherent and can interfere constructively for a special choice of ki and kf. If
the positions of the first and the last scatterer in the sequence are ri and rf, respectively, the
total phase shift between the two waves is q(ri − rf), where q is the momentum transfer ki + kf.
Close to the backward direction (kf = −ki), the two waves add coherently and the interference
may be described by a weighting factor cos [(ki + kf)(ri − rf)], which is controlled by the inter-
particle distance |ri − rf|. One can say that the coherence between the time-reversed sequences
is lost for angles θ > λ/|ri − rf| and this actually sets the angular width of the cyclical term I(mc).
The detailed angular profile of I(mc) is determined by the probability distribution function for
|ri − rf| and, based on a diffusive model for light propagation in a semi-infinite medium, an
approximate formula was given in Akkermas et al.:56

I(mc) = (1 − e−3.4ql* )/3.4ql* (18)

It should be noted that the intensities that contribute to classical backscattering, that is, I(s)

and I(ml ), correspond to incoherent channels of scattering; they add up on an intensity basis;
and, upon ensemble averaging, all angular dependences are washed out as seen in Fig. 7. As
can be seen from Eq. (18), the angular shape of the coherent backscattering peak can be used
to measure l* for a specific multiple scattering medium.

Correlations in Speckle Patterns. One of the significant discoveries in mesoscopic physics is
the phenomenon of conductance fluctuations, which arise from correlations between the
transmission probabilities for different output and input modes. In multiple light scattering,
the same phenomenon shows up in the form of correlations between the intensities of light
transmitted in different directions such as the case schematically depicted in Fig. 8. A nice fea-
ture of the optical scattering is that, in contrast with electronic conductance experiments, one
has access to both angular dependence and angular integration of transmittance. A rich
assortment of correlation functions of the different transmission quantities can be studied 
and their magnitudes, decay rates, and so on open up novel possibilities for multiple light-
scattering-based characterization and tomographic techniques.57, 58 These measurements
exploit the spatial, spectral, and temporal resolution accessible in optical experiments.59

In a medium with volume disorder, optical waves can be thought to propagate through
channels (propagating eigenmodes) defined angularly by one coherence area having the size
of a speckle spot. The energy is coupled in and out of the medium through a number (2πA/λ2)
of such channels where A is the transversal size of the medium. The transmission coefficient
Tab of one channel is defined as the ratio between the transmitted intensity in mode b and the
incident intensity in mode a at a fixed optical frequency ω. An average transmission through
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FIGURE 8 Scattering geometry containing two different
wave trajectories.



the medium 〈Tab〉 can be evaluated by ensemble averaging over different realizations of dis-
order and, for purely elastic scattering, it can be shown that 〈Tab〉 ∝ l*/L. The motion of scat-
terers, the frequency shift of the incident wave, and the variation of angle of incidence and/or
detection introduce phase shifts (momentum differences) in different propagating channels.
Surprising and novel features are found when one studies carefully how various Tab channels
are correlated with one another. A general function Caba′b′ = 〈δTabTa′b′〉 can be designed to eval-
uate the correlation between changes in the transmission coefficients δTab = Tab − 〈Tab〉 and, to
the lowest order in the disorder parameter 1/kl, it can be shown to be a summation of three
different terms.60 The first term C1, short-range correlations, represents the large local inten-
sity fluctuations specific to speckle patterns and exhibits an angular memory effect: When the
incident beam is tilted by a small angle, the transmitted speckle pattern will, on average, fol-
low provided that the tilt angle is not too large.61, 62 The second term C2, long-range correla-
tions, arises from paths that cross at a certain scattering site; it is smaller than C1 by a factor
1/ΣTab and decays very slowly with the momentum difference.63 Finally, a uniform positive
correlation that is independent of momentum differences is included in C3, conductance cor-
relations, and it is determined by the less probable case of two crossings in propagation chan-
nels. This small correlation term [on the order of 1/Σ(Tab)2] causes just a shift in background,
that is, the spatially averaged intensity in each speckle pattern is always a little darker or
brighter than the total intensity averaged over many disorder realizations in the sample.
These fluctuations do not decrease when averaging is done over larger and larger spatial
regions and they are the optical analogue of the universal conductance fluctuations in elec-
tronic systems.60, 64
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CHAPTER 4

SOLID-STATE CAMERAS

Gerald C. Holst
JCD Publishing
Winter Park, Florida

4.1 GLOSSARY

Quantity Definition Unit
AD Photosensitive area of one detector m2

c Speed of light 3 × 108 m/s
C Sense node capacitance F

Ee-faceplate(λ) Spectral radiant incidance W µm−1 m−2

Eq-faceplate(λ) Spectral photon incidance photons s−1 µm−1 m−2

d Detector size mm
dCCH Detector pitch mm

D Optical diameter m
DRarray Array dynamic range numeric

DRcamera Camera dynamic range numeric
fl Optical focal length m
F f-number numeric
G Source follower gain numeric
h Planck’s constant 6.626 × 10−34 J s−1

Me Radiant exitance W/m2

Mq(λ) Spectral photon exitance photons s−1 µm−1 m−2

moptics Optical magnification numeric
Mv Photometric exitance lumen m2

ndark Number of electrons created by dark current numeric
nPE Number of photoelectrons numeric

nwell Charge well capacity numeric
q Electronic charge 1.6 × 10−19 C

Req Equivalent resolution mm
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ℜe(λ) Detector responsivity A/W
ℜave Average detector responsivity V/(J cm−2)

tint Integration time s
U Nonuniformity numeric

Vmax Maximum output voltage V
Vsignal Voltage created by photoelectrons V

<nfloor> Noise created by on-chip amplifier rms electrons
<npattern> Pattern noise rms electrons
<nPRNU> Photoresponse nonuniformity noise rms electrons

<nshot> Shot noise rms electrons
<nsys> Total array noise rms electrons

η Image space horizontal spatial frequency cycles/mm
ηC Optical cutoff in image space cycles/mm
ηN Nyquist frequency in image space cycles/mm
ηS Sampling frequency in image space cycles/mm

η(λ) Spectral quantum efficiency numeric
λ Wavelength µm

4.2 INTRODUCTION

The heart of the solid-state camera is the solid-state array. It provides the conversion of light
intensity into measurable voltage signals. With appropriate timing signals, the temporal volt-
age signal represents spatial light intensities. When the array output is amplified and format-
ted into a standard video format, a solid-state camera is created. Because charge-coupled
devices (CCDs) were the first solid-state detector arrays, cameras are popularly called CCD
cameras even though they may contain charge injection devices (CIDs) or complementary
metal-oxide semiconductors (CMOS) as detectors.

Boyle and Smith1 and Amelis et al.2 invented CCDs in 1970. Since then, considerable lit-
erature3–11 has been written on CCD physics, fabrication, and operation. Charge-coupled
devices refers to a semiconductor architecture in which charge is transferred through storage
areas. The CCD architecture has three basic functions: (1) charge collection, (2) charge trans-
fer, and (3) the conversion of charge into a measurable voltage. The basic building block of
the CCD is the metal-insulator semiconductor (MIS) capacitor. The most important MIS is
the metal-oxide semiconductor (MOS). Because the oxide of silicon is an insulator, it is a nat-
ural choice.

Charge generation is often considered as the initial function of the CCD. With silicon pho-
todetectors, each absorbed photon creates an electron-hole pair. Either the electrons or holes
can be stored and transferred. For frame transfer devices, charge generation occurs under an
MOS capacitor (also called a photogate). For some devices (notably interline transfer
devices), photodiodes create the charge.

The CID does not use a CCD for charge transfer. Rather, two overlapping silicon MOS
capacitors share the same row and column electrode. Column capacitors are typically used to
integrate charge while the row capacitors sense the charge after integration. With the CID
architecture, each pixel is addressable (i.e., it is a matrix-addressable device).

Active pixel sensors (APSs) are fabricated with CMOS technology. The advantage is that
one or more active transistors can be integrated into the pixel. As such, they become fully
addressable (can read selected pixels) and can perform on-chip image processing.

4.2 CLASSICAL OPTICS



Devices may be described functionally according to their architecture (frame transfer,
interline transfer, etc.) or by application. To minimize cost, array complexity, and electronic
processing, the architecture is typically designed for a specific application. For example, astro-
nomical cameras typically use full-frame arrays, whereas video systems generally use interline
transfer devices. The separation between general imagery, machine vision, scientific devices,
and military devices becomes fuzzy as technology advances.

4.3 IMAGING SYSTEM APPLICATIONS

Cameras for the professional broadcast television and consumer camcorder markets are
designed to operate in real time with an output that is consistent with a standard broadcast
format. The resolution, in terms of array size, is matched to the bandwidth that is recom-
mended by the standard. An array that provides an output of 768 horizontal by 484 vertical
pixels creates a satisfactory image for conventional (U.S.) television. Eight bits (256 gray lev-
els) provides an acceptable image in the broadcast and camcorder industry.

In its simplest version, a machine vision system consists of a light source, camera, and com-
puter software that rapidly analyzes digitized images with respect to location, size, flaws, and
other preprogrammed data. Unlike other types of image analysis, a machine vision system
also includes a mechanism that immediately reacts to an image that does not conform to
parameters stored in the computer. For example, defective parts are taken off a production
line conveyor belt.

For scientific applications, low noise, high responsivity, large dynamic range, and high res-
olution are dominant considerations. To exploit a large dynamic range, scientific cameras may
digitize the signal into 12, 14, or 16 bits. Scientific arrays may have 5000 × 5000 detector ele-
ments.12 Theoretically, the array can be any size, but manufacturing considerations may ulti-
mately limit the array size.

Although low-light-level cameras have many applications, they tend to be used for scien-
tific applications. There is no industrywide definition of a low-light-level imaging system. To
some, it is simply a solid-state camera that can provide a usable image when the lighting con-
ditions are less than 1 lux (lx). To others, it refers to an intensified camera and is sometimes
called a low-light-level television (LLLTV) system. An image intensifier amplifies a low-light-
level image that can be sensed by a solid-state camera. The image intensifier/CCD camera
combination is called an intensified CCD (ICCD). The image intensifier provides tremen-
dous light amplification but also introduces additional noise. The spectral response of the
ICCD is governed by the image intensifier.

The military is interested in detecting, recognizing, and identifying targets at long dis-
tances. This requires high-resolution, low-noise sensors. Target detection is a perceptible act.
A human determines if the target is present. The military uses the minimum resolvable con-
trast (MRC) as a figure of merit.13

4.4 CHARGE-COUPLED DEVICE ARRAY ARCHITECTURE

Array architecture is driven by the application. Full-frame and frame transfer devices tend to be
used for scientific applications. Interline transfer devices are used in consumer camcorders and
professional television systems. Linear arrays, progressive scan, and time delay and integration
(TDI) are used for industrial applications. Despite an ever-increasing demand for color cam-
eras, black-and-white cameras are widely used for many scientific and industrial applications.

The basic operation of linear, full-frame, frame transfer, and interline transfer devices is
described in Chap. 22, “Visible Array Detectors,” Handbook of Optics, Vol. I. This section
describes some additional features.
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Full-Frame Arrays

In full-frame arrays, the number of pixels is often based upon powers of 2 (e.g., 512 × 512, 
1024 × 1024) to simplify memory mapping. Scientific arrays have square pixels and this sim-
plifies image-processing algorithms.

Data rates are limited by the amplifier bandwidth and, if present, the conversion capabil-
ity of the analog-to-digital converter. To increase the effective readout rate, the array can be
divided into subarrays that are read out simultaneously. In Fig. 1, the array is divided into four
subarrays. Because they are all read out simultaneously, the effective clock rate increases by
a factor of 4. Software then reconstructs the original image. This is done in a video processor
that is external to the CCD device where the serial data are decoded and reformatted.

Interline Transfer

The interline transfer array consists of photodiodes separated by vertical transfer registers
that are covered by an opaque metal shield (Fig. 2). Although photogates could be used, pho-
todiodes offer higher quantum efficiency. After integration, the charge that is generated by
the photodiodes is transferred to the vertical CCD registers in about 1 microsecond (µs). The
main advantage of interline transfer is that the transfer from the active sensors to the shielded
storage is quick. There is no need to shutter the incoming light. The shields act like a venetian
blind that obscures half the information that is available in the scene. The area fill factor may
be as low as 20 percent. Because the detector area is only 20 percent of the pixel area, the out-
put voltage is only 20 percent of a detector that would completely fill the pixel area. A
microlens can optically increase the fill factor.

Because interline devices are most often found in general imagery products, most transfer
register designs are based upon standard video timing. Figure 3 illustrates a four-phase trans-
fer register that stores charge under two gates. With 2:1 interlace, both fields are collected
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FIGURE 1 A large array divided into four subarrays. Each subarray is
read out simultaneously to increase the effective data rate. Very large
arrays may have up to 32 parallel outputs.



simultaneously but are read out alternately. This is called frame integration. With EIA 170
(formerly called RS 170), each field is read every 1/60 s. Because the fields alternate, the max-
imum integration time is 1/30 s for each field.

Pseudointerlacing (sometimes called field integration) is shown in Fig. 4. Changing the
gate voltage shifts the image centroid by one-half pixel in the vertical direction. This creates
50 percent overlap between the two fields. The pixels have twice the vertical extent of stan-
dard interline transfer devices and therefore have twice the sensitivity. An array that appears
to have 240 elements in the vertical direction is clocked so that it creates 480 lines. However,
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FIGURE 2 Interline transfer architecture. The charge is rapidly transferred
to transfer registers via the transfer gate. Interline transfer devices can also
have a split architecture similar to that shown in Fig. 1.

FIGURE 3 Detailed layout of the 2:1 interlaced array. (a) The odd
field is clocked into the vertical transfer register, and (b) the even
field is transferred. The vertical transfer register has four gates and
charge is stored under two wells. The pixel is defined by the detector
center-to-center spacing, and it includes the shielded vertical register
area. The transfer gate is not shown.

(a) (b)



this reduces the vertical modulation transfer function (MTF). With some devices, the pseu-
dointerlace device can also operate in a standard interlace mode.

4.5 CHARGE INJECTION DEVICE

A CID consists of two overlapping MOS capacitors sharing the same row and column elec-
trode. Figure 5 illustrates the pixel architecture. The nearly contiguous pixel layout provides
a fill factor of 80 percent or greater. Charge injection device readout is accomplished by trans-
ferring the integrated charge from the column capacitors to the row capacitors. After this
nondestructive signal readout, the charge moves back to the columns for more integration or
is injected (discarded) back into the silicon substrate.

Although the capacitors are physically orthogonal, it is easier to understand their opera-
tion by placing them side by side. Figure 6 illustrates a functional diagram of an array, and 
Fig. 7 illustrates the pixel operation. In Fig. 7a, a large voltage is applied to the columns, and
photogenerated carriers (usually holes) are stored under the column gate. If the column volt-
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FIGURE 4 Pseudointerlace. By collecting charge from alternating
active detector sites, the pixel centroid is shifted by one-half pixel.
(a) Odd field and (b) even field.

(a) (b)

FIGURE 5 CID pixel architecture.



age is brought to zero, the charge transfers to the row gate (Fig. 7b). The change in charge
causes a change in the row gate potential that is then amplified and outputted. If V1 is reap-
plied to the columns, the charge transfers back to the column gate. This is nondestructive
readout and no charge is lost. By suspending charge injection, multiple-frame integration
(time-lapse exposure) is created. In this mode, the observer can view the image on a display
as the optimum exposure develops. Integration may proceed for up to several hours. Reset
occurs by momentarily setting the row and column electrodes to ground. This injects the
charge into the substrate (Fig. 7c).

The conversion of charge into voltage depends upon the pixel, readout line, and amplifier
capacitance. The capacitance is high because all the pixels on a given row are tied in parallel.
Therefore, when compared with a CCD, the charge conversion is small, yielding a small 
signal-to-noise ratio (SNR). Because the readout is nondestructive, it can be repeated numer-
ous times. The multiple reads are averaged together to improve the SNR.

Because each pixel sees a different capacitance, CIDs tend to have higher pattern noise
compared with CCDs. However, off-chip algorithms can reduce the amount of pattern noise.
With no charge transfer, CIDs are not sensitive to charge transfer efficiency effects. Without
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FIGURE 6 Functional layout of a 3 × 3 CID array. The row and col-
umn select registers are also called decoders. The select registers and
readout electronics can be fabricated with CMOS technology.

FIGURE 7 CID pixel operation. (a) Integration, (b) readout, and
(c) injection.

(a) (b) (c)



multiple gates, CIDs have larger well capacities than comparably sized CCDs. Charge injec-
tion devices inherently have antibloom capability. Because charge is limited to a single pixel,
it cannot overflow into neighboring pixels. Perhaps the greatest advantage of CIDs is random
access to any pixel or pixel cluster. Subframes and binned pixels can be read out at high frame
rates.

4.6 COMPLEMENTARY METAL-OXIDE SEMICONDUCTOR

With the APS approach, highly integrated image sensors are possible.14 By placing processing
on the chip, a CMOS camera can be physically smaller than a CCD camera that requires
clocks, image reformatting, and signal processing in separate hardware. A sophisticated APS
array could create15 a “camera on a chip.” It is possible to build a frame transfer device where
pixels can be binned to enhance the SNR and provide variable resolution imaging.16

In 1993, Fossum17 described state-of-the-art active pixel concepts. At that time, they were
the double-gate floating surface transistor, charge modulation device, bulk charge modula-
tion device, based-stored image sensor, and the static induction transistor. That review con-
tinued14 in 1997.

The APS contains a photodiode, row select transistor, and a reset transistor. As shown in
Fig. 8, by activating a row, the data from the pixels in that row are simultaneously copied into
the columns. Each column will have a load transistor, a column select switch, and a sampling
switch. The chip may also have an analog-to-digital converter and provide correlated double
sampling. The pixels are then reset and a new integration is started. The APS does not rely
upon charge transfer. Rather, the photodiode drives a capacitance line. The total capacitance
limits the chip speed. Active pixel sensors can be fully addressable and subarrays can be read
out at high frame rates just like CIDs.

4.8 CLASSICAL OPTICS

FIGURE 8 (a) Passive pixel device and (b) APS.
Charge-coupled devices and CIDs are regarded as pas-
sive pixel sensors. Charge injection devices use photo-
gates; CCDs use either photogates or photodiodes;
CMOS devices typically use photodiodes.



Complementary metal-oxide semiconductor devices tend to have higher dark currents due
to the highly doped silicon used. Therefore, it appears that CMOS sensors will not replace
CCDs for low-noise scientific applications. Because the active devices often take up real
estate, the area for the photosensor is reduced. This leads to reduced sensitivity that can be
partially offset by a microlens. Because each pixel has its own amplifier, pattern noise is
larger. However, more logic can be added to each pixel and it seems possible to use on-chip
signal processing that suppresses pattern noise.18 With charge limited to a single pixel, it can-
not overflow into neighboring pixels and create blooming as seen with CCDs.

A further advantage is their low power consumption. Active pixel sensors can operate
from a 5-volt (V) battery or less (compared with 10 to 15 V for a CCD). It appears at this time
that CMOS will compete with CCDs in the general video marketplace where weight, size, and
power consumption are factors.

4.7 ARRAY PERFORMANCE

The most common array performance measures are responsivity, read noise, and charge well
capacity. From these the minimum signal, maximum signal, SNR, and dynamic range can be
calculated. Full characterization includes quantifying the various noise sources, charge trans-
fer efficiency, spectral quantum efficiency, linearity, and pixel nonuniformity.19 These addi-
tional metrics are necessary for the most critical scientific applications.

Signal

Device specifications depend, in part, upon the application. Arrays for general video applica-
tions may have responsivity expressed in units of volts per lux. For scientific applications, the
units may be in V/(J cm−2) or, if a digital output is available, DN/(J cm−2) where DN refers to
a digital number. For example, in an 8-bit system, the digital numbers range from 0 to 255.
These units are incomplete descriptors unless the device spectral response and source spectral
characteristics are furnished.

The number of photoelectrons created by a detector is

nPE = AD �λ2

λ1

Eq-faceplate (λ)η(λ)tINT dλ (1)

where AD is the effective photosensitive area, tINT is the integration time, η(λ) is the spectral
quantum efficiency, and Eq-faceplate(λ) is the spectral photon incidance with unit of photons s−1

µm−1 m−2 (further discussed in Sec. 4.8). Some arrays have a transparent window protecting
the array. The faceplate is the front surface of that window. With this approach, the array
quantum efficiency includes the transmittance of the window.

For CCDs, charge is converted to a voltage by a floating diode or floating diffusion. The
diode, acting as a capacitor, is precharged at a reference level. The capacitance, or sense node,
is partially discharged by the amount of negative charge transferred. The difference in voltage
between the final status of the diode and its precharged value (reset level) is linearly propor-
tional to the number of photoelectrons. The signal voltage after the source follower is

Vsignal = Vreset − Vout = nPE (2)

The gain, G, of a source follower amplifier is approximately unity, and q is the electronic
charge (1.6 × 10−19 C). The charge conversion is q/C. The output gain conversion is qG/C. It
typically ranges from 0.1 µV/e− to 10 µV/e−. The signal is then amplified and processed by
electronics external to the CCD sensor.

qG
�
C
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Responsivity. The spectral quantum efficiency is important to the scientific and military
communities. When the array is placed into a general video or industrial camera, it is conve-
nient to specify the output as a function of incident flux density or energy density averaged
over the spectral response of the array.

The faceplate spectral photon incidance can be converted into the spectral radiant incid-
ance by

Ee-faceplate(λ) = Eq-faceplate(λ) (3)

where h is Planck’s constant (6.626 × 10−34 J s−1) and c is the speed of light (3 × 108 m s−1). Quan-
tities associated with power (watts) have the subscript e, and those associated with photons
have the subscript q. The quantum efficiency can be converted to amps per watt by

ℜe(λ) = η(λ). (4)

Then, the array output voltage (after the source follow amplifier) is

Vsignal = AD �λ2

λ1

Ee-faceplate(λ)ℜe(λ)tint dλ (5)

It is desirable to express the responsivity in the form

Vsignal = ℜave ��
λ2

λ1

Ee-faceplate(λ)tINT dλ� (6)

The value ℜave is an average responsivity that has units of volts per joule per square centime-
ter and the quantity in the brackets has units of joules per square centimeter. Combining the
two equations provides

ℜave = AD V/(J cm−2) (7)

The value ℜave is an average responsivity that depends upon the source characteristics and
the spectral quantum efficiency. While the source can be standardized (e.g., CIE illuminant A
or illuminant D6500), the spectral quantum efficiency varies by device. Therefore, extreme care
must be exercised when comparing devices solely by the average responsivity.

If a very small wavelength increment is selected, Ee-faceplate(λ) and ℜe(λ) may be considered
as constants and Eq. 7 can be approximated as

ℜave ≈ AD ℜe(λ0) (8)

Minimum Signal. The noise equivalent exposure (NEE) is an excellent diagnostic tool for
production testing to verify noise performance. NEE is a poor array-to-array comparison
parameter and should be used cautiously when comparing arrays with different architectures.
This is so because it depends on array spectral responsivity and noise. The NEE is the expo-
sure that produces an SNR of one. If the measured root-mean-square (rms) noise on the ana-
log output is Vnoise, then the NEE is calculated from the radiometric calibration:

G
�
C

�λ2

λ1

Ee-faceplate(λ)ℜe(λ) dλ
����

�λ2

λ1

Ee-faceplate(λ) dλ

G
�
C

G
�
C

qλ
�
hc

w
�
µm − m2

hc
�
λ
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NEE = J/cm2 rms (9)

When expressed in electrons, NEE is simply the noise value in rms electrons. The absolute
minimum noise level is the noise floor, and this value is used most often to calculate the NEE.
Although noise is an rms value, the notation “rms” is often omitted.

Maximum Signal. The maximum signal is that input signal that saturates the charge well
and is called the saturation equivalent exposure (SEE). It is

SEE = J/cm2 (10)

The total number of electrons that can be stored is the well capacity, nwell. The well size varies
with architecture, number of phases, and pixel size. It is approximately proportional to pixel
area. Small pixels have small wells. If an antibloom drain is present, the maximum level is
taken as the white clip level. The maximum signal is

Vmax = (nwell − ndark) (11)

For back-of-the-envelope calculations, the dark current is often considered negligible (ndark ≈ 0).

Dynamic Range. The array dynamic range is

DRarray = (12)

where <nsys> is the overall rms noise. The array noise consists of dark current, shot, pattern,
and readout noise (noise floor). In the absence of light and negligible dark current, the
dynamic range is most often quoted as

DRarray = (13)

Noise

Many books4–8 and articles20–23 have been written on noise sources. The level of detail used in
noise modeling depends on the application. The noise sources include shot noise, reset noise,
pattern noise, on-chip amplifier noise, and quantization noise. It is customary to specify all
noise sources in units of equivalent rms electrons at the detector output.

Reset noise can be reduced to a negligible level with correlated double sampling (CDS).
Correlated double sampling also reduces the source follower 1/f noise. The off-chip amplifier
is usually a low-noise amplifier such that its noise is small compared with the on-chip amplifier
noise. The use of an analog-to-digital converter that has more bits reduces quantization noise.

On-chip amplifier noise may be called readout noise, mux noise, noise-equivalent elec-
trons, or the noise floor. The value varies by device and manufacturer. For most system anal-
yses, it is sufficient to consider

〈nsys〉 = 	〈n2
shot〉
+ 〈n2

floo
r〉 + 〈n2
p
attern〉
 (14)

where <n2> is the noise variance and <n> is the standard deviation measured in rms elec-
trons.

nwell
�
〈nfloor〉

nwell − ndark
��

〈nsys〉

qG
�
C

Vmax
�
ℜave

Vnoise
�
ℜave
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Shot Noise. Both photoelectrons and dark current contribute to shot noise. These follow
Poisson statistics so that the variance is equal to the mean:

〈n2
shot〉 = nPE + ndark (15)

While the dark current average value can be subtracted from the output to provide only
the signal due to photoelectrons, the dark current noise cannot. Cooling the array can reduce
the dark current to a negligible value and thereby reduce dark current noise to a negligible
level.

Pattern Noise. Pattern noise refers to any spatial pattern that does not change significantly
from frame to frame. Pattern noise is not noise in the usual sense. This variation appears as
spatial noise to the observer. Fixed-pattern noise (FPN) is caused by pixel-to-pixel variations
in dark current.24, 25 As a signal-independent noise, it is additive to the other noise powers.
Fixed-pattern noise is due to differences in detector size, doping density, and foreign matter
getting trapped during fabrication.

Photoresponse nonuniformity (PRNU) is the variation in pixel-to-pixel responsivities and,
as such, is a signal-dependent noise. This noise is due to differences in detector size, spectral
response, and thickness in coatings. Photoresponse nonuniformity can be specified as a peak-
to-peak value or an rms value referenced to an average value. This average value may either
be full well or one-half full well value. That is, the array is uniformly illuminated and a his-
togram of responses is created. The PRNU can be the rms of the histogram divided by the
average value or the peak-to-peak value divided by the average value. The definition varies
by manufacturer so that the test conditions must be understood when comparing arrays. For
this text, the rms value is used.

Because dark current becomes negligible when the array is sufficiently cooled, PRNU is
the dominant pattern component for most arrays. As a multiplicative noise, PRNU is tradi-
tionally expressed as a fraction of the total number of charge carriers. If U is the fixed pattern
ratio or nonuniformity, then

〈npattern〉 ≈ 〈nPRNU〉 = UnPE (16)

Frame averaging will reduce all the noise sources except FPN and PRNU. Although FPN
and PRNU are different, they are sometimes collectively called scene noise, pixel noise, pixel
nonuniformity, or simply pattern noise.

Photon Transfer. For many applications it is sufficient to consider photon shot noise, noise
floor, and PRNU. The simplified noise model provides

〈nsys〉 = 	nPE + 〈
n2
floor〉 +
 (UnPE
)2
 (17)

Recall that the mean square photon fluctuation is equal to the mean photon rate. Either
the rms noise or noise variance can be plotted as a function of signal level. The graphs are
called the photon transfer curve and the mean-variance curve, respectively. Both graphs con-
vey the same information.

For very low photon fluxes, the noise floor dominates. As the incident flux increases, the
photon shot noise dominates. For very high flux levels, the noise may be dominated by PRNU.
Figure 9 illustrates the rms noise as a function of photoelectrons when the dynamic range
(nwell/<nfloor>) is 60 dB. With large signals and small PRNU, the total noise is dominated by
photon shot noise. When PRNU is large, U dominates the array noise at high signal levels.
General video and industrial cameras tend to operate in high-signal environments, and cool-
ing will have little effect on performance. A full SNR analysis is required before selecting a
cooled camera.
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4.8 CAMERA PERFORMANCE

Camera performance metrics are conceptually the same as array metrics. The camera is limited
by the array noise and charge well capacity. The camera’s FPN and PRNU may be better than
the array pattern noise when correction algorithms are present. Frame averaging and binning
can reduce the random noise floor and thereby appear to increase the camera’s dynamic range.
If the camera does not introduce any additional noise, modify the noise bandwidth, or mini-
mize the maximum output, the camera SNR and DRcamera will be identical to the array values.

Camera Formula

The number of photoelectrons created by an object is

nPE = �λ2

λ1

η(λ) ADtintτoptics(λ) dλ (18)

where Mq(λ) is the object’s spectral photon exitance in photons per second per micrometer
per square meter and τoptics(λ) is the lens system transmittance. The f-number has the usual
definition (F = fl/D), and the optical magnification is moptics = R2/R1. Here, R1 and R2 are
related to the system’s effective focal length, fl, by

+ = (19)

As the target moves to infinity (R1 → ∞), moptics approaches zero.
Electronic still cameras are matched to conventional photographic cameras. In photogra-

phy, shutter speeds (exposure times) vary approximately by a factor of two (e.g., 1/30, 1/60,
1/125, 1/250, etc.). Thus, changing the shutter speed by one setting changes nPE approximately
by a factor of 2. F-stops have been standardized to 1, 1.4, 2, 2.8, 4, 5.6, 8, . . . . The ratio of adja-
cent f-stops is √2. Changing the lens speed by one f-stop changes the f-number by a factor of
√2. Here, also, the nPE changes by a factor of 2.

The measurement of faceplate illumination (see Eq. 1) is usually performed with a cali-
brated lens. The value Mq is measured with a calibrated radiometer or photometer, and then
Eq-faceplate is calculated:

1
�
fl

1
�
R2

1
�
R1

Mq(λ)
��
4F2(1 + moptics)2
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FIGURE 9 Photon transfer curve when U = 2.5 percent. The
charge well capacity is 100,000 electrons and the noise floor is
100 e− rms to produce a dynamic range of 60 dB. The noise floor,
photon shot noise, and PRNU have slopes of 0, 0.5, and 1,
respectively. Dark noise is considered negligible.



Eq-faceplate = τoptics (20)

Minimum Signal

The maximum and minimum signals depend on the spectral output of the source and the
spectral response of the detector. The source color temperature is not always listed but is a
critical parameter for comparing systems. Although the CIE illuminant A is used most often,
the user should not assume that this was the source used by the camera manufacturer.

Based on signal detection theory, the minimum illumination would imply that the SNR is
one. However, the definition of minimum illumination is manufacturer dependent. Its value
may be (a) when the video signal is, for example, 30 IRE units, (b) when the SNR is one, or
(c) when an observer just perceives a test pattern. Because of its incredible temporal and spa-
tial integration capability, the human visual system can perceive SNRs as low as 0.05. There-
fore, comparing cameras based on “minimum” illumination should be approached with care.

The voltage signal (Eq. 5) exists at the output of the array. This voltage must be amplified
by the camera electronics (gain = Gcamera) to a value that is consistent with video standards. The
minimum signal provided with gain “on” (Gcamera greater than one) is usually calculated due to
the difficulty of performing accurate, low-level radiometric and photometric measurements.
These values may be provided at 30, 50, or 80 percent video levels. That is, the illumination that
is given produces an output video that gives 30, 50, or 80 IRE units, respectively. Although a
higher-gain amplifier could provide 100 percent video, the user can optimize the image by
adjusting the gain and level of the display. That is, the display’s internal amplifiers can be used
for additional gain. In this context, the camera system consists of the camera and display.

If Gcamera is expressed in decibels, it must be converted to a ratio. The scene illumination
that creates a 30 percent video signal is

Mv (30% video) = (21)

where Mv (max video) is the scene illumination that produces the maximum output. The sub-
script v indicates photometric units, which are usually lux. For 50 and 80 percent video, the
factor becomes 0.5 and 0.8, respectively. The input signal that produces an SNR of one is

Mv (SNR = 1) = Mv (max video) 10
− �

DRc

2
am

0
era-dB
�

(22)

where the camera’s dynamic range is expressed in decibels (dB). Although photometric units
are used most often, radiometric quantities can be used in Eqs. 21 and 22.

Camera Dynamic Range

Dynamic range depends on integration time, binning, and frame integration. In addition, the
spectral content of the source and the array spectral responsivity affect the camera output
voltage. Thus, the camera dynamic range can be quite variable depending on test conditions.

Although the theoretical maximum signal just fills the charge wells, the manufacturer may
limit the maximum output voltage to a lower stored-charge value. Because the dynamic range
is often expressed in decibels,

DRcamera-dB = 20 log � � (23)

Many camera manufacturers list the dynamic range as the signal-to-noise ratio. This value
should not be confused with the actual SNR. With most cameras, the noise level is approxi-

Vmax
�
Vnoise

0.3Mv (max video)
���

Gcamera

Mq
��
4F2(1 + moptics)2

4.14 CLASSICAL OPTICS



mately equivalent to the array read noise. The electronics may increase the camera noise and
image processing techniques may reduce it somewhat. Usually the dynamic range is calcu-
lated from the measured signal and noise. Because the read noise is amplifier white noise, it
is appropriate to include the bandwidth as part of the measurements. For standard video-
compatible cameras, the bandwidth is equal to the video format bandwidth.

4.9 MODULATION TRANSFER FUNCTION

The MTF of the camera is the product of all the subsystem MTFs. Usually, the electronics
MTF does not significantly affect the overall MTF. Therefore, it is often adequate to consider
only the optics and detector MTFs.

The MTF of a single rectangular detector in image space is

MTFdetector (u) = � � (24)

where d is the horizontal extent of the photosensitive surface and η is the image-space hori-
zontal spatial frequency variable (in cycles/mm). The detector size may be different in the
horizontal and vertical directions, resulting in different MTFs in the two directions.

The MTF for a circular, clear-aperture, diffraction-limited lens is

MTFoptics(η) = �cos−1 � � − �1 − ��
2� (25)

The optical cutoff is ηC = D/(λavefl), where D is the aperture diameter and λave is the average
wavelength.

4.10 RESOLUTION

Detector arrays are specified by the number of pixels, detector size, and detector pitch. These
are not meaningful until an optical system is placed in front of the array. The most popular
detector resolution measure is the detector angular subtense. In object space, it is

DAS = mrad (26)

and in image space, the detector size, d, becomes the measure of resolution.
Perhaps the most popular measure of optical resolution is Airy disk size. It is the bright

center of the diffraction pattern produced by an ideal optical system. In the focal plane of the
lens, the Airy disk diameter is

dairy = 2.44 fl = 2.44λF (27)

While often treated independently, the camera resolution depends upon both the optical and
detector resolutions.

Shade created a metric for system performance. As reported by Lloyd,26 Sendall modified
Shade’s equivalent resolution such that

Req =
(28)

1
���

2 �∞

0

|MTFsys(η)|2 dη

λ
�
D

d
�
fl

η
�
ηC

η
�
ηC

η
�
ηC

2
�
π

sin (π d η)
��

(π d η)

SOLID-STATE CAMERAS 4.15



As a summary metric, Req provides a better indication of system performance than a single
metric, such as the detector size or blur diameter. Req cannot be directly measured. It is a
mathematical construct simply used to express overall performance. As the MTF increases,
Req decreases and the resolution “improves” (smaller is better). As an approximation, the sys-
tem resolution may be estimated from the subsystem equivalent resolutions by

Req ≈ 	R2
optics
+ R2

dete
ctor
 (29)

Placing the diffraction-limited MTF into Eq. 28 provides

Roptics = 1.845λF (30)

Note that Shade’s approach provides a value that is smaller than the Airy disk diameter.
Recall that Req is only a mathematical construct used to analyze system performance. When
Roptics dominates Req, we say the system is optics-limited.

Placing the detector MTF into Eq. 28 provides

Rdetector = d (31)

Here, Shade’s resolution matches the common method of describing detector performance:
The smallest target that can be discerned is limited by the detector size. When Rdetector domi-
nates Req, we say the system is detector-limited.

Using Eq. 29 to estimate the composite resolution in image space,

Req ≈ d���
2

+ 1 (32)

As λF/d decreases, Req approaches d. For large values of λF/d, the system becomes optics-
limited and the equivalent resolution increases.

The more common 1⁄2-inch-format CCD arrays have detectors that are about 10 µm in size.
Figure 10 illustrates Req as a function of f-number. Reducing the f-number below 5 does not
improve resolution because the system is in the detector-limited region.

1.845λF
�

d
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FIGURE 10 Resolution of a typical 1⁄2-inch-format CCD camera as a function
of f-number. λ = 0.5 µm. The vertical line at F = 8.20 separates optics-limited
from detector-limited operation. It occurs when the Airy disk size is equal to the
detector size.



For most CCD camera applications, it is assumed that the camera is operating in the 
detector-limited region. This is only valid if λF/d is small. If λF/d is large, then the minimum
discernable target size is definitely affected by the optics resolution.

We live in a world where “smaller is better.” Detector sizes are shrinking. This allows the
system designer to create physically smaller cameras. Replacing a 1⁄2-inch-format array with a
1⁄4-inch-format array (typical detector size is 5 µm) implies a 2× improvement in resolution.
However, this is only true if the system is operating in the detector-limited region. As d
decreases, the f-number must also decrease to stay within the detector-limited region. Fur-
ther, the f-number must also decrease to maintain the same signal intensity (Eq. 18). Reduc-
ing the f-number can place a burden on the optical designer.

4.11 SAMPLING

Sampling is an inherent feature of all electronic imaging systems. The scene is spatially sam-
pled in both directions due to the discrete locations of the detector elements. The horizontal
sample rate is

ηS = cycles/mm (33)

Staring arrays can faithfully reproduce signals up to the Nyquist frequency:

ηN = = cycles/mm (34)

The pitch in the horizontal and vertical directions, dCCH and dCCV, respectively, may be dif-
ferent and, therefore, the sampling rates will be different. Any input frequency above the
Nyquist frequency will be aliased to a lower frequency (Fig. 11). After aliasing, the original
signal can never be recovered. Diagonal lines appear to have jagged edges, or “jaggies,” and
periodic patterns create moiré patterns. Periodic structures are rare in nature and aliasing is
seldom reported when viewing natural scenery, although aliasing is always present. Aliasing
may become apparent when viewing periodic targets such as test patterns, picket fences,
plowed fields, railroad tracks, and venetian blinds. It becomes bothersome when the scene

1
�
2dCCH

ηS
�
2

1
�
dCCH
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FIGURE 11 Signals above Nyquist frequency are aliased down to
the base band. ηS = 1 and ηN = 0.5. The area bounded by the MTF
above ηN may be considered as an “aliasing” metric.27



geometric properties must be maintained as with mapping. It affects the performance of most
image-processing algorithms. While this is a concern to scientific and military applications, it
typically is of little consequence to the average professional television broadcast and con-
sumer markets.

We have become accustomed to the aliasing in commercial televisions. Periodic horizontal
lines are distorted due to the raster. Cloth patterns, such as herringbones and stripes, produce
moiré patterns. Cross-color effects occur in color imagery (red stripes may appear green or
blue). Many videotape recordings are undersampled to keep the price modest, and yet the
imagery is considered acceptable when observed at normal viewing distances.

Because the aliasing occurs at the detector, the signal must be band limited by the optical
system to prevent it. Optical band limiting can be achieved by using small-diameter optics,
blurring the image, or by inserting a birefringent crystal between the lens and array. The bire-
fringent crystal changes the effective detector size and is found in almost all single-chip color
cameras. Unfortunately, these approaches also degrade the MTF (reduce image sharpness)
and are considered unacceptable for scientific applications.

If a system is Nyquist frequency–limited, then the Nyquist frequency is used as a measure
of resolution. Because no frequency can exist above the Nyquist frequency, many researchers
represent the MTF as zero above the Nyquist frequency (Fig. 12). This representation may be
too restrictive for modeling purposes.

The fill factor can vary from 20 percent for interline transfer devices to nearly 100 percent
for frame transfer devices. In the detector-limited region, the detector MTF determines the
potential spatial frequencies that can be reproduced. The center-to-center spacing uniquely
determines the Nyquist frequency (Fig. 13). A microlens will increase the effective detector
size, but it does not affect the center-to-center spacing. The absolute value of the Nyquist fre-
quency (1/2dCCH) does not change. By increasing the detector size, the detector cutoff
decreases. The relative locations of the sampling and Nyquist frequencies change. The figures
in this text use relative (normalized) frequency scales.

Less-expensive color cameras contain only a single CCD chip. A color filter array (CFA)
is placed over the chip to create red, green, and blue pixels. Figure 20 in Chap. 22 of Hand-
book of Optics, Vol. 1, provides a variety of CFA patterns. In many sensors, the number of
detectors that are devoted to each color is different. The basic reason is that the human visual
system (HVS) derives its detail information primarily from the green portion of the spectrum.
That is, luminance differences are associated with green, whereas color perception is associ-
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FIGURE 12 MTF representation of an undersampled system. ηS = 1
and ηN = 0.5. This restrictive representation erroneously suggests that
there is no response above ηN.



ated with red and blue. The HVS requires only moderate amounts of red and blue to perceive
color. Thus, many sensors have twice as many green as either red or blue detector elements.
An array that has 768 horizontal elements may devote 384 to green, 192 to red, and 192 to
blue. This results in an unequal sampling of the colors (Fig. 14). The output R, G, and B sig-
nals are created by interpolation of the sparse data (sparse pixels). The output signals appear
as if there are 768 red, green, and blue pixels. This interpolation does not change the Nyquist
frequency of each color. A birefringent crystal28 inserted between the lens and the array effec-
tively increases the detector sizes. A larger detector will have reduced MTF and this reduces
aliasing. It also reduces edge sharpness.

Pseudointerlacing (Fig. 4) doubles the size of the detector. This reduces the detector cut-
off and makes it equal to the Nyquist frequency (Fig. 15). From an aliasing point of view, alias-
ing has been significantly reduced. However, the MTF has also been reduced, and this results
in reduced-edge sharpness.
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FIGURE 13 Two arrays with different horizontal center-to-center spacings. The detector size, d, is the same
for both. (a) d/dCCH = 1. This typifies frame transfer devices. (b) d/dCCH = 0.5. This is representative of an ideal
interline transfer CCD array. The detector MTF is plotted as a function of ηd.

(a) (b)

FIGURE 14 Horizontal detector MTF normalized to ηd.
Unequally spaced red-, green-, and blue-sensitive detectors create
different array Nyquist frequencies. This creates different amounts
of aliasing and black-and-white scenes may break into color. The
spacing between the red and blue detectors is twice the green
detector spacing.



4.12 STORAGE, ANALYSIS, AND DISPLAY

Chapter 22, “Visible Array Detectors,” Handbook of Optics, Vol. I, describes the physics of
CCD detectors. This chapter described some additional features of CCDs and introduced
CID and CMOS detectors. These solid-state devices are the basic building blocks of the solid-
state array. Certain array architectures lend themselves to specific applications. Once the
camera is fabricated, the user selects an optical system. The minimum signal, maximum sig-
nal, and resolution discussed in this chapter included the lens f-number. It would appear that
with all this knowledge, it would be easy to select a camera. A camera only becomes opera-
tional when its output is analyzed. Analysis is performed by an observer (general video) or a
computer (machine vision).

For general video, the camera output must be formatted into a data stream consistent with
the display device. The monochrome standard is often called EIA 170 (originally called RS
170) and the color format is simply known as NTSC (originally called EIA 170A or RS 170A).
Worldwide, three color broadcast standards exist: NTSC, PAL, and SECAM. For higher ver-
tical resolution, more lines are required. EIA 343A (originally RS 343A) is a high-resolution
monochrome standard used for closed-circuit television cameras (CCTV). Although the stan-
dard encompasses equipment that operates from 675 to 1023 lines, the recommended values
are 675, 729, 875, 945, and 1023 lines per frame.

These standards are commonplace. Monitors that display these formats are readily avail-
able. For computer analysis of this imagery, frame grabbers that accept multiple standards are
easily obtained. The output of most general video cameras is an analog signal, and the frame
grabber digitizes this signal for computer processing.

In principle, the clock rate of an analog-to-digital converter within the frame grabber can
be set at any rate. However, to conserve on memory requirements and minimize clock rates,
some frame grabbers tend to just satisfy the Nyquist frequency of a standard video signal.
That is, if the highest frequency of the video bandwidth is fBW, then the frame grabber sam-
pling clock operates at 2fBW.

Some frame grabbers have an internal antialias filter. This filter ensures that the frame
grabber does not produce any additional aliasing. The filter cutoff is linked to the frame grab-
ber clock and is not related to the camera output. Once aliasing has occurred in the camera,
the frame grabber antialias filter cannot remove it. If the filter does not exist, the frame grab-
ber may create additional aliasing.29 On the other hand, some frame grabbers have antialias-
ing filters that significantly limit the analog signal bandwidth and thereby reduce resolution.
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reduce aliasing in the vertical direction. Vertical MTF with and without
summing normalized to ηd.



The number of digital samples is simply related to the frame grabber clock rate and is not nec-
essarily equal to the number of detector elements. Even if the number of digital samples
matches the number of detector elements, phasing effects will corrupt the resolution. 
Imaging-processing algorithms operate on the digitized signal and the image-processing spe-
cialist must be aware of the overall resolution of the system. The frame grabber is an integral
part of that system. These issues are mitigated when the camera output is in digital form and
the frame grabber can accept digital signals.

As society moves toward digital television [high-definition television (HDTV) or
advanced television system (ATS)], new demands are placed upon displays and frame grab-
bers. New standards also require new video-recording devices. This creates storage, frame
grabber, and display problems. New standards do not impose any difficulties on camera
design. The solid-state array can be made any size and appropriately designed electronics can
support any video format.

Industrial and scientific applications require some forethought. The camera output is no
longer a conventional format. Web inspection cameras may contain a linear array with as
many as 4096 elements. Split architecture (Fig. 1) may have as many as 32 parallel outputs.
Charge injection devices and CMOS cameras may offer variable-sized subframes at variable
frame rates. Finding suitable frame grabbers is a challenge for these applications. Nonstan-
dard formats (even after digitization) are not easy to display.
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CHAPTER 5

XEROGRAPHIC SYSTEMS

Howard Stark
Xerox Corporation
Corporate Research and Technology—Retired

5.1 INTRODUCTION AND OVERVIEW

The xerographic process was invented in the 1930s by Chester Carlson, who was looking for
a simple process to copy office documents. The process consists of the creation of an electro-
static image on an image receptor, development of the image with dyed or pigmented charged
particles referred to as toner, transfer of the toner from the image receptor to the paper, fus-
ing the toner to the paper, cleaning the residual toner from the image receptor, and finally,
erasing whatever is left of the original electrostatic image. The process is then repeated on the
cleaned, electrostatically uniform image receptor. In the most common embodiment of the
process, the electrostatic image is created optically from either a digital or a light lens imaging
system on a charged photoreceptor, a material that conducts electric charge in the light and is
an insulator in the dark. These steps are shown schematically in Fig. 1, in which the photore-
ceptor drum is shown to be rotating clockwise. In this review we summarize the more com-
mon ways in which these steps are carried out.

5.1

FIGURE 1 Schematic of xerographic process.
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The process just outlined is the heart of copying and digital printing systems whose speeds
can range from a few to 180 copies per minute. Repeating the process several times (once for
each color and black if needed) can produce full-color images. Often the system contains
means for either input or output collation and stapling or binding. The cost of these systems
can range from hundreds of dollars to several hundred thousand dollars.

This review will not attempt to attempt to give complete references to the technical litera-
ture. There are several excellent books that do this.1–4 In addition, there are older books that
give an interesting historical perspective on the development of the technology.5,6

5.2 CREATION OF THE LATENT IMAGE

This section covers the creation of the electrostatic field image. First the more common opti-
cal systems are considered. Here, exposing a charged photoconductor to the optical image
creates the latent electrostatic image. Then, ion writing systems, in which an insulator is
charged imagewise with an ion writing head or bar to create the latent electrostatic image, are
briefly discussed.

Optical Systems

We consider here ways in which the photoreceptor is charged, the required physical proper-
ties of the photoreceptor, and common exposure systems.

Charging. Figure 2 schematically shows the charging and exposure of the photoreceptor. In
this case the charging is shown to be positive. The two devices commonly used to charge the
photoreceptor, the corotron and the scorotron, are shown schematically in Fig. 3. The
corotron approximates a constant-current device, the scorotron a constant-voltage device.

The operational difference between the two devices is that the scorotron has a control
screen. In both cases, a high potential, shown negative here, is applied to the corotron wires,
creating a cloud of negative ions around the wires. In the case of the corotron, the negative
ions drift under the influence of the electric field between the wires and the photoreceptor.
Since the charging voltage of the photoreceptor is significantly less than that of the corona
wires, the electric field and the resulting photoreceptor charging current remain roughly con-
stant. The charge voltage of the photoreceptor is then simply determined from the current per
unit length of the corotron, the photoreceptor velocity under the corotron, and the capaci-
tance per unit area of the photoreceptor.

In the case of the scorotron, the photoreceptor voltage and the voltage on the control grid
determine the charging field. Thus, when the photoreceptor reaches the grid voltage, the field
and the current go to zero. Hence the constant-voltage-like behavior.
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FIGURE 2 Charging and exposure of photoreceptor.



Photoreceptor. The discharge of the photoreceptor is accomplished by charge transport
through the photoconductive medium. There are many materials that have been used as pho-
toconductors. The first photoreceptors were films 50 or 60 µm thick of amorphous selenium
on a metallic substrate. These were followed by amorphous films of various selenium alloys,
which were panchromatic and in some cases more robust. Other materials that have been
used include amorphous silicon, which is quite robust as well as being panchromatic. Organic
photoreceptors are used in most of the recent designs. Here the photoreceptor consists of 
a photogeneration layer on the order of 1 µm and a transport layer on the order of 20 µm
thick.

The photoreceptor discharge process is shown in Fig. 4. The photoconductor is negatively
charged, creating an electric field between the deposited charge and the ground plane. Light
is shown to be incident on the generator layer. A hole is released that drifts upward under the
influence of the electric field. Ideally the hole reaches the surface and neutralizes the applied
surface charge. The electron that remains in the generator layer neutralizes the positive
charge in the ground plane. Important characteristics of this process include the dark decay of
the photoreceptor—how well the photoreceptor holds its charge in the dark—the quantum
efficiency of the generation process, the transit time of the hole across the transport layer,
whether or not it gets trapped in the process, and whether or not there are any residual fields
remaining across the generator layer.
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FIGURE 3 Scorotron and corotron.

FIGURE 4 Photoreceptor discharge process.



In order for the photoreceptor to hold its charge in the dark (Ref. 2, pp. 104–112), the
charge on the surface must not be injected into the transport layer and drift to the substrate.
There must be no bulk generation of charge in the transport layer. Finally, there must be no
injection and transport of charge from the conductive ground plane into the transport layer.
Modern photoreceptors dark-decay at rates of less than a few volts per second.

The transport time of the photogenerated charge through the transport layer determines
the rate at which the electrostatic latent image builds up. This limits the shortest time between
exposure and development.

Charge trapped within the bulk of the photoreceptor can cause electrostatic ghosts of ear-
lier images that may be developed. Proper erase procedures as well as careful photoreceptor
processing are required to eliminate ghosts.

Exposure. At present, both conventional light lens and digital exposure systems are in use.
Conventional systems include both full-frame flash and slit scanning systems. Belt photore-
ceptors allow for a flat focal plane that permits a quite conventional exposure system; a full-
frame flash exposure is used from a flat platen. More interesting is the system that is shown in
Fig. 1. Here a slit is exposed at a fixed position on the rotating drum. To accommodate the
movement of the drum, the image must move with it within the exposure slit. This is done
with a moving platen for the document or a fixed platen with a moving exposure system and
pivoting mirrors. Often a selfoc lens is used to conserve space.

The “original” in a digital imaging system is a document stored in computer memory. The
idea includes both computer printers and digital copiers. The two most common means of
optically writing the image on the photoreceptor are scanning lasers and image bars. In its
simplest form an image bar exposes a line at a time across the photoreceptor. It consists of a
full-width array of adjacent light-emitting diodes, one for each pixel. As the photoreceptor
rotates under the image bar the diodes are turned on and off to write the image.

Laser scanning systems, also known as raster output scanning (ROS) systems, in their sim-
plest embodiment use a laser diode that is focused and scanned across the photoreceptor by
a rotating polygon. A so-called f-θ is used to achieve constant linear velocity of the spot across
the photoreceptor. Often two or more diodes are focused several raster lines apart in order to
write several lines at the same polygon speed. The laser diodes are modulated appropriately
with the image information.

Prior to the development of laser diodes, HeNe lasers were used with acoustooptical mod-
ulators. In order to accommodate the slow response time of the acoustooptical crystal, the
Scophony7 system developed in the 1930s was used. The acoustooptic modulator consists of a
piezoelectric transducer, which launches an acoustical wave in a transparent medium whose
index of refraction is pressure sensitive. The acoustic wave, which is modulated with the
image information, creates a phase-modulated diffraction pattern. The laser beam is
expanded, passed through the crystal and by a stop that blocks the zeroth order of the diffrac-
tion pattern. The image of the acoustooptic modulator is then focused on the photoreceptor.
Because of the phased imaging system, the resulting image is intensity modulated. However,
the diffraction pattern is moving and thus the pixels are moving on the photoreceptor surface.
To compensate for this motion, the image of the modulator is scanned in the opposite direc-
tion by the polygon at precisely the same speed at which the pixels are moving.

Ion Writing Systems

In an ion writing system the electrostatic image is created by depositing ions on a dielectric
receiver in an imagewise fashion. It is typically used in high-speed applications. The require-
ments for the dielectric receiver are that it be mechanically robust and that it hold the charge
through the development process. Transfer, fusing, and cleaning are essentially the same as in
conventional xerography. Since (in principle at least) the photoreceptor can be replaced by a
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more durable dielectric receiver and since charging is eliminated, the process promises to be
cheaper and more robust.

At least two techniques have been used commercially for writing the image: stylus writing
and ion writing heads. In both cases the limitation appears to be resolution. A stylus writing
head consists of an array of styli, one for each pixel. The dielectric receiver is moved under the
array and a voltage greater than air breakdown is applied to each stylus as appropriate. The
ion writing heads are an array of ion guns, which uses an electrode to control the ion flow to
the receiver.

5.3 DEVELOPMENT

The role of the developer system is to apply toner to the appropriate areas of the photore-
ceptor. In the case of conventional exposure, these areas are the charged areas of the pho-
toreceptor. This system is referred to as charged area development (CAD). For digital systems
where lasers or image bars are employed, the designer has a choice; the regions to be devel-
oped can be left charged as in the conventional system. Alternatively, the photoreceptor can
be discharged in the regions to be toned. This is referred to as discharged area development
(DAD). Image quality and reliability drive the choice. For either CAD or DAD, charged
toner is electrostatically attracted to the photoreceptor.

There are many different techniques for developing the electrostatic latent image. We con-
sider first two-component magnetic brush development and, in that context, outline many of
the more general considerations for all development systems. Other interesting systems will
then be described.

Two-Component Magnetic Brush Development

The developer in two-component magnetic brush development consists of magnetized carrier
beads and toner. Here the toner is typically 10 µm and the carrier 200 to 300 µm. The two
components are mixed together and, by means of triboelectric charging, charge is exchanged
between the toner and carrier. The much smaller toner particles remain attached to the car-
rier beads so that in a properly mixed developer there is little or no free toner. The role of the
carrier is thus twofold: to charge the toner and, because of its magnetic properties, to enable
the transport of the two-component developer. As will be seen, the conductivity of the carrier
plays an important role in development. The carrier often consists of a ferrite core coated
with a polymer chosen principally to control the charging characteristics of the developer.

The toner is a polymer containing pigment particles. For black systems the pigment is car-
bon black; for full color the subtractive primaries (cyan, magenta, and yellow) are used. In
highlight color systems (black plus a highlight color) the pigment is the highlight color or per-
haps a combination of pigments yielding the desired color. The choice of the polymer and, to
some degree, the colorants is also constrained by the charging properties against the carrier
and by the softening temperature, which is set by the fusing requirements. The covering
power of the toner is determined by the concentration of the pigment. Typically a density of
1 is achieved with on the order of 1 mg/cm2 of toner.

A typical magnetic brush development system is shown schematically in Fig. 5.
The developer roll transports the developer (beads and carrier) from the sump to the nip

between the developer roll and the photoreceptor where development takes place. The mag-
netic fields hold the developer on the roll and the material is moved along by friction. A care-
fully spaced doctor blade is used to control and limit the amount of developer on the roll.

Key to the development process is the triboelectric charge on the toner particle. The
charge exchange between the toner and carrier can be thought of in terms of the alignment of
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the Fermi levels of the two materials in order to reach thermodynamic equilibrium. Thus a
knowledge of the work functions (the energy required to lift an electron from the Fermi level
to vacuum) gives a first-order estimate of the toner charge. Impurities and the pigments also
play a large role in the triboelectric charging, as do the manufacturing processes. Often charge
control agents are used to control the toner charging. The toner adheres to the carrier bead
because of electrostatic attraction (they are of opposite polarity) and whatever other adhe-
sion forces there are. Figure 6 schematically shows the details of the nip between the charged
photoreceptor and the development roll.

The Development of Solid Areas. The principal driving force for development is the elec-
tric field E = (Vpr − Vc)/d where it is assumed that the developer is an insulator. (The conduc-
tive case will be considered presently.) Vpr is the voltage on the photoreceptor and Vc is a
small voltage used to suppress development in background regions by reversing the field. The
toner, however, is attached to the carrier beads and must be detached before it can be
deposited on the photoreceptor. The electric field plays a role in this, as do the mechanical
forces that result from impaction with the photoreceptor and the mixing of the developer
within the nip. The density of the developer in the nip, the toner concentration, the magnetic
field, and the electric field thus all affect the rate of toner deposition. Developed toner may
also be scavenged from the photoreceptor by, say, an oppositely charged carrier bead impact-
ing on the developed area. Development proceeds until the two rates are equal or until the
photoreceptor emerges from the nip.

The voltage Vc is used to provide a reverse electric field to prevent toner deposition in
what should be toner-free regions. This is required to prevent toner from adhering to the pho-
toreceptor for nonelectrostatic reasons. Developers may contain a small amount of wrong-
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FIGURE 6 Details of nip between charged
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sign toner for which this field is a development field. This requires careful formulation of the
developer and as well as judicious sizing of the cleaning field.

As development proceeds and toner is deposited on the photoreceptor, current flows from
the developer roll to the photoreceptor, neutralizing the charge on the photoreceptor. This
process may be viewed as the discharging of a capacitor—the photoreceptor—through a
resistor—the developer. Thus, as a first-order approximation, the time constant for develop-
ment is simply determined from the capacitance per unit area of the photoreceptor and the
resistivity of the developer. The nip design must be such that the photoreceptor is in the nip
on the order of a time constant or more. Typically development takes place to 50 percent or
more of complete neutralization of the photoreceptor and is roughly a linear function of the
development field until saturation is reached.

The resistivity of the developer plays a large role in the rate of development. Two cases
may be considered: the insulating magnetic brush (IMB) and the conductive magnetic brush
(CMB). In the case of conductive development (CMB) the effective spacing to the develop-
ment electrode or roller is smaller than d (see Fig. 6), thereby increasing the apparent electric
field and the rate of development. Ideally development proceeds to neutralization for CMB.
If the resistivity of the developer is large, the spacing is larger and the development is slower.
In addition, space charge may develop in the nip, further slowing down development.

The Development of Lines. For solid-area development with a highly resistive developer,
the electric field that controls development is given by E = (Vpr − Vc)/d (Fig. 6). For lines this
is no longer true. It was recognized early on that lines develop much faster than solids due to
the fact that the electric field at the edge of a large solid area is quite a bit stronger than at the
center. This edge-enhancing effect was quite prominent in early xerographic development
systems. A general approach to understanding line development is to calculate the modula-
tion transfer function (MTF) or sine-wave response. It is relatively straightforward to calcu-
late the electric fields above a sinusoidal charge distribution (Ref. 2, pp. 25–37), as shown in
Fig. 7. The question is what field to use and whether or not a linear analysis is appropriate in
what would appear to be a very nonlinear system.

As development proceeds, the fields decrease due to the neutralization of the charge on the
photoreceptor. Furthermore, the fields fall off approximately exponentially in distance from the
surface of the photoreceptor. Finally, space charge can accumulate in the developer nip; thus 
the assumption of a well-defined dielectric constant is questionable. Shown in Fig. 8 (taken from
Ref. 2) is the normal component of the initial electric field 27 µm above the photoreceptor sur-
face. The photoreceptor is 60 µm thick. The dielectric constant is 6.6, and the photoreceptor is
charged to an average field of 15 V/µm. The dielectric constant of the nip is assumed to be 21
and the thickness of the nip is assumed to be 1700 µm. Here it is seen that, at least initially, lines
with a spatial frequency of, say, 5 lines per mm develop at a rate 4 times faster than a solid area.
If development is designed to go close to completion, this ratio can be much reduced.
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Measuring Toner Charge

The measurement of the charge on the toner is fundamental to characterization of a devel-
oper, that is, a toner and carrier bead mix. A Faraday cage is used with screens on either end
(Fig. 9). The screen mesh is such that toner can pass through and the carrier cannot.

The developer is loaded into the cage. A jet of air is blown through the cage, removing the
toner. Both the charge and the weight of the removed toner are measured. The quotient is
referred to as the tribo and is measured in units of microcoulombs per gram. The results
depend on how the developer is mixed. Useful, properly mixed developers have tribos rang-
ing between 10 and, say, 30 µc/g.

The distribution of the charge can be obtained from what is called a charge spectrograph.8

(See Fig. 10.) The charged toner is blown off the developer mixture and inserted into the lam-
inar air stream flowing in the tube. An electric field is applied normal to the toner flow. Within
the tube the toner is entrained in the air and drifts transversely in the direction of the electric
field. It is collected on the filter. The displacement of the toner d can be calculated from the
charge on the toner Qt, the electric field E, and the viscous drag, which is proportional to the
radius rt of the particle and the viscosity of the air η. Thus

d = (Qt /rt)(E /6πη)

Using a computerized microscope to measure the number of toner particles as well as the
radius and displacement, it is possible to obtain the charge and size distribution of the toner.
This technique is particularly important as it yields the amount of wrong-sign toner in the
developer.
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function of spatial frequency.

FIGURE 9 Faraday cage used to measure charge on toner.



Other Development Systems

Among the other useful development systems are inductively charged single-component
development, powder cloud development, and electrophoretic or liquid immersion develop-
ment (LID).

Single-Component Development. In inductively charged single-component development
the toner is both conductive and magnetic. The system is shown schematically in Fig. 11. The
toner is charged inductively in response to the electric field with charge injected from the
developer roll. The charge is transferred to the toner closest to the developer roll. The toner
then is attracted to the photoreceptor. The materials issues are to ensure charge injection
from the developer roll while at the same time preventing charge transfer from the toner to
the photoreceptor.

Powder Cloud Development. A powder cloud development system is shown in Fig. 12.
Here toner is injected above the grid, drifts through the grid, acquires a negative charge, and
is transported to the photoreceptor by the electric field. As is seen, at the edge of a charged
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area, the fields are such as to prevent toner from entering into the region near the edge, thus
diminishing edge development.

Liquid Immersion Development. An electrophoretic developer consists of toner particles
suspended in a nonconducting fluid. Charge exchange takes place between the fluid and the
toner particles. The charged toner then follows the field lines to the photoreceptor. The devel-
opment rates can be determined from the toner charge and the image-driven electric field. In
commercial systems, the developer fluid is pumped between the photoreceptor and a devel-
opment roll. Controlling the toner charge is a major materials problem. The details of prepa-
ration play an important role. Surface active agents also play an important role in the charging
of the toner.

5.4 TRANSFER

After development, the toner is held on the photoreceptor by electrostatic forces. Electro-
static transfer is accomplished by applying an electric field either by means of a corotron or a
bias transfer roll to attract the toner to the paper (Fig. 1). The paper is brought into contact
with the image on the photoreceptor if nonelectrostatic forces are assumed negligible; it is
possible to calculate9 where the toner splits as a function of the applied field and the thickness
of the photoreceptor, toner layer, and paper. The nonelectrostatic forces, say, Van der Waals
forces, between toner particles and between the toner and the photoreceptor can play an
important role. Transfer efficiencies can run over 90 percent.

The difficult engineering problem is to bring the possibly charged paper into and out of
contact with the photoreceptor without causing toner disturbances due possibly to air break-
down or premature transfer resulting in a loss of resolution. Bias transfer rolls with a semi-
conductive coating having carefully controlled relaxation times are required.

5.5 FUSING

After transfer the toner must be permanently fixed to the paper. This can be accomplished
with the application of heat and possibly pressure. The idea is to have the toner flow together
as well as into the paper. Surface tension and pressure play important roles. Many different
types of fusing systems exist, the simplest of which is to pass the paper under a radiant heater.
Here the optical absorption of the toner must be matched to the output of the lamp. This usu-
ally requires black toner.

Roll fusing systems are quite common. Here the paper is passed between two rolls, with
the heated roll on the toner side. The important parameters are the roll temperature and
dwell time of the image in the nip of the rollers. Release agents are used to assist the release
of the paper from the rollers.
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The fusing system imposes material constraints on the toner. Low-melt toners are pre-
ferred for fusing, but they cause the developer to age faster.

5.6 CLEANING AND ERASING

There are many ways of removing the untransferred toner from the photoreceptor in prepa-
ration for the next imaging cycle. Vacuum-aided brushes are common. Here a fur brush is
rotated against the photoreceptor; the toner is removed from the photoreceptor by the brush
and from the brush by the vacuum. These systems tend to be noisy because of the vacuum
assist. Electrostatic brushes have also been used. Here a biased conductive brush removes the
toner from the photoreceptor and then “develops” it onto a conductive roller, which in turn
is cleaned with a blade. A development system biased to remove toner from the photorecep-
tor has also been used. The simplest of the cleaning systems is a blade cleaner; it is compact,
quiet, and inexpensive.

Along with the removal of untransferred toner, the photoreceptor must be returned to a
uniform and preferably uncharged state. Ghosting from the previous image may result from
trapped charge within the photoreceptor. Erasing is accomplished using strong uniform expo-
sure.

5.7 CONTROL SYSTEMS

Proper operation of the xerographic system requires system feedback control to maintain
excellent image quality. Among the things to be controlled are charging, exposure, and toner
concentration and development. At a minimum, toner gets used and must be replaced. The
simplest control system counts pages, assumes area coverage, and replenishes the toner
appropriately. The photoreceptor potential after charging and after exposure can be mea-
sured with an electrostatic voltmeter. Changes to the charging and exposures can then be
appropriately made. The toner optical density of a developed patch on the photoreceptor of
known voltage contrast can be measured with a densitometer. In digital systems the actual
area coverage can be determined by counting pixels. These two measurements allow the con-
trol of toner concentration.

5.8 COLOR

There are many full-color and highlight-color copiers and printers available commercially. All
of the recent designs are digital in that the image is either created on a computer or read in
from an original document and stored in a digital format. Thus in a full-color process the half-
toned cyan, magenta, yellow, and black separations are written on the photoreceptor by the
ROS or image bar. The process is then essentially repeated for each separation.

Full Color

The xerographic processor can be configured in several different ways for full color. In a cyclic
process a system like the one shown in Fig. 13 is used. The paper is attached to the bias trans-
fer roll and the cycle is repeated four times for full color. The significant new issues are the
need for four developer housings, registration, and the fusing of the thicker toner layers. The
cyan image must be developed with just cyan. It is also important not to disturb the cyan image
on the photoreceptor as it passes through the other housings. The developer housings are
therefore mechanically or electrically switched in or out depending on the image written.
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In Fig. 13 the transfer roll and the photoreceptor are the same diameter. Registration is
accomplished by writing the image on the same place on the photoreceptor each cycle. The
temperature and dwell time in the fuser are controlled to achieve a good fuse.

Tandem configurations are also used. Here four separate processors are used as shown in
Fig. 14. A belt transfer system is shown. The paper is attached to the belt and moved from sta-
tion to station. The rollers shown behind the belt are used to apply the bias required for trans-
fer. The order of development, shown here with yellow first, is chosen to minimize the effects
of contamination. Other transfer systems are also possible. The image can be transferred
directly to the belt and then, after the last station, to the paper.

Comparison of these two systems is interesting. The cyclic system has fewer parts and is
therefore less expensive and likely more reliable. The tandem system has more parts but is a
factor of 4 faster for full color than the cyclic system.
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Highlight Color

Highlight color is black plus one color, say red, which is used to accentuate or highlight impor-
tant parts of the image. It can be achieved with the full-color systems just discussed. Also, the
full-color system can be modified to contain just the black plus the highlight color. A single-
pass highlight color system was developed at Xerox that retains much of the simplicity and
throughput of a single-color system. Referred to as Tri-Level,10,11 it encodes the black and high-
light color on the photoreceptor as different voltages. The electrostatic arrangement is shown
in Fig. 15. The photoreceptor is discharged to three levels. In this case full charge is black, the
highlight is discharged to a low level, and white is maintained at some intermediate level.

Two developer housings are used, one for each color. In this case the black toner is nega-
tive and the color toner is positive. The housings are biased as shown. The image is passed
sequentially through the two housings. The black region appears as a development field for
black. Both the background and highlight color regions are cleaning fields for black and no
development takes place. The same considerations apply to the highlight color. On the pho-
toreceptor the resulting image contains opposite-polarity toner. The images are passed under
a pretransfer corotron to reverse the sign of one of the toners. Thus, at the cost of an addi-
tional housing and a pretransfer charging device and no cost in throughput, a black-plus-one-
color system can be designed.

The difficulties of the system are under consideration. Since the maximum charging volt-
age is limited, the voltage contrast is reduced by more than a factor of 2. The first image must
not be disturbed when passing through the second developer housing. Both of these con-
straints require sophisticated developer housing design.
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CHAPTER 6

PHOTOGRAPHIC MATERIALS

John D. Baloga
Eastman Kodak Company
Imaging Materials and Media, R&D

6.1 INTRODUCTION

Photographic materials are optical devices. Their fabrication and technical understanding
encompass the field of optics in the broadest sense. Light propagation, absorption, scattering,
and reflection must be controlled and used efficiently within thin multilayer coatings contain-
ing tiny light-detecting silver halide crystals and chemistry. Many subdisciplines within classi-
cal optics, solid-state theory, and photochemistry describe these processes.

In Chap. 20 of Ref. 1, Altman sweeps broadly through the basic concepts and properties of
photographic materials. His brief, high-level descriptions are still generally valid for today’s
photographic products, and the reader will profit by reviewing that summary. This chapter
focuses more sharply on four fundamental photographic technologies intimately related to
the broad field of optics, then gives an overview of photographic materials available today.

Section 6.2 discusses the optical properties of multilayer color photographic films and
papers. This section outlines the basic structure of the device and describes the principal func-
tion of each layer. Light absorption, reflection, scattering, and diffraction properties are dis-
cussed in the context of providing minimum optical distortion to the final image.

Silver halide light detection crystals are solid-state devices described by quantum solid-
state photophysics and chemistry in addition to crystallography. These devices absorb light to
create an electron-hole pair. Delocalization of the electron in the conduction band of the crys-
tal, trapping, reduction of interstitial silver ions, nucleation and growth of clusters of silver
atoms, and reversible regression of these phenomena must be controlled and optimized to
produce the most sensitive light detectors that also possess long-term stability.

Section 6.3 describes the basic photophysics of silver halides according to our best under-
standing today. It outlines the solid-state properties most important to image detection and
amplification. Surface chemical treatment and internal doping are discussed in the context of
providing silver halide emulsions having the highest sensitivity to light.

A color photographic image is formed by high-extinction and high-saturation dyes struc-
turally designed by chemists to optimize their color, permanence, and other useful character-
istics. Their properties in both the ground state and photoexcited states are important to color
and stability.

Section 6.4 briefly outlines the photochemistry of photographic image dyes. Excited-state
properties are described that are important to the photostability of these dyes for image per-
manence.

6.1
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Color science guides us to optimize all factors in photographic materials conspiring to ren-
der an accurate and pleasing image. These include spectral discrimination during the light
detection phase and color correction to compensate for imperfect spectral detection and
imperfect image dyes.

Section 6.5 sketches the photophysics and color science of photographic spectral sensitiz-
ers with an aim toward describing how modern photographic films sense the world in color
nearly as the human eye sees it.

Today there exists a large diversity of photographic films. In addition to different manu-
facturers’ brands, films differ by speed, type, color attributes, format, and a multitude of other
factors. This can be confusing. And what are the differences between a consumer film bought
in a drugstore and a more expensive professional film?

Section 6.6 gives an overview of the different types of films available today. Differences
between high- and low-speed films are described with an understanding of the origins of these
differences. Consumer films are compared to professional films and some of the special needs
of each type of customer are described. Some general guidelines are offered for film choices
among color reversal films, black-and-white films, and color negative films.

In addition to Chap. 20 in Ref. 1, several other texts contain useful information about pho-
tographic materials. Kapecki and Rodgers2 offer a highly lucid and digestible sketch of basic
color photographic film technology. Besides Chap. 20 in Ref. 1, this is a good place for the
technically astute but nonpractitioner to gain a high level understanding of basic color pho-
tography. The technically detailed treatise by James3 is perhaps the best single comprehensive
source containing the science and technology of the photographic system outside photo-
graphic manufacturers’ internal proprietary libraries. Hunt4 provides a good comprehensive
treatise on all aspects of color science and additionally gives a good technical review of color
photographic materials. Chapter 6 in Ref. 1 contains a useful overview of the theory of light-
scattering by particles, Chap. 9 contains a good overview of optical properties of solids, and
Chap. 26 on colorimetry provides a good introduction to the basic concepts in that field.

6.2 THE OPTICS OF PHOTOGRAPHIC FILMS AND PAPERS

Introduction

Color photographic materials incorporate design factors that optimize their performance
across all features deemed important to customers who use the product. These materials are
complex in composition and structure. Color films typically contain over 12 distinct optically
and chemically interacting layers. Some of the newest professional color reversal films con-
tain up to 20 distinct layers.* Each layer contributes a unique and important function to the
film’s final performance. Careful design and arrangement of the film’s various layers ulti-
mately determine how well the film satisfies the user’s needs.

One very important customer performance feature is film acutance, a measure of the film’s
ability to clearly record small detail and render sharp edges. Because images recorded on
color film are frequently enlarged, image structure attributes such as acutance are very
important. Magnifications such as those used to place the image on a printed page challenge
the film’s ability to clearly record fine detail.

The ability of a photographic material to record fine detail and sharp edges is controlled
by two factors. The first includes light scatter, diffraction, and reflections during the exposure
step. These are collectively called optical effects. This factor dominates the film’s ability to
record fine detail and sharp edges and is therefore critical to the film’s design.
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Chemical adjacency effects collectively known as Eberhard effects (see Chap. 21 in Ref. 3)
are the second factor. In today’s color and black-and-white film products these are present
during film development and are caused by accumulating development by-products such as
iodide ions or inhibitors released by development inhibitor–releasing (DIR) chemicals that
restrain further silver development in exposed regions of the image, leading to a chemical
unsharp mask effect (pp. 274 and 365 of Ref. 4). These chemical signals also give rise to the
film’s interlayer interimage effects (IIE; see p. 278 of Ref. 4) used for color correction. Film
sharpness and IIE are strongly related.

This section describes multilayer factors that contribute to light scatter, reflection, diffrac-
tion, and absorption in photographic materials. Factors that influence the nonoptical part of
film acutance, such as Eberhard effects, were briefly reviewed by Altman.1 More information
about these processes can be found in references cited therein.

Structure of Color Films

Color film structures contain image-recording layers, interlayers, and protective overcoat layers.
These layers suspend emulsions and chemistry in a hardened gelatin binder coated over a polyac-
etate or polyester support. Figure 1 shows the principal layers in a color multilayer film structure.

The overcoat and ultraviolet (UV) protective layers contain lubricants; plastic beads 1 to
5 µm in size called matte to impart surface roughness that prevents sticking when the film is
stored in roll form; UV-light-absorbing materials; and other ingredients that improve the
film’s handling characteristics and protect the underlying light-sensitive layers from damage
during use and from exposure to invisible UV light. Ultraviolet light is harmful for two rea-
sons: it will expose silver halide emulsions, thereby rendering an image from light invisible to
humans, and it promotes photodecomposition of image dyes, leading to dye fade over time (p.
977 of Ref. 2). Visible light exposure must first pass through these overcoats, but they typically
do little harm to acutance as they contain nothing that seriously scatters visible light.

PHOTOGRAPHIC MATERIALS 6.3

FIGURE 1 Simplified diagram showing the key lay-
ers in a color photographic film (not drawn to scale).



The blue-light-sensitive yellow dye imaging layers appear next. Silver halides, with the
exception of AgCl—used primarily in color papers—have an intrinsic blue sensitivity even
when spectrally sensitized to green or red light. Putting the blue-light-sensitive layers on top
avoids incorrect exposure leading to color contamination because a blue-light-absorbent yel-
low filter layer, located beneath the blue-sensitive imaging layers, absorbs all blue light that
has passed completely through the blue-sensitive layers.

A collection of layers adjacent to one another that contain silver halide sensitized to a
common spectral band is called a color record. Color records in films are always split into two
or three separate layers. This arrangement puts the highest-sensitivity emulsion in the upper
(fast) layer, where it gets maximum light exposure for photographic speed, and places low-
sensitivity emulsions into the lower layer (or layers), where they provide exposure latitude
and contrast control.

One or more interlayers separate the yellow record from the green-light-sensitive magenta
record. These upper interlayers filter blue light to avoid blue light exposure color contami-
nating the red- and green-sensitive emulsion layers below. This behavior is called punch
through in the trade. These interlayers also contain oxidized developer scavengers to elimi-
nate image dye contamination between color records caused by oxidized color developer
formed in one color record diffusing into a different color record to form dye.

The traditional yellow filter material is Carey Lea silver (CLS), a finely dispersed colloidal
form of metallic silver, which removes most of the blue light at wavelengths less than 500 nm.
The light absorption characteristics of this finely dispersed metallic silver are accounted for
by Mie theory.6 Unfortunately this material also filters out some green and red light, thus
requiring additional sensitivity from the emulsions below. Bleaching and fixing steps in the
film’s normal processing remove the yellow CLS from the developed image.

Some films incorporate a yellow filter dye in place of CLS. Early examples contained
yellow dyes attached to a polymer mordant in the interlayer. A mordant is a polymer that
contains charged sites, usually cationic, that binds an ionized anionic dye by electrostatic
forces. These dyes are removed during subsequent processing steps. Although these 
materials are free from red and green light absorption, it is a challenge to make them high
in blue light extinction to avoid excessive chemical loads in the interlayer with consequent
thickening.

Most recently, solid-particle yellow filter dyes7 are seeing more use in modern films. These
solid dyes are sized to minimize light scatter in the visible region of the spectrum and their
absorption of blue light is very strong. They can be made with very sharp spectral cuts and are
exceptionally well suited as photographic filter dyes. In some films solid-particle magenta fil-
ter dyes8 are also used in the interlayers below the magenta imaging layers. Solid-particle fil-
ter dyes are solubilized and removed or chemically bleached colorless during the film’s
normal development process.

Because the human visual system responds most sensitively to magenta dye density, the
green-light-sensitive image recording layers are positioned just below the upper interlayers,
as close as practical to the source light exposure side of the film. This minimizes green light
spread caused when green light passes through the turbid yellow record emulsions. It gives
the maximum practical film acutance to the magenta dye record.

A lower set of interlayers separates the magenta record from the red-light-sensitive cyan
dye record. These lower interlayers give the same type of protection against light and chemi-
cal contamination as do the upper interlayers. The magenta filter dye is absent in some films
because red-light-sensitive emulsions are not as sensitive to green light exposure as to blue
light exposure.

Located beneath the cyan record, just above the plastic film support, are antihalation
undercoat (AHU) layers. The black absorber contained in this bottom layer absorbs all light
that has passed completely through all imaging layers, thereby preventing its reflection off the
gel-plastic and plastic-air interfaces back into the imaging layers. These harmful reflections
cause a serious type of light spread called halation, which is most noticeable as a halo around
bright objects in the photographic image.
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The opacity required in the AHU is usually obtained by using predeveloped black fila-
mentary silver, called gray gel, which is bleached and removed during the normal photo-
graphic processing steps. Alternatively, in many motion picture films a layer of finely divided
carbon suspended in gelatin (rem jet) is coated on the reverse side of the film. When placed in
this position the layer is called an AHU pelloid. It is physically removed by scrubbing just
before the film is developed. The newest motion picture films incorporate a black solid-
particle AHU filter dye that is solubilized and removed during normal development of the
film and does not require a separate scrubbing step.

The overall thickness of a film plays an important role in minimizing harmful effects from
light scatter. Because color films are structured with the yellow record closest to the light
exposure source, it is especially important to minimize thickness of all film layers in the yel-
low record and below it, because light scattered in the yellow record progressively spreads as
it passes to lower layers. The cyan record shows the strongest dependence on film thickness
because red light passes through both yellow and magenta record emulsions en route to the
cyan record. Because both emulsions often contribute to red light scatter, the cyan record suf-
fers a stronger loss in acutance with film thickness.

Structure of Color Papers

The optical properties of photographic paper merit special consideration because these mate-
rials are coated in very simple structures on a highly reflective white Baryta-coated paper sup-
port. Baryta is an efficient diffuse reflector consisting of barium sulfate powder suspended in
gelatin that produces isotropically distributed reflected light with little absorption.

Photographic papers generally contain about seven layers. On top are the overcoat and
UV protective layers, which serve the same functions as previously described for film.

The imaging layers in color papers contain silver chloride emulsions for fast-acting devel-
opment, which is important to the industry for rapid throughput and productivity. Generally
only one layer is coated per color record, in contrast to films, which typically contain two or
three layers per color record. The order of the color records in photographic papers differs
from that in films due mainly to properties of the white Baryta reflective layer.

Because color paper is photographically slow, exposure times on the order of seconds are
common. Most light from these exposures reflects turbidly off the Baryta layer. The imaging
layers getting the sharpest and least turbid image are those closest to the reflective Baryta
where light spread is least, not those closest to the top of the multilayer as is the case with film.

In addition, the Baryta layer as coated is not smooth. Its roughness translates into the adja-
cent layer, causing nonuniformities in that layer. Because the human visual system is most for-
giving of physical imperfections in yellow dye, the yellow color record must be placed
adjacent to the Baryta to take the brunt of these imperfections.

The magenta color record is placed in the middle of the color paper multilayer, as close to
the Baryta layer as possible, since sharpness in the final image is most clearly rendered by
magenta dye. This leaves the cyan record nearest to the top of the structure, just below the
protective overcoats.

The magenta color record in the middle of the multilayer structure is spaced apart from
the other two color records by interlayers containing oxidized developer scavengers to pre-
vent cross-record color contamination, just as in films. However, no filter dyes are needed in
color paper because silver chloride emulsions have no native sensitivity to light in the visible
spectrum.

Light Scatter by Silver Halide Crystals

Because they consist of tiny particles, silver halide emulsions scatter light. Scattering by cubic
and cubo-octahedral emulsions at visible wavelengths is most intense when the emulsion
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dimension ranges from 0.3 to 0.8 µm, roughly comparable to the wavelengths of visible light.
This type of scattering is well characterized by Mie9 theory and has been applied to silver
halides.10 We are often compelled to use emulsions having these dimensions in order to
achieve photographic speed.

For photographic emulsions of normal grain size and concentration in gelatin layers of
normal thickness, multiple scattering predominates. This problem falls within the realm of
radiative transfer theory. Pitts11 has given a rigorous development of radiative transfer theory
to the problem of light scattering and absorption in photographic emulsions. A second
approach that has received serious attention is the Monte Carlo technique.12 DePalma and
Gasper13 were able to obtain good agreement between their modulation transfer functions
(MTFs) determined by a Monte Carlo calculation and experimentally measured MTFs for a
silver halide emulsion layer coated at various thicknesses.

Scattering by yellow record emulsions is especially harmful because red and green light
must first pass through this record en route to the magenta and cyan records below. All other
things being equal, the amount of light scattered by an emulsion layer increases in proportion
to the total amount of silver halide coated in the layer.

Color films are constructed with low-scattering yellow record emulsions whenever possi-
ble. The amount of silver halide coated in the yellow record is held to a minimum consistent
with the need to achieve the film’s target sensitometric scale in yellow dye.

High-dye-yield yellow couplers14 having high coupling efficiency are very useful in achiev-
ing silver halide mass reductions in the yellow record of color reversal films. These provide
high yellow dye densities per unit silver halide mass, thereby reducing the amount of silver
halide needed to achieve target sensitometry. Some upper-scale (high-density) increase in
granularity often results from using these couplers in a film’s fast yellow layer, but the bene-
fits of reduced red and green light scatter overcome this penalty, especially because the
human visual system is insensitive to yellow dye granularity.

Tabular emulsion grains offer a way to achieve typical photographic speeds using large-
dimension emulsions, typically 1.0 to 3.0 µm in diameter, although smaller- and larger-
diameter crystals are sometimes used. These do not scatter light as strongly at high angles
from normal incidence with respect to the plane of the film as do cubic or octahedral emul-
sions having comparable photographic speeds. However, diffraction at the edges and reflec-
tions off the crystal faces can become a detrimental factor with these emulsions.

Silver halide tabular crystals orient themselves to lie flat in the plane of the gelatin layer.
This happens because shear stress during coating of the liquid layer stretches the layer along
a direction parallel to the support and also because the water-swollen thick layer compresses
flat against the support after it dries by a ratio of roughly 20:1.

Reflections can become especially harmful with tabular emulsion morphologies since light
reflecting from the upper and lower faces of the crystal interferes, leading to resonances in
reflected light. The most strongly reflected wavelengths depend on the thickness of the tabu-
lar crystal. The thickness at which there is a maximum reflectance occurs at fractional multi-
ples of the wavelength15 given by:

t =

where t is the thickness of the tabular crystal, λ is the wavelength of light, n is the refractive
index of the crystal, and m is an integer.

In an extreme case, tabular emulsions act like partial mirrors reflecting light from grain to
grain over a substantial distance from its point of origin. This is called light piping by analogy
with light traveling through an optical fiber (see Fig. 2). It is especially serious in the cyan
record, where red light often enters at angles with respect to perpendicular incidence caused
by scattering in upper layers.

Another cause of light piping is the presence of small-grain emulsion contaminants within
a tabular grain population. A highly turbid contaminant emulsion, even if present in small
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amounts, can scatter light at sufficient angles to induce severe light piping through the tabu-
lar grain matrix. Modern emulsion science takes great pains to produce tabular emulsions
free from highly scattering contaminants.

Gasper16 treated the problem of scattering from thin tabular silver halide crystals in a
uniform gelatin layer. For very thin and large-diameter tabular silver bromide crystals
(thickness <0.06 µm, diameter >1.0 µm) light at normal incidence is scattered almost
equally in the forward and backward hemispheres. As the grain thickness increases there
appears increasing bias for forward scatter in a narrow cone. The efficiencies for scatter and
absorption were found to be independent of grain diameter for crystal diameters larger
than ∼1.0 µm. For such crystals, the backscatter and absorption efficiencies are approxi-
mately equal to the specular reflectance and absorption of a semiinfinite slab of the same
material and thickness.

But the forward scattering efficiency does not approximate the specular transmittance of
the semiinfinite slab as a result of interference between the directly scattered forward field
and the mutually coherent unscattered field, a process analogous to diffraction that does not
occur for the semiinfinite slab with no edge. The specific turbidity depends on grain thickness,
but not diameter for diameter >1.0 µm.

A light-absorbing dye is sometimes added to a film to reduce the mean free path of scat-
tered and reflected light leading to an acutance improvement. This improvement happens at
the expense of photographic speed, since light absorbed by the dye is not available to expose
the silver halide emulsions. However, the trade-off is sometimes favorable if serious light pip-
ing is encountered.

Light-absorbing interlayers between color records are sometimes used in color films to
help eliminate the harmful effects of reflected light. For example, some films have a magenta
filter dye interlayer between the magenta and cyan records. In addition to its usefulness in
reducing light punchthrough (green light passing through the magenta record to expose the
red-sensitized layers), this filter layer helps eliminate harmful reflections of green light off
cyan record tabular emulsions, which bounce back into the magenta record. These reflections,
although potentially useful for improving photographic green speed, can be harmful to
magenta record acutance.

6.3 THE PHOTOPHYSICS OF SILVER HALIDE LIGHT DETECTORS

Chapter 20 in Ref. 1 gave a very brief sketch of the general characteristics of silver halide crys-
tals used for light detection and amplification in photographic materials. These crystals, com-
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monly termed emulsions, are randomly dispersed in gelatin binder layers in photographic
films and papers. For photographic applications the most commonly used halide types are
AgCl, AgBr, and mixed halide solid solutions of AgClxIy and AgBrxIy. In addition, pure
phases of AgCl and AgI are sometimes grown epitaxially on AgBr crystals to impart special
sensitivity and development properties.

Upon exposure to light, silver halide crystals form a latent image (LI) composed of clus-
ters of three to hundreds of photoreduced silver atoms either within the interior or most use-
fully on the surface of the crystal where access by aqueous developing agents is easiest.*
Higher light exposures result in larger numbers of silver atoms per latent image cluster on
average in addition to exposing a larger number of crystals on average.

The detection of light by a silver halide crystal, subsequent conversion to an electron hole
pair, and ultimate reduction of silver ions to metallic silver atoms is in essence a solid-state
photophysical process. The application of solid-state theory to the photographic process
began with Mott and Gurney17 and was extended by Seitz.18 Additional reviews were pub-
lished19–21 as our understanding of these processes grew.

According to the nucleation and growth mechanism,19 the photographic LI forms through
a series of reversible electronic and ionic events (see Fig. 3). An electron is generated in the
conduction band either by direct band gap photoexcitation of the crystal in its intrinsic spec-
tral absorption region or by injection from a photoexcited spectral sensitizing dye on the crys-
tal’s surface. As this mobile electron travels through the crystal it becomes shallowly and
transiently trapped at lattice imperfections carrying a positive charge. The ionized donor may
be an interstitial silver ion or a surface defect. The kinked edge of a surface terrace, having a
formal charge of +1⁄2, is one such site.

The electron may sample many such traps before becoming more permanently trapped at
a preferred site. Trapping of the electron occurs in less than 0.1 ns at room temperature.22 The
shallowly trapped electron orbits about the trapping site in a large radius. At this stage the
formal charge of the trap site becomes −1⁄2 and adjacent surface lattice ions relax, thereby
increasing the depth of the trap.22 In octahedral AgBr emulsions this shallow-deep transition
occurs within 10 ns at room temperature.22

The negative charge formally associated with the trapped electron attracts a mobile inter-
stitial Ag+ ion, which the trapped electron reduces to an Ag0 atom. The site’s charge reverts to
+1⁄2. A second photoelectron is then trapped at the site and reacts with a second interstitial Ag+

ion to form Ag2
0, and so on as additional photons strike the crystal. Frenkel defect concentra-

tions—interior plus surface—in the range of 1014/cm3 have been reported for AgBr crystals.19

Latent image formation depends critically upon the existence of partially charged defects on
the surface of the crystal.

Because the single-atom Ag0 state is metastable and the Ag2
0 state is not usefully

detectable from gross fog by developing solutions (Chap. 4 of Ref. 3), a minimum of three
photons must strike the crystal to form a detectable LI site, the second photon within the life-
time of the metastable trapped Ag0 atom.† The transient existence of one or two silver atom
sites has not been directly observed but is strongly inferred by indirect evidence.21

The highest photoefficiencies are achieved after silver halide emulsions are heated with
aqueous sulfur and gold salts to produce Ag2S and AgSAu species on the surface of the crys-
tal.23 Most of the evidence for sulfur sensitization suggests these sites improve electron trap-
ping, perhaps by making trapping lifetimes longer at preexisting kink sites. Gold sensitization
accomplishes at least two things: it reduces the size of the latent image center needed to cat-
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* Some specialized developing agents can etch into the silver halide crystal to develop the internal latent image (LI),
but the most commonly used color negative and color paper developers have little capability to do this. They are pri-
marily surface developing agents. The color reversal black-and-white developer can develop slightly subsurface LI in
color reversal emulsions.

† A metastable silver atom may dissociate back into an electron-hole pair, and the electron can migrate to another
trapping site to form a new silver atom. This may happen many times in principle. The second electron must encounter
the silver atom before electron-hole recombination or other irreversible electron loss takes place.



alyze development and it stabilizes silver atoms formed during the exposure process (Chap. 5
of Ref. 3).

Ideally only a single latent image site forms per exposed silver halide crystal. If more sites
nucleate on a crystal, these can compete for subsequent photoelectrons, leading to losses in
efficiency related to LI dispersity. One remarkable aspect of this process is that despite the
large number of kink sites and chemically sensitized sites on a given crystal, in the most effi-
cient silver halide emulsions only a single LI center forms per grain. The shallow-deep transi-
tion that occurs after the initial electron trapping selects one preferred defect out of the
plethora of other possibilities for subsequent electron trapping.

The two predominant crystal faces that occur on photographically useful silver halide
grains are [100] and [111]. Both surfaces have a negative charge24 ranging from −0.1 to −0.3 V.
A subsurface space charge layer rich in interstitial Ag+ ions compensates for the charged sur-
face.24 The [100] surfaces are flat with steps containing jogs that are either positively or nega-
tively charged kink sites. The positive kinks on the surface form shallow electron traps.

In contrast, the [111] surface is not well characterized and is believed to be sensitive to sur-
face treatment. Calculations of surface energies suggest that several arrangements may coex-
ist, including microfaceted [100] planes and half layers of all silver or all halide ions in
arrangements with hexagonal symmetry.25,26

All silver halides absorb light in the near-UV region of the spectrum. The absorption edge
extends to longer wavelengths from AgCl to AgBr to AgI. AgCl and AgBr have indirect band
gap energies of 3.29 and 2.70 eV, respectively.20 Absorption of light produces electrons in a
conduction band whose minimum lies at the zone center and holes in the valence band whose
maximum is at an L point. Carriers produced at excess energy rapidly thermalize at room
temperature since electron mobility is limited by phonon scattering.

Electron mobility in AgBr is about 60 cm2/Vs at room temperature.20 In AgCl the hole
mobility is low, but in AgBr it is substantial—only about a factor of 30 lower than electron
mobility.21 Carriers generated by exposure will explore the crystal in a random walk as they
scatter off phonons and transiently trap at charged defects. It is expected that electrons can
fully sample a 1-µm crystal within less than 1 µs.

In most commercial photographic materials today, only about 25 percent to 50 percent of
the electrons injected into the crystal’s conduction band contribute to a developable LI site.
The rest are wasted through electron-hole recombination, formation of internal LI that is
inaccessible to the developing agent, or formation of multiple nucleation sites termed disper-
sity. The deliberate addition of dopants that act as shallow electron traps reduces the time
electrons spend in the free carrier state and thereby limits their propensity to recombine with
trapped holes.

Polyvalent transition metal ions are frequently doped into silver halide crystals to limit
reciprocity effects, control contrast, and reduce electron hole recombination inefficiencies.27
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FIGURE 3 Diagram showing the basic features of the nucleation and growth mechanism for for-
mation of a developable latent image site by light exposure of a silver halide crystal.



They act as electron or hole traps and are introduced into the crystal from aqueous hexa-
coordinated complexes during precipitation. They generally substitute for (AgX6)5− lattice
fragments. Complexes of Ru and Ir have been especially useful. Because the dopant’s carrier-
trapping properties depend on the metal ion’s valence state and the steriochemistry of its 
ligand shell, there are many opportunities to design dopants with specific characteristics.
Dopants incorporating Os form deep electron traps in AgCl emulsions with an excess site
charge of +3. An effective electron residence lifetime of 550 s has been measured for these
dopants at room temperature.21 They are used to control contrast at high-exposure regions in
photographic papers.

Quantum sensitivity is a measure of the average number of photons absorbed per grain to
produce developability in 50 percent of an emulsion population’s grains (Chap. 4 in Ref. 28).
This microscopic parameter provides a measure of the photoefficiency of a given emulsion;
the lower the quantum sensitivity value, the more efficient the emulsion. The quantum sensi-
tivity measurement gives a cumulative measure of latent image formation, detection, and
amplification stages of the imaging chain.

Quantum sensitivity has been measured for many emulsions. The most efficient emulsions
specially treated by hydrogen hypersensitization yield a quantum sensitivity of about three pho-
tons per grain.29 Although hydrogen hypersensitization is not useful for general commercial
films because it produces emulsions very unstable toward gross fog, this sensitivity represents an
ambitious goal for practical emulsions used in commercial photographic products. The most
efficient practical photographic emulsions reported to date have a quantum sensitivity of about
five to six photons per grain.30 The better commercial photographic products in today’s market
contain emulsions having quantum sensitivities in the range of 10 to 20 photons per grain.

6.4 THE STABILITY OF PHOTOGRAPHIC IMAGE DYES 
TOWARD LIGHT FADE

Introduction

Azomethine dyes are formed in most photographic products by reaction between colorless
couplers and oxidized p-phenylenediamine developing agents to form high-saturation yellow,
magenta, and cyan dyes (Chap. 12 in Ref. 3). Typical examples are shown in Fig. 4. The
diamine structural element common to all three dyes comes from the developing agent,
where R1 and R2 represent alkyl groups. The R group extending from the coupler side of the
chromophore represents a lipophilic ballast, which keeps the dye localized in an oil phase
droplet. In some dyes it also has hue-shifting properties.

Heat, humidity, and light influence the stability of these dyes in photographic films and
papers.31 Heat and humidity promote thermal chemical reactions that lead to dye density loss.
Photochemical processes cause dyes to fade if the image is displayed for extended periods of
time. Ultraviolet radiation is especially harmful to a dye’s stability, which is partly why UV
absorbers are coated in the protective overcoat layers of a color film or paper.

Stability toward light is especially important for color papers, where the image may be dis-
played for viewing over many years. It is less important in color negative film, which is gener-
ally stored in the dark and where small changes in dye density can often be compensated for
when a print is made. Light stability is somewhat important for color reversal (slide and trans-
parency) film, since a slide is projected through a bright illuminant, but projection and other
display times are short compared to values for color papers. A similar situation exists for
movie projection films, where each frame gets a short burst of high-intensity light but the
cumulative exposure is low.

Evaluation of the stability of dyes toward light is difficult because the time scale of the
photochemical reactions, by design, is very slow or inefficient. The quantum yields of photo-
chemical fading of photographic dyes, defined as the fraction of photoexcited dyes that fade,
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are on the order of 10−7 or smaller.2,32 Accelerated testing using high-intensity illumination can
sometimes give misleading results if the underlying photochemical reactions change with light
intensity (p. 266 in Ref. 4).

Given that dyes fade slowly over time, it is best if all three photographic dyes fade at a
common rate, thereby preserving the color balance of the image (p. 267 in Ref. 4). This rarely
happens. The perceived light stability of color photographic materials is limited by the least
stable dye. Historically, this has often been the magenta dye, whose gradual fade casts a highly
objectionable green tint to a picture containing this dye. This is most noticeable in images
containing memory colors, such as neutral grays and skin tones.

Photochemistry of Azomethine Dyes

Upon absorption of a photon, a dye becomes reversibly excited to the singlet state. For
azomethine dyes, the lifetime of the excited state is estimated to be on the order of picosec-
onds.33–36 Similarly, the lifetime of the triplet state of azomethine dyes, which is expected to
form rapidly by intersystem crossing from the singlet excited state, has been estimated to be
in the nanosecond range.37 The short lifetime of these species seems to be at the basis of the
observed low quantum yields of photochemical fading of azomethine dyes.

The nature of the initial elementary reactions involving excited or triplet states of dyes is
not well understood. For some magenta dyes, the fading mechanism was reported to be pho-
tooxidative.38 Cyan dye light fade appears to involve both reductive and oxidative steps39 fol-
lowing photoexcitation of the dye.

Singlet oxygen has been traditionally postulated to be involved in the oxidative pathway.40

This high-energy species can, in principle, be formed by energy transfer between a triplet dye
and molecular oxygen, and can subsequently induce dye destruction, although reaction with
singlet oxygen does not always lead to decomposition.41

Dye + hν � 1Dye* Formation of an excited state by light absorption
1Dye* → 3Dye Formation of triplet state by intersystem crossing
3Dye + 3O2 � Dye + 1O2 Formation of singlet oxygen
1O2 + Dye → Chemical reaction Dye fade by singlet oxygen

Studies of the photophysical properties of photographic dyes, however, have shown that in
general, azomethine dyes are good quenchers of singlet oxygen.42 This implies that the for-
mation of singlet oxygen by the triplet state of the dyes should be inefficient. An alternative
feasible role for molecular oxygen in dye fade involves electron transfer mechanisms.
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FIGURE 4 Typical examples of azomethine dyes used in photographic materials.



1Dye* + O2 � Dye+ + O2
− (Radical formation) ⇒ subsequent reactions leading to

dye destruction
3Dye + O2 � Dye+ + O2

− (Radical formation) ⇒ subsequent reactions leading to
dye destruction

The chemistry of dye fade may also be started by electron transfer between excited or
triplet dye and a dye molecule in its ground state.

1Dye* + Dye � Dye+ + Dye− (Radical formation) ⇒ subsequent reactions leading to
dye destruction

3Dye + Dye � Dye+ + Dye− (Radical formation) ⇒ subsequent reactions leading to
dye destruction

Excited State Properties

The few papers that have been published about excited singlet-state properties of azomethine
dyes have mainly focused on pyrazolotriazole magenta dyes.33–36 These dyes have fluores-
cence quantum yields on the order of 10−4 at room temperature, but increase to ∼1 in rigid
organic glasses at 77K.41 The fluorescence quantum yield is the fraction of photoexcited
molecules that emit a quantum of light by fluorescence from an excited state to the ground
state having the same multiplicity (usually singlet to singlet). The results at room temperature
imply singlet-state lifetimes of only a few picoseconds.41

Room-temperature flash photolysis has identified a very short-lived fluorescent state plus
a longer-lived nonfluorescent transient believed to be an excited singlet state whose structure
is twisted compared to the ground state. This is consistent with the temperature-dependent
results that allow rapid conformational change to the nonfluorescent singlet species at room
temperature, in addition to intersystem crossing to the triplet excited state. But this confor-
mational change is presumably restrained in a cold organic glass matrix, thereby allowing the
excited singlet state time to fluoresce back to the ground state.

Investigation of the triplet states of azomethine dyes has proven difficult, and there are no
definitive reports of direct observation of the triplet states. There are no reliable reports of
phosphorescence from the triplet state of these dyes, although they have been studied by flash
photolysis.33–36,43–45 Using indirect energy transfer methods, triplet lifetimes have been esti-
mated to be less than 10 ns.37 Similar studies44 gave triplet energies of 166 to 208 kJ mol−1 for
yellow dyes, 90 to 120 kJ mol−1 for magenta dyes, and about 90 kJ mol−1 for cyan dyes.

Computational studies have been carried out recently on the ground and lowest triplet
states of yellow azomethine dyes.46 Consistent with crystallographic studies,47,48* the calculated
lowest-energy ground state conformation S0 is calculated to have the azomethine C�N bond
coplanar with the anilide C�O carbonyl, but perpendicular to the C�O carbonyl of the
ketone. The energy of the vertical transition triplet state having this conformation is quite high,
calculated to be 230 kJ mol−1 above the ground state. Energy minimization on the lowest triplet
energy surface starting with the geometry of S0 results in a relaxation energy of 100 kJ mol−1

and leads to T1a, characterized by a substantial twist around the C�N bond and by increased
planarity of the keto carbonyl with the azomethine plane. These conformational changes offer
an efficient mechanism for stabilizing the lowest triplet state in these dyes. A second triplet
conformer T1b with an energy 25 kJ mol−1 below T1a was also calculated (see Fig. 5).

The low energy values calculated for T1a and T1b relative to S0a (130 and 105 kJ mol−1, respec-
tively) have led to a new interpretation of the reported results44 of energy transfer to S0a. Using
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the nonvertical energy transfer model of Balzani,49 it is shown that observed rates of energy
transfer to S0a can be consistent with formation of two distinct triplet states: one correspond-
ing to a higher-energy excited triplet state (T2) 167 kJ mol−1 above S0a, and the second corre-
sponding to one conformation of the lowest triplet state (T1) with an energy of 96 kJ mol−1

above S0a, in good agreement with the calculated T1b configuration. The large structural dif-
ferences between S0a and the conformers of T1 can explain the lack of phosphorescence in this
system.

Light Stabilization Methods

Stabilization methods focus on elimination of key reactants (such as oxygen by various bar-
rier methods), scavenging of reactive intermediates such as free radicals transiently formed
during photodecomposition, elimination of ultraviolet light by UV absorbers, or quenching of
photoexcited species in the reaction sequence.

Stabilizer molecules50 have been added to photographic couplers to improve the stability
of their dyes toward light fade. Although the exact mode by which these stabilizers operate
has not been disclosed, it is probable that some quench the photoexcited state of the dyes,
thereby preventing further reaction leading to fading; some scavenge the radicals formed dur-
ing decomposition steps; and some may scavenge singlet oxygen.

Polymeric materials added to coupler dispersions also stabilize dyes. These materials are
reported to improve thermal dye decomposition51 by physically separating reactive compo-
nents in a semirigid matrix or at least decreasing the mobility of reactive components
within that matrix. They may provide benefits for light stability of some dyes by a similar
mechanism.

Photographic dyes sometimes form associated complexes or microcrystalline aggregates
(p. 322 of Ref. 4). These have been postulated to either improve light stability by electronic-
to-thermal (phonon) quenching of excited states, or to degrade light stability by concentrat-
ing the dye to provide more available dye molecules for reaction with light-induced radicals.
Both postulates may be correct depending upon the particular dyes.

Modern photographic dyes have vastly improved light stabilities over dyes of the past. For
example, the magenta dye light stability of color paper dyes has improved by about two
orders of magnitude between 1942 and the present time.52 New classes of dyes53,54 have proved
especially resistant to light fade and have made memories captured by photographic materi-
als truly archival.
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FIGURE 5 (a) Ground state conformation. (b, c) Two conformations of the lowest triplet state.
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6.5 PHOTOGRAPHIC SPECTRAL SENSITIZERS

Introduction

Spectral sensitizing dyes are essential to the practice of color photography. In 1873, Vogel55

discovered that certain organic dyes, when adsorbed to silver halide crystals, extend their light
sensitivity to wavelengths beyond their intrinsic ultraviolet-blue sensitivity. Since then, many
thousands of dyes have been identified as silver halide spectral sensitizers having various
degrees of utility, and dyes exist for selective sensitization in all regions of the visible and
near-infrared spectrum. These dyes provide the red, green, and blue color discrimination
needed for color photography.

The most widely used spectral sensitizing dyes in photography are known as cyanine dyes.
One example is shown in Fig. 6. These structures are generally planar molecules as shown.

A good photographic spectral sensitizing dye must adsorb strongly to the surface of the sil-
ver halide crystal. The best photographic dyes usually self-assemble into aggregates on the
crystal’s surface. Aggregated dyes may be considered partially ordered two-dimensional dye
crystals.56 Blue-shifted aggregates are termed H-aggregates, while red-shifted ones, which gen-
erally show spectral narrowing and exitonic behavior, are termed J-aggregates. Dyes that form
J-aggregates are generally most useful as silver halide spectral sensitizers.

A good sensitizing dye absorbs light of the desired spectral range with high efficiency and
converts that light into a latent image site on the silver halide surface. The relative quantum
efficiency57 of sensitization is defined as the number of quanta absorbed at 400 nm in the AgX
intrinsic absorption region to produce a specified developed density, divided by the number
of like quanta absorbed only by dye within its absorption band. For the best photographic
sensitizing dyes this number is only slightly less than unity.

Adsorption isotherms for J-aggregated cyanine dyes on AgX follow Langmuir behavior
with a saturation coverage that indicates closely packed structures.58 The site area per
molecule derived from the Langmuir isotherms implies dye adsorption along its long axis with
heterocyclic rings perpendicular to the surface. Recent scanning tunneling microscope
work59,60 has convincingly detailed the molecular arrangement within these aggregates, con-
firming general expectations.

The Photophysics of Spectral Sensitizers on Silver Halide Surfaces

Sensitizing dyes transfer an electron from the dye’s excited singlet state to the conduction
band of AgX. Evidence for this charge injection comes from extensive correlations of sensiti-
zation with the electrochemical redox properties of the dyes.23,61,62 In the adsorbed state a
good sensitizing dye has an ionization potential smaller than that of the silver halide being
sensitized. This allows the energy of the dye excited state to lie at or above the silver halide
conduction band even though the energy of the photon absorbed by the dye is less than the
AgX band gap. Dye ionization potentials are generally well correlated with their electro-
chemical oxidation potentials.

The triplet energy level of a typical cyanine dye lies about 0.4 to 0.5 eV (about 35 to 50 
kJ mol−1) below the radiationally excited singlet level.63 In most cases, this triplet state seems
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FIGURE 6 Typical cyanine spectral sensitizing
dye used in photographic materials.



to have little effect on spectral sensitization at room temperature, although it may influence
sensitization in special cases.64

Electron transfer takes place by tunneling from the excited-state dye to the silver halide
conduction band. Simple calculations verify that penetration of the potential barrier will com-
pete favorably with de-excitation of the dye by fluorescence emission (p. 253 of Ref. 3). The
interaction time between an excited spectral sensitizer and silver bromide appears to occur
between 10−13 and 10−10 (p. 237 of Ref. 3). Factors favoring irreversible flow of electrons from
dye to silver halide are delocalization within the conduction band, the negative space charge
layer on the surface of the crystal, trapping by remote sites on the silver halide surface, and
irreversible trapping to form a latent image.

Free electrons from dye sensitization appear in the silver halide conduction band having
the same mobility and lifetime as those formed by intrinsic absorption. These electrons par-
ticipate in latent image formation by the usual mechanism.

After electron transfer, the oxidized dye radical cation becomes the hole left behind.
Because there is evidence that a single dye molecule may function repeatedly,65 the dye cation
“hole” must be reduced again. This can occur by electron tunneling from an occupied site on
the crystal’s surface, whose energy level is favorable for that process. A bromide ion at a kink
is one such site. This leaves a trapped hole on the crystal surface that may be thermally liber-
ated to migrate through the crystal. This hole can lead to conduction band photoelectron loss
by recombination. A supersensitizer molecule (discussed later) may also trap the hole.

The formation of the J-aggregate exciton band has significant effects on the excited-state
dynamics of the dye. There is the possibility of coherent delocalization of the exciton over
several molecules in the aggregate.66 The exciton is mobile and can sample over 100 molecules
within its lifetime.67 This mobility means that the exciton is sensitive to quenching by traps
within the aggregate structure. The overall yield of sensitization generally increases to maxi-
mum, then decreases somewhat as the aggregate size increases. Optimum sensitizations usu-
ally occur below surface monolayer coverage.

Sometimes the spectral sensitivity of a dye is increased by addition of a second substance.
If the added sensitivity exceeds the sum of both sensitizers individually, the increase is super-
additive and the second substance is called a supersensitizer. Maximum efficiency of a super-
sensitizer often occurs in the ratio of about 1:20 where the supersensitizer is the dilute
component.

The supersensitizer may increase the spectral absorption of the sensitizer by inducing or
intensifying formation of a J-aggregate. In some cases these changes are caused by a mutual
increase in adsorption to the grain surface, as when the sensitizer and supersensitizer are ions
of opposite charge.68 However, the most important supersensitizers appear to increase the
fundamental efficiency of spectral sensitization as measured by the relative quantum yield.

The low concentration of supersensitizer relative to sensitizer suggests trapping of an exci-
ton moving through the quasicrystalline array of J-aggregated sensitizer molecules. One
hypothesis is that the supersensitizer molecule traps the exiton, providing a site for facile elec-
tron transfer into the silver halide.69

Gilman and coworkers70–73 proposed that the supersensitization of J-aggregating dyes takes
place via hole trapping by the supersensitizer molecules. The exciton moving through the
aggregate may be self-trapped at a site adjacent to a supersensitizer molecule. By hypothesis,
the highest occupied (HO) electron energy level of the supersensitizer is higher than that of
the partially empty HO level of the excited sensitizer molecule. An electron transfers from the
supersensitizer to the sensitizer molecule. The sensitizer is reduced to an electron-rich, anion-
free radical while the supersensitizer is oxidized to an electron-deficient cation radical of lower
energy than the original hole, thereby localizing the hole on the supersensitizer (see Fig. 7).

Following electron transfer from the supersensitizer, the electron-rich free radical anion
left on the sensitizer will possess an occupied electron level of higher energy than the excited
level of the parent sensitizer. The reduction process thereby raises the level of the excited
electron with respect to the conduction band of AgX, with a consequent increase in probabil-
ity of electron tunneling into the silver halide conduction band.
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The various proposed mechanisms of supersensitization are not mutually exclusive. Exci-
ton trapping and hole trapping may operate together. Underlying all mechanisms are the
roles of exciton migration throughout the aggregate, its interruption at or near the supersen-
sitizer site, and a more facile transfer of the electron into the AgX conduction band at that
localized state.

Spectral sensitizing dyes, especially at high surface coverage, desensitize silver halides in
competition with their sensitization ability. Red spectral sensitizers generally desensitize
more than green or blue spectral sensitizers do. Desensitization can be thought of as
reversible sensitization. For example, a mobile conduction band electron can be trapped by a
dye molecule to form a dye radical anion74 or by reduction of a hole trapped on the dye.64,75–77

Under normal conditions of film use (not in a vacuum), a dye radical anion may transfer the
excess electron irreversibly to an O2 molecule with formation of an O2

− anion. Either postu-
late leads to irreversible loss of the photoelectron and consequent inefficiency in latent image
formation.

Color Science of Photographic Spectral Sensitizers

Human vision responds to light in the range of 400 to 700 nm. The human eye is known to
contain two types of light-sensitive cells termed rods and cones, so named because of their
approximate shapes. Cones are the sensors for color vision. There is strong evidence for three
types of cones sometimes termed long (L), middle (M), and short (S) wavelength receptors
(Chap. 1 in Ref. 1). The normalized spectral responses of the human eye receptors (Chap. 26,
Table 5 in Ref. 1) are shown in Fig. 8. The ability of humans to distinguish differences in spec-
tral wavelength is believed to rely on difference signals created in the retina and optic nerve
and interpreted by the brain from responses to light by the three cone detectors (Chap. 9 in
Ref. 4).

The human eye’s red sensitivity function peaks at around 570 nm and possesses little sen-
sitivity at wavelengths longer than 650 nm. Also, there exists considerable overlap between
red and green sensitivity functions, and to a lesser extent overlap between blue and green and
blue and red sensitivity functions. This overlap in sensitivity functions, combined with signal
processing in the retina, optic nerve, and brain, allows us to distinguish subtle color differ-
ences while simultaneously appreciating rich color saturation.

Photographic films cannot do this. The complex signal processing needed to interpret
closely overlapping spectral sensitivity functions is not possible in a photographic material
(Chap. 9 in Ref. 4). Some relief from this constraint might be anticipated by considering
Maxwell’s principle.78
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FIGURE 7 Simplified energy level diagram for a spectral sensitizer
dye plus a supersensitizer dye adsorbed to a silver bromide surface.
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Maxwell’s principle states that any visual color can be reproduced by an appropriate com-
bination of three independent color stimuli called primaries. The amount of each primary per
wavelength needed to reproduce all spectral colors defines three color-matching functions
(Chap. 6 in Ref. 1) for those primaries. If there exists a set of color-matching functions that
minimize overlap between spectral regions, a photographic film with spectral sensitivity like
that set of color-matching functions and imaging with the corresponding primary dyes would
faithfully reproduce colors.

The cyan, magenta, and yellow dye primaries used in photographic materials lead to theo-
retical color-matching functions (Chap. 19-II in Ref. 3; Ref. 79)* having more separation than
human visual sensitivity, but possessing negative lobes as shown in Fig. 9. This is impossible to
achieve in practical photographic films (Chap. 9 in Ref. 4), although the negative feedback
from IIE effects provides an imperfect approximation. Approximate color-matching func-
tions have been proposed80 that contain no negative lobes. But these possess a very short red
sensitivity having a high degree of overlap with the green sensitivity, similar to that of the
human eye.

It is therefore not possible to build a perfect photographic material possessing the simul-
taneous ability to distinguish subtle color differences, especially in the blue-green and orange
spectral regions, and to render high-saturation colors. Compromises are necessary.

Most photographic materials intended to image colors at high saturation possess spectral
sensitivities having small overlap, and in particular possess a red spectral sensitivity centered
at considerably longer wavelengths than called for by theoretical color-matching functions.
This allows clean spectral detection and rendering among saturated colors but sacrifices color
accuracy.

For example, certain anomalous reflection colors such as the blue of the lobelia flower pos-
sess a sharp increase in spectral reflectance in the long red region not seen by the human eye
but detected strongly by a photographic film’s spectral sensitivity (see Fig. 10). This produces
a serious color accuracy error (the flower photographs pink, not blue).81 Among other such
colors are certain green fabric dyes that image brown or gray. To correct for these hue errors,
a special color reversal film was made whose general characteristic involves a short red spec-
tral sensitivity.† This film does a considerably better job of eliminating the most serious hue
errors, but unfortunately does not possess high color saturation. It is important in catalogue
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FIGURE 8 Normalized spectral sensitivity of the
human eye.

* The theoretical color-matching functions were calculated using the analysis described in Ref. 79, Eq. (9a–c) for block
dyes having trichromatic coefficients in Table II, and using the Judd-Vos modified XYZ color matching functions in
Chap. 26, Table 2 of Ref. 1.

† Kodak Ektachrome 100 Film, EPN—a color reversal professional film.



and other industries where accurate color reproduction is of paramount importance, but most
consumers prefer saturated colors.

More recently, color negative films possessing short red spectral sensitivities combined with
powerful development inhibitor anchimeric releasing (DIAR) color correction chemistry and
masking coupler technology have produced films* simultaneously having high color saturation
plus accurate color reproduction, at least toward anomalous reflection colors. In addition,
these films render improved color accuracy under mixed daylight plus (red-rich) incandescent
lighting conditions. These films maintain the high color saturation capability important to con-
sumers but also provide more accurate color hues—although they are not perfect.

A new type of color negative film has been described82 that possesses a fourth color record
whose function approximates the large negative lobe in the theoretical red color-matching
function of photographic dyes. Several embodiments have been described and are employed
in modern films. The most practical utilizes a fourth color record containing silver halide
emulsions sensitive to short green light plus a magenta DIR color correction coupler.†
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FIGURE 9 Spectral sensitivity for idealized photographic
dyes. Note the large negative lobe around 525 nm.

FIGURE 10 Spectral sensitivity for a real photo-
graphic film plus reflectance of the lobelia flower.

* Kodak Gold 100, Kodak Gold 200, and Kodak Max 400 color negative films.
† Fuji Reala 100 Film; Fuji Superia 200 and 400 film; Fuji Nexia 200 and 400 film; and Fuji 160 NPL, NPS, and NC pro-

fessional films. These are all color negative films.



In simple terms, this special color record responds to short green light in the negative lobe
region by releasing a development inhibitor that travels into the red-sensitive cyan color
record, thereby reducing cyan dye in response to short green light, an effect opposite to that
of normal red light exposure. This film’s advantages reside in its ability to more accurately
record colors in the blue-green spectral region, plus improved color accuracy under certain
fluorescent lights that have a pronounced blue-green emission component.

Modern films are moving toward shorter-wavelength red spectral sensitivity. This allows
improved color accuracy by shifting the red spectral sensitivity closer to that of the human
eye. In addition, films have been designed to crudely approximate the principal negative lobe
in the theoretical red color-matching function for photographic dye primaries, thereby pro-
ducing a more accurate rendition of certain blue-green colors. Although not perfect, these
techniques allow modern photographic films to record the world of color in all its richness
and subtleties nearly as we ourselves see it.

6.6 GENERAL CHARACTERISTICS OF PHOTOGRAPHIC FILMS

Today there is available a large variety of films including different film speeds, types, and
sizes. Many films are offered in both professional and consumer categories. This section
describes some general characteristics of films as they relate to film speed and type. Some
unique characteristics of professional films are contrasted to consumer films. Finally, color
reversal, black-and-white, and color negative films are compared in more detail.

Low-Speed Films Compared to High-Speed Films

Higher granularity, higher sensitivity to ambient background radiation, and higher sensitivity
to x rays are fundamental penalties that come with higher photographic speed. High-speed
films often suffer additional penalties compared to their lower-speed counterparts, but these
additional penalties are not intrinsic. They represent conscious choices made by the manu-
facturer nearly always traceable to the desire to minimize granularity.

As one example, 400-speed color slide film generally has lower color saturation than its
100-speed counterpart. The reduced color saturation comes as a result of lower interlayer
interimage effects (IIE) caused by higher iodide content in the mixed silver bromo-iodide
crystals, which, in turn, is needed to achieve higher speeds from a smaller sized crystal and is
ultimately done to reduce the photographic granularity penalty.

Photographic Speed and Photographic Granularity. To understand the intrinsic connec-
tion between photographic speed and photographic granularity, recall that light quanta strik-
ing a flat surface follow Poisson statistics (Chap. 1 of Ref. 28). Therefore, a uniform light
exposure given to a photographic film delivers photon hits Poisson-distributed across the
plane of the film. Silver halide crystals are on the order of 1 µm2 in projected area. On aver-
age in a film exposure (the product of the intensity of the radiation and the duration) appro-
priate for an EI100-speed film, the most sensitive silver halide crystals receive:*

Eq(red light; 650 nm) ∼48 photons per square micrometer
Eq(green light; 550 nm) ∼40 photons per square micrometer
Eq(blue light; 450 nm) ∼33 photons per square micrometer
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* Analysis based on a typical EI100-speed color reversal film where the exposure falls near the photographically
fastest, most sensitive part of the sensitometric curve. This analysis is described on p. 47 of Ref. 28.



Because the most efficient practical photographic emulsions to date have a quantum sen-
sitivity of about five photons per grain,30 these approximate numbers suggest there is enough
light (on average) striking a film during an EI100-speed film exposure to form latent image on
efficient 1-µm2 silver halide grains. But an EI800-speed exposure at three stops down begins
to push the limits of modern emulsion efficiency at five green photons per square micron.

Silver halide crystals within the film are light collectors. Just as large-area mirrors in tele-
scopes collect more photons and are more sensitive detectors of starlight than smaller mir-
rors, all other things being equal, larger silver halide crystals likewise collect more photons to
become more sensitive light detectors.

Strong correlates exist between silver halide surface area and photographic speed. Photo-
graphic speed often linearly follows the average surface area of the silver halide crystal pop-
ulation (p. 969 of Ref. 2): speed ∼ a
.

According to the well-known Siedentopf formula (p. 60 in Ref. 28), the root-mean-square
photographic granularity at density D is given by G ∼ Dâ. In this formula, the symbol â rep-
resents the average cross-sectional area of the image particle projected onto the film plane. To
a good approximation, this is proportional (not necessarily linear) to the mass of developed
silver regardless of whether the image particle is a dye cloud or silver deposit.

These considerations demonstrate the intrinsic and well-known correlation between pho-
tographic speed and photographic granularity. For a given crystal morphology, as the size of
the silver halide crystal increases, both surface area and mass increase, leading to a speed plus
granularity increase.

At a fundamental level, to lower the granularity of a higher-speed photographic film the
sensitivity to light of the silver halide crystals must improve. Then smaller silver halide crystals
can be used to attain speed. Factors that contribute to this problem were discussed in Sec. 6.2.

In general, larger silver halide crystals suffer more inefficiencies in the latent-image-
forming process because latent-image dispersity, electron-hole recombination, and other irre-
versible photon waste processes become more problematic as the grain size increases (p. 993
in Ref. 2). Overcoming these inefficiencies at all speeds, but especially at high photographic
speeds, is a major challenge of modern photographic science.

Photographic Speed and Sensitivity to High-Energy Radiation. High-energy subatomic
particles induce developable latent image formation in photographic films. The process by
which high-energy charged particles produce latent image usually involves energy transfer to
valence band electrons by inelastic scattering. Some of these scattered electrons are pro-
moted into the silver halide conduction band and go on to produce latent image by the usual
processes. Higher-speed films are more sensitive to this radiation because their larger silver
halide crystals are hit (on average) more frequently and more collisions occur by passage
through a larger crystal than through a smaller crystal.

Photographic films are slowly exposed by ambient background radiation (Chap. 23 in Ref.
3) caused by cosmic rays; ubiquitous stone and masonry building materials, which contain trace
amounts of radioactive elements; and other low-level radiation sources. These radiation
sources emit various types of charged and uncharged high-energy particles and photons includ-
ing alpha particles, neutrons, γ rays, β particles, muons, and others. This results in a shorter
ambient shelf life for very-high-speed films unless special storage precautions are taken.

Photographic emulsions are also sensitive to x rays. The formation of latent image silver by
x rays (and γ rays) is due to the action of high-energy electrons emitted during the absorption
or inelastic scattering of the electromagnetic radiation by matter (Chap. 23 in Ref. 3). These
electrons may enter the conduction band of silver halide and proceed to latent image forma-
tion in the usual way. If the primary emitted electron is of sufficiently high energy, it may cre-
ate secondary electrons of lower energy by inelastic scattering with other electrons. These
secondary electrons enter the conduction band.

High-speed films have more sensitivity to x rays than do low-speed films. Some airline
travelers ask airport security agents to hand-check their film rather than allowing it to pass
through the baggage x-ray scanner. This precaution is prudent for higher-speed film because
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airport x-ray machines have become stronger emitters recently, especially at airports with
special security concerns.

Despite the higher price, inherent penalties, and willful compromises that characterize
high-speed films, they offer access to more picture space under low-light conditions. Among
the advantages a high-speed film offers are the following:

1. Pictures under low light where flash is not permitted, such as theaters and museums.
2. Pictures under low light using slower lenses such as zoom and telephoto lenses.
3. Pictures under low light when the subject lies beyond the reach of flash.
4. Pictures under low light taken in rapid sequence without waiting for a flash to recharge.
5. Pictures under low light when flash disturbs the subject, as in some nature photography.
6. Pictures of people without flash. Flash is responsible for a major defect known as redeye,

caused when light from a flash reflects off the retina of the eye.
7. Pictures using a stopped-down camera aperture for improved depth of field, so objects

over a wider range of distance from the camera are imaged in focus.
8. Reduced dependence on flash for longer battery life.
9. Low-cost one-time-use cameras (OTUCs) when flash units are not needed.

10. Ability to freeze action using a rapid shutter speed.

For these and other reasons, a high-speed film may be the best choice for many film appli-
cations despite its shortcomings compared to lower-speed alternatives.

Professional Film Compared to Amateur Film

Most film manufacturers offer film in a professional category and an amateur (sometimes
called consumer) category. These differ in many respects.

Consumer film is targeted for the needs of the amateur snap shooter. Drugstores, super-
markets, department stores, and other outlets frequented by nonprofessional photographers
sell this film. Because most amateurs are price conscious, discount brands of film are available
having some performance compromises that may not be important to some consumers.

To keep the price low, manufacturing tolerances for consumer film performance attributes
are wider than those for professional film. In a well-manufactured film these departures from
performance aims are small enough to go unnoticed by most average consumers but large
enough to be objectionable to highly discerning professionals.

People want pleasing color in their pictures that renders the main subject attractive to the
eye. For most amateurs this means saturated colors enhanced to some extent beyond their
true appearance in the original scene. However, this preference is highly selective since over-
saturated skin tones are objectionable. Other memory colors—those that we recognize and
know what they should be, such as green grass and blue sky—must also be rendered carefully
to produce the most pleasing color appearance (Chap. 5 in Ref. 4). The best consumer films
accommodate these color preferences.

Exposures on a roll of consumer film are sometimes stored for long times. It is not unusual
for amateurs to take pictures spanning two successive Christmas seasons on the same roll of
film. Thus, latent image stability under a wide range of temperature and humidity conditions is
very important to a good consumer film. On the other hand professional photographers
develop their film promptly, making this requirement far less demanding in a professional film.

Most amateurs are not skilled photographers. It is advantageous for consumer film to be
easy to use and provide good-looking pictures under a wide variety of conditions. Consumer
film incorporates more tolerance toward over- and underexposures.

Film for amateurs is offered in three standard formats. The most common format is the 35-
mm cassette. Consumer cameras that accept this film have become compact, lightweight, and
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fully automatic. The camera senses the film speed through the DX coding on the film cassette
and adjusts its shutter, aperture, and flash accordingly. Autofocus, autorewind, and automatic
film advance are standard on these cameras, making the picture-taking experience essentially
point and shoot.

The new Advanced Photo System (APS) takes ease of use several steps further by incor-
porating simple drop-in film loading and a choice of three popular print aspect ratios from
panoramic to standard size prints. A magnetic coating on the film records digital data whose
use and advantages are just beginning to emerge.

The third format is 110 film. Although not as popular as 35-mm and APS, it is often found
in inexpensive cameras for gift packages. Film for this format comes in a cartridge for easy
drop-in loading into the camera.

Professional photographers demand more performance from their film than do typical
amateurs. These people shoot pictures for a living. Their competitive advantage lies in their
ability to combine technical skill and detailed knowledge of their film medium with an artis-
tic eye for light, composition, and the color of their subject.

Film consistency is very important to professionals, and they pay a premium for very tight
manufacturing tolerances on color balance, tone scale, exposure reciprocity, and other prop-
erties. They buy their film from professional dealers, catalogues, and in some cases directly
from the manufacturer. Professionals may buy the same emulsion number in large quantity,
then pretest the film and store it in a freezer to lock in its performance qualities. Their
detailed knowledge about how the film responds to subtleties of light, color, filtration, and
other characteristics contributes to their competitive advantage.

Professional film use ranges from controlled studio lighting conditions to harsh and variable
field conditions. This leads to a variety of professional films designed for particular needs.
Some photographers image scenes under incandescent lighting conditions in certain studio
applications, movie sets, and news events where the lights are balanced for television cameras.
These photographers need a tungsten-balanced film designed for proper color rendition when
the light is rich in red component, but deficient in blue compared to standard daylight.

Catalogue photographers demand films that image colors as they appear to the eye in the
original scene. Their images are destined for catalogues and advertisement media that must
display the true colors of the fabric. This differs from the wants of most amateurs, who prefer
enhanced color saturation.

Some professional photographers use high color saturation for artistic effect and visual
impact. These photographers choose film with oversaturated color qualities. They may sup-
plement this film by using controlled light, makeup on models, lens gels, or other filtration
techniques to control the color in the image.

Professional portrait photographers need film that gives highly pleasing skin tones. Their
films typically image at moderate to low color saturation to soften facial skin blotches and
marks that most people possess but don’t want to see in their portraits. In addition, portrait
film features highly controlled upper and lower tone scale to capture the subtle texture and
detail in dark suits and white wedding dresses and the sparkle in jewelry.

Professional photographers image scenes on a variety of film sizes ranging from standard
35-mm size to 120-size, and larger 4 × 5 to 8 × 10 sheet-film formats that require special cam-
eras. Unlike cameras made for amateurs, most professional cameras are fully controllable and
adjustable by the user. They include motor drives to advance the film rapidly to capture rapid
sequence events. Professional photographers often take many pictures to ensure that the best
shot has been captured.

Many specialty films are made for professional use. For example, some films are sensitized
to record electromagnetic radiation in the infrared, which is invisible to the human eye. Note
that these films are not thermal detectors. Infrared films are generally false colored, with the
infrared-sensitized record producing red color in the final image, the red-light-sensitized
record producing green color, and the green/blue-sensitized record producing blue color.
Other professional films are designed primarily for lab use, such as duplicating film used to
copy images from an original capture film.
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Some film applications are important to a professional but are of no consequence to most
amateurs. For example, professionals may knowingly underexpose their film and request
push processing, whereby the film is held in the developing solution longer than normal. This
brings up an underexposed image by rendering its midtone densities in the normal range,
although some loss in shadow detail is inevitable. This is often done with color transparency
film exposed under low-ambient-light conditions in the field. Professional films for this appli-
cation are designed to provide invariant color balance not only under normal process times
but also under a variety of longer (and shorter) processing times.

Multipop is another professional technique whereby film is exposed to successive flashes
or pops. Sometimes the photographer moves the camera between pops for artistic effect. The
best professional films are designed to record a latent image that remains nearly invariant
toward this type of exposure.

Consumer film is made for amateur photographers and suits their needs well. Professional
film comes in a wide variety of types to fit the varied needs of highly discerning professional
photographers who demand the highest quality, specialized features, and tightest manufac-
turing tolerances—and are willing to pay a premium price for it.

Color Reversal Film

Color reversal films, sometimes called color transparency or color slide films, are sold in profes-
sional and amateur categories. This film is popular among amateurs in Europe and a few other
parts of the world but has largely been replaced by color negative film among amateurs in North
America. However, it is still very popular among advanced amateurs, who favor it for the artis-
tic control this one-stage photographic system offers them, the ease of proofing and editing a
large number of images, and the ability for large-audience presentations of their photographic
work. Because the image is viewed by transmitted light, high amounts of image dye in these films
can project intense colors on the screen in a dark auditorium for a very striking color impact.

Color reversal film is the medium of choice for most professional commercial photogra-
phers. It offers them the ability to quickly proof and select their most favored images from a
large array of pictures viewed simultaneously on a light table. The colors are more intense com-
pared to a reflection print, providing maximum color impact to the client. And professional dig-
ital scanners have been optimized for color reversal images, making it convenient to digitally
manipulate color reversal images and transcribe them to the printed page. Today’s professional
imaging chain infrastructure has been built around color reversal film, although digital camera
image capture is making inroads, especially for low-quality and low-cost applications.

Large-format color reversal film, from 120 size to large sheet formats, is often shot by pro-
fessionals seeking the highest-quality images destined for the printed page. A larger image
needs little or no magnification in final use and avoids the deterioration in sharpness and
grain that comes from enlarging smaller images. Additionally, art directors and other clients
find it easier to proof larger images for content and artistic appeal.

EI400-speed color reversal films generally possess low color saturation, low acutance, high
grain, and high contrast compared to lower-speed color reversal films. The high contrast can
lead to some loss in highlight and shadow detail in the final image. Except for very low-light
situations, EI100 is the most popular speed for a color reversal film. It offers the ultrahigh
image quality professionals and advanced amateurs demand.

Modern professional color reversal films maintain good color balance under push pro-
cessing conditions. They also perform very well under a variety of exposure conditions includ-
ing multipop exposures and very long exposure times.

When professional photographers believe nonstandard push or pull process times are
needed, they may request a “clip test” (sometimes also called a “snip test”) whereby some
images are cut from the roll of film and processed. Adjustments to the remainder of the roll
are based on these preprocessed images. Some photographers anticipate a clip test by delib-
erately shooting sacrificial images at the beginning of a roll.
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Professional color reversal films can be segregated into newer modern films and older
legacy films. Modern films contain the most advanced technology and are popular choices
among all photographers. Legacy films are popular among many professional photographers
who have come to know these films’ performance characteristics in detail after many years of
experience using them.

Legacy films continue to enjoy significant sales because the huge body of personal techni-
cal and artistic knowledge about a film accumulated by a professional photographer over the
years contributes to his or her competitive advantage. This inertia is a formidable barrier to
change to a new, improved, but different film whose detailed characteristics must be learned.

In some cases, the improved features found in modern films are not important to a partic-
ular professional need. For example, a large 4 × 5 sheet film probably needs little or no
enlargement, so the poorer grain and sharpness of a legacy film may be quite satisfactory for
the intended application. The detailed knowledge the professional has about how the legacy
film behaves in regard to light and color may outweigh the image structure benefits in a mod-
ern film. Also, all films possess a unique tone scale and color palette. A professional may
favor some subtle and unique feature in the legacy film’s attributes.

Kodachrome is a special class of color reversal legacy films. Unlike all other types of color
reversal films, this film contains no dye-forming incorporated couplers. The dyes are imbibed
into the film during processing so the film’s layers are coated very thin. This results in out-
standing image sharpness. Moreover, many photographers prefer Kodachrome’s color palette
for some applications.

Kodachrome dyes are noted for their image permanence. Images on Kodachrome film
have retained their colors over many decades of storage, making this film attractive to ama-
teurs and professionals alike who want to preserve their pictures. However, modern incorpo-
rated coupler color reversal films also have considerably improved dark storage image
stability compared to their predecessors.

Table 1 lists some color reversal films available today. This is not a comprehensive list.
Most film manufacturers improve films over time, and portfolios change frequently.
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TABLE 1 Color Reversal Capture Films

Modern Films Legacy Films Kodachrome Films Tungsten Films

Kodak Ektachrome Fuji Velvia 50 RVP Kodachrome 25 PKM Kodak Ektachrome 64T
100VS (very saturated (very saturated color) EPY
color)

Kodak Ektachrome Kodak Ektachrome 64 Kodachrome 64 PKR Fujichrome 64T RTP
E100S (standard color, EPR (standard color)
good skin tones)

Fuji Astia 100 RAP Kodak Ektachrome 100 Kodachrome 200 PKL Agfachrome 64T
(standard color, good Plus EPP (standard
skin tones) color)

Fuji Provia 100 RDPII Kodak Ektachrome 100 Kodak Ektachrome
(standard color) EPN (accurate color) 160T EPT

Agfachrome 100 Kodak Ektachrome 200 Kodak Ektachrome
(standard color) EPD (lower color 320T EPJ

saturation)
Kodak Ektachrome Agfachrome 200

E200 (can push 3 stops)
Kodak Ektachrome 400

EPL
Fuji Provia 400
Agfachrome 400



Unless a photographer has some particular reason for choosing a legacy color reversal film,
the modern films are generally a better overall choice. More detailed information about these
films’ uses and characteristics can be found in the film manufacturers’ Web pages on the Internet.

Black-and-White Film

Black-and-white (B&W) films and papers are sold through professional product supply
chains. Color films and papers have largely displaced B&W for amateur use, with the excep-
tion of advanced amateurs who occasionally shoot it for artistic expression.

The image on a B&W film or print is composed of black metallic silver. This image has
archival stability under proper storage conditions and is quite stable even under uncontrolled
storage. Many remarkable and historically important B&W images exist that date from 50 to
over 100 years ago. This is remarkable considering the primitive state of the technology and
haphazard storage conditions.

Pioneer nature photographer Ansel Adams reprinted many of his stored negatives long after
he stopped capturing images in the field. This artistic genius recreated new expressions in prints
from scenes captured many years earlier in his career because his negatives were well preserved.

Ansel Adams worked with B&W film and paper. Many photographic artists work in B&W
when color would distract from the artistic expression they wish to convey. For example,
many portraits are imaged in B&W.

B&W films pleasingly image an extended range of tones from bright light to deep shadow.
They are panchromatically sensitized to render colors into grayscale tones. A B&W film’s
tone scale is among its most important characteristics.

Photographers manipulate the contrast of a B&W image by push- or pull-processing the
negative (varying the length of time in the developer solution) or by printing the negative
onto a select contrast paper. Paper contrast grades are indexed from 1 through 5, with the
higher index giving higher contrast to the print. Multigrade paper is also available whereby
the contrast in the paper is changed by light filtration at the enlarger.

It is generally best to capture the most desired contrast on the negative because highlight
or shadow information lost on the negative cannot be recovered at any later printing stage.
Paper grades are designed for pleasing artistic effect, not for highlight or shadow recovery.

Legacy films are very important products in B&W photography. Although typically a bit
grainier and less sharp than modern B&W films, their tone scale characteristics, process
robustness, and overall image rendition have stood the test of time and are especially favored
by many photographers. Besides, the B&W photographic market is small so improvements to
this line of films occur far less frequently than do improvements to color films.

Unlike the case with color films, which are designed for a single process, a photographer may
choose among several developers for B&W films. Kodak Professional T-Max developer is a
good choice for the relatively modern Kodak T-Max B&W film line. Kodak developer D-76 is
also very popular and will render an image with slightly less grain and slightly less speed. It is a
popular choice for legacy films. Kodak Microdol-X developer is formulated to give very low
grain at the expense of noticeable speed loss. Kodak developer HC110 is popular for home dark-
rooms because of its low cost and ease of use, but it renders a grainier image compared to other
developers. Other manufacturers, notably Ilford Ltd., carry similar types of B&W developers.

A new type of B&W film has emerged that is developed in a standard color negative pro-
cess. This incorporated-coupler 400-speed film forms a black-and-white image from chemical
dyes instead of metallic silver. Among its advantages are very fine grain at normal exposures
in the commonly available color negative process. Its shortcomings are the inability to control
contrast on the negative by push or pull processing and its objectionable high grain when
underexposed compared to a comparably underexposed 400-speed legacy film. And many
photographers prefer the tone scale characteristics found in standard B&W films.

Table 2 lists some B&W films available today. This is not a comprehensive list. Modern
films generally feature improved grain and sharpness compared to legacy films. However, the
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legacy films are favorite choices among many photographers because of their forgiving process
insensitivity, the experience factor of knowing their detailed behavior under many conditions,
and the characteristic look of their images. More detailed information about these films’ uses
and characteristics can be found in the film manufacturers’ Web pages on the Internet.

Color Negative Film

Today’s color negative film market is highly segmented. It can be most broadly divided into
consumer films and professional films. The consumer line is further segmented into 35-mm
film, 110 format film (a minor segment whose image size is 17 × 13 mm), single-use cameras,
and the new Advanced Photo System (APS). Each segment serves the needs of amateur pho-
tographers in different ways. The basic films are common across segments, with the main dif-
ference being camera type.

Consumer color negative film is a highly competitive market with many film and camera
manufacturers offering products. In general, films for this marketplace offer bright color satu-
ration that is most pleasing to amateurs. The higher-speed films show progressively more grain
than do the lower-speed films. The highest-speed films are less often used when enlargement
becomes significant, such as in APS and 110 format, but are prevalent in single-use cameras.

Consumer 35-mm Films. Films in 35-mm format form the core of all consumer color nega-
tive products. These same basic films are also found in single-use cameras, 110 format cam-
eras, and APS cameras. Film speeds include 100, 200, 400, and 800. All manufacturers offer
films at 100, 200, and 400 speed, but only a few offer films at speeds of 800 and above.

The 400-speed film is most popular for indoor shots under low light and flash conditions.
Lower-speed films are most often used outdoors when light is plentiful.

The best consumer films feature technology for optimized color rendition including the
high color saturation pleasing to most consumers, plus accurate spectral sensitization for real-
istic color rendition under mixed lighting conditions of daylight plus fluorescent and incan-
descent light, which is often present inside homes. Technology used for accurate spectral
sensitization was briefly described for Fujicolor Superia and Kodak Gold films in Sec. 6.5.
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TABLE 2 Black and White Films

Modern Films Legacy Films Specialty Films

Kodak T-Max 100 Professional Ilford Pan F Plus 50 Kodak Technical Pan 25 (fine
(fine grain, high sharpness) grain and very high sharpness)

Ilford Delta 100 Pro (fine grain, Kodak Plus-X 125 Kodak IR (infrared sensitive)
high sharpness)

Kodak T-Max 400 Professional Ilford FP4 Plus 125 Ilford SFX 200 (extended long
(finer grain compared to legacy red sensitivity but not IR)
films)

Ilford Delta 400 Pro (finer grain Kodak Tri-X 400 Ilford Chromogenic 400
compared to legacy films) (incorporated couplers, color

negative process)
Fuji Neopan 400 (finer grain Ilford HP5 Plus 400 Kodak Professional T400 CN

compared to legacy films) (incorporated couplers, color
negative process)

Kodak T-Max P3200 Professional
(push process to high speed, high
grain)

Ilford Delta P3200 Pro (push
process to high speed, high grain)



Kodak consumer films segment into Kodak Gold and Kodak Royal Gold films. Kodak
Gold consumer films emphasize colorfulness, while Kodak Royal Gold films emphasize fine
grain and high sharpness.

Films made in 110 format generally fall into the 100- to 200-speed range because the
enlargement factors needed to make standard-size prints place a premium on fine grain and
high sharpness.

Single-Use Cameras. The single-use camera marketplace is extremely competitive because of
the high popularity of this film and camera system among amateurs. These low-cost units can be
bought at all consumer outlets and are especially popular at amusement parks, theme parks, zoos,
and similar family attractions. After the film is exposed, the photographer returns the entire film
plus camera unit for processing. Prints and negatives are returned to the customer while the cam-
era body is returned to the manufacturer, repaired as needed, reloaded with film, and repack-
aged for sale again. These camera units are recycled numerous times from all over the world.

Single-use cameras come in a variety of styles including a waterproof underwater system,
low-cost models with no flash, regular flash models, an APS style offering different picture
sizes, and a panoramic style. Single-use cameras typically contain 800-speed film, except for
APS and panoramic models, which usually contain 400-speed film due to enlargement
demands for finer grain.

Advanced Photo System (APS). APS is the newest entry into consumer picture taking. The
size of the image on the negative is 29 × 17 mm, about 60 percent of the image size of standard
35-mm film (image size 36 × 24 mm). This puts a premium on fine grain and high sharpness
for any film used in this system. Not all film manufacturers offer it. Speeds offered are 100,
200, and 400, with the higher speeds being the most popular.

Some manufacturers offer a B&W film in APS format. The film used is the incorporated-
coupler 400-speed film that forms a black-and-white image from chemical dyes and is devel-
oped in a standard color negative process.

The APS camera system features simple drop-in cassette loading. Unlike the 35-mm cas-
sette, the APS cassette contains no film leader to thread into the camera. When loaded, the
camera advances the film out of the cassette and automatically spools it into the camera, mak-
ing this operation mistake-proof. Three popular print sizes are available; panoramic, classic, and
high-definition television (HDTV) formats. These print sizes differ in their width dimension.

A thin, nearly transparent magnetic layer is coated on the APS film’s plastic support. Dig-
ital information recorded on this layer, including exposure format for proper print size plus
exposure date and time, can be printed on the back of each print. Higher-end cameras offer
prerecorded titles—for example, “Happy Birthday”—that can be selected from a menu and
placed on the back of each print. Additional capabilities are beginning to emerge that take
more advantage of this magnetic layer and the digital information it may contain.

The APS system offers easy mid-roll change on higher-end cameras. With this feature, the
last exposed frame is magnetically indexed so the camera “remembers” its position on the film
roll. A user may rewind an unfinished cassette to replace it with a different cassette (different
film speed, for example). The original cassette may be reloaded into the camera at a later time.
The camera will automatically advance the film to the next available unexposed frame.

Markings on the cassette indicate whether the roll is unexposed, partially exposed, fully
exposed, or developed. There is no uncertainty about whether a cassette has been exposed or
not. Unlike the 35-mm system, where the negatives are returned as cut film, the negatives in
the APS system are rewound into the cassette and returned to the customer for compact stor-
age. An index print is given to the customer with each processed roll so that each numbered
frame in the cassette can be seen at a glance when reprints are needed.

Compact film scanners are available to digitize pictures directly from an APS cassette or
35-mm cut negatives. These digitized images can be uploaded into a computer for the full
range of digital manipulations offered by modern photo software. Pictures can be sent over
the Internet, or prints can be made on inkjet printers. For the best photo-quality prints, spe-
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cial photographic ink cartridge assemblies are available with most inkjet printers to print onto
special high-gloss photographic-quality paper.

Table 3 summarizes in alphabetical order many brands of 35-mm consumer film available
today worldwide. Some of these same basic films appear in single-use cameras, APS format,
and 110 format, although not all manufacturers listed offer these formats. This is not a com-
prehensive list. Because this market is highly competitive, new films emerge quickly to
replace existing films. It is not unusual for a manufacturer’s entire line of consumer films to
change within three years. More detailed information about these films’ uses and characteris-
tics can be found in the film manufacturers’ Web pages on the Internet.

Professional Color Negative Film. Professional color negative film divides roughly into
portrait and wedding film and commercial and photojournalism film. Portrait and wedding
films feature excellent skin tones plus good neutral whites, blacks, and grays. These films also
incorporate accurate spectral sensitization technology for color accuracy and excellent results
under mixed lighting conditions. The contrast in these films is about 10 percent lower than in
most consumer color negative films for softer, more pleasing skin tones, and its tone scale cap-
tures highlight and shadow detail very well.

The most popular professional format is 120 size, although 35-mm and sheet sizes are also
available. Kodak offers natural color (NC) and vivid color (VC) versions of Professional Por-
tra film, with the vivid color having a 10 percent contrast increase for colorfulness and a
sharper look. The natural color version is most pleasing for pictures having large areas of skin
tones, as in head and shoulder portraits.

Commercial films emphasize low grain and high sharpness. These films offer color and
contrast similar to those of consumer films. Film speeds of 400 and above are especially pop-
ular for photojournalist applications, and the most popular format is 35 mm. These films are
often push processed.

Table 4 summarizes in alphabetical order many brands of professional color negative film
available today worldwide. This is not a comprehensive list. Because this market is highly
competitive, new films emerge quickly to replace existing films. More detailed information
about these films’ uses and characteristics can be found in the film manufacturers’ Web pages
on the Internet.

Silver halide photographic products have enjoyed steady progress during the past century.
This chapter has described most of the technology that led to modern films. Most noteworthy
among these advances are:

1. Efficient light management in multilayer photographic materials has reduced harmful
optical effects that caused sharpness loss and has optimized beneficial optical effects that
lead to efficient light absorption.

2. Proprietary design of silver halide crystal morphology, internally structured halide types,
transition metal dopants to manage the electron-hole pair, and improved chemical surface
treatments has optimized the efficiency of latent image formation.
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TABLE 3 Consumer 35-mm Color Negative Films

Manufacturer and Brand Name

Agfacolor HDC Plus 100 200 400
Fujicolor Superia 100 200 400 800
Ilford Colors 100 200 400
Imation HP 100 200 400
Kodak Gold 100 200 Max400 Max800
Kodak Royal Gold 100 200 400 1000
Konica Color Centuria 100 200 400 800
Polaroid One Film 100 200 400



3. Transition metal dopants and development-modifying chemistry have improved process
robustness, push processing, and exposure time latitude.

4. New spectral sensitizers combined with powerful chemical color correction methods have
led to accurate and pleasing color reproduction.

5. New image dyes have provided rich color saturation and vastly improved image perma-
nence.

6. New film and camera systems for consumers have made the picture-taking experience eas-
ier and more reliable than ever before.

Photographic manufacturers continue to invest research and product development
resources in their silver halide photographic products. Although digital electronic imaging
options continue to emerge, consumers and professionals can expect a constant stream of
improved silver halide photographic products for many years to come.
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CHAPTER 7

RADIOMETRY AND PHOTOMETRY:
UNITS AND CONVERSIONS

James M. Palmer
Research Professor
Optical Sciences Center
University of Arizona
Tucson, Arizona

7.1 GLOSSARY *

A area, m2

Aproj projected area, m2

E, Ee radiant incidance (irradiance), W m−2

Ep, Eq photon incidance, s−1 m−2

Ev illuminance, lm m−2 [lux (lx)]

I, Ie radiant intensity, W sr−1

Ip, Iq photon intensity, s−1 sr−1

Iv luminous intensity, candela (cd)

Km absolute luminous efficiency at λp for photopic vision, 683 lm/W

K′m absolute luminous efficiency at λp for scotopic vision, 1700 lm/W

K(λ) absolute spectral luminous efficiency, photopic vision, lm/W

K′(λ) absolute spectral luminous efficiency, scotopic vision, lm/W

L, Le radiance, W m−2 sr−1

Lp, Lq photon radiance (photonance), s−1 m−2 sr−1

Lv luminance, cd sr−1

M, Me radiant exitance, W m−2

Mp, Mq photon exitance, s−1 m−2

Q, Qe radiant energy, joule (J)

7.1

* Note. The subscripts are used as follows: e (energy) for radiometric, v (visual) for photometric, and q (or p) for pho-
tonic. The subscript e is usually omitted; the other subscripts may also be omitted if the context is unambiguous.
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Qp, Qq photon energy, J or eV
Qv luminous energy, lm s−1

ℜ(λ) spectral responsivity, A/W or V/W
V(λ) relative spectral luminous efficiency, photopic vision
V′(λ) relative spectral luminous efficiency, scotopic vision
Vq(λ) relative spectral luminous efficiency for photons

λ wavelength, nm or µm
λp wavelength at peak of function, nm or µm

Φ, Φe radiant power (radiant flux), Watt (W)
Φp, Φq photon flux, s−1

Φv luminous power (luminous flux), lumen (lm)
ω solid angle, steradian (sr)
Ω projected solid angle, sr

7.2 INTRODUCTION AND BACKGROUND

After more than a century of turmoil, the symbols, units, and nomenclature (SUN) for
radiometry and photometry seem somewhat stable at present. There are still small, isolated
pockets of debate and even resistance; by and large, though, the community has settled on the
International System of Units (SI) and the recommendations of the International Organiza-
tion for Standardization [ISO (ISO, 1993)] and the International Union of Pure and Applied
Physics [IUPAP (IUPAP, 1987)].

The seed of the SI was planted in 1799 with the deposition of two prototype standards, the
meter and the kilogram, into the Archives de la République in Paris. Noted physicists Gauss,
Weber, Maxwell, and Thompson made significant contributions to measurement science over the
next 75 years. Their efforts culminated in the Convention of the Meter, a diplomatic treaty origi-
nally signed by representatives of 17 nations in 1875 (currently there are 48 member nations). The
Convention grants authority to the General Conference on Weights and Measures (CGPM), the
International Committee for Weights and Measures (CIPM), and the International Bureau of
Weights and Measures (BIPM). The CIPM, along with a number of subcommittees, suggests
modifications to the CGPM. In our arena, the subcommittee is the Consultative Committee on
Photometry and Radiometry (CCPR). The BIPM, the international metrology institute, is the
physical facility that is responsible for realization, maintenance, and dissemination of standards.

The SI was adopted by the CGPM in 1960 and is the official system in the 48 member
states. It currently consists of seven base units and a much larger number of derived units. The
base units are a choice of seven well-defined units that, by convention, are regarded as inde-
pendent. The seven base units are as follows:

1. Meter
2. Kilogram
3. Second
4. Ampere
5. Kelvin
6. Mole
7. Candela

The derived units are those that are formed by various combinations of the base units.
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International organizations involved in the promulgation of SUN include the Interna-
tional Commission on Illumination (CIE), the IUPAP, and the ISO. In the United States, the
American National Standards Institute (ANSI) is the primary documentary (protocol) stan-
dards organization. Many other scientific and technical organizations publish recommenda-
tions concerning the use of SUN for their scholarly journals. Several examples are the
Illuminating Engineering Society (IESNA), the International Astronomical Union (IAU),
the Institute for Electrical and Electronic Engineering (IEEE), and the American Institute of
Physics (AIP).

The terminology employed in radiometry and photometry consists principally of two
parts: (1) an adjective distinguishing between a radiometric, photonic, or photometric entity,
and (2) a noun describing the underlying geometric or spatial concept. In some instances, the
two parts are replaced by a single term (e.g., radiance).

There are some background concepts and terminology that are needed before proceeding
further.

Projected area is defined as the rectilinear projection of a surface of any shape onto a plane
normal to the unit vector. The differential form is dAproj = cos(β)dA, where β is the angle
between the local surface normal and the line of sight. Integrate over the (observable) sur-
face area to get

Aproj = �
A

cos βdA (1)

Some common examples are shown in Table 1.

Plane angle and solid angle are both derived units in the SI system. The following defini-
tions are from National Institute of Standards and Technology (NIST) SP811 (NIST, 1995).

The radian is the plane angle between two radii of a circle that cuts off on the circumference an
arc equal in length to the radius.

The abbreviation for the radian is rad. Since there are 2π rad in a circle, the conversion
between degrees and radians is 1 rad = (180/π) degrees. (See Fig. 1.)

RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS 7.3

TABLE 1 Projected Areas of Common Shapes

Shape Area Projected area

Flat rectangle A = L × W Aproj = L × W cos β
Circular disc A = πr2 = πd2/4 Aproj = πr2 cos β = (πd2 cos β)/4
Sphere A = 4πr2 = πd2 Aproj = A/4 = πr2

FIGURE 1 Plane angle.



A solid angle is the same concept that is extended to three dimensions.

One steradian (sr) is the solid angle that, having its vertex in the center of a sphere, cuts off an
area on the surface of the sphere equal to that of a square with sides of length equal to the radius
of the sphere.

The solid angle is the ratio of the spherical area (Aproj) to the square of the radius, r. The spher-
ical area is a projection of the object of interest onto a unit sphere, and the solid angle is the
surface area of that projection, as shown in Fig. 2. Divide the surface area of a sphere by the
square of its radius to find that there are 4π sr of solid angle in a sphere. One hemisphere has
2π sr. The accepted symbols for solid angle are either lowercase Greek omega (ω) or upper-
case Greek omega (Ω). I recommend using ω exclusively for solid angle, and reserving Ω for
the advanced concept of projected solid angle (ω cos θ). The equation for solid angle is dω =
dAproj/r2. For a right circular cone, ω = 2π(1 − cos θ), where θ is the half-angle of the cone.

Both plane angles and solid angles are dimensionless quantities, and they can lead to con-
fusion when attempting dimensional analysis. For example, the simple inverse square law, E =
I/d2 appears dimensionally inconsistent. The left side has units W m−2 while the right side has
W sr−1 m−2. It has been suggested that this equation be written E = IΩ0/d2, where Ω0 is the unit
solid angle, 1 sr. Inclusion of the term Ω0 will render the equation dimensionally correct, but
will far too often be considered a free variable rather than a constant equal to 1, leading to
erroneous results.

Isotropic and lambertian both carry the meaning “the same in all directions” and, regret-
tably, are used interchangeably.

Isotropic implies a spherical source that radiates the same in all directions [i.e., the inten-
sity (W/sr or cd) is independent of direction]. The term isotropic point source is often
heard. No such entity can exist, for the energy density would necessarily be infinite. A
small, uniform sphere comes very close. Small in this context means that the size of the
sphere is much less than the distance from the sphere to the plane of observation, such that
the inverse square law is applicable. An example is a globular tungsten lamp with a milky
white diffuse envelope some 10 cm in diameter, as viewed from a distance greater than 1
m. From our vantage point, a distant star is considered an isotropic point source.
Lambertian implies a flat radiating surface. It can be an active emitter or a passive, reflec-
tive surface. The intensity decreases with the cosine of the observation angle with respect
to the surface normal (Lambert’s law). The radiance (W m−2 sr−1) or luminance (cd m−2) is
independent of direction. A good approximation is a surface painted with a quality matte,
or flat, white paint. The intensity is the product of the radiance, L, or luminance, Lv, and
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the projected area Aproj. If the surface is uniformly illuminated, it appears equally bright
from whatever direction it is viewed. Note that the flat radiating surface can be used as an
elemental area of a curved surface.

The ratio of the radiant exitance (power per unit area, W m−2) to the radiance (power per
unit projected area per unit solid angle, W m−2 sr−1) of a lambertian surface is a factor of π and
not 2π. This result is not intuitive, as, by definition, there are 2π sr in a hemisphere. The factor
of π comes from the influence of the cos (θ) term while integrating over a hemisphere.

A sphere with a lambertian surface illuminated by a distant point source will display a
radiance that is maximum at the point where the local normal coincides with the incoming
beam. The radiance will fall off with a cosine dependence to zero at the terminator. If the
intensity (integrated radiance over area) is unity when viewing from the direction of the
source, then the intensity when viewing from the side is 1/π. Think about this and ponder
whether our Moon has a lambertian surface.

7.3 SYMBOLS, UNITS, AND NOMENCLATURE IN RADIOMETRY

Radiometry is the measurement of optical radiation, defined as electromagnetic radiation
within the frequency range from 3 × 1011 to 3 × 1016 hertz (Hz). This range corresponds to
wavelengths between 0.01 and 1000 micrometers (µm) and includes the regions commonly
called ultraviolet, visible, and infrared.

Radiometric units can be divided into two conceptual areas: (1) those having to do with
power or energy, and (2) those that are geometric in nature. In the first category are:

Energy is an SI-derived unit, measured in joules (J). The recommended symbol for energy
is Q. An acceptable alternate is W.

Power (also called radiant flux) is another SI-derived unit. It is the derivative of energy
with respect to time, dQ/dt, and the unit is the watt (W). The recommended symbol for
power is uppercase Greek phi (Φ). An accepted alternate is P.

Energy is the integral of power over time, and it is commonly used with integrating
detectors and pulsed sources. Power is used for continuous sources and nonintegrating
detectors. The radiometric quantity power can now be combined with the geometric spa-
tial quantities area and solid angle.
Irradiance (also referred to as flux density or radiant incidance) is an SI-derived unit and is
measured in W m−2. Irradiance is power per unit area incident from all directions within a
hemisphere onto a surface that coincides with the base of that hemisphere. A related
quantity is radiant exitance, which is power per unit area leaving a surface into a hemi-
sphere whose base is that surface. The symbol for irradiance is E, and the symbol for radi-
ant exitance is M. Irradiance (or radiant exitance) is the derivative of power with respect
to area, dΦ/dA. The integral of irradiance or radiant exitance over area is power. There is
no compelling reason to have two quantities carrying the same units, but it is convenient.
Radiant intensity is an SI-derived unit and is measured in W sr−1. Intensity is power per unit
of solid angle. The symbol is I. Intensity is the derivative of power with respect to solid
angle, dΦ/dω. The integral of radiant intensity over solid angle is power.

A great deal of confusion surrounds the use and misuse of the term intensity. Some use
it for W sr−1; some use it for W m−2; others use it for W m−2 sr−1. It is quite clearly defined in
the SI system, in the definition of the base unit of luminous intensity—the candela.
Attempts are often made to justify these different uses of intensity by adding adjectives
like optical or field (used for W m−2) or specific (used for W m−2 sr−1). In the SI system, the
underlying geometric concept for intensity is quantity per unit of solid angle. For more dis-
cussion, see Palmer (1993).
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Radiance is an SI-derived unit and is measured in W m−2 sr−1. Radiance is a directional
quantity, power per unit of projected area per unit of solid angle. The symbol is L. Radi-
ance is the derivative of power with respect to solid angle and projected area, dΦ/dω dA
cos (θ), where θ is the angle between the surface normal and the specified direction. The
integral of radiance over area and solid angle is power.

Photon quantities are also common. They are related to the radiometric quantities by
the relationship Qp = hc/λ, where Qp is the energy of a photon at wavelength λ, h is
Planck’s constant, and c is the velocity of light. At a wavelength of 1 µm, there are approx-
imately 5 × 1018 photons per second in a watt. Conversely, one photon has an energy of
about 2 × 10−19 J (W/s) at 1 µm.

7.4 SYMBOLS, UNITS, AND NOMENCLATURE IN PHOTOMETRY

Photometry is the measurement of light, electromagnetic radiation detectable by the human
eye. It is thus restricted to the wavelength range from about 360 to 830 nanometers (nm; 1000
nm = 1 µm). Photometry is identical to radiometry except that everything is weighted by the
spectral response of the nominal human eye. Visual photometry uses the eye as a comparison
detector, while physical photometry uses either optical radiation detectors constructed to
mimic the spectral response of the nominal eye, or spectroradiometry coupled with appropri-
ate calculations to do the eye response weighting.

Photometric units are basically the same as the radiometric units, except that they are
weighted for the spectral response of the human eye and have strange names. A few addi-
tional units have been introduced to deal with the amount of light that is reflected from dif-
fuse (matte) surfaces. The symbols used are identical to the geometrically equivalent
radiometric symbols, except that a subscript v is added to denote visual. Table 2 compares
radiometric and photometric units.

The SI unit for light is the candela (unit of luminous intensity). It is one of the seven base
units of the SI system. The candela is defined as follows (BIPM, 1998):

The candela is the luminous intensity, in a given direction, of a source that emits monochro-
matic radiation of frequency 540 × 1012 hertz and that has a radiant intensity in that direction of
1/683 watt per steradian.

The candela is abbreviated as cd, and its symbol is Iv. This definition was adopted by the 16th
CGPM in 1979. The candela was formerly defined as the luminous intensity, in the perpen-
dicular direction, of a surface of 1/600,000 m2 of a blackbody at the temperature of freezing
platinum under a pressure of 101,325 newtons per square meter (N m−2). This earlier defini-
tion was initially adopted in 1948 and later modified by the 13th CGPM in 1968. It was abro-
gated in 1979 and replaced by the current definition.

The 1979 definition was adopted for several reasons. First, the freezing point of platinum
(≈2042 K) was tied to another base unit, the kelvin, and was therefore not independent. The
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TABLE 2 Comparison of Radiometric and Photometric Units

Quantity Radiometric Photometric

Power Φ: watt (W) Φv: lumen (lm)
Power per area E, M: W m−2 Ev: lm m−2 = lux (lx)
Power per solid angle I: W sr−1 Iv: lm sr−1 = candela (cd)
Power per area per solid angle L: W m−2 sr−1 Lv: lm m−2 sr−1 = cd m−2 = nit



uncertainty of the thermodynamic temperature of this fixed point created an unacceptable
uncertainty in the value of the candela. If the best estimate of this freezing point were to
change, it would then impact the candela. Second, the realization of the platinum blackbody
was extraordinarily difficult; only a few were ever built. Third, if the platinum blackbody
temperature were slightly off, possibly because of temperature gradients in the ceramic cru-
cible or contamination of the platinum, the freezing point might change or the temperature
of the cavity might differ. The sensitivity of the candela to a slight change in temperature is
significant. At a wavelength of 555 nm, a change in temperature of only 1 K results in a lumi-
nance change approaching 1 percent. Fourth, the relative spectral radiance of blackbody
radiation changes drastically (some three orders of magnitude) over the visible range.
Finally, recent advances in radiometry offered new possibilities for the realization of the
candela.

The value of 683 lm/W was selected based upon the best measurements with existing plat-
inum freezing point blackbodies at several national standards laboratories. It has varied over
time from 620 to nearly 700 lm/W, depending largely upon the assigned value of the freezing
point of platinum. The value of 1/600,000 m2 was chosen to maintain consistency with prior
standards. Note that neither the old nor the new definition of the candela say anything about
the spectral responsivity of the human eye. There are additional definitions that include the
characteristics of the eye, but the base unit (candela) and those SI units derived from it are
“eyeless.”

Note also that in the definition of the candela, there is no specification for the spatial dis-
tribution of intensity. Luminous intensity, while often associated with an isotropic point (i.e.,
small) source, is a valid specification for characterizing any highly directional light source,
such as a spotlight or an LED.

One other issue: since the candela is no longer independent but is now defined in terms of
other SI-derived quantities, there is really no need to retain it as an SI base quantity. It
remains so for reasons of history and continuity and perhaps some politics.

The lumen is an SI-derived unit for luminous flux (power). The abbreviation is lm, and the
symbol is Φv. The lumen is derived from the candela and is the luminous flux that is emitted
into unit solid angle (1 sr) by an isotropic point source having a luminous intensity of 1 cd. The
lumen is the product of luminous intensity and solid angle (cd ⋅ sr). It is analogous to the unit
of radiant flux (watt), differing only in the eye response weighting. If a light source is
isotropic, the relationship between lumens and candelas is 1 cd = 4π lm. In other words, an
isotropic source that has a luminous intensity of 1 cd emits 4π lm into space, which is 4π sr.
Also, 1 cd = 1 lm sr−1, which is analogous to the equivalent radiometric definition.

If a source is not isotropic, the relationship between candelas and lumens is empirical. A
fundamental method used to determine the total flux (lumens) is to measure the luminous
intensity (candelas) in many directions using a goniophotometer, and then numerically inte-
grate over the entire sphere. Later on, this “calibrated” lamp can be used as a reference in an
integrating sphere for routine measurements of luminous flux.

The SI-derived unit of luminous flux density, or illuminance, has a special name: lux. It is
lumens per square meter (lm m−2), and the symbol is Ev. Most light meters measure this quan-
tity, as it is of great importance in illuminating engineering. The IESNA’s Lighting Handbook
(IESNA, 1993) has some 16 pages of recommended illuminances for various activities and
locales, ranging from morgues to museums. Typical values range from 100,000 lx for direct
sunlight to between 20 and 50 lx for hospital corridors at night.

Luminance should probably be included on the list of SI-derived units, but it is not. Lumi-
nance is analogous to radiance, giving the spatial and directional dependences. It also has a
special name, nit, and is candelas per square meter (cd m−2) or lumens per square meter per
steradian (lm m−2 sr−1). The symbol is Lv. Luminance is most often used to characterize the
“brightness” of flat-emitting or -reflecting surfaces. A common use is the luminance of a lap-
top computer screen. They typically have between 100 and 250 nits, and the sunlight-
readable ones have more than 1000 nits. Typical CRT monitors have luminances between 50
and 125 nits.
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Other Photometric Units

There are other photometric units, largely historical. The literature is filled with now obsolete
terminology, and it is important to be able to properly interpret these terms. Here are several
terms for illuminance that have been used in the past.

1 meter-candle = 1 lx
1 phot (ph) = 1 lm cm−2 = 104 lx
1 footcandle (fc) = 1 lm ft−2 = 10.76 lx
1 milliphot = 10 lx

Table 3 is useful to convert from one unit to another. Start with the unit in the leftmost col-
umn and multiply it by the factor in the table to arrive at the unit in the top row.

There are two classes of units that are used for luminance. The first is conventional,
directly related to the SI unit, the cd m−2 (nit).

1 stilb = 1 cd cm−2 = 104 cd m−2 = 104 nit
1 cd ft−2 = 10.76 cd m−2 = 10.76 nit

The second class was designed to “simplify” characterization of light that is reflected from
diffuse surfaces by incorporating within the definition the concept of a perfect diffuse reflec-
tor (lambertian, reflectance ρ = 1). If 1 unit of illuminance falls upon this ideal reflector, then
1 unit of luminance is reflected. The perfect diffuse reflector emits 1/π units of luminance per
unit of illuminance. If the reflectance is ρ, then the luminance is ρ/π times the illuminance.
Consequently, these units all incorporate a factor of (1/π).

1 lambert (L) = (1/π) cd cm−2 = (104/π) cd m−2 = (104/π) nit
1 apostilb = (1/π) cd m−2 = (1/π) nit
1 foot-lambert (ft-lambert) = (1/π) cd ft−2 = 3.426 cd m−2 = 3.426 nit
1 millilambert = (10/π) cd m−2 = (10/π) nit
1 skot = 1 milliblondel = (10−3/π) cd m−2 = (10−3/π) nit

Table 4 is useful to convert from one unit to another. Start with the unit in the leftmost col-
umn and multiply it by the factor in the table to arrive at the unit in the top row.

Human Eye. The SI base unit and units derived therefrom have a strictly physical basis;
they have been defined monochromatically at a single wavelength of 555 nm. But the eye
does not see all wavelengths equally. For other wavelengths or for band or continuous-source
spectral distributions, the spectral properties of the human eye must be considered. The eye
has two general classes of photosensors: cones and rods.

Cones. The cones are responsible for light-adapted vision; they respond to color and
have high resolution in the central foveal region. The light-adapted relative spectral response
of the eye is called the spectral luminous efficiency function for photopic vision, V(λ), and is
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TABLE 3 Illuminance Unit Conversions

fc lx phot milliphot

1 fc (lm/ft2) = 1 10.764 0.0010764 1.0764
1 lx (lm/m2) = 0.0929 1 0.0001 0.1
1 phot (lm/cm2) = 929 10,000 1 0.001
1 milliphot = 0.929 10 0.1 1



published in tabular form (CIE, 1983). This empirical curve, shown in Fig. 3, was first adopted
by the CIE in 1924. It has a peak that is normalized to unity at 555 nm, and it decreases to lev-
els below 10−5 at about 370 and 785 nm. The 50 percent points are near 510 nm and 610 nm,
indicating that the curve is slightly skewed. A logarithmic representation is shown in Fig. 4.

More recent measurements have shown that the 1924 curve may not best represent typical
human vision. It appears to underestimate the response at wavelengths shorter than 460 nm.
Judd (1951), Vos (1978), and Stockman and Sharpe (1999) have made incremental advances
in our knowledge of the photopic response.

Rods. The rods are responsible for dark-adapted vision, with no color information and
poor resolution when compared with the foveal cones. The dark-adapted relative spectral
response of the eye is called the spectral luminous efficiency function for scotopic vision, V(λ),
also published in tabular form (CIE, 1983). Figures 3 and 4 also show this empirical curve,
which was adopted by the CIE in 1951. It is defined between 380 and 780 nm. The V(λ) curve
has a peak of unity at 507 nm, and it decreases to levels below 10−3 at about 380 and 645 nm.
The 50 percent points are near 455 and 550 nm.

Photopic (light-adapted cone) vision is active for luminances that are greater than 3 cd m−2.
Scotopic (dark-adapted rod) vision is active for luminances that are lower than 0.01 cd m−2. In
between, both rods and cones contribute in varying amounts, and in this range the vision is
called mesopic. There are currently efforts under way to characterize the composite spectral
response in the mesopic range for vision research at intermediate luminance levels. Definitive
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TABLE 4 Luminance Unit Conversions*

nit stilb cd/ft2 apostilb lambert ft-lambert

1 nit (cd/m2) = 1 10−4 0.0929 π π/10000 0.0929π
1 stilb (cd/cm2) = 10,000 1 929 104π π 929π
1 cd/ft2 = 10.764 1.0764 × 10−3 1 10.764π π/929 π
1 apostilb = 1/π 104/π 0.0929/π 1 10−4 0.0929
1 lambert = 104/π 1/π 929/π 104 1 929
1 ft-lambert = 10.76/π 1/(929π) 1/π 10.764 1.076 × 104 1

*Note: Photometric quantities are the result of an integration over wavelength. It therefore makes no sense to speak of spectral luminance
or the like.

FIGURE 3 Spectral luminous efficiency for photopic and scotopic vision.



values at 1-nm intervals for both photopic and scotopic spectral luminous efficiency functions
may be found in CIE (1983). Values at 5-nm intervals are given by Zalewski (1995).

The relative spectral luminous efficiency functions can be converted for use with photon
flux (s−1) by multiplying by the spectrally dependent conversion from watts to photons per
second. The results are shown in Fig. 5. The curves are similar to the spectral luminous effi-
ciency curves, with the peaks shifted to slightly shorter wavelengths, and the skewness of the
curves is different. This function can be called Vq(λ) for photopic response or V′q(λ) for sco-
topic response. The conversion to an absolute curve is made by multiplying by the response at
the peak wavelength. For photopic vision (λ = 550 nm), Kmp = 2.45 × 10−16 lm / photon s−1.
There are, therefore, 4.082 × 1015 photon s−1 lm−1 at 550 nm, and more at all other wavelengths.
For scotopic vision (λp = 504 nm), K′mp = 6.68 × 10−16 lm / photon s−1. There are 1.497 × 1015 pho-
ton s−1 lm−1 at 504 nm, and more at all other wavelengths.

7.10 CLASSICAL OPTICS

FIGURE 4 Spectral luminous efficiency for photopic and scotopic vision
(log scale).

FIGURE 5 Spectral photon efficiency for scotopic and photopic vision.



Approximations. The V(λ) curve appears similar to a Gaussian (normal) function. A non-
linear regression technique was used to fit the Gaussian shown in Eq. 2 to the V(λ) data

V(λ) � 1.019e−285.4(λ − 0.559)2 (2)

The scotopic curve can also be fit with a Gaussian, although the fit is not quite as good as
the photopic curve. My best fit is

V′(λ) � 0.992e−321.0(λ − 0.503)2 (3)

The results of the curve fitting are shown in Figs. 6 and 7. These approximations are satis-
factory for application with continuous spectral distributions, such as sunlight, daylight, and
incandescent sources. Calculations have demonstrated errors of less than 1 percent with
blackbody sources from 1500 K to more than 20,000 K. The equations must be used with cau-
tion for narrow-band or line sources, particularly in those spectral regions where the response
is low and the fit is poor.
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FIGURE 6 Gaussian fit to photopic relative spectral efficiency
curve.

FIGURE 7 Gaussian fit to scotopic relative spectral efficiency
curve.



Usage. The SI definition of the candela was chosen in strictly physical terms at a single
wavelength. The intent of photometry, however, is to correlate a photometric observation to
the visual perception of a human observer. The CIE introduced the two standard spectral
luminous efficiency functions V(λ) (photopic) and V′(λ) (scotopic) as spectral weighting func-
tions, and they have been approved by the CIPM for use with light sources at other wave-
lengths. Another useful function is the CIE VM(λ) Judd-Vos modified V(λ) function (Vos,
1978), which has increased response at wavelengths that are shorter than 460 nm. It is identi-
cal to the V(λ) function for wavelengths that are longer than 460 nm. This function, while not
approved by CIPM, represents more realistically the spectral responsivity of the eye. More
recently, studies on cone responses have led to the proposal of a new, improved luminous
spectral efficiency curve, with the suggested designation V2*(λ) (Stockman and Sharpe, 1999).

7.5 CONVERSION OF RADIOMETRIC QUANTITIES 
TO PHOTOMETRIC QUANTITIES

The definition of the candela states that there are 683 lm W−1 at a frequency of 540 terahertz
(THz), which is very nearly 555 nm (vacuum or air), the wavelength that corresponds to the
maximum spectral responsivity of the photopic (light-adapted) human eye. The value 683 lm
W−1 is Km, the absolute luminous efficiency at λp for photopic vision. The conversion from watts
to lumens at any other wavelength involves the product of the power (watts), Km, and the V(λ)
value at the wavelength of interest. For example, a 5-mW laser pointer has 0.005 W × 0.032 ×
683 lm W−1 = 0.11 lm. V(λ) is 0.032 at 670 nm. At 635 nm, V(λ) is 0.217, and a 5-mW laser
pointer has 0.005 W × 0.217 × 683 lm W−1 = 0.74 lm. The shorter-wavelength laser pointer will
create a spot that has nearly seven times the luminous power as the longer-wavelength laser.

Similar calculations can be done in terms of photon flux at a single wavelength. As was
shown previously, there are 2.45 × 10−16 lm in 1 photon s−1 at 550 nm, the wavelength that cor-
responds to the maximum spectral responsivity of the light-adapted human eye to photon
flux. The conversion from lumens to photons per second at any other wavelength involves the
product of the photon flux (s−1) and the Vp(λ) value at the wavelength of interest. For exam-
ple, again compare laser pointers at 670 and 635 nm. As shown before, a 5-mW laser at 670
nm [Vp(λ) = 0.0264] has a luminous power of 0.11 lm. The conversion is 0.11 × 4.082 ×
1015/0.0264 = 1.68 × 1016 photon s−1. At 635 nm [Vp(λ) = 0.189], the 5-mW laser has 0.74 lm. The
conversion is 0.74 × 4.082 × 1015/0.189 = 1.6 × 1016 photon s−1. The 635-nm laser delivers just 5
percent more photons per second.

In order to convert a source with nonmonochromatic spectral distribution to a luminous
quantity, the situation is decidedly more complex. The spectral nature of the source must be
known, as it is used in an equation of the form

Xv = Km �∞

0

XλV(λ)dλ (4)

where Xv is a luminous term, Xλ is the corresponding spectral radiant term, and V(λ) is the
photopic spectral luminous efficiency function. For X, luminous flux (lm) may be paired with
spectral power (W nm−1), luminous intensity (cd) with spectral radiant intensity (W sr−1 nm−1),
illuminance (lx) with spectral irradiance (W m−2 nm−1), or luminance (cd m−2) with spectral
radiance (W m−2 sr−1 nm−1). This equation represents a weighting, wavelength by wavelength,
of the radiant spectral term by the visual response at that wavelength. The constant Km is the
maximum spectral luminous efficiency for photopic vision, 683 lm W−1. The wavelength limits
can be set to restrict the integration to only those wavelengths where the product of the spec-
tral term Xλ and V(λ) is nonzero. Practically, the limits of integration need only extend from
360 to 830 nm, limits specified by the CIE V(λ) function. Since this V(λ) function is defined
by a table of empirical values (CIE, 1983), it is best to do the integration numerically. Use of
the Gaussian equation (Eq. 2) is only an approximation.
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For source spectral distributions that are blackbody-like (thermal source, spectral emissiv-
ity constant between 360 and 830 nm) and of known source temperature, it is straightforward
to convert from power to luminous flux and vice versa. Equation 4 is used to determine a scale
factor for the source term Xλ. Figure 8 shows the relationship between total power and lumi-
nous flux for blackbody (and graybody) radiation as a function of blackbody temperature.
The most efficient temperature for the production of luminous flux is near 6630 K.

There is nothing in the SI definitions of the base or derived units concerning the eye
response, so there is some flexibility in the choice of the weighting function. The choice can
be made to use a different spectral luminous efficiency curve, perhaps one of the newer ones.
The equivalent curve for scotopic (dark-adapted) vision can also be used for work at lower
light levels. The V′(λ) curve has its own constant, K′m, the maximum spectral luminous effi-
ciency for scotopic vision. K′m is defined as 1700 lm/W at the peak wavelength for scotopic
vision (507 nm). This value was deliberately chosen such that the absolute value of the sco-
topic curve at 555 nm coincides with the photopic curve, 683 lm/W at 555 nm. Some
researchers are referring to “scotopic lumens,” a term that should be discouraged because of
the potential for misunderstanding. In the future, expect to see spectral weighting to repre-
sent the mesopic region as well.

The CGPM has approved the use of the CIE V(λ) and V′(λ) curves for determination of
the value of photometric quantities of luminous sources.

7.6 CONVERSION OF PHOTOMETRIC QUANTITIES 
TO RADIOMETRIC QUANTITIES

The conversion from watts to lumens in the previous section required only that the spectral
function, Xλ, of the radiation be known over the spectral range from 360 to 830 nm, where
V(λ) is nonzero. Attempts to go in the other direction, from lumens to watts, are far more dif-
ficult. Since the desired quantity was inside of an integral, weighted by a sensor spectral
responsivity function, the spectral function, Xλ, of the radiation must be known over the
entire spectral range where the source emits, not just the visible.

For a monochromatic source in the visible spectrum (between the wavelengths of 380
and 860 nm), if the photometric quantity (e.g., lux) is known, apply the conversion Km ×
V(λ) and determine the radiometric quantity (e.g., W m−2). In practice, the results that one
obtains are governed by the quality of the V(λ) correction of the photometer and the
knowledge of the wavelength of the source. Both of these factors are of extreme impor-
tance at wavelengths where the V(λ) curve is steep (i.e., other than very close to the peak
of the V(λ) curve).
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FIGURE 8 Luminous efficacy of blackbody radiation versus tem-
perature (K).



Narrowband sources, such as LEDs, cause major problems. Typical LEDs have spectral
bandwidths ranging from 10 to 40 nm full width at half-maximum (FWHM). It is intuitive that
in those spectral regions where the V(λ) curve is steep, the luminous output will be greater than
that predicted using the V(λ) curve at the peak LED wavelength. This expected result increases
with wider-bandwidth LEDs. Similarly, it is also intuitive that the luminous output is less than
that predicted using the V(λ) curve when the peak LED wavelength is in the vicinity of the peak
of the V(λ) curve. Therefore, there must be two wavelengths where the conversion ratio (lm/W)
is largely independent of LED bandwidth. An analysis of this conversion ratio was done using
a Gaussian equation to represent the spectral power distribution of an LED and applying Eq. 4.
Indeed, two null wavelengths were identified (513 and 604 nm) where the conversion between
radiometric and photometric quantities is constant (independent of LED bandwidth) to within
0.2 percent up to an LED bandwidth of 40 nm. These wavelengths correspond (approximately)
to the wavelengths where the two maxima of the first derivative of the V(λ) curve are located.

At wavelengths between these two null wavelengths (513 and 604 nm), the conversion
ratio (lm/W) decreases slightly with increasing bandwidth. The worst case occurs when the
peak wavelength of the LED corresponds with the peak of V(λ). It is about 5 percent lower
for bandwidths up to 30 nm, increasing to near 10 percent for 40-nm bandwidth. At wave-
lengths outside of the null wavelengths, the conversion (lm/W) increases with increasing
bandwidth, and the increase is greater when the wavelength approaches the limits of the V(λ)
curve. Figure 9 shows that factor by which a conversion ratio (lm/W) should be multiplied as
a function of LED bandwidth, with the peak LED wavelength as the parameter. Note that the
peak wavelength of the LED is specified as the radiometric peak and not as the dominant
wavelength (a color specification). The dominant wavelength shifts with respect to the radio-
metric peak, the difference increasing with bandwidth.

Most often, LEDs are specified in luminous intensity [cd or millicandela (mcd)]. The cor-
responding radiometric unit is watts per steradian (W/sr). In order to determine the radio-
metric power (watts), the details of the spatial distribution of the radiant intensity must be
known prior to integration.

For broadband sources, a photometric quantity cannot in general be converted to a radio-
metric quantity unless the radiometric source function, Φλ, is known over all wavelengths.
However, if the source spectral distribution is blackbody-like (thermal source, spectral emis-
sivity constant between 360 and 830 nm), and the source temperature is also known, then an
illuminance can be converted to a spectral irradiance curve over that wavelength range.
Again, use Eq. 4 to determine a scale factor for the source term, Xλ. Figs. 10 and 11 show the
calculated spectral irradiance versus wavelength for blackbody radiation with source temper-
ature as the parameter.
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FIGURE 9 Multiplier for converting LED luminous intensity to radi-
ant intensity.



7.7 RADIOMETRIC/PHOTOMETRIC NORMALIZATION

In radiometry and photometry, there are two mathematical activities that fall into the cate-
gory called normalization. The first is bandwidth normalization. The second doesn’t have an
official title but involves a conversion between photometric and radiometric quantities, used
to convert detector responsivities from amperes per lumen to amperes per watt.

The measurement equation relates the output signal from a sensor to the spectral respon-
sivity of the sensor and the spectral power that is incident upon the sensor.

SIG = �∞

0

Φλℜ(λ)dλ (5)
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FIGURE 10 Spectral irradiance versus wavelength of blackbody radi-
ation versus temperature.

FIGURE 11 Spectral irradiance versus wavelength of blackbody radia-
tion versus temperature.



An extended discourse on bandwidth normalization (Nicodemus, 1973) showed that the spec-
tral responsivity of a sensor (or detector) can be manipulated to yield more source informa-
tion than is immediately apparent from the measurement equation. The sensor weights the
input spectral power according to its spectral responsivity, ℜ(λ), such that only a limited
amount of information about the source can be deduced. If either the source or the sensor has
a sufficiently small bandwidth such that the spectral function of the other term does not
change significantly over the passband, the equation simplifies to

SIG = Φλ ⋅ ℜ(λ) ⋅ ∆λ (6)

where ∆λ is the passband. Spectroradiometry and multifilter radiometry, using narrow-
bandpass filters, take advantage of this simplified equation. For those cases where the pass-
band is larger, the techniques of bandwidth normalization can be used. The idea is to
substitute for ℜ(λ) an equivalent response that has a uniform spectral responsivity, ℜn,
between wavelength limits λ1 and λ2 and zero response elsewhere. Then, the signal is given by

SIG = ℜn �λ2

λ1

Φλdλ (7)

and now the integrated power between wavelengths λ1 and λ2 is determined. There are many
ways of assigning values for λ1, λ2, and ℜn for a sensor. Some of the more popular methods
were described by Nicodemus (1973) and Palmer (1980). An effective choice is known as the
moments method (Palmer and Tomasko, 1980), an analysis of the zeroth, first, and second
moments of the sensor spectral responsivity curve. The derivation of this normalization
scheme involves the assumption that the source function is exactly represented by a second-
degree polynomial. If this condition is met, the moments method of determining sensor
parameters yields exact results for the source integral. In addition, the results are completely
independent of the source function. The errors encountered are related to deviation of the
source function from said second-degree polynomial.

Moments normalization has been applied to the photopic spectral luminous efficiency
function, V(λ), and the results are given in Table 5 and shown in Fig. 12. These values indicate
the skewed nature of the photopic and scotopic curves as the deviation from the centroid and
the peak wavelengths. The results can be applied to most continuous sources, like blackbody
and tungsten radiation, which are both continuous across the visible spectrum. To demon-
strate the effectiveness of moments normalization, the blackbody curve was multiplied by the
V(λ) curve for temperatures ranging from 1000 K to 20,000 K to determine a photometric
function [e.g., lumens per square meter (or lux)]. Then, the blackbody curve was integrated
over the wavelength interval between λ1 and λ2 to determine the equivalent (integrated
between λ1 and λ2) radiometric function (e.g., in-band watts per square meter). The ratio of
lux to watt per square meter is 502.4 ± 1.0 (3σ) over the temperature range from 1600 K to
more than 20,000 K. This means that the in-band (487.6 to 632.8 nm) irradiance for a contin-
uous blackbody-like source can be determined using a photometer that is properly calibrated
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TABLE 5 Bandwidth Normalization on Spectral Luminous Efficiency

Photopic Scotopic

Peak wavelength (λp) 555 nm 507 nm
Centroid wavelength (λC) 560.19 nm 502.40 nm
Short wavelength (λ1) 487.57 nm 436.88 nm
Long wavelength (λ2) 632.81 nm 567.93 nm
Moments bandwidth 145.24 nm 131.05 nm
Normalized ℜn 0.7357 0.7407
Absolute ℜn 502.4 lm/W 1260 lm/W



in lux and that is well corrected for V(λ). Simply divide the reading in lux by 502.4 to get the
in-band irradiance in watts per square meter between 487.6 and 632.8 nm.

If a photometer is available with a V′(λ) correction, calibrated for lux (scotopic) with Km′
of 1700 lm/W, a similar procedure is effective. The integration takes place over the wavelength
range from 436.9 to 567.9 nm. The ratio of lux (scotopic) to watts per square meter is 1260 ±
2 (3σ) over the temperature range from 1800 K to more than 20,000 K. This means that the in-
band (436.9 to 567.9 nm) irradiance for a continuous blackbody-like source can be deter-
mined using a V′(λ)-corrected photometer that is properly calibrated in lux (scotopic). Simply
divide the reading in lux (scotopic) by 1260; the result is the in-band irradiance in watts per
square meter between 436.9 and 567.9 nm.

A common problem is the interpretation of specifications for photodetectors, which are
given in photometric units. An example is a photomultiplier with an S-20 photocathode,
which has a typical responsivity of 200 µA/lm. Given this specification and a curve of the rel-
ative spectral responsivity, the problem is to determine the output when exposed to a known
power from an arbitrary source.

Photosensitive devices, in particular vacuum photodiodes and photomultiplier tubes, are
characterized using CIE Illuminant A, a tungsten source at 2854 K color temperature. The
illuminance is measured using a photopically corrected photometer, and this illuminance is
applied to the device under scrutiny. This technique is satisfactory only if the source that you
are using is spectrally comparable to Illuminant A. If you wish to use a source with a different
spectral distribution, a photometric normalization must be done. Eberhart (1968) generated
a series of conversion factors for various sources and standardized detector spectral respon-
sivities (S-1, S-11, S-20, etc.).

The luminous flux from any source is given by

Φv = � 830

380

ΦλV(λ)dλ (8)

and the output of a detector when exposed to said luminous flux is

S = �∞

0

Φλℜ(λ)dλ (9)

where Φv is the illuminance, Φλ is spectral irradiance, V(λ) is the spectral luminous efficiency
of the photopic eye, ℜ(λ) is the absolute spectral responsivity of the photodetector, and S is
the photodetector signal. The total responsivity of the detector when exposed to this source is
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FIGURE 12 Absolute spectral luminous efficiency functions and equiva-
lent normalized bandwidths.



ℜ = A/lm (10)

This total responsivity is specific to the source that is used to make the measurement, and
it cannot be applied to other sources with differing spectral distributions. To determine the
total responsivity (amperes per watt) for a second source, four integrals are required.

ℜ = ⋅ A/W (11)

The left ratio of integrals is Eq. 10, the responsivity for source, Φλ. The right ratio of integrals
is the photometric-to-radiometric conversion for the second source, Φ′λ. If the two sources
have identical spectral power curves (Φλ = Φ′λ,), two of the integrals cancel, indicating the
desirability of using a calibration source that is substantially identical to the application source.

7.8 OTHER WEIGHTING FUNCTIONS AND CONVERSIONS

The general principles that are outlined here can be applied to action spectra other than those
already defined for the human eye (photopic and scotopic). Some action spectra take the
form of defined spectral regions, such as UVA (315–400 nm), UVB (280–315 nm), UVC
(100–280 nm), IR-A (770–1400 nm), IR-B (1400–3000 nm), and IR-C (3000–106 nm). Others
are more specific. A(λ) is for aphakic hazard, B(λ) is for photochemical blue-light hazard,
R(λ) is for retinal thermal hazard, and S(λ) is an actinic ultraviolet action spectrum (ANSI,
1996). PPF (a.k.a. PhAR) is a general action spectrum for plant growth. Many others have
been defined, including those for erythema (sunburn), skin cancer, psoriasis treatment, mam-
malian and insect vision, and other generalized chemical and biological photoeffects. Various
conversion factors from one action spectrum to another are scattered throughout the popular
and archival literature. Ideally, they have been derived via integration over the appropriate
spectral regions.
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CHAPTER 8

UPDATE TO PART 7 (“VISION”) OF
VOLUME I OF THE HANDBOOK 
OF OPTICS

Theodore E. Cohn
School of Optometry and Department of Bioengineering
University of California
Berkeley, California

8.1 INTRODUCTION

Part 7 of Volume I (Bass et al., eds., 1995) contained six chapters dealing, respectively, with
the optics of the eye, visual performance, colorimetry, displays for vision research, optical
generation of the vision stimulus, and with psychophysical methods.

In the five years since publication of that volume, much new information has been added
to the literatures underlying these topic areas. In this time period, some things have changed
but others did not. For example, Charman (p.24.8) observed “Surgical methods of correction
for both spherical and astigmatic refractive errors are currently at an experimental
stage . . . and their long-term effectiveness remains to be proven.” Today, readers will already
know, from ubiquitous advertisement on radio and elsewhere, that some such surgical meth-
ods have progressed beyond the experimental stage and are available in clinical settings.
Other, alternative strategies have entered the experimental stage [for updates, see the chap-
ters by Liang, by Long, and by Schor in the present volume (Liang et al., 2000; Long, 2000;
Schor, 2000)]. Ironically, Charman’s observation concerning long-term effectiveness needs no
updating.

Authors of chapters in Volume I have been consulted as to the question of whether there
is information of which readers should be aware to make best use of the earlier volume. This
section summarizes their observations plus those of the editor.

Optics of the eye. Possibly the most significant recent advance regarding optics of the eye
has been the application of the Hartmann-Shack wavefront sensor to the measurement of
the ocular aberration. This method (Dreher et al., 1989; Bille et al., 1990; Liang et al., 1994;
Liang et al., 2000) allows the ocular wavefront aberration to be very rapidly mapped and
has been shown to produce results which are in good agreement with psychophysical
methods (Salmon et al., 1998). The most exciting aspect of this work is the use of this aber-
ration information to control compensatory adaptive optical systems, thereby potentially
enhancing the optical performance of the eye at larger pupil diameters so that it
approaches diffraction-limited performance. Some success has been achieved with systems
based on liquid crystal spatial light modulators (Vargas-Martin et al., 1998) but to date the
best results have been given by adaptive systems based on deformable mirrors (Liang et
al., 1997). Use of this approach in a retinal camera has already allowed individual recep-
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tors in the retina of the living human eye to be photographed (Miller et al., 1996). Addi-
tional information will be found in Chapter 10 by Miller in the present volume.
Visual performance. Erratum: Caption to Fig. 11 (p. 25.23) should read “open circles,” not
“open squares.”
Colorimetry. The CIE (CIE, 1995) has updated its recommendations for uniform color
spaces. These recommendations, which extend the CIELAB color space, are described in
a technical report of the CIE.
Displays for vision research. Vision research benefits increasingly from the commodity
nature of vision displays. Displays of very high resolution and especially speed (up to 150
Hz) with commensurately plunging prices have enabled vision researchers to accomplish
things previously unachievable. At the same time, however, the media industry has
become able to develop visually interesting scenes for entertainment with the result that
vision researchers are likely to gain increasing attention from industry as to safety and
related issues. The infamous Pokémon incident of December 16, 1997 (Nomura and Taka-
hashi, 1999), is a case in point. At roughly 6:50 P.M. that day, thousands of viewers of this
popular children’s show were exposed to an alternating blue and red pattern flickering at
about 12 Hz that lasted only about 4 s. Hospitals in Japan recorded over 650 admissions for
the treatment of seizures in the period shortly thereafter. (Later surveys established that
nearly 1 percent of viewers experienced minor symptoms such as headache and nausea
during that particular incident.) The consequence of widespread display of this computer-
generated pattern was not surprising to neurologists who routinely use similar provocative
visual stimuli to test a patient’s susceptibility to epileptic seizures. The lesson for vision sci-
ence is that visual effects are not the only consequence of visual stimuli, and enhanced
ability to produce stimuli of arbitrary spatial, temporal, and chromatic complexity, as
enabled by modern display technology, requires a sort of vigilance that has not heretofore
seemed important.
Optical generation of the vision stimulus. No update.
Psychophysical methods. For a tutorial on the advantages of using visual noise and effi-
ciency calculations to supplement standard threshold studies, see Pelli and Farell (1999).
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CHAPTER 9

BIOLOGICAL WAVEGUIDES

Vasudevan Lakshminarayanan
School of Optometry and Department of Physics and Astronomy
University of Missouri—St. Louis
St. Louis, Missouri

Jay M. Enoch
School of Optometry
University of California—Berkeley
Berkeley, California

9.1 GLOSSARY

Apodization. Modification of the pupil function. In the present context, the Stiles-Crawford
directional effect can be considered as an apodization, i.e., variable transmittance across the
pupil.
Born approximation. If an electromagnetic wave is expressed as the sum of an incident
wave and the diffracted secondary wave, the scattering of the secondary wave is neglected.
This neglect represents what is known as Born’s first order approximation.
Bruch’s membrane. Inner layer of the choroid.
Cilia. Hair.
Cochlea. The spiral half of the labyrinth of the inner ear.
Coleoptile. The first true leaf of a monocotyledon.
Copepod. A subclass of crustacean arthropods.
Cotyledons. The seed leaf—the leaf or leaves that first appear when the seed germinates.
Ellipsoid. The outer portion of the inner segment of a photoreceptor (cone or rod). It is
located between the myoid and the outer segment. It contains mitochondria for metabolic
activity.
Fluence. A measure of the time-integrated energy flux usually given in units of Joules/cm2.
In biology, it is used as a measure of light exposure.
Helmholtz’s reciprocity theorem. Also known as the reversion theorem. It is a basic state-
ment of the reversibility of optical path.
Henle’s fibers. Slender, relatively uniform fibers surrounded by more lucent Müller cell
cytoplasm in the retina. They arise from cone photoreceptor bodies and expand into cone
pedicles.
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Hypocotyl. The part of the axis of the plant embryo that lies below the cotyledons.
Interstitial matrix. Space separating photoreceptors. It is of a lower refractive index than
the photoreceptors and, hence, can be considered as “cladding.”
Mesocotyl. The node between the sheath and the cotyledons of seedling grasses.
Mode. The mode of a dielectric waveguide is an electromagnetic field that propagates along
the waveguide axis with a well defined phase velocity and that has the same shape in any arbi-
trary plane transverse along that axis. Modes are obtained by solving the source-free Maxwell’s
equations with suitable boundary conditions.
Myoid. It is the inner portion of the inner segment of a photoreceptor (cone or rod), located
between the ellipsoid and the external limiting membrane of the retina.
Organ of Corti. The structure in the cochlea of the mammals which is the principal receiver
of sound; contains hair cells.
Pedicle. Foot of the cone photoreceptor; it is attached to a narrow support structure.
Phototropism. Movement stimulated by light.
Spherule. End bulb of a rod photoreceptor.
V-parameter. Waveguide parameter (Equation 3). This parameter completely describes the
optical properties of a waveguide and depends upon the diameter of the guide, the wave-
length of light used, and the indices of refraction of the inside (core) and outside (cladding) of
the guide.
Equation 1. This is a statement of Snell’s law.

n1 = refractive index of medium 1; light is incident from this medium.
n2 = refractive index of medium 2; light is refracted into this medium.
θ1 = angle of incidence of light measured with respect to the surface normal in medium 1.
θ2 = angle of refraction of light in medium 2 measured with respect to the surface normal.

Equation 2. This is an expression for the numerical aperture.
n1 = refractive index of the inside of the dielectric cylinder (the “core”).
n2 = refractive index of the surround (the “cladding”).
n3 = refractive index of medium light is incident from before entering the cylinder.
θL = limiting angle of incidence.

Equation 3. Expression for the waveguide V-parameter.
d = diameter of the waveguide cylinder.
λ = wavelength of incident light.

n1 = refractive index of core.
n2 = refractive index of cladding.

9.2 INTRODUCTION

In this chapter, we will be studying two different types of biological waveguide model systems
in order to relate the models’ structures to the waveguide properties initiated within the light-
guide construct. In these models, we will be discussing how these biological waveguides follow
the Stiles-Crawford effect of the first kind, wavelength sensitivity of transmission, and
Helmholtz’s reciprocity theorem of optics. Furthermore, we will be investigating the different
sources of biological waveguides such as vertebrate photoreceptors, cochlear hair cells (similar
to cilia), and fiber-optic plant tissues, as well as considering their applications and comparing
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their light-guiding effects to the theoretical models. The emphasis will be on waveguiding in
vertebrate retinal photoreceptors, though similar considerations apply to other systems.

9.3 WAVEGUIDING IN RETINAL PHOTORECEPTORS 
AND THE STILES-CRAWFORD EFFECT

Photoreceptor optics is defined as the science that investigates the effects of the optical prop-
erties of the retinal photoreceptors—namely, their size, shape, refractive index, orientation,
and arrangement—on the absorption of light by the photopigment, as well as the techniques
and instrumentation necessary to carry out such studies. It also explores the physiological
consequences of the propagation of light within photoreceptor cells. The Stiles-Crawford
effect of the first kind1 [SCE I], discovered in 1933, represents a major breakthrough in our
understanding of retinal physiology and the modern origin of the science of photoreceptor
optics. The SCE I refers to the fact that visual sensitivity is greatest for light entering near the
center of the eye pupil, and the response falls off roughly symmetrically from this peak. The
SCE I underscores the fact that the retina is a complex optical processing system whose prop-
erties play a fundamental role in visual processing. The individual photoreceptors (rods and
cones) behave as light collectors which capture the incident light and channel the electro-
magnetic energy to sites of visual absorption, the photolabile pigments, where the transduc-
tion of light energy to physicochemical energy takes place. The photoreceptors act as classic
fiber-optic elements and the retina can be thought of as an enormous fiber bundle (a typical
human retina has about 130 × 106 receptors). Some aspects of the behavior of this fiber optic
bundle can be studied using the SCE I function, a psychophysical measurement of the direc-
tional sensitivity of the retina. The SCE I is an important index reflecting waveguide proper-
ties of the retina and is a psychophysical measurement of the directional sensitivity of the
retina. The SCE I can be used to elucidate various properties, and the photodynamic nature,
of the photoreceptors. The SCE I can also be used to indicate the stage and degree of various
retinal abnormalities. The reader is referred to the literature for detailed discussion of various
aspects of photoreceptor optics.2,3,4,5 The books by Dowling6 and Rodieck7, for example, give
good basic information on the physiology of the retina as well as discussions of the physical
and chemical events involved in the early stages of visual processing.

9.4 WAVEGUIDES AND PHOTORECEPTORS

It appears as though there are two major evolutionary lines associated with the development
of visual receptors: the ciliary type (vertebrates) and the rhabdomeric type (invertebrates).
Besides being different in structure, the primary excitation processes also differ between
these two types of detectors. Ciliary type (modified hair) detectors are found in all vertebrate
eyes. They have certain common features with other sensory systems, e.g., the hair cells of the
auditory and vestibular systems. It is possible to say that all vertebrate visual detectors have
waveguides associated with the receptor element. The incident light is literally guided or
channeled by the receptor into the outer segment where the photosensitive pigments are
located. In other words, the fiber transmits radiant energy from one point (the entrance pupil
or effective aperture of the receptor) to other points (the photolabile pigment transduction
sites). Given the myriad characteristics found in photoreceptors in both vertebrate and inver-
tebrate eyes (including numerous superposition and apposition eyes), what is common in all
species is the presence of the fiber-optic element. It is apparent that fiber-optic properties
evolved twice in the vertebrate and invertebrate receptors. This fact emphasizes the impor-
tance of these fiber-optic properties.
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Like any optical device, the photoreceptor as a waveguide can accept and contain light
incident within a solid angle about its axis. Therefore, all waveguides are directional in their
acceptance of light and selection of only a certain part of the incident electromagnetic wave-
front for transmittance to the transducing pigment.

The detailed analysis of optics and image formation in various forms of vertebrate and
invertebrate eyes is beyond the scope of this chapter (see references 8 through 10 for excel-
lent reviews). However, all such eyes must share a common characteristic. That is, each
detecting element must effectively collect light falling within its bound and each must “view”
a slightly different aspect of the external world, the source of visual signal. Because of limita-
tions of ocular imagery, there must be a degree of overlap between excitation falling on neigh-
boring receptors; there is also the possibility of optical cross talk. It has been postulated that
there is an isomorphic correspondence between points on the retina and a direction in (or
points in) real (the outside world) space. A number of primary and secondary sources of light
stimulus for the organism are located in the outside world. The organism has to locate those
stimuli falling within its field of view and to relate those sensed objects to its own egocentric
(localization) frame of reference. Let us assume that there is a fixed relationship between
sense of direction and retinal locus. The organism not only needs to differentiate between dif-
ferent directions in an orderly manner, but it must also localize objects in space. This implies
that a pertinent incident visual signal is identifiable and used for later visual processing. Fur-
ther, directionality-sensitive rods and cones function most efficiently only if they are axially
aligned with the aperture of the eye, i.e., the source of the visual signal. Thus, it becomes nec-
essary to relate the aperture of the receptor as a fiber-optic element relative to the iris aper-
ture. The retinal receptor-waveguide-pupillary aperture system should be thought of as an
integrated unit that is designed for optimization of light capture of quanta from the visual sig-
nal in external space and for rejection of stray light noise in the eye/image. A most interesting
lens-aperture-photoreceptor system in the invertebrate world is that of a copepod, Copilia.
The Copilia has a pair of image-forming eyes containing two lenses, a corneal lens and
another lens cylinder (with an associated photoreceptor), separated by a relatively enormous
distance. Otherwise, the photoreceptor system is similar to the insect eye. Copilia scans the
environment by moving the lens cylinder and the attached photoreceptor. The rate of scan
varies from about five scans per second to one scan per two seconds. This is like a mechanical
television camera. There are other examples of scanning eyes in nature.8

The retina in the vertebrate eye is contained within the white, translucent, diffusing, 
integrating-sphere-like eye. It is important to realize that the retinal receptor “field of view”
is not at all limited by the pupillary aperture. The non-imaged light may approach the recep-
tor from virtually any direction. In Fig. 1 the larger of the two converging cones of electro-
magnetic energy is meant to portray (in a limited sense) the extent of the solid angle over
which energy may impinge on the receptor. While stray light from any small part of this vast
solid angle may be small, the total, when integrated over the sphere surrounding the receptor,
may be quite a significant sum. To prevent such noise from destroying image quality, the
organism has evolved specific mechanisms., including screening dark pigments in the choroid
and pigment epithelium, morphological designs, photomechanical changes, aligned photo-
labile pigment and fiber-optic properties.

Since the pupillary aperture is the source of the pertinent visual signal, the primary pur-
pose of the retinal fiber-optic element, the receptor, is to be a directionally selective mecha-
nism, which accepts incident light from only within a rather narrow solid angle. Given that the
receptor has a rather narrow, limited aperture, exhibits directionality, and favors absorption
of light passing along its axis, this optical system will be most effective if it is aligned with the
source of the signal, the pupillary aperture. This argument applies equally for cones and rods.

In order for a material to serve as a fiber-optic element, the material must be reasonably
transparent and have a refractive index that is higher than the immediately surrounding
medium. To reduce cross-talk in an array of such fiber-optic elements, they must be separated
by a distance approximately equal to or greater than a wavelength of light by a medium hav-
ing a lower index of refraction than the fiber. The inner and outer segments of retinal photo-
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receptors and the separating interstitial matrix satisfy such condition. The index of refraction
of biological materials is generally dependent on the concentration of proteins, lipids, and
lipoproteins. The receptor has a high concentration of such solids. These materials are in low
concentrations in the surrounding interstitial matrix space. As examples, Sidman9 has
reported refractive index values of 1.4 for rod outer segments, 1.419 for foveal cone outer seg-
ments, and a value between 1.334 and 1.347 for the interstitial matrix in the primate retina.
Enoch and Tobey10 found a refractive index difference of 0.06 between the rod outer segment
and the interstitial matrix in frogs. Photoreceptors are generally separated by about 0.51 µm.
A minimum of about 0.5 µm (1 wavelength in the green part of the spectrum) is needed. Sep-
aration may be disturbed in the presence of pathological processes. This can alter waveguid-
ing effects, transmission as a function of wavelength, directionality, cross-talk, stray light,
resolution capability, etc.

9.5 PHOTORECEPTOR ORIENTATION AND ALIGNMENT

As noted above, Stiles and Crawford1 found that radiant energy entering the periphery of the
dilated pupil was a less effective stimulus than a physically equal beam entering the pupil cen-
ter. Under photopic foveal viewing conditions, it was found that a beam entering the periphery
of a pupil had to have a radiance of from 5 to 10 times that of a beam entering the pupil center
to have the same subjective brightness. Stiles and Crawford plotted a parameter η, defined as
the ratio of the luminance of the standard beam (at pupil center) to that of the displaced beam
at photometric match point as a function of the entry portion of the displaced beam. The resul-
tant curve has essentially a symmetric fall-off in sensitivity (Fig. 2). This cannot be explained as
being due to preretinal factors and this directional sensitivity of the retina is known as the
Stiles-Crawford Effect of the first kind (SCE I). Later a chromatic effect (alteration of per-
ceived hue and saturation of displaced beam) was also discovered that is called the Stiles-
Crawford Effect of the second kind. SCE I is unaffected by polarized light. Normative values of
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FIGURE 1 Schematic drawing showing light incidence at a single pho-
toreceptor. Light incident on the retina has a maximum angle of inci-
dence of about ±10° for a receptor at the posterior pole of the eye. Stray
light may enter the receptor over a much larger acceptance angle (shown
by the larger cone).



the parameters of this function describing the effect (as well as various mathematical descrip-
tions) can be found in Applegate and Lakshminarayanan.13 Histological and X-ray diffraction
studies show that in many species, including human, photoreceptors tend to be oriented not
toward the center of the eye, but toward an anterior point. This pointing tendency is present at
birth. The directional characteristics of an individual receptor are difficult to assess, and can-
not, as yet, be directly related to psychophysical SCE I data. If one assumes that there is a reti-
nal mechanism controlling alignment and that the peak of the SCE I represents the central
alignment tendencies of the receptors contained within the sampling area under consideration,
it is possible to investigate where the peak of the receptor distribution is pointed at different
loci tested across the retina and to draw conclusions relative to the properties of an alignment
system or mechanism. Results of the SCE I functions studied over a wide area of the retina
show that the overall pattern of receptor orientation is toward the approximate center of the
exit pupil of the eye. This alignment is maintained even up to 35 degrees in the periphery.
There is evidence that receptor orientation is extremely stable over time.14

Photoreceptor orientation disturbance and realignment of receptors following retinal dis-
orders have also been extensively studied. A key result of these studies is that with remission
of the pathological process, the system is capable of recovering orientation throughout life.
Another crucial conclusion from these studies is that alignment is locally controlled in the
retina. The stability of the system, as well as corrections in receptor orientation after pathology,
implies the presence of at least one mechanism (possibly phototropic) for alignment. Even
though the center-of-the-exit-pupil-of-the-eye receptor alignment characteristic is predomi-
nant, exceptions to this have been found. These individuals exhibit an approximate center-of-
the-retinal-sphere-pointing receptor alignment tendency (Fig. 3). Though certain working
hypotheses have been made, what maintains the receptor is an open unanswered question
and is the subject of current research that is beyond the scope of this chapter. To summarize,
the resultant directionality must reflect the properties of the media, the waveguide properties
of receptors, the alignment properties of photolabile pigments, and so forth. Mechanical trac-
tional effects also affect receptor alignment.15 Other factors could include stress due to
microscars, traction or shear forces due to accommodation, inertial forces during saccades,
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FIGURE 2 Psychophysically measured Stiles-
Crawford function for left and right eyes of an
observer. Nasal and temporal refer to direction
with respect to pupil center. The observer’s task is
to match the brightness of a beam whose point of
entry is varied in the pupil to a fixed beam coming
in through the center of the pupil.



etc. The SCE I function obtained experimentally depends upon all these factors as well as the
sum of photoreceptor alignment properties sampled in the retinal test area. The response is
dominated by the receptor units most capable of responding in the test area and is affected by
the level of light adaptation.

What are the functional visual consequences of SCE I? Recent studies have dealt with this
question.16 SCE is important in photometry and retinal image quality. When light from the
edge of a large pupil plays a significant role in degrading retinal image quality, attenuating this
light by the effective SCE I apodization will, of course, improve image quality. In general, the
magnitude of this improvement will depend on the magnitude of the SCE and the level of blur
caused by marginal rays. The presence of aberrations influences the impact of the SCE
apodization on defocused image quality. Since defocus of the opposite sign to that of the aber-
ration can lead to well-focused marginal rays, attenuating these well-focused rays with
apodization will not improve image quality. SCE will likely improve image quality significantly
for positive defocus and not for negative defocus in eyes with significant positive spherical
aberration. In addition to generally attenuating the impact of defocus on image contrast, this
apodization will effectively remove some of the phase reversals (due to zero crossings of the
modulation transfer function) created by positive defocus. The displacement of phase reversals
to higher spatial frequencies will have a direct impact on defocused visual resolution. Spatial
tasks in which veridical phase perception is critical will be significantly more resistant to posi-
tive defocus because of the SCE. It has been argued that measurements of the transverse chro-
matic aberration (TCA) can be affected due to SCE. Recent unpublished results (S. Burns,
Boston) show that the effect of the SCE on the amount of TCA varies strongly across individ-
uals, and between eyes in the same individual. In conclusion, aberrations and SCE modify the
amount and direction of TCA, and SCE does not necessarily reduce the impact of TCA. Lon-
gitudinal chromatic aberration, on the other hand, is only slightly affected by SCE I.

9.6 INTRODUCTION TO THE MODELS AND THEORETICAL
IMPLICATIONS

First, we need to explore the theoretical constructs or models of the biological waveguide sys-
tems based on the photoreceptors to get a full appreciation of how these models transmit light
through their structure. There are two models of biological waveguide systems that will be
discussed here. The first model, which is the retinal layer of rods and cones, is defined as

BIOLOGICAL WAVEGUIDES 9.7

FIGURE 3 Inferred photoreceptor alignment from SCE measurements. (a) The more usual center-
of-the-exit-pupil pointing tendency. (b) Center-of-the-retinal-sphere pointing tendency (rare).
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beginning approximately at the external limiting membrane (ELM; Fig. 4), and it is from that
boundary that the photoreceptors are believed to take their orientation relative to the pupil-
lary aperture. In any local area within that layer, the photoreceptors are roughly parallel
cylindrical structures of varying degrees of taper, which have diameters of the order of mag-
nitude of the wavelength of light, and which are separated laterally by an organized lower
refractive index substance, called the interphotoreceptor matrix (IPM). The photoreceptors
thus form a highly organized array of optical waveguides whose longitudinal axes are, begin-
ning at the ELM, aligned with the central direction of the pupillary illumination. The IPM
serves as a cladding for those waveguides. We will assume that the ELM approximates the
inner bound of the receptor fiber bundle for light that is incident upon the retina in the phys-
iological direction.17 Portions of the rod and cone cells that lie anterior to the ELM are not
necessarily aligned with the pupillary aperture, and might be struck on the side, rather than
on the axis, by the incident illumination. Some waveguiding is observed for a short distance
into this region. However, these portions of the rod and cone cells anterior to the ELM would
only be weakly excited by the incoming light.

Figure 5 shows the three-segment model that is generally used, denoting the idealized pho-
toreceptor. All three segments are assumed to have a circular cross section, with uniform
myoid and outer segment and a smoothly tapered ellipsoid. For receptors with equal myoid
and outer segment radii, the ellipsoid is untapered. In this model, the sections are taken to be
homogeneous, isotropic, and of higher refractive index than the surrounding near homoge-
neous and isotropic medium, which is the IPM. Both the myoid and the ellipsoid are assumed
to be lossless, or nonabsorbing, since the cytochrome pigments in the mitochondria of the
ellipsoids are not considered in this model. Absorption in the outer segments by the photo-
labile pigment molecules aligned within the closely packed disk membranes is described by
the Naperian absorption coefficient (α). The aperture imposed at the ELM facilitates calcula-
tion of the equivalent illumination incident upon the receptor.
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FIGURE 4 Schematic diagram of the retina and the photoreceptor. (a) Retinal layers.
Note: the direction of light travel from the pupil is shown by the arrow. 
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A number of assumptions and approximations have been made for these two models
described above:

1. The receptor cross section is approximately circular and its axis is a straight line. This
appears to be a reasonable assumption for the freshly excised tissue that is free of ocular
diseases or pathology.
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FIGURE 4 (Continued) (b) Structure of the cone and rod photoreceptor cells.
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FIGURE 5 (a) Generalized three-segment model of an idealized photoreceptor. (b) View of retinal mosaic from the ELM
(External Limiting Membrane), which is the aperture plane of the biological waveguide model for photoreceptors. The solid cir-
cles represent myoid cross sections. 

(a)
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2. Ellipsoid taper is assumed to be smooth and gradual. Tapers that deviate from these con-
ditions may introduce strong mode coupling and radiation loss.

3. Individual segments are assumed to be homogeneous. This is a first-order approximation,
as each of the photoreceptor sections has different inclusions, which produce local inho-
mogeneities.

4. Individual segments are assumed to be isotropic as a first-order approximation. How-
ever, in reality, the ellipsoid is packed with highly membranous mitochondria whose
dimensions approach the wavelength of visible light, and which are shaped differently in
different species. The mitochondrion-rich ellipsoid introduces light scattering and local
inhomogeneity. The outer segment is composed of transversely stacked disks, having a
repetition period an order of magnitude smaller than the wavelength of light; in addition,
these outer segments contain photolabile pigment.

5. Linear media are assumed. Nonlinearities may arise from a number of sources. These
could include the following:
� Absorption of light is accompanied by bleaching of the photopigments and the pro-

duction of absorbing photoproducts that have different absorption spectra from those
of the pigments. Bleaching is energy- and wavelength-dependent and the bleached pig-
ment is removed from the pool of available pigment, thus affecting the absorption
spectrum. Under physiological conditions in the intact organism where pigment is con-
stantly renewed, the relatively low illumination levels that result in a small percent
bleach can be expected to be consistent with the assumed linearity. However, with very
high illumination levels where renewal is virtually nonexistent, researchers must uti-
lize special procedures to avoid obtaining distorted spectra (e.g., albino retina).

� Nonlinearity may arise in the ellipsoid owing to illumination-dependent activity of the
mitochondria, since it has been shown that mitochondria of ellipsoid exhibit metaboli-
cally linked mechanical effects. If such effects occurred in the retina, then illumination-
driven activity could alter inner segment scattering.

� Some species exhibit illumination-dependent photomechanical responses that result in
gross movement of retinal photoreceptors. That movement is accompanied by an elon-
gation or contraction of the myoid in the receptor inner segment and has been ana-
lyzed in terms of its action as an optical switch.18 In affected species, rod myoids
elongate and cone myoids shorten in the light, while rod myoids contract and the cone
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FIGURE 5 (Continued) (c) Illustration of optical excitation of retinal photoreceptor showing radi-
ation loss, funneling by ellipsoid taper, and absorption in the outer segment. Regions of darker shad-
ing represent greater light intensity.

(c)



myoids elongate in the dark. In the light, then, the cones lie closer to the outer limiting
membrane and away from the shielding effect of the pigment epithelial cell processes,
and contain absorbed pigment, while the pigment granules migrate within the pigment
epithelial processes.

6. The refractive indices of the segment are assumed to be independent of wavelength,
which completely contradicts the definition of the refractive index, which is n = c/v where
v (velocity) = f (frequency) ⋅ x (wavelength), and v is proportional to wavelength because
f is constant for all media. Therefore, a change in the velocity dependent on wavelength
also changes the refractive index in real life.

7. The medium to the left of the external limiting membrane is assumed to be homoge-
neous. However, in reality, although the ocular media and inner (neural) retina are
largely transparent, scattering does occur within the cornea, aqueous, lens, vitreous, and
inner retina. Preparations of excised retina will be devoid of the ocular media, but the
inner retina will be present. In turn, the preparations would account for light scattering
upon light incidence.

8. It is assumed that the medium surrounding the photoreceptors is homogeneous and non-
absorbing. Again, this an approximation. Microvilli originating in the Müller cells extend
into the space between the inner segments, and microfibrils of the retina pigment epithe-
lium (RPE) surround portions of the outer segments. Also, the assumption of homo-
geneity of the surround neglects the reflection and backscatter produced by the RPE,
choroid, and sclera. Note that preparations of excised retinae that are used for observing
waveguiding are usually (largely) devoid of interdigitating RPE.

9. In some species the outer segment is tapered. Gradual taper can be accommodated in the
model. Sharp tapers, however, must be dealt with separately.

10. The exact location of the effective input plane to the retinal fiber optics bundle is not
known; however, in early studies it was assumed that the ELM was the effective inner
bound of the retinal fiber bundle. To date, though, universal agreement does not exist
regarding the location of the effective input plane; some investigators assume it to be
located at the outer segment level.

11. In species with double cones (e.g., goldfish), the two components may not be of equal
length or contain identical photolabile pigments.

Next, we will evaluate the electromagnetic validity of the preceding models based on the
assumptions discussed above. An additional assumption is that meaningful results relating to
the in situ properties of a retinal photoreceptor can be obtained by means of calculations per-
formed upon a single photoreceptor model. Involved here are considerations regarding opti-
cal excitation, optical coupling between neighboring receptors, and the role of scattered light
within the retina. These assumptions may be summarized as follows:

1. The illumination incident upon the single photoreceptor through the aperture in Fig. 5 is
taken to be representative of that illumination available to an individual receptor located
in the retinal mosaic. Figure 5b illustrates the cross section of a uniform receptor array as
seen from the ELM. For a uniformly illuminated, infinitely extended array, the total illu-
mination available to each receptor would be that falling on a single hexagonal area.

2. The open, or unbounded, transverse geometry of the dielectric waveguide supports two
classes of modes, referred to as bound, guided, or trapped modes, and unbound, unguided,
or radiation modes. Different behavior is exhibited by the two mode species. As their
names suggest, the bound modes carry power along the waveguide, whereas the unbound
or radiation modes carry power away from the guide into the radiation field (Fig. 5c).
From a ray viewpoint, the bound modes are associated with rays that undergo total inter-
nal reflection and are trapped within the cylinder; unbound modes are associated with rays
that refract or tunnel out of the cylinder. These modes are obtained as source-free solu-
tions of Maxwell’s equations and are represented in terms of Bessel and Hankel functions
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(for a cylindrical geometry). These mode shapes show a high degree of symmetry. A full
discussion of waveguide theory can be found in Snyder and Love.19

3. Coherent illumination of the photoreceptors is assumed. Here, the equivalent aperture of
the photoreceptor is defined to be the circle whose area is equal to that of the hexagon seen
in Fig. 5b specified by the appropriate intercellular spacing and inner segment diameter.

The earliest analyses of light propagation within the retinal photoreceptors employed geo-
metric optics. As early as 1843, Brucke discussed the photoreceptor’s trapping of light via
total internal reflection (as quoted by von Helmholtz),20 but stopped just short of attributing
a directionality to vision. In fact, Hannover had observed waveguide modes in photorecep-
tors,21 but interpreted them as being cellular fine structure (Fig. 6). Interest resumed after the
discovery of the Stiles-Crawford effect of the first kind (SCE I). O’Brien22 suggested a light-
funneling effect produced by the tapered ellipsoids, and Winston and Enoch23 employed geo-
metric optics to investigate the light-collecting properties of the retinal photoreceptor.

Recall the behavior of rays incident upon the interface separating two dielectric media
(see Fig. 7a). Rays incident from medium 1 at an angle θ1 to the interface normal, will be
refracted at an angle θ2 in medium 2; the angles are related by Snell’s law where

n1 sin θ1 = n2 sin θ2, (1)

where n1 and n2 are the refractive indices of media 1 and 2, respectively. As shown in Fig. 6a,
the refracted rays are bent toward the interface, since the incidence is from a medium of
greater refractive index toward a medium of lesser refractive index. In this situation, the lim-
iting angle of incidence angle θL equals the critical angle of the total internal reflection, for
which the refracted ray travels along the interface (angle θ2 = 90 degrees); from Snell’s law,
the critical angle = arcsin (n2/n1). Rays incident at angles smaller than critical angle will
undergo partial reflection and refraction; rays incident at angles equal to or larger than criti-
cal angle will undergo total internal reflection.

Let us now consider the pertinent geometry involved with a dielectric cylinder. A circular
dielectric cylinder of refractive index n1 is embedded in a lower-refractive-index surround n2.
Light is incident upon the fiber end face at an angle θ to the z or cylinder axis from a third
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FIGURE 6 Drawing of frog outer segment viewed end-on. (From Ref. 21.)



medium of refractive index n3 < n1 (Fig. 7b). We consider the meridional rays, i.e., rays which
intersect the fiber axis. There are three possibilities for meridional rays, shown by rays 1
through 3. Once inside the cylinder, ray 1 is incident upon the side wall at an angle smaller than
the critical angle, is only partially reflected, and produces, at each reflection, a refracted ray
that carries power away from the fiber. Ray 2 is critically incident and is thus totally reflected;
this ray forms the boundary separating meridional rays that are refracted out of the fiber from
meridional rays that trapped within the fiber. Ray 3 is incident upon the side wall at an angle
greater than the critical angle, and is trapped within the fiber by total internal reflection.

Ray optics thus predicts a limiting incidence angle θL, related to the critical angle via
Snell’s law, given by

n3 sin θL = [(n1)2 − (n2)2]1/2 (2)

for which incident meridional rays may be trapped within the fiber. Only those rays incident
upon the fiber end face at angles θ < limiting angle θL are accepted; those incident at greater
angles are quickly attenuated owing to refraction. The numerical aperture (NA) of the fiber
is defined to be n3 sin θL.

Application of meridional ray optics thus yields an acceptance property wherein only rays
incident at θ < θL are trapped within the fiber. One thing to note is that the greater the angle
of incidence is, the faster the attenuation of light will be through the fiber. This result is con-
sistent with results obtained with electromagnetic waveguide modal analysis, which show that
the farther away from a cutoff a mode is, the more tightly bound to the cylinder it is, and the
closer its central ray is to the cylinder axis.
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FIGURE 7 (a) Reflection and refraction of light rays incident upon an interface separat-
ing two different media. (b) Ray optics analysis of light incident on an idealized cylindrical
photoreceptor (see text for details).
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Geometric optics predicts that an optical fiber can trap and guide light; however, it does not
provide an accurate quantitative description of phenomena on fibers having diameters of the
order of the wavelength of visible light, where diffraction effects are important. Also, taking a
simplified electromagnetic analysis of the photoreceptor waveguide model, illumination is
assumed to be monochromatic, and the first Born approximation24—which ignores the contri-
bution of waves that are scattered by the apertures—is used to match the incident illumination
in the equivalent truncating aperture to the modes of the lossless guide that represents the
myoid. Modes excited on the myoid are then guided to the tapered ellipsoid. Some of the ini-
tially excited radiation field will have leaked away before the ellipsoid is reached. Each segment
is dealt with separately; thus, the ellipsoid will guide or funnel the power received from the
myoid to the outer segment. Since each segment is dealt with separately, and because the modes
of those segments are identical to those of an infinitely extended cylinder of the same radius and
refractive index, the dielectric structure is considered to have an infinite uniform dielectric
cylinder of radius p and refractive index n1 embedded in a lower-refractive-index surround n2.

9.7 QUANTITATIVE OBSERVATIONS OF SINGLE RECEPTORS

In order to treat the optics of a single receptor theoretically, it is modeled as a cylindrical
waveguide of circular symmetry, with two fixed indices of refraction inside and outside the
guide. Note that light is propagated along the guide in one or more of a set of modes, each
associated with a characteristic three-dimensional distribution of energy density in the guide.
In the ideal guide their distributions may be very nonuniform but will show a high degree of
symmetry. Modes are grouped into orders, related to the number of distinct modal surfaces on
which the electromagnetic fields go to zero. Thus, in Fig. 8, the lowest (first) order mode (des-
ignated HE11) goes to zero only at an infinite distance from the guide axis. Note that for all
modes the fields extend to infinity in principle. At the terminus of the guide the fiber effec-
tively becomes an antenna, radiating light energy into space. If one observes the end of an
optical waveguide with a microscope, one sees a more or less complex pattern of light which
roughly approximates a cross section through the modes being transmitted.

The optical properties of the ideal guide are completely determined by a parameter called
the waveguide parameter V, defined by

V = (πd/λ) [(n1)2 − (n0)2]1/2 (3)

where d is the diameter of the guide, λ the wavelength in vacuum, and n1 and n0 are the indices
of refraction of the inside (core) and outside (cladding) of the fiber, respectively. For a given
guide, V is readily changed by changing wavelength as shown above. With one exception, each
of the various modes is associated with a cutoff value, Vc, below which light cannot propagate
indefinitely along the fiber in that mode. Again, the lowest order, HE11, mode does not have
a cutoff value. V may be regarded as setting the radial scale of the energy distribution; for 
V >> Vc, the energy is concentrated near the axis of the guide with relatively little transmitted
outside the core. As V approaches Vc, the energy spreads out with proportionally more being
transmitted outside the guide wall. A quantity η (not to be confused with the relative lumi-
nous efficiency defined for SCE I) has been defined that represents the fraction of transmit-
ted energy which propagates inside the guide wall. For a given mode or combination of modes
and given V, η can be evaluated from waveguide theory. Figure 8a shows schematic represen-
tations of the mode patterns commonly observed in vertebrate receptors, cochlear hair cells,
cilia (various), etc., together with Vc for the corresponding modes. Figure 8b shows values of
η as a function of V for some of the lower order modes.25

It is evident that an understanding of receptor waveguide behavior requires a determina-
tion of V for a range of typical receptors. An obvious straightforward approach is suggested,
where if one could determine V at any one wavelength, it could be found for other wave-
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lengths by simple calculation. How is this done? If one observes a flat retinal preparation illu-
minated by a monochromator so that the mode patterns are sharp, then by rapidly changing
the wavelength throughout the visible spectrum, some of the receptors will show an abrupt
change of the pattern from one mode to another. This behavior suggests that for these recep-
tors V is moving through the value of Vc for the more complex mode resulting in a change in
the dominant mode being excited. To be valid, this approach requires that the fraction of
energy within the guide (η) should fall abruptly to zero at cutoff. In experimental studies, it
has been shown that η does go to zero at cutoff for the second-order modes characterized by
bilobed or thick annular patterns as shown in Fig. 8. These modes include HE12, TE01, TM01,
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FIGURE 8 (a) Some commonly observed modal patterns found in human photorecep-
tors; their designations and V values. 
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TM01(TE01 + HE21), and (TM01 + HE21). Figure 9 displays some waveguide modes obtained in
humans and monkeys, as well as variation with wavelength. In turn, it has been discovered
that these second-order modal patterns are by far the most frequently observed in small-
diameter mammalian receptors. Also, a detailed understanding of receptor-waveguide behav-
ior requires accurate values for guide diameters. Another fact to note concerning parameter
V is that the indices of refraction of the entire dielectric cylinder are fairly constant with no
pronounced change in waveguide behavior as determined from past experimental studies. For
reinforcement, considerable power is carried outside the fiber for low (above-cutoff) values
of V. In the limit as V → infinity, the mode’s total power is carried within the fiber.

The most complete study of the electrodynamics of visible-light interaction with the outer
segment of the vertebrate rod based on detailed, first-principles computational electromagnet-
ics modeling using a direct time integration of Maxwell’s equation in a two-dimensional space
grid for both transverse-magnetic and transverse-electric vector field modes was presented by
Piket-May, Taflove, and Troy.26 Detailed maps of the standing wave within the rod were gener-
ated (Fig. 10). The standing-wave data were Fourier analyzed to obtain spatial frequency spec-
tra. Except for isolated peaks, the spatial frequency spectra were found to be essentially
independent of the illumination wavelength. This finding seems to support the hypothesis that
the electrodynamic properties of the rod contribute little if at all to the wavelength specificity of
optical absorption.27 Frequency-independent structures have found major applications in broad
band transmission and reception of radio-frequency and microwave signals. As Piket-May et
al.26 point out, it is conceivable that some engineering application of frequency-independent,
retinal-rod-like structures may eventually result for optical signal processing.
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FIGURE 8 (Continued) (b) The fraction of transmitted energy as a function of the V parameter for some commonly
observed modal patterns.
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9.8 WAVEGUIDE MODAL PATTERNS FOUND IN MONKEY/HUMAN
RETINAL RECEPTORS

When a given modal pattern is excited, the wavelength composition of the energy associated
with the propagation of that pattern in the retinal receptor (acting as a waveguide) may differ
from the total distribution of energy at the point of incidence; for it is important to realize that
the energy which is not transmitted is not necessarily absorbed by the receptor. It may be
reflected and refracted out of the receptor. A distinct wavelength separation mechanism is
seen to exist in those retinal receptors observed. In some instances, one type of modal pattern
was seen having a dominant hue. Where multiple colors were seen in a given receptor unit,
those colors in some instances were due to changes in modal pattern with wavelength. The
appearance of multiple colors, observed when viewing the outer segments, occurred in some
receptors where mode coupling or interactive effects were present. There are differences in
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FIGURE 9 (a) Human waveguide modal patterns
and their theoretical, idealized equivalents. The bar
represents 10 microns. 
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the wavelength distribution of the energy transmitted to the terminal end of the receptor. In
addition, there are28 differences in the spatial or regional distribution of that energy within the
outer segments as a function of wavelength due to the presence of different modal patterns
and interactions governed by parameter V.

If the same well-oriented central foveal receptors of humans are illuminated at three
angles of obliquity of incident light, other changes are observed. It is observed subjectively
that increased obliquity results in more red and blue being transmitted, or less yellow and
green being seen. Why does this occur? This phenomenon is dependent on the angle of inci-
dence of light upon the receptor and the spectral sensitivity of the outer segment. First, the
angle of incidence of light upon the receptor determines the amount of light transmitted
through the receptor, as shown. Therefore, different values of V result in different amounts of
light being collected for a fixed angle of incidence, as well as in different shapes, hence, in dif-
ferent widths, of the respective selectivity curves. Also, as the angle of incidence approaches
the limiting angle, there is a decrease in the amount of bound-mode power of light transmit-
ted through the receptor. In turn, absorption is greater for the larger-diameter receptors
which, having higher V values, are more efficient at collecting light. So for higher amounts of
light transmitted through the receptor with less contrast of different hues, the receptor has a
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FIGURE 9 (Continued) (b) Monkey waveguide modal patterns. The bar represents 1 micron. 
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high V value (large myoid diameter) and the light incident upon it is closer to normal to the
myoid’s surface versus its limiting angle. To explain the phenomenon of increased obliquity of
incident rays upon the outer segment and/or myoid, one can theorize that this could be due to
a higher incidence of striking possibly more pigment present in those segments. In turn, these
pigments in the outer segment of the receptor absorb higher amounts of light of wavelength
in the range of 460 to 560 nm for transduction and allow higher amounts of shorter wave-
length light (blue light—below 460 nm) and longer wavelengths of light (red light—above 580
nm) to pass through the receptor acting as a waveguide. Another fact to note is that the
absorption peak occurs at decreasing wavelengths for decreasing receptor radius, and the
absorption curves broaden for decreasing radius of outer segment.

Also, since wavelength transmissivity, as well as total transmissivity, changes with obliquity of
incidence, it may be further assumed that receptors that are not oriented properly in the retina
will not respond to stimuli in the same manner as receptors that are oriented properly. In other
words, disturbance in the orientation of receptors should result in anomalous color vision.29

It has been suggested that Henle fibers found in the retina may act as optical fibers directing
light toward the center of the fovea.30 Henle fibers arise from cone cell bodies, and turn horizon-
tally to run radially outward from the center of the fovea, parallel to the retinal surface. At the
foveal periphery, the Henle fibers turn again, perpendicular to the retinal surface, and expand
into cone pedicules. Pedicules of foveal cones form an annulus around the fovea. Cone pedicules
are located between 100 to 1000 microns from the center of the fovea and the Henle fibers con-
necting them to cone photoreceptor nuclear regions can be up to 300 microns long. If this
hypothesis is correct, then Henle fiber-optic transmission could increase foveal irradiance, chan-
neling short wavelength light from perifoveal pedicules to the central fovea and increasing the
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FIGURE 9 (Continued) (c) Changes in modal patterns induced by wavelength in three species.
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fovea’s risk of photochemical damage from intense light exposure. This property has also been
suggested as a reason for foveomacular retinitis burn without direct solar observation and could
also be considered as a previously unsuspected risk in perifoveal laser photocoagulation therapy.

Modern theories of the Stiles-Crawford Effect I (SCE I) have used waveguide analysis to
describe the effect. The most noteworthy is that of Snyder and Pask.31 Snyder and Pask
hypothesized an ideal “average” foveal cone with uniform dimensions and refractive indices.
The cone is thought to be made up of two cylinders representing inner and outer segments.
The response of a single cone is assumed to be a monotonically increasing function of
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FIGURE 10 Computed figure showing the magni-
tude of the optical standing wave within a retinal rod at
three different wavelengths (475, 505, and 714 nm).
White areas are standing wave peaks, dark areas stand-
ing wave nulls. (From Ref. 26.)



absorbed light. The psychophysical response is assumed to be a linear combination of single-
cone responses. Values of various parameters in the associated equations were adjusted to fit
the wavelength variation of the SCE I reported by Stiles.32 The model predicts the magnitude
and trends of the experimental data (Fig. 11). The predictions, however, are highly dependent
on the choice of refractive indices. Even small variations (∼0.5%) produces enormous
changes in the results. The model is based not upon the absorption of light, but upon trans-
mitted modal power. Other waveguide models include those of, for example, Alpern,33 Starr,34

and Wijngaard et al.35 These papers deal with SCE II, the color effect. Additionally, Goyal et
al.36 have proposed an inhomogeneous waveguide model for cones. A caveat when consider-
ing waveguide models is that attention must be given to the physical assumptions made.
These, along with uncertainties in the values of various physical parameters (e.g., refractive
index), can seriously affect the results and hence the conclusions drawn from these models.

A formalism for modal analysis in absorbing photoreceptor waveguides has been presented
by Lakshminarayanan and Calvo.37,38,39 Here, an exact expression for the fraction of total energy
confined in a waveguide was derived and applied to the case of a cylindrically symmetric wave-
guide supporting both the zeroth and first order sets of excited modes. The fraction of energy
flow confined within the cylinder can be decomposed into two factors, one containing a Z-
dependence (Z is direction of cylinder axis) as a damping term and the second as a Z-dependent
oscillatory term. It should be noted that because of non-negligible absorption, Bessel and Han-
kel functions with complex arguments have to be dealt with. Using this formalism, if it is found
that, using physiological data, the attenuation of the fraction of confined power increased with
distance, the energy is completely absorbed for a penetration distance Z > 60 microns.

More interesting results are obtained when two neighboring waveguides separated by a dis-
tance of the order of the wavelength (a situation found in the foveal photoreceptor mosaic) are
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FIGURE 11 The idealized cone model of Snyder and Pask (ref-
erence 31). Here the magnitude of the shape parameter (the cur-
vature of the SCE function) is plotted as a function of the
wavelength. The solid curve is the theoretical prediction and the
dashed curve is plotted through Stiles’s experimental points. Note
the qualitative agreement between theory and experiment.



considered. An incoherent superposition of the intensity functions in the two waveguides is
assumed. The results are shown in Fig. 12. The radial distribution of transmitted energy for two
values of core radius (0.45 microns and 0.75 microns) is shown in Fig. 13. It is seen that 70% of
the energy is still confined within the waveguide boundary, with some percentage flowing into
the cladding, producing an “efficient” waveguide with radius of the order of 0.75 microns and
0.95 microns in the two cases. This effect together with the incoherent superposition implies a
mechanism wherein as light propagates along the waveguide, there is a two-way transverse dis-
tribution of energy from both sides of the waveguide boundary, providing a continuous energy
flow while avoiding complete attenuation of the transmitted signal. Analysis also showed that
for specific values of the modal parameters, some energy can escape in a direction transverse
to the waveguide axis at specific points of the boundary. This mechanism, a result of the Z-
dependent oscillatory term, also helps to avoid complete attenuation of the transmitted signal.

The spatial impulse response of a single-variable cross-section photoreceptor has been ana-
lyzed by Lakshminarayanan and Calvo.40 The modal field propagating under strict confinement
conditions can be shown to be written in terms of a superposition integral which describes the
behavior of a spatially invariant system. Using standard techniques of linear systems analysis, it
is possible to obtain the modulation transfer functions of the inner and outer segments. This anal-
ysis neglects scattering and reflection at the inner-outer segment interface. The transfer function
depends on both the modal parameter defining the waveguide regime and spatial frequency (Fig.
14). It is seen that both inner and outer segments behave as low-pass filters, although for the
outer segment a wide frequency range is obtained, especially for the longer wavelengths. Using
a different analysis, Stacey and Pask41,42 have shown similar results and conclude that photore-
ceptors themselves contribute to visual acuity through a wavelength-dependent response at each
spatial frequency and that the response is dependent on the coherence of the source.
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FIGURE 12 Effect of two neighboring absorbing waveguide pho-
toreceptors on the fraction of confined power per unit area. The
shaded area denotes the region in which the energy of both wave-
guides is “cooperative.”



9.9 LIGHT GUIDE EFFECT IN COCHLEAR HAIR CELLS 
AND HUMAN HAIR

The vibration of the organ of Corti in response to sound is becoming evident at the cellular
level using the optical waveguide property of cochlear hair cells to study the motion of single
hair cells. It has been reported that conspicuous, well-defined bright spots can be seen on the
transilluminated organ of Corti. The spots are arranged in the mosaic fashion of hair cells
known from surface views of the organ of Corti.43 Thus, the hair cells appear to act as light
guides. Also, a definite property of biological waveguide requires the extracellular matrix or
fluid to be lower in refractive index as compared to the fiber (in this case, cochlear hair cell),
and this property has been elucidated by phase-contrast micrographs of cochlear hair cells.44

Cochlear hair cells are transparent, nearly cylindrical bodies with a refractive index higher
than the surrounding medium. Inner hair cells are optically denser than the surrounding sup-
porting cells, and outer hair cells are optically denser than the surrounding cochlear fluid.
Therefore, in optical studies, hair cells may be considered as optical fibers and the organ of
Corti as a fiber-optics array. Even though the significance of the function of the organ of Corti
in audition is understood, the role of waveguiding in hair cells is not clearly established.

To check for light-guide action, a broad light is usually used so that many hair cells show
up simultaneously as light guides. For broad beams the conditions of light entrance into indi-
vidual cells are not specified. Light can enter hair cells along the cylindrical wall. Part of such
light is scattered at optical discontinuities inside the cells. To a large extent scattered light is
trapped in cells by total internal reflection. Thus, to maximize contrast for transillumination
with broad beams, no direct light is allowed to enter the microscope. Areas with hair cells
appear dark. However, the heads of hair cells appear brightly illuminated owing to the light-
collecting effect of hair cells on scattered light. Also, the diameter of cochlear hair cells is
from 5 to 9 µm, that is, 10 to 20 times the wavelength of light. In fiber optics, fibers with diam-
eters larger than 10 to 20 times the wavelength are considered multimodal because they sup-
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FIGURE 13 Flow of transmitted energy in a
monomode absorbing waveguide for two value of
the core radius (unbroken lines—0.45 microns;
dashed line—0.75 microns) (see text for details).



port a large number of characteristic modes of light-energy propagation. Fibers with diame-
ters smaller than 10 to 20 times the wavelength support fewer modes, and discrete modes of
light-energy propagation can be launched more readily. Because of this division, cochlear hair
cells fall in between typically single-mode and multimode optical fibers.45 Also, an important
parameter for the evaluation of fibers with small diameters is the parameter V. Recall that the
smaller parameter V, the smaller the number of discrete modes a given fiber is capable of sup-
porting. In addition, parameter V is greater for cochlear hair cells than for retinal receptor
cells mainly because they have larger diameters than retinal rods and cones (see above for
parameter V).

Gross features of surface preparations of the organ of Corti can be recognized with the
binocular dissecting microscope. When viewed, the rows of hair cells can be seen as strings of
bright pearls. Bright spots in the region of hair cells are due to light transmission through hair
cells. Bright spots disappear when hair cells are removed.

Helmholtz’s reciprocity theorem of optics46 (reversibility of light path) also applies to hair
cells where exit radiation pattern is equivalent to entrance radiation pattern. There is no basic
difference in light-guide action when the directions of illumination and observation are
reversed compared to the normal directions. Obviously, Helmholtz’s theorem applies to
visual photoreceptors too, since they are just modified cilia.

It is also seen that the detection of light guidance is shown to strongly correlate with the
viewing angle, where incident light hits the numerical aperture of the hair cell, which is 30 to
40 degrees. When the incident light is normal to the numerical aperture of the hair cell, higher
transmittance of light and contrast is observed; however, at more oblique angles to the
numerical aperture of the hair cell, less contrast is observed because the angle of incident light
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FIGURE 14 Transfer function of the inner and outer segments (top) and the total transfer function of the
photoreceptor for three wavelengths: 680, 550 and 460 nm. The values of the modal parameters are fixed. Hor-
izontal axis is in units of cycles/degree.
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is approaching the limiting angle, which is a limit to total internal reflection and more refrac-
tion or scattering of rays occurs through the fiber.

A useful tool for studying the quality and preservation of preparations of organ of Corti uti-
lizes the concept that hair cells show little change in appearance under the light microscope for
up to 20 to 40 minutes after the death of an animal. Consequently, poor fixation and preserva-
tion of the organ of Corti can be recognized immediately at low levels of magnification.

To study the modal light intensity distributions on single hair cells, researchers use a monoc-
ular microscope. Hair cells exercise relatively little mode selection, which is to be expected
because of their relatively large diameters (large parameter V). As the monocular microscope
is focused up and down individual hair cells, it is seen that the intensity distributions in differ-
ent cross sections of hair cells may differ. Focusing above the exit of hair cells shows that the
near-field radiation pattern may differ from the intensity distribution on the cell exit. Further-
more, other studies have shown that the modal distribution of light intensity can be changed
drastically for individual cells by changing the angle of light incidence relative to the axis of
hair cells. Also, several low-order patterns on the exit end of single hair cells are easily identi-
fiable and are designated according to the customary notation.

As a note, since cochlear hair cells show relatively little mode selection, it is not always
possible to launch a desired mode pattern on a given cell with ordinary light. In order to
restrict the spectrum of possible modes, it is advantageous to work with monochromatic,
coherent light, i.e., laser light. However, the identification of patterns relative to the cells was
found to be difficult. This is due to the fact that laser stray light is highly structured (speckled),
which makes it difficult to focus the microscope and to recognize cell boundaries. Light guid-
ance in cochlear hair cells may be considered to be a general research tool for cochlear inves-
tigations in situations where the organ of Corti can be transilluminated and where relatively
low levels of magnification are desirable.

Furthermore, biological waveguide effects have also been show to occur in human hair,47

which are similar to cochlear hair cell waveguide effects. There is a reduction in light intensity
with increased hair length, but by far the most important factor was hair color. Little or no
light was transmitted by brown hair, while gray hair acts a natural fiber optic which can trans-
mit light to its matrix, the follicular epithelium, and to the dermis. Interestingly, whether light
transmission down hairs affects skin and hair needs investigation. As pointed out by Enoch
and Lakshminarayanan,48 many major sensory systems incorporate cilia in their structure. In
the eye, the invagination of the neural groove of the surface ectoderm of the embryo leads to
the development and elaboration of the nervous system. The infolding and incorporation of
surface tissue within the embryo accounts for the presence of ciliated cells within nervous tis-
sue neurons, which after maturation form photoreceptors containing cilia, lining the outer
wall of the collapsed brain ventricle that will form the retina (see Oyster49 for a description of
the embryology and growth of the retina). A study of the evolution of the relationships
between cilia and specific sensory systems would be of great interest.

9.10 FIBER-OPTIC PLANT TISSUES

Dark-grown (etiolated) plant tissues are analogous to multiple fiber-optic bundles capable of
coherent transfer of light over at least 20 mm; hence, they can transmit a simple pattern faith-
fully along their length. Each tissue examined can accept incident light at or above certain
angles relative to normal as is expected of any optical waveguide. The peak of the curve that
describes this angular dependence, the acceptance angle, and the overall shape of the curve
appear to be characteristic of a given plant species and not of its individual organs.50 Knowl-
edge of this optical phenomenon has permitted localization of the site of photoreception for
certain photomorphogenic responses in etiolated oats. Before the discussion of the fiber-optic
properties of etiolated plant tissues, it is important to have a general idea of what plant struc-
tures are presently being discussed to get a full understanding of the structure to function
relationship (Fig. 15). To define, the epicotyl is a region of shoot above the point of attach-
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ment of the cotyledons, often bearing the first foliage leaves. The hypocotyl is the part of the
embryo proper below the point of attachment of the cotyledons; it will form the first part of
the stem of the young plant. The coleoptile is a cylindrical sheath that encloses the first leaves
of seedlings of grasses and their relatives.

Total internal reflection of light should be independent of fluence rate since this phe-
nomenon is simply a special case of light scattering. The amount of light emerging from the
tissue segment was measured first at the highest fluence rate available and then again when
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FIGURE 15 General structure of plant tissues.



the incident light beam had been attenuated with one or more calibrated neutral density filters
over a range of 4.5 absorbance units. The amount of light axially transmitted at a given fluence
rate (expressed as a percentage of the amount transmitted at the highest fluence rate for indi-
vidual tissue segments) decreased log-linearly as filters of increasing absorbance were used for
oat, mung bean, and corn tissues. Therefore, light guiding in etiolated tissues is clearly fluence-
rate-independent over at least 4.5 orders of magnitude.51

Light guiding through segments of etiolated root, stem, and coleoptiles, plus primary
leaves from several species, all display the spectral dependence expected of any light scatter-
ing agent, with low transmission in the blue relative to that in the far-red regions of the spec-
trum. As tissue length increases, the difference between transmissions in the blue and far-red
regions of the spectrum increases.

It has been found that the spectra obtained when the incident beam of white light is
applied to the side of the intact plant are indistinguishable from those obtained when the cut
end of a tissue is irradiated. Spectra taken on tissue segments excised from different regions
of the plant may show traces of certain pigments present only in those regions. Whereas there
are no differences between spectra of the apical and basal portions of oat mesocotyls, the
hook regions of mung bean hypocotyls contain small amounts of carotenoids, which is indi-
cated as a small dip in the transmittance curve that is absent in spectra from the lower
hypocotyl or hypocotyl-root transition zone. Oat coleoptilar nodes, which join the mesocotyl
to the coleoptile, decrease light transmission from one organ to another when light is passed
from the coleoptile to the mesocotyl or from the mesocotyl to the coleoptile, respectively, but
show a spectral dependence which is independent of the direction of light transmission based
on Helmholtz’s reciprocity theorem of light. Older etiolated leaves do not transmit red light
axially relative to the cylindrical coleoptile which sheaths them. Consequently, the presence
or absence of the primary leaves does not alter the spectrum of the etiolated coleoptile.

Plant tissues mainly consist of vertical columns of cells. Light internally reflected through
them passes predominantly along these columns of cells rather than across columns when the
incident beam is at or above the tissue acceptance angle.50 As optical fibers, the tissues are
about 10% as effective as glass rods of comparable diameter, and about 1% as effective as
commercial fiber optics.51 Within a given cell, light could be traveling predominantly in the
cell wall, the cytoplasm, the vacuole, or any combination of these three compartments. Obser-
vations of the cut ends of tissue segments that are light-guiding indicate that the cell wall does
not transmit light axially but that the cell interior does. Also, plant cells contain pigments that
are naturally restricted to the vacuole or to the cytoplasmic organelles. Mung bean hypocotyls
contain carotenoids (absorption maxima near 450 nm), which are located in the etioplasts,
organelles found only in the cytoplasm, whereas etiolated beet and rhubarb stems are com-
posed of cells with clear cytoplasm and vacuoles containing betacyanin and/or anthocyania
(absorption maxima near 525 to 530 nm). Spectra of the light guided through these tissues
show that light guiding occurs both through the cytoplasm and the vacuole. The relative size
of each compartment, the pigment concentration, and the refractive indices involved will
largely determine the amount of light that a given compartment will transmit. As the
seedlings are exposed to light and become green, troughs due to absorption by chlorophylls
(near 670 nm) appear. Completely greened tissue has very little light-guiding capacity except
in the far-red region of the spectrum.

Also, the red to far-red (R/FR) ratio determines the fraction of phytochrome in the active
state in the plant cell.52 This ratio plays an important role in the regulation of growth.52 Simi-
larly, the blue to red (B/R) ratio may be important for responses mediated by phytochrome
alone when transmission is low in the red relative to the blue, or for those mediated by both
phytochrome and a pigment absorbing blue light. The R/FR ratio of the light emitted from
several curved, etiolated plant tissues decreases as the tissue length increases. However, the
patterns of change in the B/R ratio differ with each tissue examined. All B/R ratios presum-
ably decrease along the first 20 mm of tissues but in mung hypocotyl (stem) this ratio then
increases, whereas in oat mesocotyl it increases and then decreases further. Changes in the
R/FR and B/R ratios also occur in a given length of tissue as it becomes green. The R/FR ratio
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does not change in tissues that remain white (i.e., oat mesocotyl) but decreases dramatically
in those that synthesize pigments (i.e., oat coleoptile or mung bean, beet, and rhubarb stems).
The B/R ratios, unlike the R/FR ratios, tend to increase as the tissues becomes green, reflect-
ing a smaller decrease in transmission at 450 nm than 660 nm as pigments accumulate.

All of these results demonstrate certain properties of light-guiding effects in plants: the
fluence-rate independence of light guiding in plants; an increase in tissue length showing a
more pronounced difference between transmission in the blue and far-red regions of the spec-
tra; and the effect of the greening status on the pertinent R/FR and B/R ratios for several
species of plants grown under a variety of conditions. Certainly, both the B/R and the R/FR
ratios change dramatically in light that is internally reflected through plants as etiolated tissue
length is increased and as greening occurs. Finally, the sensitivity of etiolated plant tissues to
small fluences of light and the inherent capacity of plants to detect and respond to small vari-
ations in the R/FR ratio indicate that light guiding occurring in etiolated plants beneath the
soil and the concomitant spectral changes that occur along the length of the plant may be of
importance in determining and/or fine-tuning the plant’s photomorphogenic response.53,54

9.11 SUMMARY

In short, we have pointed out some similar relationships between the theoretical waveguide
models and the actual biological waveguides such as vertebrate photoreceptors, cochlear hair
cells of the inner ear, human hair (cilia), and fiber-optic plant tissues. The similar relationships
between the theoretical model of wave guides and actual biological waveguides were demon-
strated as (a) almost entirely following the Stiles-Crawford effect of the first kind (SCE-I) for
vertebrate photoreceptors, (b) exhibiting wavelength sensitivity of transmission, and (c) con-
forming to Helmholtz’s reciprocity theorem of optics. Of special interest is the fact that visual
photoreceptors exhibit self-orientation. Similar phototropic self-orientation is exhibited by
growing and fully-grown plants (e.g., sunflowers). Lastly, for theoretical or possible applica-
tions, the light-guiding properties of biological waveguides can be used not only to determine
the structure of such guides, but also to provide the basis for determining the functioning of
other structures related to these guides.
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CHAPTER 10

ADAPTIVE OPTICS IN RETINAL
MICROSCOPY AND VISION*†

Donald T. Miller
Graduate Program in Visual Science
School of Optometry
Indiana University
Bloomington, Indiana 47405-3680

10.1 GLOSSARY

Adaptive optics (AO). Optoelectromechanical method for closed-loop compensation of
wavefront distortions before the wavefront is focused into an image.
Aliasing. Misrepresentation of image content due to undersampling.
Angular frequency. Number of periods of a sinusoidal pattern—located at the retina (or
object plane)—that subtends 1° at the nodal point of the eye. Units are in cycles per degree.
Contrast sensitivity. Reciprocal of the minimum perceptible contrast.
Deformable mirror. Mirror whose surface profile can be accurately modified at high speed
in response to applied electrical signals.
Detection acuity. Highest detectable spatial frequency.
Ganglion cells. Retinal cells that connect the neural tissue of the eye to the region of the
brain termed the lateral geniculate nucleus.

Hartmann-Shack wavefront sensor (HSWS). Instrument consisting of a point light source,
lenslet array, and CCD camera that is used to noninvasively measure the wave aberrations of
the eye.
Higher-order aberrations. Aberrations higher than second order.
Low-order aberrations. Aberrations of zero through second order.
Microaneurysm. Small localized bulge or enlargement of a blood vessel. Usually a result of
infection, injury, or degeneration.
Nerve fiber. Axon of a ganglion cell.
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Ophthalmoscope. Optical instrument for viewing and recording images of the back of the
eye through the eye’s intact optics.
Photoreceptor. Cell that initiates the visual process in the retina by transducing the cap-
tured photons into an encoded neural signal.
Psychophysics. A branch of science that deals with the relationship between physical stimuli
and sensory response—for example, using an eye chart to measure a patient’s visual acuity.
Retinal microscopy. Observation of microstructures in the retina (e.g., photoreceptors)
made through the optics of the eye.
Segmented mirror. An array of small closely spaced mirrors having independent piston
and/or tilt movement that are controlled by electrostatic attraction (or repulsion).
Single-sheeted mirror. A single continuous reflective surface whose profile is controlled by
an array of actuators that push and pull on the mirror’s back surface.
Spectacles. Ophthalmic appliance that corrects prism, defocus, and astigmatism.
Strehl ratio. Ratio of the maximum light intensity in the aberrated point spread function to
that in the aberration-free point spread function with the same pupil diameter. Values range
from 0 to 1.
Visual acuity. Capacity for distinguishing the details of an object. In units of the Snellen
fraction, visual acuity with spectacle correction is typically between 20/15 and 20/20.
Wave aberration. Distortions in the wavefront at the pupil that are incurred by defects in
the optics of the system (e.g., optics of the eye).
Zernike polynomials. Two-dimensional polynomials defined to be orthonormal on a circle of
unit radius and commonly used to mathematically represent the wave aberration of the eye.

10.2 INTRODUCTION

Vision is a most acute human sense. Yet, one needs only to examine the first step in the visual
process—the formation of an image on the retina—to realize that it is often far from perfect.
One reason is that the human eye has significant optical defects (i.e., aberrations) that distort
the passing optical wavefront. This distortion blurs the retinal image, thereby degrading our
visual experience. Diffraction, which is caused by the finite size of the eye’s pupil, is the other
reason for blurriness. Together, aberrations and diffraction limit not only what the eye sees
looking out, but also determine the smallest internal structures that can be observed when
looking into the eye with a microscope (see Fig. 1). Spectacles and contact lenses can correct
the eye’s major aberrations, but if all the aberrations could be quantified and corrected while,
at the same time, minimizing diffraction, high-resolution retinal microscopy could become
routinely feasible—and we might eventually achieve supernormal vision.

The low-order aberrations of defocus, astigmatism (cylinder), and prism (tilt, in which the
eyes do not look in the same direction) are the only optical defects of the eye that are rou-
tinely corrected by the use of spectacles or contact lenses. Spectacles have been used to cor-
rect defocus since at least as early as the thirteenth century. They began to be used to correct
astigmatism shortly after 1801, when Thomas Young discovered that condition in the human
eye. In the past two centuries, however, little progress has occurred in correcting additional,
higher-order aberrations. There are three reasons for this lack of success.

First, the most significant and troublesome aberrations in the eye are defocus and astigma-
tism. Correcting these two usually improves vision to an acceptable level. Second, until recently,
defocus and astigmatism were the only aberrations of the eye that could be easily measured.
Third, even when higher-order aberrations could be measured by the cumbersome techniques
that were available in the past, there was no simple or economical way to correct them. In 1961,
for instance, M. S. Smirnov of the Soviet Union’s Academy of Sciences in Moscow measured
many of the higher-order aberrations in the human eye for the first time.1,2 Unfortunately, his
psychophysical method required between 1 and 2 h of measurements per eye, followed by an
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additional 10 to 12 h of calculations. (Psychophysics is a branch of science that deals with the
relationship between physical stimuli and sensory response—for example, using an eye chart to
measure a patient’s visual acuity.) On the strength of his results, Smirnov suggested that it would
be possible to manufacture custom lenses to compensate for the higher-order aberrations of
individual eyes. Now, nearly 4 decades later, no such lens has yet been made.

Recent technological advances, notably in adaptive optics (AO),3 have provided solu-
tions to the problems that Smirnov encountered. The concept of AO was proposed in 1953
by astronomer Horace Babcock4—then director of the Mount Wilson and Palomar Obser-
vatories—as a means of compensating for the wavefront distortion induced by atmospheric
turbulence.5

Transforming AO into a noninvasive vision tool fundamentally consists of measuring the
aberrations of the eye and then compensating for them. But the technique has to be able to
deal with the problem of variation of ocular and retinal tissue for a given person, as well as
from person to person. Also, it must take human safety into account. Despite the difficulties,
adaptive optics has met those challenges. Furthermore, as described in this chapter, it has the
potential for tackling a wide range of exciting clinical and scientific applications.
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FIGURE 1 The human eye is approximately 25 mm in diameter. The cornea and the ocular lens
refract light to form an inverted image on the retina. The retina is a delicate 200- to 400-µm-thick
structure, made of highly organized layers of neurons, that is sandwiched between the retinal and
choroidal vasculatures. A mosaic of light-sensitive single cells called rod and cone photoreceptors
composes one of the retinal layers. The 5 million cones and 100 million rods in each eye sample the
optical image at the retina, transducing the captured photons into an encoded neural image. Rods
provide low-acuity monochrome vision at night. Cones provide high-acuity color vision during the
day. The other retinal layers, as shown in the cross section of the foveal part of the retina, contain a
dense arrangement of neurons including bipolar, horizontal, and amacrine cells that preprocess the
neural image. The nerve fiber layer transports the final retinal signal through the optics disk open-
ing and to the region of the brain termed the lateral geniculate nucleus.



10.3 THE MATHEMATICS OF THE EYE’S ABERRATIONS

In an eye without any aberrations whatsoever, the cone of rays emanating from a point source
on the retina is refracted by the eye’s optics to form parallel rays and a planar wavefront. In a
normal eye, though—even one belonging to someone with 20/20 or 20/15 vision—optical
defects in the refractive surfaces skew the rays and distort the originally planar wavefront.
The distortions blur the retinal image and diminish the eye’s ability to see fine detail.

Mathematically speaking, the wave aberration of the eye, as in most optical systems, is usu-
ally described by a series of polynomials—a convenient approach in which an individual poly-
nomial represents a particular type of aberration of known characteristics. For example, with
Zernike polynomials, which are the preferred choice for the eye, the first-order polynomials
represent tilt, the second-order correspond to defocus and astigmatism, the third-order are
coma and coma-like aberrations, the fourth-order are spherical and spherical-like aberra-
tions, and the higher orders are known collectively as irregular aberrations. Although the
Zernike series represents the aberrations of the eye effectively, its popularity is undoubtedly
due in part to its long use in astronomy for representing atmospheric turbulence.6 For the eye,
other series could be as good, or even better.

Although we have just begun to accurately measure higher-order aberrations, their pres-
ence in the human eye has been recognized for some time.2 They vary considerably among
subjects, and many do not correspond to the classical aberrations of man-made optical sys-
tems (e.g., Seidel aberrations). Indeed, Hermann von Helmholtz, commenting on the eye 150
years ago, put it as follows: “Now, it is not too much to say that if an optician wanted to sell
me an instrument which had all these defects, I should think myself quite justified in blaming
his carelessness in the strongest terms, and giving him back his instrument.”7

10.4 THE EFFECT OF DIFFRACTION AND ABERRATIONS

Retinal blur is caused not only by ocular aberrations, but also by diffraction, which, for pupil
diameters of less than about 3 mm, is actually the largest source of retinal image blur. A pupil
about 3 mm in diameter—which is a typical pupil size under bright viewing conditions—gen-
erally provides the best optical performance in the range of spatial frequencies that are
important for normal vision (i.e., 0–30 cycles per degree). Increasing the pupil size does
increase the high-spatial-frequency cutoff, allowing finer details to be discerned, but at the
high cost of increasing the deleterious effects of aberrations. Clearly, the very best optical per-
formance would come from correcting all the eye’s aberrations across the dilated pupil.

Quantitatively, the effects of diffraction and aberrations on corrected and uncorrected
pupils of various diameters are best illustrated by the modulation transfer function (MTF).
The MTF is a popular image-quality metric that reflects an optical system’s amplitude
response to sinusoidal patterns. In vision science, the sinusoids are described in terms of angu-
lar frequency and are measured in cycles per degree. Using an angular, as opposed to a linear,
measure avoids the need to measure the length of the eye, and the same frequency holds for
both object and image space. For example, 1 cycle per degree corresponds to one period of a
sinusoid located at the retina (or object plane) that subtends exactly 1° at the eye’s nodal
point. Most of the visual information we use occupies the range of 0 to 30 cycles per degree.

Figure 2 shows the MTF for normal pupils that are 3 and 7.3 mm in diameter, as well as
for a large corrected 8-mm pupil. The large corrected pupil has a higher optical cutoff fre-
quency and an increase in contrast across all spatial frequencies. Peering inward through
normal-sized pupils, only ganglion cell bodies and the largest photoreceptors and capillaries
are of sufficient size to be resolved with reasonable contrast. However, with the corrected
8-mm pupil, all structures except the smallest nerve fibers can be clearly discerned. Having a
large corrected pupil is therefore critical for making use of the spatial frequencies that define
single cells in the retina.
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Many of the higher-order aberrations in the eye have been measured in research labora-
tories by means of a variety of psychophysical and objective methods.2 The optometric and
ophthalmic professions, however, have largely ignored such methods because they have not
proven robust and efficient enough for practical use in a clinical setting.

To address these limitations, in 1994, Junzhong Liang, Bernhard Grimm, Stefan Goelz, and
Josef Bille at the University of Heidelberg8 developed an outstanding technique based on a
Hartmann-Shack wavefront sensor (HSWS), an example of which is shown and described in
Fig. 3. The technique is analogous to the artificial guide-star approach that is now being used
to measure the wave aberration of atmospheric turbulence.9

The HSWS was a watershed. It provided—for the first time—a rapid, automated, nonin-
vasive, and objective measure of the wave aberration of the eye. The method required no
feedback from the patient; its measurements could be collected in a fraction of a second; and
its near-infrared (near-IR) illumination was less intrusive to the subject than earlier tech-
niques had been. In 1997, Liang, with David Williams at the University of Rochester, devel-
oped the technique further and measured the first 10 radial orders (corresponding to the first
65 Zernike modes) to compile what is probably the most complete description to date of the
eye’s wave aberration.10

The left column of Fig. 4 displays surface plots of the point spread function (PSF), measured
on two subjects by means of the Rochester HSWS. The PSF, defined as the light distribution in
the image of a point source, can be obtained from the measured wave aberration (see Fig. 5) by
means of a Fourier transform. In Fig. 4, the average Strehl ratio—defined in the figure caption—
for the two (normal) subjects is 0.05. That number is substantially smaller than the diffraction
limit of 0.8, reflecting the severity of the aberrations in the normal eye for large pupils. The cor-
responding wave aberrations, which are shown in Fig. 5, have an average rms of 0.73 µ.

ADAPTIVE OPTICS IN RETINAL MICROSCOPY AND VISION 10.5

FIGURE 2 Modulation transfer function of the eye under normal
viewing, pupils that are 3 and 7.3 mm in diameter and with the best
refraction achievable using trial lenses average across 14 eyes.10,19 Also
shown is the diffraction-limited MTF for the 8-mm pupil. The area
between the normal and diffraction curves represents the range of con-
trast and spatial frequencies inaccessible with a normal eye, but reach-
able with AO. Also indicated is the range of fundamental frequencies
defining various-sized ganglion cell bodies, photoreceptors (within 2.5°
of the foveal center), foveal capillaries, and nerve fibers.



10.5 CORRECTING THE EYE’S ABERRATIONS

There have been various attempts to correct aberrations in the eye beyond defocus and astigma-
tism. In 1994, Dirk-Uwe Bartsch and Gerhard Zinser at UC San Diego and William Freeman at
Heidelberg Engineering attempted to increase the axial resolution of a confocal laser scanning
ophthalmoscope by nulling the cornea with a specially designed contact lens.11 Contact with
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FIGURE 3 Adaptive optics retina camera consisting of four components: (1) wavefront
sensing, (2) wavefront compensation, (3) light delivery system, and (4) vision testing and reti-
nal imaging. The HSWS works by focusing a laser beam onto the subject’s retina. The reflec-
tion from the retinal spot is distorted as it passes back through the refracting media of the eye.
A two-dimensional lenslet array, placed conjugate with the eye’s pupil, samples the exiting
wavefront forming an array of images of the retinal spot. A CCD sensor records the displace-
ment of the spots, from which first local wavefront slopes and then global wavefront shape are
determined. Wavefront compensation is realized with a 37-actuator single-sheeted deformable
mirror (made by Xinetics, Inc). The mirror lies in a plane conjugate with the subject’s pupil and
the lenslet array of the HSWS. The light source was a Krypton flashlamp that illuminated a 1°
patch of retina with 4-ms flashes. The flashlamp output is filtered to 10 nm, with a center wave-
length typically between 550 and 630 nm to eliminate the chromatic aberrations of the eye. A
scientific-grade CCD camera was positioned conjugate to the retina to record the reflected
aerial image of the retina.



the cornea is required in this approach and aberrations at other ocular surfaces are not cor-
rected. This was noted by Thomas Young when he nulled the refraction of his cornea by sub-
merging his head in water and observed that the astigmatism of his eye remained essentially
unchanged.12 In addition, nulling the cornea disturbs the natural balancing of aberrations that
may occur between the cornea and the eye’s crystalline lens.13–15 It may be for these reasons
that correcting the cornea alone has produced only modest improvement. Psychophysicists
avoid the optics of the eye altogether by producing interference fringes on the retina, using two
coherent beams focused in the pupil plane of the eye.16 This is directly analogous to Young’s
two-slit experiment. Although a useful tool in the laboratory for probing the visual system
without optical blurring, it is not applicable for improving vision or retinal imaging.

Adaptive correction of the eye was first attempted in 1989 by Andreas Dreher, Josef Bille,
and Robert Weinreb at UC San Diego.17 They used a 13-actuator segmented mirror. Their
attempt succeeded, but only to the extent that they could correct the astigmatism in one sub-
ject’s eye by applying his conventional prescription for spectacles.

At the University of Rochester in 1997, Liang, Williams, Michael Morris, and I constructed
the adaptive optics (AO) camera shown in Fig. 3.18,19 The AO channel consisted of an HSWS
and a 37-actuator deformable mirror. The system included an additional channel for collect-
ing images of the living retina and measuring the visual performance of subjects. A short
description of the system is given in the figure caption and for the interested reader a more
detailed one can be found in the preceding two references. With a pupil that is 6 mm in diam-
eter, the system substantially corrected aberrations up through the fourth Zernike order,
where most of the significant aberrations in the eye reside. Thus, we demonstrated for the first
time that AO allows coma, spherical aberration, and—to a lesser extent—irregular aberra-
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FIGURE 4 The PSF of the eye for two normal subjects (YY and JP) without and
with adaptive compensation. The subjects’ pupils were 6 mm in diameter. The best
refraction was obtained by means of trial lenses. The normalized-intensity ordinate
corresponds to the Strehl ratio. The Strehl ratio, which ranges from 0 to 1, is defined as
the ratio of the maximum light intensity in the aberrated PSF to that in the aberration-
free PSF with the same pupil diameter. (Source: Measurements courtesy of Geun-Young
Yoon and David Williams, University of Rochester.)



tions to be corrected in the eye. The right column of Fig. 4 shows the substantial improvement
in retinal image quality that adaptive compensation can facilitate. For the two subjects, the
Strehl ratio increased from an average value of 0.05 (uncompensated) to 0.58 (compensated),
a factor of 11 increase. Figure 5 shows the corresponding wave aberrations that were used to
compute the four PSFs in Fig. 4. Compensation in the two subjects decreased the average
wave aberration rms from 0.73 to 0.074 µ, a 10-times improvement. Fig. 5 visually illustrates
the effectiveness of AO to flatten the wave aberrations of the eye.

Deformable mirrors, such as the one used in Rochester, are the technology of choice for
wavefront correction in AO. Their expense and size, however, have prohibited many vision
scientists from taking advantage of this technology and have also precluded the development
of commercial ophthalmic instruments that are equipped with AO. Significant reduction in
cost and size can be obtained with other corrector technologies, among them microelec-
tromechanical membranes, segmented micromirrors, and liquid crystal spatial light modula-
tors (LC-SLMs), which are based on the same technology as LCD wristwatches. An LC-SLM
has been evaluated in conjunction with the eye by Larry Thibos, Xiaofeng Qi, and Arthur
Bradley at Indiana University for correction of prism, defocus, and astigmatism.20,21 Using a
similar LC-SLM, Fernando Vargas-Martín, Pedro Prieto, and Pablo Artal at Universidad de
Murcia (Spain) attempted to correct the full-wave aberrations of the eye and collect retinal
images.22 Xin Hong, Thibos, and myself at Indiana University have investigated the require-
ments of segmented piston correctors (e.g., LC-SLM and micromirror devices) that will
enable diffraction-limited imaging in normal eyes in both mono- and polychromatic light.23

Membrane mirrors are just beginning to be explored with recent results on artificial eyes by
Lijun Zhu, Pan-Chen Sun, Bartsch, Freeman, and Yeshaiahu Fainman at UC San Diego.24
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FIGURE 5 The wave aberration of the eye for two normal subjects (YY and JP) with-
out and with adaptive compensation. The subjects’ pupils were 6 mm in diameter. The
best refraction was obtained by means of trial lenses. The wave aberrations were used to
compute the corresponding PSFs displayed in Fig. 4. (Source: Measurements courtesy of
Geun-Young Yoon and David Williams, University of Rochester.)



10.6 RETINAL MICROSCOPY WITH ADAPTIVE OPTICS

Imaging the retina through the eye’s intact optics dates back to Helmholtz (see Fig. 6), who
devised the first ophthalmoscope. Although retina cameras have advanced substantially since
the nineteenth century, only recently have they been able to observe retinal features with a
size as small as a single cell. Optical blur had been a major factor in precluding retina camera
observations, but other characteristics of the eye also impede high-resolution retinal imag-
ing—namely, the factor of 10−4 attenuation of light inside the eye, eye motion [with temporal
fluctuations of up to 100 Hz and spatial displacements of 2.3 arcmin root mean square (rms),
even in the fixating eye], a low damage threshold for light, severe ocular chromatic aberration
[2 diopters (D) across the visible spectrum], microfluctuations in ocular power (0.1 D rms),
and a light-sensitive iris that can change diameter from 1.5 to 8 mm.

During the last 10 years, research groups in Canada,25 United Kingdom,26 Spain,27,28 and
the United States18,19,29 have developed high-resolution retina cameras that address these
imaging problems. The designs incorporate such methods as a dilated pupil, quasi-
monochromatic illumination, short exposure times of a few milliseconds, and precise correc-
tion of defocus and astigmatism. Those retinal images, containing in some cases spatial
frequencies well above 60 cycles per degree (normal vision makes use of spatial frequencies
of 0–30 cycles per degree), have been good enough to give researchers a tantalizing first-ever
glimpse of single cells in the retina of the living human eye. However, the microscopic struc-
ture revealed in the images typically has been of low contrast, while also being noisy and lim-
ited to subjects with good optics. To achieve better imaging will require the correction of
aberrations beyond defocus and astigmatism.

Using the AO camera in Fig. 3, my colleagues and I obtained the first images of the living
retina with correction to the higher-order aberrations. Figure 7 shows three images, collected
with the camera, of the same patch of retina both with and without adaptive correction. A
regular array of small bright spots fills the images. Each bright spot corresponds to light exit-
ing an individual cone photoreceptor after reflection from retinal tissue lying behind the
receptor (compare it with the photoreceptor micrographs shown in Fig. 1). The center image
was collected with adaptive correction and has noticeably higher contrast and resolution, with
individual photoreceptors more clearly defined. To reduce the effect of noise present in these
images, multiple images of the same patch of retina were registered and averaged. The right-
most image is a registered stack of 61 corrected images. The improvement in image clarity
that is made possible by AO is striking.

10.7 ADAPTIVE OPTICS AND VISION

The correction of higher-order aberrations also offers the possibility of better vision. Because
diffraction, which cannot be mitigated, is more deleterious for small pupils than aberrations
are, the largest benefits will accrue when the pupil is large—under indoor lighting conditions,
for example. Under bright outdoor conditions, the natural pupil of most normal eyes is suffi-
ciently small that diffraction dominates and monochromatic aberrations beyond defocus and
astigmatism are relatively unimportant.

To illustrate what the retinal image would be like with supernormal optics, imagine your-
self viewing the Statue of Liberty from a boat that is 3 km away in New York Harbor. The
statue subtends almost 0.9°—about the same as a U.S. quarter at a distance of 5 ft. Under opti-
mal viewing conditions and with defocus and astigmatism removed, your retinal image of the
statue with a normal 3-mm pupil would look like the image in Fig. 8a. If you viewed the statue
through AO programmed to fully correct all ocular aberrations across your 3-mm pupil, the
retinal image of the statue would look like the image in Fig. 8b. Notice the finer detail and
higher contrast. The comparison illustrates that retinal image quality can be improved even
for pupil sizes as small as 3 mm.
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The best retinal image quality, however, is obtained with the largest physiological pupil
diameter (8 mm) and with full correction of all ocular aberrations. This case is depicted in Fig.
8c, which shows that the theoretical maximum optical bandwidth that can be achieved with
the human eye is substantially higher than what we are endowed with.

Improving the quality of the retinal image is an important first step toward achieving super-
normal vision—but it is only the first step. In an eye with perfect optics, visual performance
becomes constrained by neural factors, specifically, the spacing between retinal photorecep-
tors, which represents a neural limitation to visual resolution that is only slightly higher than
the normal optical limit. In addition, there is one expected penalty with supernormal visual
optics. If the optical quality of the retinal image improves dramatically, the photoreceptor
mosaic will appear relatively coarse by comparison, as shown in Fig. 9. As a result of that mis-
match, very fine spatial details in the retinal image will be smaller than the distance between
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FIGURE 6 Schematic of Helmholtz’s original ophthalmoscope.
Imaging the inside of the human eye began with Helmholtz’s inven-
tion of the ophthalmoscope in 1850. For the first time the inner
structure of the living eye could be viewed, giving the physician a
tremendous aid in diagnosing the eye’s health. Though quite simple,
it is still the basis for today’s modern ophthalmoscopes. It consisted
of a mirror and a light source. The mirror enabled the light source to
illuminate the patient’s retina at the same time the physician viewed
the retinal reflection through a small hole in the mirror. The hole
physically separated the illumination and viewing paths, preventing
corneal reflections from obstructing the physician’s view. The physi-
cian’s observations were initially recorded in hand paintings and
then replaced by photographic film, with the first successful photo-
graph of the human retina taken in 1886 using a 2.5-min exposure.
Eye motion was reduced by fixing the camera to the patient’s head.
The next 100 years produced a steady advance in better light sources
(in particular, the electronic flashlamp), film quality, development
techniques, procedures to collect retinal photographs, and now the
use of large-format CCD cameras and automated computer-driven
systems. It is interesting to note, however, that as successful as these
advanced retina cameras have been, none correct for the aberra-
tions of the eye beyond defocus and astigmatism. Therefore, their
optical resolution is still fundamentally limited by the same ocular
aberrations that limited Helmholtz 150 years ago. (Source: Repro-
duced from Helmholtz, 1924, with labels modified.31)



neighboring cones, so those details will not be properly registered in the neural image. This
misrepresentation of the image due to neural undersampling by a relatively coarse array of
photoreceptors is called aliasing. For everyday vision, however, the penalty of aliasing is likely
to be outweighed by the reward of heightened contrast sensitivity and detection acuity. There-
fore, we anticipate that correcting the eye’s optical aberrations will yield a net increase in the
quality of the patient’s visual experience and, therefore, is worth pursuing. Indeed, laboratory
observations indicate that stimuli seen through AO have the strikingly crisp appearance that is
expected of an eye with supernormal optical quality.18,19 This is qualitatively consistent with the
six- and threefold increase in contrast sensitivity recently measured in Williams’s laboratory
(University of Rochester) for quasi-monochromatic and white-light stimuli, respectively.

It is unclear how well supernormal vision achieved under controlled conditions in the lab-
oratory will transfer to everyday use. Nor is it clear just what the benefits of acquiring such
vision will be. We can be fairly sure, however, that supernormal vision will not be realized
with traditional spectacles, because the rotation of the eye in relation to the fixed spectacle
lens severely limits the types of aberrations that can be corrected.

To counteract the effects of eye rotation, engineers could set out to devise a sophisticated
visor (like the one worn by Star Trek’s Geordi LaForge) that dynamically adapts the correction
to the wearer’s focus and direction of gaze. Contact lenses, though, are a more realistic and
inexpensive option. They move with the eye, and with current technology, they could be tai-
lored to correct the higher-order aberrations in individual eyes. Another option is refractive
surgery. The leading surgical technique today, laser-assisted in situ keratomileusis, corrects the
refractive errors of both defocus and astigmatism by ablating corneal tissue with an excimer
laser. That technology could be extended to compensate for the higher-order aberrations.

Adaptive optics has the potential to realize these corrective procedures by means of pro-
viding substantially faster and more sensitive measurements than previously possible. For
example, measuring the eye’s wave aberration before and after refractive surgery might help
improve the surgery and optimize retinal image quality—perhaps making the surgical option
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FIGURE 7 Retinal images, before and after adaptive compensation. All three images are of the same 0.5° patch of retina,
obtained with 550 nm of light through a 6-mm pupil. The dark vertical band across each image is an out-of-focus shadow of a blood
vessel. The leftmost image shows a single snapshot taken when only defocus and astigmatism had been corrected. The middle
image shows additional aberrations having been corrected with AO. It also shows noticeably higher contrast and resolution, with
individual photoreceptors more clearly defined. To reduce the effect of noise present in the images, the rightmost image demon-
strates the benefit of registering and then averaging 61 images of a single retinal patch. (Source: Images courtesy of Austin Roorda and
David Williams, University of Rochester.)



superior to contact lenses and spectacles. The same approach may be applicable to improving
other corrective procedures, such as the use of intracorneal polymer rings that are surgically
implanted in the cornea to alter corneal shape. Wave aberration measurements might also
assist in the design and fitting of contact lenses. That application would be of particular bene-
fit to patients with irregularly shaped corneas, such as in kerataconus (where cone-shaped
bulges in the cornea form after abnormal corneal thinning).

10.8 MEDICAL AND SCIENTIFIC APPLICATIONS

The medical and scientific benefits of AO—other than improving vision—are just beginning
to be explored. Among the numerous potential applications are detection of local pathologi-
cal changes and investigation of the functionality of the various retinal layers. A few specific
examples follow; more can be found in the literature.19

Glaucoma is a disease in which blindness ensues from the gradual loss of optic nerve fibers.
With conventional techniques, it can be detected only after significant damage has occurred.
By exploiting the greater sensitivity of AO, eye care specialists could make more accurate
measurements of the thickness of the nerve fiber layer around the head of the optic nerve,
and, conceivably, individual fibers or ganglion cell bodies could be monitored. Such detailed
information would permit glaucoma to be detected earlier. Another example is age-related
macular degeneration, which causes a progressive loss of central vision in 10 percent of those
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FIGURE 8 Predicted retinal image of the Statue of Liberty when viewed at a distance of 3 km with
(a) normal optics and a 3-mm-diameter pupil, (b) corrected optics and a 3-mm pupil, and (c) cor-
rected optics and an 8-mm pupil. A narrow-band chromatic filter is placed in front of the viewer’s
eye to prevent ocular chromatic aberrations. Optical microfluctuations in the eye are ignored. The
wave aberration used in the simulation is that of the author’s eye (he has normal vision with specta-
cle correction). (Source: Wave aberration measurement courtesy of Xin Hong and Larry Thibos, Indiana
University.)

(a) (b) (c)



over age 60. It has been suggested that photoreceptor death
is an early indicator of this disease, yet this loss is not
detectable in the retina with current techniques. Adaptive
optics could reveal the early stages of this disease by directly
monitoring receptor loss over time.

Diabetes, another disease that affects the retina, pro-
duces microaneurysms in the retinal vasculature that gradu-
ally grow larger and leak blood. Detection at a small size is
critical for successful retinal surgery. With AO, much
smaller microaneurysms could be detected than can be now,
possibly without the use of the invasive fluorescent dyes
required by the current detection methods.

It is now possible to study the living retina at a microscopic
scale. Unfortunately, studies of the retina at the single-cell
scale require removing the retina from the eye. That proce-
dure has two great drawbacks: (1) It drastically limits the
types of experiment that can be conducted, and (2) it irre-
versibly changes the tissue in ways that confound experiments.

It is now possible to collect whole temporal sequences in
individual eyes to track retinal processes that vary over time
at the microscopic spatial scale. Those data could be used,
for example, to study both the development of the normal
eye and the progression of retinal disease. Studying the
retina at the single-cell level would improve our under-
standing not only of the light-collecting properties of the
retina, but also of the spatial arrangement and relative num-

bers of the three types of cone photoreceptor that mediate color vision. Recently, Austin
Roorda and Williams at Rochester used the AO camera shown in Fig. 3 as a retinal densi-
tometer to obtain the first images showing the arrangement of the blue, green, and red cones
in the living human eye.30 Fig. 10 displays their false-grayscale images from two subjects. In
spite of the striking differences in the proportion and pattern of cone types in these two sub-
jects, each had normal color vision.
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FIGURE 9 Enlargement of the
Statue of Liberty image of Fig. 8c,
overlaid with a hexagonally packed
mosaic of circles that represent the
foveal cone mosaic. This neural
mosaic is relatively coarse com-
pared with the detail of the retinal
image, a phenomenon that may
introduce artifacts into the neural
image and ultimately cause a kind of
misperception called aliasing.

FIGURE 10 False-color images showing the arrangement of the blue, green, and red cone photoreceptors in
the eyes of two different people. Both subjects have normal color vision in spite of the striking differences in the
pattern and proportion of the three cone types. (Source: Courtesy of Roorda and Williams, University of Rochester.)



The realization of all these future applications will depend heavily on the continuing
development of less expensive and smaller devices for AO. Such advances have traditionally
excited the astronomy and military communities. Today, that excitement is also shared by
those of us who conduct research in optometry, ophthalmology, and vision science.
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11.1 GLOSSARY

A constant specific to each intraocular lens
f spectacle lens focal length

F spectacle lens power
FV back vertex power of a spectacle lens
Fx effective back vertex power of a spectacle lens displaced a distance x
K keratometry reading
L axial length of the eye
P power of intraocular implant lens
x displacement distance of a spectacle lens

11.2 INTRODUCTION

At the receiving end of most optical devices is a human eye and chances are good that that eye
suffers from refractive error. That refractive error and its correction can have important
implications for optical designers: e.g., vertex separation due to spectacles can limit field
through vignetting; instrument accommodation requires an allowance that will benefit
younger users but blur presbyopes; Polaroid® sunglasses blot out a liquid crystal display; pro-
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gressive addition bifocal wearers get stiff necks looking at a video display. Fifty years ago
patients with refractive error had only glass spectacles that might have one of three or four
bifocal designs and a choice of a handful of tints. Now they have a bewildering range of
options, each with advantages and disadvantages that optical designers and vision care pro-
fessionals need to bear in mind. At any given time, one or both eyes of the observer may not
be optimally or fully corrected, and this issue needs consideration by the designer of optical
instruments. Here, we detail some of the approaches and problems encountered. For exam-
ple, see Appendix in Chap. 18.

11.3 REFRACTIVE ERRORS

The refractive elements of the eye are the cornea which provides about 2⁄3 of the eye’s optical
power and the crystalline lens which provides the remainder. The shape of the crystalline lens
may be changed in response to the action of the intraocular muscles in order to vary the eye’s
optical power. This is called accommodation. These elements bring light to a focus on the
retina (Fig. 1).1

Most eyes suffer from greater or lesser degrees of ametropia, the failure to accurately focus
light from a remote object on the retina.2 The degree of ametropia or refractive error is quan-
tified clinically by the optical power F of the spectacle lens that corrects the focus of the eye.
The dioptric power of a lens is the reciprocal of its focal length f, so F = 1/f. The mks unit of
optical power is the diopter, abbreviated D, which dimensionally is a reciprocal meter. Opti-
cal power is especially convenient in ophthalmic work since most ophthalmic lenses may be
treated as thin lenses and the power of superimposed thin lenses is simply the algebraic sum
of the powers of the individual lenses.

Spectacle lenses are usually manufactured in quarter diopter steps. By ophthalmic con-
vention, spectacle prescriptions are written with a plus or minus sign and two places beyond
the decimal, e.g., +3.75 D.

Types of Refractive Errors

An unaccommodated eye which focuses collimated light perfectly is emmetropic and, of
course, requires no spectacle correction to see distant objects (Fig. 1).

A myopic or “near sighted” eye focuses light in front of the retina (Fig. 1). For the myope,
remote objects are blurred, but closer objects are in focus. Myopia is corrected by lenses of
negative power that diverge light.

A hyperopic or “far sighted” eye focuses light behind the retina (Fig. 1). By exercising the
accommodation of the eye, the hyperope may be able to focus remote objects clearly on the
retina, but the nearer the object, the greater the hyperopia and the less the accommodative
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FIGURE 1 Focusing collimated light in emmetropic, myopic, and hyperopic eyes.



ability of the eye and the more difficult this is to do. Hyperopia is corrected by lenses of pos-
itive power that converge light.

As the name implies, the astigmatic eye does not bring light to a point focus at all. Instead,
the eye forms two line foci perpendicular to one another. Astigmats experience some blur at
all object distances—the greater the astigmatism, the greater the blur. The effect of astigma-
tism on vision is far more serious when the two line foci are oriented obliquely instead of
being more or less vertical and horizontal.

Astigmatism can be corrected with a sphero-cylinder lens (Fig. 2), a lens having a toric sur-
face. Optically, a sphero-cylinder correcting lens acts like a cylinder lens that brings the two
line foci of the eye together, superimposed on a spherical lens that moves the superimposed
line foci to the retina. In clinical practice lens prescriptions are written in terms of sphere, cylin-
der, and axis. For example, the prescription −2.00/−1.00 × 015 corresponds to a −2.00 D spheri-
cal lens (sometimes designated −2.00 DS) superimposed on a −1.00 D cylindrical lens with its
axis 15° (sometimes designated −1.00 DC × 015). Cylinder axes are designated with respect to
the usual trigonometric coordinate system superimposed on the eye as seen by the examiner,
i.e., with 0° to the examiner’s right and the patient’s left. Sometimes for clinical reasons astig-
matism may be corrected by a spherical equivalent lens, a spherical lens that causes the lines
foci to bracket the retina. For example, the spherical equivalent lens for the previous prescrip-
tion would be −2.50 D.

Refractive errors usually assume one of these three simple types because the curvatures
of the various refractive surfaces of the eye vary slowly over the area of the entrance pupil.3,4

In various pathological conditions, however, irregular refraction may be encountered in
which no simple spherical or toric lens, nor indeed any lens of any type, can produce sharp
vision. Conditions in which this occurs include distortion of the cornea in keratoconus, a dys-
trophic deformity of the cornea, or subsequent to rigid contact lens wear; disruption of the
optics of the crystalline lens by cataract; displacement of the crystalline lens; or tilting of the
retina.5,6

A final refractive anomaly is presbyopia, an age-related reduction of the ability of the eye
to accommodate due to sclerosing of the crystalline lens. While the crystalline lens becomes
progressively more rigid throughout life, the effect of presbyopia only becomes clinically
important in a patient’s early 40s.7 By the late 50s, the crystalline lens has become completely
rigid and the patient experiences absolute presbyopia with no accommodation at all. Presby-
opia almost always proceeds at the same rate in both eyes and at very similar rates among the
population as a whole. Presbyopia is corrected by adding positive power to the distance pre-
scription, either in the form of reading glasses or bifocals. Myopes may be able to compensate
for presbyopia by simply removing their distance glasses.
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11.4 ASSESSING REFRACTIVE ERROR

There are two basic problems in determining refractive error or ocular refraction:

1. It is not possible to measure the prescription parameters of sphere, cylinder, and axis sep-
arately and sequentially.

2. Clinical tests are typically accurate to within ±0.25 D, roughly the depth of field of the eye,8

but the final results of a refraction must be accurate to within a somewhat smaller tolerance.

In practice, a refractionist employs a variety of testing procedures iteratively, repeating tests
and refining results until a satisfactory end point is reached. Normally testing starts with
objective tests in which the patient is passive, proceeding to the more sensitive subjective tests
which require patient responses. Some of the most common procedures are discussed below.

Objective Tests

Objective tests require no judgment on the part of the patient, but with classic instrumenta-
tion require considerable skill on the part of the refractionist. In recent years, however, many
of these tests have been adapted to automated equipment which simplifies the examiner’s
task. Three common tests are keratometry, direct ophthalmoscopy, and retinoscopy.

Keratometry measures the curvature of the front surface of the cornea by determining the
magnification of the image of a bright object, the keratometer mire, reflected by the cornea.
The total power of the cornea may be estimated from the curvature measurement. The astig-
matism of the cornea may be used to predict the probable astigmatism of the whole eye. In an
eye from which the crystalline lens has been removed, for example, corneal astigmatism is the
total ocular astigmatism. Various rules of thumb have evolved for estimating total astigma-
tism from keratometric measurements in normal eyes, of which the best known is that of Javal
and the simplest to use is that of Grosvenor.9 All these rules reflect the fact that large degrees
of astigmatism are almost invariably due to the cornea.

The direct ophthalmoscope is used primarily to view the retina, but can also be used to esti-
mate refractive error. The instrument sends light through the patient’s pupil to the retina which
the examiner may view through the instrument. A variable lens in the ophthalmoscope enables
the examiner to visualize the internal eye. The power of that lens which gives a clear view of the
retina added algebraically to the examiner’s refractive error equals the patient’s refractive error.
This is a rather crude estimate of refraction allowing at best a measurement of the equivalent
sphere of the patient’s refractive error to within a diopter or so. Most doctors make little use of
this method, but it can be of value with children and other noncommunicative patients.10

The most common objective measurement of refractive error is retinoscopy. The optics of
the retinoscope are somewhat like those of the direct ophthalmoscope, but the purpose of the
retinoscope is not to see the retina but the red reflex in the pupil due to the retina, the same
red eye reflex which so often spoils flash photos.

In practice, the retinoscope is held at some known distance—the working distance—from
the eye. The refractionist observes the red reflex while the retinoscope beam is moved across
the patient’s eye. Because of vignetting of the patient’s pupil and the examiner’s pupil, the
reflex will appear to move across the patient’s eye. The direction and speed of that motion
depend on the patient’s refractive error11.

In the most common configuration, collimated light is sent to the eye by a retinoscope held
2⁄3 meter from the eye. If the reflex moves in the same direction as the retinoscope beam—with
motion—the retina is conjugate to a point closer than the working distance. If the reflex
moves in the opposite direction to the retinoscope beam—against motion—the retina is con-
jugate to a point farther than the working distance. The closer the conjugacy is to the working
distance, the faster the motion. The examiner interposes lenses until an end point is reached
when the reflex moves infinitely fast or when motion reverses. The patient’s refractive error
is the value of the interposed lens minus 1.50 DS—the working distance correction.
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A retinoscopist may judge the axis of astigmatism from the shape and motion of the reflex.
The astigmatic refraction is then determined by examining each of the two principal meridi-
ans separately. This is facilitated by using a retinoscope with a streak-shaped beam.

Retinoscopy can provide a very good estimate of refractive error in a very short time, but
requires a lot of skill. And even with great skill, there are a few patients whose retinoscopic
findings vary considerably from their true refractive state.

Auto-refractors determine a patient’s refraction without the examiner’s skill and judg-
ment. Instruments have been developed using a variety of optical principles, including those
of the retinoscope and the direct ophthalmoscope.12

Subjective Techniques

Subjective techniques provide the final refinement of refractive findings. Countless subjective
techniques have been developed over the years,13,14,15 but in practice most refractionists rely
on only two or three of them.

The most important tools for subjective refraction are an acuity chart and a set of lenses.
An acuity chart consists of rows of progressively smaller letters or other symbols. The chart
may simply be hung on the wall or, more commonly, projected onto a screen. The symbols on
the chart are rated according to size. For example, a patient with a two minute minimum angle
of resolution could just read a letter rated 12 meters or 40 feet when it is 6 meters or 20 feet
away. In Snellen notation, the patient would have 6/12, or 20/40, visual acuity—the testing dis-
tance being at the top of the fraction, the letter rating at the bottom. A very rough estimate of
the magnitude of refractive error may be obtained by dividing the denominator of the Snellen
fraction in English units by one hundred.16 For example, a 20/50 patient would have about a
±0.50 D refractive error.

Classically, refraction was carried out with a trial lens set, a box of labeled spherical and
cylindrical lenses. These lenses could be held before the patient or placed in a special specta-
cle frame called a trial frame. Nowadays, most refractionists employ a phoropter, a device
mounted before the patient which contains a range of spherical and cylindrical lenses and
other optical devices designed to make rapid change of lenses possible.

Refractions can be carried out with or without cycloplegia with a pharmaceutical agent
like Cyclopentolate which eliminates most accommodation. While cycloplegia may be impor-
tant in certain patients, refractions without cycloplegia are generally preferable since they
permit a more realistic assessment of lens acceptance as well as an evaluation of the patient’s
accommodative and binocular status.17

Refraction starts with an estimate determined from an objective technique, acuity rule of
thumb, or the previous spectacle prescription. The usual first step in refraction is determina-
tion of the patient’s equivalent sphere by adding plus spherical power to the patient’s approx-
imate prescription until the acuity chart is blurred (termed “fogging the patient”), then
reducing plus spherical power (“unfogging the patient”) until the best possible acuity is just
achieved. The end point may also be determined or confirmed using the red-green test in
which the patient simultaneously views black letters on red and green backgrounds. Due to
the eye’s chromatic aberration, letters on the red and green side will appear equally sharp and
clear with the right equivalent sphere in place.

The next step is to determine the patient’s astigmatism. One test for this is the astigmatic
dial, a chart with radial lines arranged at 30° intervals (Fig. 3). With the approximate cylinder
removed, the patient is fogged and asked to identify the line that seems clearest. That line cor-
responds to the line focus nearest the retina, from which the axis of astigmatism may be cal-
culated. The magnitude of astigmatism may be determined by adding cylinder lenses at the
axis of astigmatism until all the lines appear equally sharp and clear.

Estimates of astigmatism are refined to a final prescription with the Jackson Cross cylin-
der, a sphero-cylinder lens with equal and opposite powers along its principal meridians, typ-
ically ±0.25 D. The cross cylinder lens is designed to mechanically flip around one of its
principal meridians to check astigmatism power and around an axis halfway between the prin-
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cipal meridians to check astigmatism orientation. The patient looks through the equivalent
sphere noting changes in clarity of small letters on the acuity chart while the refractionist flips
the cross cylinder lens, adjusting the power and orientation of the astigmatic portion of the
prescription according to the patient’s opinion of which flip cylinder orientation is more clear.

The final step in refraction is to increase the plus power or decrease the minus power of the
refracting lens until the patient can just achieve best acuity.

11.5 CORRECTING REFRACTIVE ERROR

Philosophies of Correcting Refractive Error

In determining spectacle prescription the doctor must take into account the patient’s refrac-
tion and binocular status. Elaborate schemes have been developed for making these clinical
decisions,18,19,20 but they come down to a few basic concepts.

First, astigmatic corrections can cause adaptation problems due to spatial distortion, hence
the minimum cylindrical correction consistent with clear vision and comfort is given. In some
cases, that might just be the equivalent sphere.

The distance prescription should allow patients to see remote objects clearly. For an abso-
lute presbyope this means prescribing the exact results of the refraction. Young myopes often
like to accommodate a bit through their spectacles, so they should receive at a minimum the
full refraction, possibly with a quarter or half diopter over correction. Young hyperopes are
often blurred by their full prescription until they learn to more completely relax accommoda-
tion, so it is wise to give them less than a full prescription at first.

Likewise, the near prescription should provide clear, single vision for reading and other near
tasks. For the presbyope this means bifocal lenses, reading glasses, or some other optical arrange-
ment to supplement the eye’s accommodative power. Typically, the power of the near correction
is chosen so that the patient uses about half the available accommodation for reading. Patients
with an especially strong link between accommodation and convergence may also need bifocal
lenses or reading glasses to prevent eyestrain and even double vision at near distances. Myopes
with minimal astigmatism may be comfortable doing near work with no spectacle correction at all.

Spectacle Correction

Spectacle Lens Optics. Throughout this discussion, we’ve assumed that spectacle lenses can
be treated as thin lenses and that their exact placement before the eyes is not critical. Fortu-
nately, that is true for the spectacle lenses of that vast majority of patients whose refractive
errors are of modest size, but for high refractive errors, we must deal with spectacle optics
more precisely.
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First of all, the power specified for a spectacle lens is actually its back vertex power, the
reciprocal of distance from the ocular surface of the lens (the surface next to the eye) to the
secondary focal point of the lens. The back vertex power of the ocular refraction is read
directly from the phoropter. The lensometer or focimeter, an instrument commonly used in
determining spectacle power, actually measures back vertex power of a lens.21

The back vertex power of the correction depends on the vertex distance of the spectacle
lens. The vertex distance is the distance between the ocular surface of the lens and the cornea,
typically from 12 to 15 mm. If refraction at a given vertex distance gives a spectacle lens of
back vertex power FV, but the patient will actually wear the prescription at a vertex distance
x millimeters from the refraction’s spectacle plane (moving toward the eye corresponding to
x > 0), the back vertex power of the spectacle prescription should be

Fx = (1)

From this equation it can be shown that changes of vertex of a millimeter or two aren’t sig-
nificant until the magnitude of the prescription power exceeds eight diopters.22

The only significant degree of freedom available to the spectacle lens designer is the base
curve of the lens, the reference curve of the lens form. The base curve is adjusted so that the eye
encounters as nearly as possible the same spectacle prescription in all fields of gaze.23 In terms
of the Seidel aberrations, this corresponds to minimizing unwanted marginal astigmatism and
regulating curvature of field. A variety of designs, called corrected curve lens series, have
evolved, each based on slightly different assumptions about vertex distance and the relative
importance of the aberrations. In modern lens designs, the front surface of the lens is spherical,
and the back surface toric, the so-called minus cylinder form. To achieve adequate performance
in high powered lenses, especially positive powered lenses, it is necessary to use aspheric curves.

Spectacle Lens Materials. Ophthalmic lenses may be made of several kinds of glass or plas-
tic.24 The final choice of material depends on lens weight, thickness, impact resistance, scratch
resistance, and chromaticity.

For most of this century, the preferred material has been glass, typically ophthalmic Crown
glass of index 1.523, with higher index glasses used to reduce thickness in high powers. The
introduction of impact resistance standards in North America in the early 1970’s, which
required thicker lenses, and the trend to larger eye sizes in spectacle frames soon led to
uncomfortably heavy glass lenses. Plastic lens materials which weigh about half as much as
glass lenses have since become standard. The most common material is CR39 which has an
index of 1.498. Another common material is polycarbonate, a very lightweight material of
index 1.586 which is highly impact-resistant. Its toughness makes polycarbonate useful in
safety lenses and in lenses for high refractive errors, but the material is very soft and suffers
from considerable chromatic aberration.25

Presbyopic Corrections. Presbyopia may be managed by using different spectacles for near
and distance, but bifocal lenses are a more practical solution. The top part of the bifocal lens
is for distance viewing, and an area of the lower part of the bifocal lens, the segment, is for
near tasks. The add of a bifocal is the difference between segment and distance power. Adds
typically range from +1.00 D to +2.50 D, the power increasing with age.

Bifocal segments come in a variety of shapes, the most common being the straight top,
Executive, and round styles illustrated in Fig. 4. Plastic bifocals are made in one piece. In glass
bifocals, Executive lenses are also one piece, but straight top and round lenses are made of a
higher index glass, fused and countersunk into the distance lens. The choice of lens depends
on the field of view the patient needs for near tasks and on cosmetic factors. Whatever the
shape, bifocals are fit with the top of the segment at the margin of the patient’s lower lid.

As the patient progresses toward absolute presbyopia, a multifocal may be necessary to
see adequately at all distances. In trifocals a band with power intermediate between the dis-
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tance and near correction sits at the top of the bifocal segment. Trifocals are set somewhat
higher than bifocals (usually at the lower margin of the patient’s pupil) to allow easy access of
the intermediate and near portions of the segment.

An increasingly popular alternative to bifocals and trifocals is the progressive addition lens
or PAL. In PALs an aspheric front surface allows power to vary continuously from the dis-
tance portion of the lens at the top to the near portion at the bottom. Distant and near por-
tions are connected by a narrow optical channel (Fig. 5). Outside the channel and the wider
segment, the optics of the bottom portion of the PAL provides only distorted and blurred
vision. Dozens of PAL designs have been brought to market in recent years, each represent-
ing a different solution to the problem of designing the aspheric surface.26

PALs have been marketed principally as lineless bifocals that don’t betray the age of the
wearer. But PALs’ transition corridors provide useful vision at intermediate distances, elimi-
nating the need for trifocals. The chief disadvantages of PALs are expense, adaptation, and a
reading area smaller than that of conventional bifocals. Nonetheless, most patients quickly
learn to use these lenses and prefer them to conventional bifocals.27

A couple of specialty multifocals are worth mentioning. One is the double segment bifocal
that has an intermediate segment above the eye in addition to the regular segment below. This
configuration is useful for presbyopic mechanics, electricians, painters, plumbers, and others
who need to see near objects overhead. The power of the upper segment can be chosen
according to occupational needs.

Another is the computer lens. Regular bifocals are prescribed on the assumption that near
tasks will be at a typical reading distance 40 cm from the eye. But computer users must see at
arm’s length, typically about 70 cm from the eye. The intermediate corridor of a conventional
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FIGURE 4 The most common bifocal styles are the Executive in which the
segment covers the entire bottom of the lens, the straight top bifocal, and the
round bifocal.

FIGURE 5 A progressive addition lens (PAL) has a
large area of distance prescription power that changes
to the addition power through a narrow corridor. The
areas on the lower temporal and nasal side of the lens
become less and less usable the farther they are from
the intermediate corridor and near portion.



PAL is too narrow for prolonged use, and a single vision lens prescribed for this working dis-
tance may leave the user with too narrow a range of clear vision. Some companies have pro-
duced special progressive addition lenses for computer use which have a wide intermediate
area with a small near zone at the bottom and distance zone at the top. Such lenses are also
helpful with a number of occupations not connected with computers, for example musicians.28

Tints in Spectacle Lenses. Tints are used in spectacle lenses for comfort, safety, and cosmesis.
Color tints in glass lenses are produced by adding a compound to the glass as it is made or by coat-
ing the completed glass lens. Plastic lenses are tinted by dipping them into a dye. In ophthalmic
practice, tints are classified numerically based on their light transmission as shown in Table 1.29

The most common application of spectacle tints is, of course, sunglasses. Optimal trans-
mittance for comfort is about 10 percent,30 a #3 tint, which also helps preserve the eye’s capac-
ity for dark adaptation.31 The most common sunglass tints are gray, brown, yellow, and green.
Typical transmittance curves are shown in Fig. 6. Gray lenses block light without affecting
color perception. Other tints can, potentially, alter color perception, but sunglasses following
the ANSI Z80.3 Sunglass Standard should cause no difficulties, at least in the important task
of recognizing traffic signals.32

Photochromic lenses have become a popular alternative to conventional tinted lenses. In
sunlight a clear photochromic lens darkens to about a #2 tint in five minutes or so. Dark-
ened lenses will lighten to near transparency in about 10 minutes.33 Somewhat greater dark-
ening occurs at lower temperatures. The darkest tint is inadequate for a true sunglass lens
and photochromics are, accordingly, marketed as “comfort” lenses. The darkening is a
response to ultraviolet (UV) light, so photochromic lenses work poorly in cars where the
windows transmit little UV radiation. Photochromic lenses lighten in response to infrared
(IR) radiation.

Photochromic lenses come in glass, ophthalmic plastic, and even polycarbonate. They can
be had in single vision and bifocal formats, including progressive addition lenses.34
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TABLE 1 Tint Numbers and Transmission Ranges

Tint number Transmission range

0 80%–100%
1 43%–80%
2 18%–43%
3 8%–18%
4 3%–8%

FIGURE 6 Spectral transmission curves for four com-
mon plastic lens tints.



Polaroid® sunglasses are made with a layer of Polaroid material sandwiched within spec-
tacle material. The axis of polarization is vertical to block glare from horizontally polarized
light scattered from the road or water. Polaroid lenses can be tinted for extra density and can
be made in most prescriptions, including bifocals and progressive addition lenses.

Antireflective (AR) coatings use thin film interference to diminish or eliminate reflections
off spectacle surfaces. AR coatings improve lens cosmesis and can eliminate or at least mini-
mize unwanted ghost images formed by lens reflection that some patients find distracting.

IR and UV spectacle coatings block light at long and short wavelengths that have been
associated with a variety of abiotic effects including keratitis and cataract.35,36 Because the
crystalline lens is the site of most of the eye’s UV absorption,37 it is especially important to
provide UV protection in visual corrections worn subsequent to cataract surgery.

Standards for spectacle prescriptions in the United States are spelled out in the ANSI Z80.1
standards.38 In North America all lenses are expected to have sufficient impact resistance to pass
the drop ball test in which a half ounce steel ball of 5⁄8 in diameter is dropped from a height of 50
inches onto the lens. To satisfy this requirement, glass lenses must be hardened by thermal air
tempering or chemical tempering. Plastic lenses require no special hardening treatment.

11.6 CONTACT LENSES

Both kinds of contact lenses in common use—hydrophilic or “soft” contact lenses and rigid or
“hard” contact lenses—provide refractive correction while resting on the cornea. Contact
lenses are prescribed chiefly for cosmetic reasons, but they provide real optical benefits for
two kinds of patients—those with high refractive errors and those with irregular corneas.
Contact lenses allow patients with high refractive errors to avoid using the optically inferior
peripheral portions of high powered spectacle lenses, plus providing high myopes a slightly
magnified retinal image. Corneal irregularities can be masked by the tear layer between the
contact lens and the cornea, which may help in keratoconus and other conditions.

Soft Contact Lenses

“Soft” or hydrophilic contact lenses are the most common nowadays. These lenses are made of
hydrogels, polymers able to absorb a significant amount of water.39 Hydrogels are brittle and
fragile when dry, but soft and flexible when hydrated. When saturated with ophthalmic saline
solution that has the pH of ordinary tears, a properly fitted soft contact lens drapes smoothly
over the cornea, providing, in effect, a new cornea with the right power to eliminate refractive
error. Once in place, the lens is not easy to dislodge, making soft contacts ideal for sports. A typ-
ical lens is about 14 mm in diameter, wide enough to cover the cornea and overlap the sclera (the
white of the eye) somewhat. Around the central optic zone there is a peripheral zone about a mil-
limeter wide with a flatter curvature (Fig. 7). Hydrogel materials transmit atmospheric oxygen
to the cornea well, enabling the cornea to sustain its metabolism and transparency. To provide
the tear exchange which carries additional oxygen to the eye, the lens should move slightly when
the patient blinks, typically about a half millimeter.40 The patient is unaware of the movement.

The power of the soft contact lens is just that of the spectacle prescription adjusted for ver-
tex distance using equation (1). Most soft lenses prescribed are spherical, small amounts of
astigmatism being corrected by using the equivalent sphere. Soft astigmatic lenses are avail-
able using a variety of ingenious methods to stabilize the lens to prevent lens rotation so that
the astigmatic correction retains its proper orientation.41 The most commonly used method is
that of dynamic stabilization which orients the lens through the action of the lids on the supe-
rior and inferior thickness gradient of the lens during blinking.

While there is some initial foreign body sensation with soft lenses, they quickly become
quite comfortable. After an adaptation period of a couple of weeks, most patients can wear
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the lenses from 10 to 12 hours per day with no trouble. Well-fitted lenses cause little or no
change in the shape of the cornea, so it is easy to move back and forth between contact lenses
and glasses. Occasional contact lens wear is also practical for sports or other special occasions.

Soft contact lenses must be cleaned and disinfected between uses to eliminate infectious
agents and mucous deposits. Daily-wear soft contact lenses are to be removed after each day’s
wear. They usually last about a year. Disposable and frequent replacement lenses intended
for shorter periods of use ranging from a day to a couple of weeks offer advantages to many
patients, particularly those prone to rapid deposit build-up or without ready access to clean-
ing and sterilizing solutions.

Extended-wear lenses are intended to be worn for longer periods, typically a few days to a
week. Extended-wear hydrophilic lenses have a high water content and/or reduced thickness
to increase oxygen permeability,42 which also makes the lenses more fragile. New materials
with increased oxygen transmissibility seem likely to extend the wearing period even more.
Extended-wear lenses are usually disposable.

Soft contact lenses are usually clear or with a faint blue “finding tint” which makes the
lenses easier to see and handle without affecting the patient’s appearance in the lenses. Cos-
metic soft contact lenses can change the apparent color of the iris. Overall transparent tints
can make light colored irides assume a variety of colors. Patients with dark irides can use
lenses with an array of tinted dots surrounding the pupil to change apparent eye color. The
tints from the dots along with the iris seen between the dots produce a very convincing illu-
sion. Surprisingly, this arrangement produces no real effect on patients’ visual fields.43

Novelty soft contact lenses have been marketed with a variety of ghoulish designs
intended to elicit parental ire. More serious variants of this idea are cosmetic lenses designed
to disguise unsightly damage to eyes subsequent to injury or disease.44

Rigid Contact Lenses

The first rigid corneal contact lenses widely used clinically were made of polymethylmethacry-
late (PMMA) which had good optical and mechanical properties but which transmitted no
oxygen from the air to the cornea. Contact lens fitters had to adjust the lens diameter and the
curves on the ocular surface of the contact lens, the lens’s base curve, to allow the lens to move
in order to provide sufficient tear exchange to maintain corneal physiology.

Modern rigid lenses are made of a variety of gas permeable materials.45 The greater bio-
compatibility of these materials makes it possible to fit larger lenses that move rather less
than the earlier PMMA lenses. A gas permeable lens is typically from 9 to 10 mm in diame-
ter. The curvature of the ocular surface is close to that of the central cornea, as measured by
keratometry, with a flatter peripheral zone about 1 mm wide. The lenses are quite thin, on the
order of 0.15 mm, which makes them more comfortable as well as improving oxygen trans-
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FIGURE 7 The hydrogel lens seen from the front
and in cross section.



missibility. The lens is picked up by the upper lid on the blink, and typically slides about a mil-
limeter down the cornea while the eye is open. The patient is unaware of the movement so
long as the optic zone covers the pupil.

The meniscus of tears between the cornea and ocular surface of a rigid contact lens forms
the so-called tear lens. The power of the tear lens plus that of the contact lens itself must equal
the vertex adjusted power of the spectacle prescription. The tendency of the very thin gas per-
meable lenses to flex and change shape on the eye makes it difficult to predict the power of
the tear lens accurately, and most fitters rely on trial lenses to determine the contact lens
power they will prescribe.

Because the optical index of tears approximates that of the cornea, the power of the ante-
rior surface of the tear pool behind a rigid lens effectively replaces the power of the cornea.
This means that corneal astigmatism effectively disappears behind a rigid contact lens with a
spherical posterior surface. Since refractive astigmatism is so often due mainly to corneal
astigmatism, astigmatic refractive errors can frequently be managed satisfactorily with simple
spherical rigid lenses. When the astigmatism is too great or there are mechanical problems in
fitting a spherical lens to the astigmatic cornea, rigid lenses with a front and/or back toric sur-
face can be used. The orientation of toric lenses is most commonly achieved with prism bal-
last in which the bottom part of the lens is made thicker and heavier by incorporating a
prismatic power in the lens.46

Rigid contact lenses are, initially at least, much less comfortable than soft contact lenses. A
significant period of adaptation to the lenses is required, starting from a few hours a day. Most
patients can eventually wear the lenses from 10 to 12 hours per day. There have been attempts
to use certain rigid gas permeable lenses as extended-wear lenses. Once established, wearing
schedules should be retained to preserve the eyes’ adaptation to the lenses.

Rigid lenses are usually clear or with a light finding tint of blue, brown, or green. A dot is
usually placed on the right lens to help the patient identify it.

All rigid lenses, especially those made of PMMA, tend to change the shape of the cornea.47

Fluctuations in corneal shape can make it difficult to determine an appropriate spectacle pre-
scription for a patient to use after a day of contact lens wear, a phenomenon known as specta-
cle blur. Orthokeratology attempts to use corneal molding by rigid contact lenses to reduce or
eliminate refractive error.48 A variety of procedures have been advocated, all of them using a
series of contact lenses with base curves flatter than that of the cornea to reduce corneal cur-
vature and, with it, the patient’s myopia. With months of effort on the part of doctor and
patient, modest reductions in myopia—a diopter or two—are possible. The gains are transient,
however, and patients must wear “retainer” lenses several hours daily to prevent regression.

Rigid lenses must be cleaned and sterilized with special solutions each time they are
removed. A rigid gas permeable lens can be used for several years.

The chief contraindications for both soft or hard lenses are dry eye and allergy.

Contact Lenses in Presbyopia

The presbyope represents a special challenge to the contact lens fitter. All approaches com-
promise the convenience of contacts and/or the quality of vision.

An obvious solution to the presbyopia problem is simply to wear reading glasses over
the contact lenses. But many contact lens patients don’t want to give up their spectacle-free
existence.

Two kinds of bifocal contact lenses have been marketed. In some rigid bifocal contact
lenses, so-called alternating vision lenses, a segment is polished onto the lens. The lens is fit so
that when the patient looks down the lower eyelid moves the lens up placing the segment over
the pupil. Such lenses present substantial fitting problems.49

Other bifocal contact lenses are designed so the segment and distance portion of the lens
are simultaneously within the pupil. These are called simultaneous vision lenses. The lens
wearer sees superimposed clear and blurred images of either near or remote objects so that
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there is degradation of clarity and contrast.50 Simultaneous vision contact lens designs have
been made for both rigid and soft contact lenses with distant and near corrections arranged in
a variety of geometric configurations. One ingenious design is the diffractive contact lens
which makes use of the diffractive principle of the Airy disk.51

The most common contact lens approach to presbyopia is monovision in which one eye is
corrected for distance and one for near.52,53 Most patients adapt surprisingly well to having
one eye blurred, especially if the difference between the eyes is small. There are, of course,
consequences to visual function.

Scleral Contact Lenses

Scleral or haptic contact lenses rest on the sclera of the eye, vaulting the cornea. Outside of
cosmetic uses as prostheses54 or in special effects lenses for the movies,55 scleral lenses are
almost never encountered nowadays.

11.7 CATARACT, APHAKIC, AND PSEUDOPHAKIC CORRECTIONS

Cataract and Cataract Surgery

Cataract is partial or complete loss of transparency of the crystalline lens of the eye. Cataract
may be associated with a number of factors, including trauma, certain kinds of medications,
UV radiation, and diabetes and other diseases, but the great majority of cases are due to
imperfectly understood age-related changes.56 The disruption of the optics of the crystalline
lens in cataract produces irregular optics with increased light scatter that lowers visual acuity
and image contrast, increases glare sensitivity, and alters color perception.57

Treatment for cataract is surgical removal of the crystalline lens. An eye from which the
lens has been removed is termed aphakic. In intracapsular cataract extraction (ICCE) the
lens and the lens capsule are both removed. Intracapsular surgery has now been almost
completely replaced by extracapsular cataract extraction (ECCE) in which the lens is
removed but the capsule left behind.58 Phacoemulsification carries this one step further by
breaking the lens up with an ultrasonic probe before removal, thus permitting the surgery
to proceed through an incision at the corneal margin as small as 3 millimeters.59 Postopera-
tive opacification of the posterior capsule occurs within months or years in about a third of
patients. When this occurs, a hole may be opened in the capsule with a YAG laser, an in-
office procedure.60

Post-Surgical Correction in Cataract

The crystalline lens accounts for about a third of the eye’s optical power,61 so the aphakic eye
requires a substantial optical correction, typically on the order of +10 D.62 This can be pro-
vided with spectacles, contact lenses, or intraocular lens implants.

Aphakic spectacle corrections are heavy and thick with serious optical problems, among
them a retinal image magnification of around 35 percent, aberrations and distortion, sensitiv-
ity to precise vertex placement, unsightly magnification of the patient’s eyes, and a ring shaped
blind spot at the periphery of the lens due to prismatic effects.63 Aspheric lenses and specially
designed frames make aphakic spectacles optically and cosmetically a bit more tolerable but
their near complete elimination in the era of the intraocular lens implant is unlamented.

Optically, contact lenses provide a much better aphakic visual correction than specta-
cles.64,65 They provide vastly improved cosmesis, give an image size very close to that of the
phakic eye, and eliminate the distortions and prismatic effects of aphakic spectacle lenses.
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There are serious practical problems in aphakic contact lens fits, however, and contact lenses
are rarely used in aphakia anymore.66

Intraocular lens implants (IOLs) are lenses placed in the eye during cataract surgery to
replace the power of the crystalline lens. While initial experiments placed the IOL in the ante-
rior chamber using angle-fixated lenses or iris support, the posterior chamber has been found
to be the safest, most effective site for primary implantation.67 IOL implantation in the cap-
sule after extracapsular extraction has become the standard procedure. A patient with an
intraocular implant is said to be pseudophakic.

In addition to its optical and mechanical properties, the optical material for an IOL should
be biocompatible, sterilizable, and able to withstand the laser beam in YAG capsulotomy.
Polymethylmethacrylate (PMMA), the same material used in early corneal contact lenses, is
the most common material used in intraocular lenses.68,69 Ultraviolet light absorbers may be
added to PMMA to replace the UV absorption of the extracted crystalline lens. “Foldable”
lenses made of hydrogel, silicone, or foldable acrylic materials permit insertion of the implant
through the narrow incision in phacoemulsification.70 A great variety of supports have been
devised for IOLs. The most popular now are the modified C loop (Fig. 8) with PMMA loops
which seat it within the capsule or ciliary sulcus.

The power of the IOL to be implanted is calculated from the corneal curvature as mea-
sured with the keratometer, and from the axial length of the eye determined by ultrasonog-
raphy. A number of formulas have been developed to do this.71 A typical one that is often
used, called the SRK formula after the initials of its developers, is

P = A − 2.5L − 0.9K,

where P is implant power necessary to achieve emmetropia, L axial length, K the keratome-
ter reading, and A a constant specific to each IOL which may be further adjusted for surgeon
factors. The SRK formula is a regression formula based on 2068 eyes. A newer version of the
formula, the SRK II formula, adds or subtracts a factor C dependent on axial length.

The refraction actually targeted by the surgeon depends on the patient’s needs. Typically,
a surgeon will try to achieve slight myopia, using the depth of field of the eye to get a range of
vision, although myopia sufficient to work without glasses at near or even monovision are also
possibilities.

Spectacle prescriptions are determined clinically for the pseudophakic patient just as they
would be for any other absolute presbyope. Since, of course, these patients have no accom-
modation, all will need some sort of bifocal or other provision for close work.

Bifocal IOLs have been produced in designs using the same optical principles as simulta-
neous vision bifocal contact lenses. As with the bifocal contact lenses, there is increased depth
of field at the expense of decreased contrast sensitivity and lowered acuity.72,73
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11.8 ANISEIKONIA AND ANISOPHORIA

The visual correction which focuses an image on the retina also changes shape and magnifi-
cation of the retinal image. A relative difference in size and shape of retinal images between
the two eyes is called aniseikonia. Aniseikonia has been associated with visual discomfort,
especially when there is a significant difference in the refraction of the two eyes or when there
has been a sudden change in the eyes’ optics.74 Aniseikonia is most frequently associated with
anisometropia, a condition in which there is a difference in refractive error between the two
eyes. Clinically significant differences are one diopter or more in the sphere or cylinder.75

Diagnosis of aniseikonic problems is done mainly by process of elimination: if a patient
sees sharply with each eye and still complains of headache, eye strain, or glare, aniseikonia
may be the underlying cause. The degree of aniseikonia can be measured with a number of
clinical test charts or devices, of which the Space Eikonometer is the gold standard.76 Few doc-
tors have such devices—the Space Eikonometer hasn’t been manufactured since the 1970’s—
so they are reduced to estimating the degree of aniseikonia from optical rules of thumb.77,78

Unfortunately, these optical estimates don’t take into account “neural” magnification which
has been shown to have significant effect. For example, Knapp’s Law, derived from purely
optical considerations, predicts that the aniseikonia due to anisometropia in which the eyes
have different lengths but similar optical components is best corrected with spectacles, while
experimental work suggests contact lens correction works better.79

Image magnification can be controlled to some extent by the prescribing doctor through
specification of spectacle parameters or by opting for contact lenses or, in cataract cases, an
intraocular lens implant. While aniseikonia has been a vexed topic in the ophthalmic litera-
ture, in practice few doctors concern themselves with it except in extreme cases, mainly uni-
lateral cataract or aphakia.80 Most patients adapt quickly to changes in retinal images,81,82 a
fact confirmed in clinical practice by the success of progressive addition bifocals and contact
lenses, including monovision. Aniseikonia management has, indeed, become a “lost art.”83,84

Optical anisophoria is a tendency for the prismatic differences in the two spectacle lenses to
dissociate the eyes of an anisometropic patient outside of center gaze. Vertical prismatic dissoci-
ation is by far the most troublesome. Most patients can avoid anisophoria by simply looking
through the optical center of the lens. Presbyopes, however, have to look a centimeter or so
below the optical center to use the bifocal segment. A number of strategies exist to reduce or
eliminate prism at the reading level, including bicentric grinding which grinds additional prism
into the lower part of the lens.85 Fortunately, most patients adapt to the prismatic differences with
surprising ease.86 Of course, contact lenses are the definitive remedy for anisophoric problems.

11.9 REFRACTIVE SURGERY

The correction of refractive error by surgical means has attracted considerable attention in
the last couple of decades. An alphabet soup of techniques has evolved and new ones are
being developed regularly. Almost all involve changing the curvature of the cornea, the most
powerful optical element of the eye as well as the most accessible.

As with any surgery, refractive surgery carries with it certain risks. In particular, there is a
degree of uncertainty in the resulting optical correction. Studies typically quote results of a tech-
nique in terms of patients’ postsurgical visual acuities. In evaluating these results, however, it is
important to remember that the relation between visual acuity and refractive error is not
straightforward.87 Though surgery may reduce the need for glasses, many post-surgical patients
will still require them at least some of the time, especially for visually demanding tasks. More-
over, visual acuity measurements which involve bright, high-contrast targets provide no insight
into other aspects of optical performance such as diminished image contrast and disability glare.

The discussion below deals with the methods most common at this time.
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Incisional Procedures

Any incision of the cornea creates a relaxing or flattening effect at right angles to the direc-
tion of the incision.88 Radial keratotomy (RK) involves making a series of radial incisions in
the cornea, sparing a central optical zone. This process results in peripheral steepening and
central flattening of the cornea. The amount of flattening is dependent upon the number of
incisions, the depth of the incisions, and the size of the optical zone.89

In the National Eye Institute–funded Prospective Evaluation of Radial Keratotomy
(PERK) study, 38 percent of eyes had a post-operative refractive error within 0.50 D of the
intended correction, and 60 percent were within 1.00 D. Uncorrected visual acuity was 20/20
or better in 53 percent of the eyes and 20/40 or better in 85 percent. With spectacle correction,
97 percent of the patients were able to attain or nearly attain their presurgical visual acuity.90

Since the incisions are from 90 to 95 percent of the corneal thickness, there are real surgi-
cal risks of perforating the cornea. Even without perforation, there is evidence that the ocu-
lar integrity is permanently weakened with this procedure.91 Postoperatively, there tends to be
a shift towards hyperopia, often in excess of one diopter.92 Diurnal variations in vision are
common, characterized by shifts in visual acuity and refraction.93 Depending upon the pupil
size and the size of the optical zone, there can be significant complications of glare—in the
form of halos, starburst patterns around light sources, and discomfort.94

The incidence of severe, vision-threatening complications in RK is low, but the popularity
of this surgery has dropped dramatically since the availability of alternative laser procedures.

Astigmatic keratotomy (AK) is a variation of RK used to correct mild-to-moderate astig-
matism. This procedure creates a flattening of the steepest meridian by making transverse
(tangential or “T”) incisions perpendicular to the steep meridian. There are other variations
of incisional procedures that are rarely used.

Laser Procedures

Photorefractive keratectomy (PRK) uses a 193 nm argon fluoride excimer laser to precisely
photoablate a thin layer of the central corneal stroma, the thick layer of connective tissue con-
stituting most of the cornea. Each pulse of this laser can remove as little as 0.25 µ of corneal
tissue.95 For low to moderate myopia, 6.0 mm or greater diameter single zone or multizone
ablation zones have become the standard because they result in superior refractive results
and fewer complaints related to night vision.96

In selected studies of the treatment of myopia using FDA-approved lasers, the percentage
of eyes with uncorrected post-operative visual acuity of 20/20 or better ranged from 2 to 100
percent, and those 20/40 or better ranged from 27 to 100 percent. Clinically significant loss of
best corrected visual acuity occurred in from 0 to 18 percent of the eyes in these studies. Much
of the variability between studies can be attributed to the amount of correction attempted,
since eyes with low to moderate myopia typically can expect a very good outcome, while high
amounts of myopia have markedly poorer results.

Corneal haze is common during early months of the healing phase. Low levels of haze have
minimal effect on vision performance, but persistent or late onset corneal haze, often leading
to regression and decreased visual acuity, has been observed in moderate to high myopes.97

Short-term refractive shifts are rare with PRK, but myopic regression is common, particu-
larly within the first year and with small ablation zones. Ablation decentration of greater than
1 mm will result in poorer visual outcomes, including glare, halos, decreased visual acuity, and
monocular diplopia.98 Refinements in lasers, algorithms, and surgical skills should continue to
improve the procedure.

Laser in-situ keratomileusis (LASIK) is a technique that uses an automated surgical knife
or microkeratome to slice a hinged corneal flap, after which stromal tissue is removed as in
PRK. The flap is then repositioned without sutures, and the eye is allowed to heal. Since there
is no removal of the surface corneal epithelium, visual acuity is restored rapidly, and pain is
minimal. This procedure has become the most widely performed refractive surgical procedure.
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Uncorrected visual acuity after this procedure is 20/20 or better in from 38 to 63 percent
and 20/40 or better in from 82.5 to 100 percent of selected studies. Less than 9.5 percent of
eyes suffered clinically significant loss of best corrected acuity.99,100,101 Medical complications
of LASIK occur in approximately 5 percent of cases.102

Intrastromal Rings

Intrastromal corneal rings (ICRs) are circular arcs implanted in the stroma of the peripheral
cornea, concentric to the optic axis, which act mechanically to flatten the curvature of the
entire cornea. Current procedures use two 150° arcs, with thicknesses of a few tenths mil-
limeter—the greater the thickness, the greater the reduction in curvature and the greater the
refractive correction. FDA studies have yielded acuities of 20/15 or better in 13 percent of
patients; 20/20 or better in 34 percent; 20/25 or better in 55 percent; and 20/40 or better in 81
percent.103 The procedure is intended for patients with modest degrees of myopia (less than
three diopters) and small astigmatism (less than a diopter). Unlike laser procedures, ICR
doesn’t work directly on the optical axis of the eye and is at least somewhat reversible through
removal of the rings.

Intraocular Lenses

Cases of high myopia may be treated by extracting the crystalline lens, just as for a cataract
patient, and inserting an implant of suitable power. This is called a clear lens exchange (CLE).
Phakic lens implants leave the patient’s crystalline lens intact. Anterior chamber phakic lens
implants (ACPLIs) are placed in the anterior chamber and posterior chamber phakic lens
implants (PCPLIs) vault the crystalline lens in the posterior chamber.

11.10 MYOPIA RESEARCH AND VISUAL TRAINING

Myopia results from the lack of precise correlation between the optical components of the
eye and its axial length. Of the ocular components, axial length correlates most closely with
refractive error, on the order of −0.76.104 The continued eye elongation through puberty is
compensated by concurrent changes in the crystalline lens. This emmetropization process
occurs in the form of a decrease in crystalline lens refractive power, crystalline lens surface
flattening, and crystalline lens thinning.105

Recent research has expounded on the influences of heredity and environmental factors
on the onset and development of myopia. A family history of myopia is associated with an
increased prevalence of its occurrence. Monozygotic twins have a higher correlation between
refractive error and ocular and optical components than dizygotic twins. A higher prevalence
of myopia is found among children of myopic parents than nonmyopic parents. Even before
the appearance of myopia, children with two myopic parents already have longer axial
lengths than children with only one myopic parent or no myopic parents.106

It was noted during investigations of anomalous visual experience on visual neurophysiol-
ogy that a significant amount of myopia developed in monkey eyes deprived of form vision by
lid suturing.107 Subsequent experiments have confirmed and expanded these results. The dis-
tribution of refractive errors created in form-deprived eyes is broad with a large number of
high myopic refractive errors represented.108 The effect of deprivation on refractive error
development also occurs in a variety of animal species. This phenomenon occurs in human
infants with severe congenital drooping of the upper eyelid.109

Form deprivation myopia is axial in nature, and is attributable primarily to an increase in
vitreous chamber depth. In fact, the increase in vitreous chamber depth correlates well with
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the magnitude of induced myopia.110 The earlier the onset of form deprivation and the longer
the duration of deprivation, the higher the degree of myopia produced. Form deprivation
does not produce myopia in adults, but only during a sensitive period of ocular growth early
in life. The fact that eyelid suture does not cause deprivation myopia in dark reared animals
supports the notion that visual experience is necessary for this process.111

Diffusing spectacle lenses that reduce image contrast also produce form deprivation
myopia. The degree of deprivation myopia is correlated with the amount of image degrada-
tion. The contrast threshold for triggering from deprivation myopia is relatively modest—
approximately 0.5 log units at high spatial frequencies, enough to reduce visual acuity to
6/15. Optically induced blur results in modifications of axial growth to neutralize the direc-
tion of retinal defocus.112 Myopia also has been induced in monkeys reared in environments
restricted to near viewing.113 Atropine, a parasympathetic inhibiting cycloplegic agent, pre-
vents myopia development, indicating that ocular accommodation may be a contributing
factor.114

The evidence from environmentally induced refractive error in animals suggests that the
visual environment has an active influence on ocular growth and therefore refractive error by
disrupting the emmetropization process. Image degradation associated with relatively small
amounts of chronic retinal defocus is capable of producing alterations in refractive error.

In humans, ocular accommodation may contribute to myopia development through its
influence on retinal image quality. It has been found that accommodative responses to diop-
tric blur are lower in myopes compared to emmetropes across a range of accommodative
stimuli.115 Lower stimulus-response gradients reflect reduced blur-induced accommodation
and reduced sensitivity to retinal defocus in myopia. In fact, reduced accommodative
response to dioptric blur has been found to occur in children prior to the onset of myopia
compared to children that remain emmetropic.116

After a short period of sustained near fixation accommodative adaptation occurs.117 This is
the product of a transient increase in the magnitude of tonic accommodation—the response of
the accommodative system in the absence of visual stimuli such as blur—and results in an
increase in the overall accuracy of the aggregate accommodative response and a reduction in
the demand for blur-driven accommodation.118 Following near fixation, tonic accommodation
should regress to pre-fixation levels. It has been found that myopes have a shallower regression
gradient than emmetropes, indicating a relatively prolonged rate of decay.119 This slower recov-
ery could produce transient periods of myopic retinal defocus on the order of 0.2 D to 1.00 D.120

Individuals with poor adaptive responses are likely to demonstrate an increased amount of
retinal defocus during nearwork tasks and during recovery from sustained near fixation.

This process could be mediated by sympathetic (adrenergic) nervous system innervation
of accommodation. The innervation to the accommodative system is mediated by the auto-
nomic nervous system. The parasympathetic branch of the autonomic system produces posi-
tive or increased levels of accommodation. The sympathetic branch, which is inhibitory in
nature and mediated by beta-adrenergic receptors, produces negative or decreased accom-
modation. Timolol maleate, a pharmaceutical agent with adrenergic antagonistic properties,
produces a significant myopic shift in tonic accommodation (0.87 D) and a shallower regres-
sion gradient after a period of near work, leading to increased magnitude and duration of
post-nearwork retinal defocus.121

These research results suggest that reduced sensitivity to retinal blur and poor and/or pro-
longed adaptive responses may create a form of deprivation myopia by deregulating the
emmetropization process. These environmental influences on myopia development may be
modifiable. Bifocal lens therapy in myopes with clinically diagnosed deficiencies in blur-
driven accommodation has been shown to reduce the rate of myopia progression by approx-
imately 0.25 D/yr compared to single vision lenses.122,123,124 Conventional optometric
accommodative vision therapy has been used to reduce abnormal nearwork-induced tran-
sient myopia in adults.125 In the future, pharmacological treatment through manipulation of
the sympathetic nervous system may be available.
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CHAPTER 12

BINOCULAR VISION FACTORS THAT
INFLUENCE OPTICAL DESIGN

Clifton Schor
University of California
School of Optometry
Berkeley, California

12.1 GLOSSARY

Accommodation. Change in focal length or optical power of the eye produced by change in
power of the crystalline lens as a result of contraction of the ciliary muscle. This capability
decreases with age.
Ametrope. An eye with a refractive error.
Aniseikonia. Unequal perceived image sizes from the two eyes.
Baseline. Line intersecting the entrance pupils of the two eyes.
Binocular disparity. Differences in the perspective views of the two eyes.
Binocular fusion. Act or process of integrating percepts of retinal images formed in the two
eyes into a single combined percept.
Binocular parallax. Angle subtended by an object point at the nodal points of the two eyes.
Binocular rivalry. Temporal alternation of perception of portions of each eye’s visual field
when the eyes are stimulated simultaneously with targets composed of dissimilar colors or dif-
ferent contour orientations.
Center of rotation. A pivot point within the eye about which the eye rotates to change direc-
tion of gaze.
Concomitant. Equal amplitude synchronous motion or rotation of the two eyes in the same
direction.
Conjugate. Simultaneous motion or rotation of the two eyes in the same direction.
Corresponding retinal points. Regions of the two eyes that when stimulated result in identi-
cal perceived visual directions.
Convergence. Inward rotation of the two eyes.
Cyclopean eye. A descriptive term used to symbolize the combined viewpoints of the two
eyes into a single location midway between them.
Cyclovergence. Unequal torsion of the two eyes.
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Disconjugate. Simultaneous motion or rotation of the two eyes in opposite directions.
Divergence. Outward rotation of the two eyes.
Egocenter. Directional reference point for judging direction relative to the head from a
point midway between the two eyes.
Emmetrope. An eye with no refractive error.
Entrance pupil. The image of the aperture stop formed by the portion of an optical system
on the object side of the stop. The eye pupil is the aperture stop of the eye.
Extraretinal cues. Nonvisual information used in space perception.
Eye movement. A rotation of the eye about its center of rotation.
Fixation. The alignment of the fovea with an object of interest.
Focus of expansion. The origin of velocity vectors in the optic flow field.
Fronto-parallel plane. Plane that is parallel to the face and orthogonal to the primary posi-
tion of gaze.
Haplopia. Perception of a single target by the two eyes.
Heterophoria. Synonymous with phoria.
Horopter. Locus of points in space whose images are formed on corresponding points of the
two retinas.
Hyperopia. An optical error of the eye in which objects at infinity are imaged behind the
retinal surface while the accommodative response is zero.
Midsagittal plane. Plane that is perpendicular to and bisects the baseline. The plane verti-
cally bisecting the midline of the body.
Motion parallax. Apparent relative displacement or motion of one object or texture with
respect to another that is usually produced by two successive views by a moving observer of
stationary objects at different distances.
Myopia. An optical error of the eye in which objects at infinity are imaged in front of the
retinal surface while the accommodative response is zero.
Nonconcomitant. Unequal amplitudes of synchronous motion or rotation of the two eyes in
the same direction.
Optic Flow. Pattern of retinal image movement.
Percept. That which is perceived.
Perception. The act of awareness through the senses, such as vision.
Perspective. Variations of perceived size, separation, and orientation of objects in 3-D space
from a particular viewing distance and vantage point.
Phoria. An error of binocular alignment revealed when one eye is occluded.
Primary position of gaze. Position of the eye when the visual axis is directed straight ahead
and is perpendicular to the frontoparallel plane.
Retinal disparity. Difference in the angles formed by two targets with the entrance pupils of
the eyes.
Shear. Differential displacement during motion parallax of texture elements along an axis
perpendicular to the meridian of motion.
Skew movement. A vertical vergence or vertical movement of the two eyes in opposite
directions.
Stereopsis. The perception of depth stimulated by binocular disparity.
Strabismus. An eye turn or misalignment of the two eyes during attempted binocular fixation.
Tilt. Amount of angular rotation in depth about an axis in the frontoparallel plane—syn-
onymous with orientation.
Torsion. Rotation of the eye around the visual axis.
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Vantage point. Position in space of the entrance pupil through which 3-D space is trans-
formed by an optical system with a 2-D image or view plane.
Visual field. The angular region of space or field of view limited by the entrance pupil of the
eye, the zone of functional retina, and occlusion structures such as the nose and orbit of the eye.
Visual plane. Any plane containing the fixation point and entrance pupils of the two eyes.
Yoked movements. Simultaneous movement or rotation of the two eyes in the same direction.

12.2 COMBINING THE IMAGES IN THE TWO EYES INTO ONE
PERCEPTION OF THE VISUAL FIELD

The Visual Field

Optical designs that are intended to enhance vision usually need to consider limitations
imposed by having two eyes and the visual functions that are made possible by binocular
vision. When developing an optical design it is important to tailor it to specific binocular func-
tions that you wish to enhance or at least not to limit binocular vision. Binocular vision
enhances visual perception in several ways. First and foremost, it expands the visual field
(Walls, 1967). The horizontal extent of the visual field depends largely on the placement and
orientation of the eyes in the head. Animals with laterally placed eyes have panoramic vision
that gives them a full 360 degrees of viewing angle. The forward placement of our eyes
reduces the visual field to 190 degrees. Eye movements let us expand our field of view. The
forward placement of the eyes adds a large region of binocular overlap so that we can achieve
another binocular function, stereoscopic depth perception. The region of binocular overlap is
114 degrees and the remaining monocular portion is 37 degrees for each eye. Each eye sees
slightly more of the temporal than the nasal visual field and more of the ipsilateral than the
contralateral side of a binocularly viewed object.

Visual perception is not uniform throughout this region. The fovea or central region of the
retina is specialized to allow us to resolve fine detail in the central 5 degrees of the visual field.
Eye movements expand the regions of available space. They allow expansion of the zone of
high resolution, and accommodation expands the range of distances within which we can have
high acuity and clear vision from viewing distances as near as 5 cm in the very young to opti-
cal infinity (Hofstetter, 1983). The peripheral retina is specialized to aid us in locomotor tasks
such as walking so that we can navigate safely without colliding with obstacles. It is important
that optical designs allow users to retain the necessary visual field to perform tasks aided by
the optical device.

Space Perception

Space perception includes our perception of direction; distance; orientation and shape of
objects; object trajectories with respect to our location; body orientation, location, and motion
in space; and heading. These percepts can be derived from a 2-D image projection on the two
retinas of a 3-D object space. Reconstruction of a 3-D percept from a 2-D image requires the
use of information within the retinal image that is geometrically constrained by the 3-D nature
of space. Three primary sources of visual or vision-related information are used for this pur-
pose, namely, monocular information, binocular information, and extraretinal or motor infor-
mation. Monocular visual or retinal cues include familiarity with the size and shape of objects,
linear perspective and shape distortions, texture density, shading, partial image occlusion or
overlap, size expansion and optic flow patterns, and motion parallax (Dember & Warm, 1979).
Binocular information is also available, including stereoscopic depth sensed from combina-
tions of horizontal and vertical disparity, and motion in depth (Cumming, 1994). Extraretinal
cues include accommodation, convergence, and gaze direction of the eyes. Many of these cues
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are redundant and provide ways to check consistency and to sense errors that can be corrected
by adaptively reweighting their emphasis or contribution to the final 3-D percept.

Monocular Cues. Linear perspective refers to the distortions of the retinal image that result
from the projection or imaging of a 3-D object located at a finite viewing distance onto a 2-D
surface such as the retina. Texture refers to a repetitive pattern of uniform size and shape such
as a gravel bed. Familiarity with the size and shape of a target allows us to sense its distance
and orientation. As targets approach us and change their orientation, even though the retinal
image expands and changes shape, the target appears to maintain a constant perceived size
and rigid shape. Retinal image shape changes are interpreted as changes in object orientation
produced by rotations about three axes. Texture density can indicate which axes the object is
rotated about. Rotation about the vertical axis produces tilt and causes a compression of tex-
ture along the horizontal axis. Rotation about the horizontal axis produces slant and causes a
compression of texture along the vertical axis. Rotation about the z axis produces roll or tor-
sion and causes a constant change in orientation of all texture elements. Combinations of
these rotations cause distortions or foreshortening of images; however, if the distortions are
decomposed into three rotations, the orientation of rigid objects can be computed. The gradi-
ent of compressed texture varies inversely with target distance. If viewing distance is known,
the texture density gradient is a strong cue to the amount of slant about a given axis.

Perspective cues arising from combinations of observer’s viewpoint, object distance, and ori-
entation can contribute to perception of distance and orientation. Perspective cues utilize edge
information that is extrapolated until it intersects another extrapolated edge of the same target
(Fig. 1) (Epstein, 1977). When the edges of an object are parallel, they meet at a point in the reti-
nal image plane called the vanishing point. Normally, we do not perceive the vanishing point
directly, and it needs to be derived by extrapolation. It is assumed that the line of sight directed
at the vanishing point is parallel to the edges of the surface (such as a roadway) that extrapo-
lates to the same vanishing point. As with texture density gradients, perspective distortion of the
retinal image increases with object proximity. If the viewing distance is known, the amount of
perspective distortion is an indicator of the amount of slant or tilt about a given axis.

Depth ordering can be computed from image overlap. This is a very powerful cue and can
override any of the other depth cues, including binocular disparity. A binocular version of
form overlap is called DaVinci stereopsis where the overlap is compared between the two
eyes’ views (Nakayama & Shimojo, 1990). Because of their lateral separation, each eye sees a
slightly different view of 3-D objects. Each eye perceives more of the ipsilateral side of the
object than the contralateral side. Thus for a given eye, less of the background is occluded by
a near object on the ipsilateral than the contralateral side. This binocular discrepancy is suffi-
cient to provide a strong sense of depth in the absence of binocular parallax.
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FIGURE 1 When the edges of an object are paral-
lel, they meet at a point in the retinal image plane
called the vanishing point.



Kinetic Cues. Kinetic monocular motion cues include size expansion and optic flow pat-
terns and motion parallax. The distance of targets we approach becomes apparent from the
increased velocity of radial flow of the retina (loom) (M. G. Harris, 1994). The motion of tex-
ture elements across the whole image contributes to our perception of the shape and location
of objects in space. The relative motion of texture elements in the visual field is referred to as
optic flow and this flow field can be used to segregate the image into objects at different depth
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FIGURE 2 (a) Motion parallax. Assume that an observer moving toward the left fixates a point at
F. Objects nearer than F will appear to move in a direction opposite to that of the movement of the
observer; objects farther away than F will appear to move in the same direction as the observer. The
length of the arrows signifies that the apparent velocity of the optic flow is directly related to the dis-
tance of objects from the fixation point. (b) Motion perspective. The optical flow in the visual field as
an observer moves forward. The view is that as seen from an airplane in level flight. The direction of
apparent movement in the terrain below is signified by the direction of the motion vectors (arrows);
speed of apparent motion is indicated by the length of the motion vectors. The expansion point in the
distance from which motion vectors originate is the heading direction.

(a)

(b)



planes, as well as to perceive the shape or form of an object. Motion parallax is the shear of
optic flow in opposite directions resulting from the translation of our viewpoint (Rogers &
Graham, 1982). Movies that pan the horizon yield a strong sense of 3-D depth from the
motion parallax they produce between near and far parts of 3-D objects. Two sequential views
resulting from a lateral shift in the viewpoint (motion parallax) are analogous to two separate
and simultaneous views from two eyes with separate viewpoints (binocular disparity). Unlike
horizontal disparity, the shear between sequential views by itself is ambiguous, but once we
know which way our head is translating, we can correctly identify the direction or sign of
depth (Ono, et al., 1986). The advantage of motion parallax over binocular disparity is that we
can translate in any meridian, horizontal or vertical, and get depth information, while stereo
only works for horizontal disparities (Rogers & Graham, 1982).

Motion perception helps us to determine where we are in space over time. Probably the
most obvious application is to navigation and heading judgments (Fig. 2). Where are we
headed, and can we navigate to a certain point in space? Generally, we perceive a focus of
expansion in the direction we are heading as long as our eyes and head remain fixed (Crowell
& Banks, 1996; L. R. Harris, 1994; M. G. Harris, 1994; Regan & Beverley, 1979; Warren & Han-
non, 1988). These types of judgments occur whenever we walk, ride a bicycle, or operate a car.
Navigation also involves tasks to intercept or avoid moving objects. For example, you might
want to steer your car around another car or avoid a pedestrian walking across the crosswalk.
Or you may want to intercept something, as when catching or striking a ball. Another naviga-
tion task is anticipation of time of arrival or contact. This activity is essential when pulling up
to a stop sign or traffic light. If you stop too late, you enter the intersection and risk a collision.
These judgments are also made while walking down or running up a flight of stairs. Precise
knowledge of time to contact is essential to keep from stumbling. Time to contact can be esti-
mated from the distance to contact divided by the speed of approach. It can also be estimated
from the angular subtence of an object divided by its rate of expansion (Lee, 1976). The task is
optimal when looking at a surface that is in the frontoparallel plane, and generally we are very
good at it. It looks like we use the rate of expansion to predict time of contact since we make
unreliable judgments of our own velocity (McKee & Watamaniuk, 1994).

Another class of motion perception is self- or ego-motion (Brandt, et al., 1973). It is
related to the vestibular sense of motion and balance and tells us when we are moving. Self-
motion responds to vestibular stimulation, as well as visual motion produced by translational
and rotational optic flow of large fields. Finally, we can use binocular motion information to
judge the trajectory of a moving object and determine if it will strike us in the head or not.
This motion in depth results from a comparison of the motion in one eye to the other. The
visual system computes the direction of motion from the amplitude ration and relative direc-
tion of horizontal retinal image motion (Beverley & Regan, 1973) (Fig. 3). Horizontal motion
in the two eyes that is equal in amplitude and direction corresponds to an object moving in the
frontoparallel plane. If the horizontal retinal image motion is equal and opposite, the object
is moving toward us in the midsagittal plane and will strike us between the eyes. If the motion
has any disconjugacy at all, it will strike us. A miss is indicated by yoked, albeit nonconcomi-
tant, motion.

Binocular Cues and Extraretinal Information from Eye Movements. Under binocular
viewing conditions, we perceive a single view of the world as though seen by a single cyclo-
pean eye, even though the two eyes receive slightly different retinal images. The binocular
percept is the average of monocularly sensed shapes and directions (allelotropia). The bene-
fit of this binocular combination is to allow us to sense objects as single with small amounts of
binocular disparity so that we can interpret depth from the stereoscopic sense. Interpretation
of the effects of prism and magnification upon perceived direction through an instrument
needs to consider how the visual directions of the two eyes are combined. If we had only one
eye, direction could be judged from the nodal point of the eye, a site where viewing angle in
space equals visual angle in the eye, assuming the nodal point is close to the radial center of
the retina. However, two eyes present a problem for a system that operates as though it has
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only a single cyclopean eye. The two eyes have viewpoints separated by approximately 6.5 cm.
When the two eyes converge accurately on a near target placed along the midsagittal plane,
the target appears straight ahead of the nose, even when one eye is occluded. In order for per-
ceived egocentric direction to be the same when either eye views the near target monocularly,
there needs to be a common reference point for judging direction. This reference point is
called the cyclopean locus or egocenter, and is located midway on the interocular axis. The
egocenter is the percept of a reference point for judging visual direction with either eye alone
or under binocular viewing conditions.

Perceived Direction

Direction and distance can be described in polar coordinates as the angle and magnitude of a
vector originating at the egocenter. For targets imaged on corresponding retinal points, this
vector is determined by the location of the retinal image and by the direction of gaze that is
determined by the average position of the two eyes (conjugate eye position). The angle the
two retinal images form with the visual axes is added to the conjugate rotational vector com-
ponent of binocular eye position (the average of right and left eye position). This combination
yields the perceived egocentric direction. Convergence of the eyes, which results from dis-
conjugate eye movements, has no influence on perceived egocentric direction. Thus, when the
two eyes fixate near objects to the left or right of the midline in asymmetric convergence, only
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FIGURE 3 Motion in depth. Relative velocities of left and right retinal images for different target trajec-
tories. When the target moves along a line passing between the eyes, its retinal images move in opposite
directions in the two eyes; when the target moves along a line passing wide of the head, the retinal images
move in the same direction, but with different velocities. The ratio (V1/Vr) of left- and right-eye image veloc-
ities provides an unequivocal indication of the direction of motion in depth relative to the head.



the conjugate component of the two eyes’ positions contributes to perceived direction. These
facets of egocentric direction were summarized by Hering (1879) as five laws of visual direc-
tion, and they have been restated by Howard (1982). The laws are mainly concerned with tar-
gets imaged on corresponding retinal regions (i.e., targets on the horopter).

We perceive space with two eyes as though they were merged into a single cyclopean eye.
This merger is made possible by a sensory linkage between the two eyes that is facilitated by
the anatomical superposition or combination of homologous regions of the two retinas in the
visual cortex. The binocular overlap of the visual fields is very specific. Unique pairs of reti-
nal regions in the two eyes (corresponding points) must receive images of the same object so
that these objects can be perceived as single and at the same depth as the point of fixation.
This requires that retinal images must be precisely aligned by the oculomotor system with cor-
responding retinal regions in the two eyes. As described in Sec. 12.8, binocular alignment is
achieved by yoked movements of the eyes in the same direction (version) and by movements
of the eyes in opposite direction (vergence). Slight misalignment of similar images from cor-
responding points is interpreted as depth. Three-dimensional space can be derived geometri-
cally by comparing the small differences between the two retinal images that result from the
slightly different vantage points of the two eyes caused by their 6.5-cm separation. These dis-
parities are described as horizontal, vertical, and torsional, as well as distortion or shear dif-
ferences between the two images. The disparities result from surface shape, depth, and
orientation with respect to the observer, as well as direction and orientation (torsion) of the
observer’s eyes (van Ee & Erkelens, 1996). These disparities are used to judge the layout of 
3-D space and to sense the solidness or curvature of surfaces. Disparities are also used to
break through camouflage in images such as those seen in tree foliage.

Binocular Visual Direction-Corresponding Retinal Points and the Horopter. Hering (1879)
defined binocular correspondence by retinal locations in the two eyes that, when stimulated,
resulted in a percept in identical visual directions. For a fixed angle of convergence, projec-
tions of corresponding points along the equator and midline of the eye converge upon real
points in space. In other cases, such as oblique eccentric locations of the retina, corresponding
points have visual directions that do not intersect in real space. The horopter is the locus in
space of real objects or points whose images can be formed on corresponding retinal points.
It serves as a reference throughout the visual field for the same depth or disparity as at the fix-
ation point. To appreciate the shape of the horopter, consider a theoretical case in which 
corresponding points are defined as homologous locations on the two retinas. Thus, corre-
sponding points are equidistant from their respective foveas. Consider binocular matches
between the horizontal meridians or equators of the two retinas. Under this circumstance, the
visual directions of corresponding points intersect in space at real points that define the lon-
gitudinal horopter. This theoretical horopter is a circle whose points will be imaged at equal
eccentricities from the two foveas on corresponding points except for the small arc of the cir-
cle that lies between the two eyes (Ogle, 1964). While the theoretical horopter is always a cir-
cle, its radius of curvature increases with viewing distance. This means that its curvature
decreases as viewing distance increases. In the limit, the theoretical horopter is a straight line
at infinity that is parallel to the interocular axis. Thus, a surface representing zero disparity
has many different shapes depending on the viewing distance. The consequence of this spatial
variation in horopter curvature is that the spatial pattern of horizontal disparities is insuffi-
cient information to specify depth magnitude or even depth ordering or surface shape. It is
essential to know viewing distance to interpret surface shape and orientation from depth-
related retinal image disparity. Viewing distance could be obtained from extraretinal infor-
mation such as the convergence state of the eyes, or from retinal information in the form of
vertical disparity as described below.

The empirical or measured horopter differs from the theoretical horopter in two ways
(Ogle, 1964). It can be tilted about a vertical axis and its curvature can be flatter or steeper
than the Vieth-Müller circle. This is a circle that passes through the fixation point in the mid-
sagittal plane and the entrance pupils of the two eyes. Points along this circle are imaged at
equal retinal eccentricities from the foveas of the two eyes. The tilt of the empirical horopter
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can be the result of a horizontal magnification of the retinal image in one eye. Image points of
a frontoparallel surface subtend larger angles in the magnified images. A similar effect occurs
when no magnifier is worn and the fixation plane is tilted toward one eye. The tilt causes a
larger image to be formed in one eye than the other. Thus, magnification of a horizontal row
of vertical rods in the frontoparallel plane causes the plane of the rods to appear tilted to face
the eye with the magnifier.

How does the visual system distinguish between a surface fixated in eccentric gaze that is
in the frontoparallel plane (parallel to the face), but tilted with respect to the Vieth-Müller
circle, and a plane fixated in forward gaze that is tilted toward one eye? Both of these planes
project identical patterns of horizontal retinal image disparity, but they have very different
physical tilts in space. In order to distinguish between them, the visual system needs to know
the horizontal gaze eccentricity. One way is to register the extraretinal eye position signal, and
the other is to compute gaze eccentricity from the vertical disparity gradient associated with
eccentrically located targets. It appears that the latter method is possible, since tilt of a fronto-
parallel plane can be induced by a vertical magnifier before one eye (the induced effect). The

BINOCULAR VISION FACTORS THAT INFLUENCE OPTICAL DESIGN 12.9

FIGURE 4 The horopter. The theoretical horopter or Vieth-Müller cir-
cle passes through the fixation point and two entrance pupils of the eyes.
The theoretical vertical horopter is a vertical line passing through the fixa-
tion point in the midsagittal plane. Fixation on a tertiary point in space
produces vertical disparities because of greater proximity to the ipsilateral
eye. (Reprinted by permission from Tyler and Scott, 1979.)



effect is opposite to the tilt produced by placing a horizontal magnifier before the same eye
(the geometric effect). If both a horizontal and vertical magnifier are placed before one eye,
in the form of an overall magnifier, no tilt of the plane occurs. Interestingly, in eccentric gaze,
the proximity to one eye causes an overall magnification of the image in the nearer eye, which
could be sufficient to allow observers to make accurate frontoparallel settings in eccentric
gaze (Fig. 4). Comparison of vertical and horizontal magnification seems to be sufficient to
disambiguate tilt from eccentric viewing.

Flattening of the horopter from a circle to an ellipse results from nonuniform magnification
of one retinal image. If the empirical horopter is flatter than the theoretical horopter, corre-
sponding retinal points are more distant from the fovea on the nasal than the temporal
hemiretina. Curvature changes in the horopter can be produced with nonuniform magnifiers
such as prisms (Fig. 5). A prism magnifies more at its apex than its base. If a base-out prism is
placed before the two eyes, the right half of the image is magnified more in the left eye than in the
right eye and the left half of the image is magnified more in the right eye than in the left eye. This
causes flat surfaces to appear more concave and the horopter to be less curved or more convex.

The Vertical Horopter. The theoretical vertical point-horopter for a finite viewing distance
is limited by the locus of points in space where visual directions from corresponding points
will intersect real objects (Tyler & Scott, 1979). These points are described by a vertical line
in the midsagittal plane that passes through the Vieth-Müller Circle. Eccentric object points
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FIGURE 5 Figure showing nonuniform magnification of a prism. Disparateness of retinal images,
producing stereopsis.



in tertiary gaze (points with both azimuth and elevation) lie closer to one eye than the other
eye. Because they are imaged at different vertical eccentricities from the two foveas, tertiary
object points cannot be imaged on theoretically corresponding retinal points. However, all
object points at an infinite viewing distance can be imaged on corresponding retinal regions,
and at this infinite viewing distance, the vertical horopter becomes a plane.

The empirical vertical horopter is declined (top slanted away from the observer) in com-
parison to the theoretical horopter. Helmholtz (1909) reasoned that this was because of a hor-
izontal shear of the two retinal images which causes a real vertical plane to appear inclined
toward the observer. Optical infinity is the only viewing distance that the vertical horopter
becomes a plane. It is always a vertical line at finite viewing distances. Targets that lie away
from the midsagittal plane always subtend a vertical disparity due to their unequal proximity
and retinal image magnification in the two eyes. The pattern of vertical disparity varies sys-
tematically with viewing distance and eccentricity from the midsagittal plane. For a given tar-
get height, vertical disparity increases with horizontal eccentricity from the midsagittal plane
and decreases with viewing distance. Thus, a horizontally extended target of constant height
will produce a vertical disparity gradient that increases with eccentricity. The gradient will be
greater at near than at far viewing distances. It is possible to estimate viewing distance from
the vertical disparity gradient or from vertical disparity at a given point if target eccentricity
is known. This could provide a retinal source of information about viewing distance to allow
the visual system to scale disparity to depth and to compute depth ordering. Several investi-
gators have shown that modifying vertical disparity can influence the magnitude of depth
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FIGURE 6 The differences in the perspective views of the two eyes produce binocular
vision that can be used to perceive depth.



(scaling) and surface slant, such that vertical disparity is a useful source of information about
viewing distance that can be used to scale disparity and determine depth ordering.

Stereopsis

Three independent variables involved in the calculation of stereodepth are retinal image dis-
parity, viewing distance, and the separation in space of the two viewpoints (i.e., the baseline
or interpupillary distance) (Fig. 6). In stereopsis, the relationship between the linear depth
interval between two objects and the retinal image disparity that they subtend is approxi-
mated by the following expression:

∆d = η × �
2
d
a

2

�

where η is retinal image disparity in radians, d is viewing distance, 2a is the interpupillary dis-
tance, and ∆d is the linear depth interval. 2a, d, and ∆d are all expressed in the same units (e.g.,
meters). The formula implies that in order to perceive depth in units of absolute distance (e.g.,
meters), the visual system utilizes information about the interpupillary distance and the view-
ing distance. The viewing distance could be sensed from the angle of convergence (Foley,
1980) or from other retinal cues such as oblique or vertical disparities. These disparities occur
naturally with targets in tertiary directions from the point of fixation (Garding, et al., 1995;
Gillam and Lawergren, 1983; Liu, et al., 1994; Mayhew and Longuet-Higgins, 1982; Rogers &
Bradshaw, 1993; Westheimer & Pettet, 1992).

The equation illustrates that for a fixed retinal image disparity, the corresponding linear
depth interval increases with the square of viewing distance and that viewing distance is used
to scale the horizontal disparity into a linear depth interval. When objects are viewed through
base-out prisms that stimulate additional convergence, perceived depth should be reduced by
underestimates of viewing distance. Furthermore, the pattern of zero retinal image disparities
described by the curvature of the longitudinal horopter varies with viewing distance. It can be
concave at near distances and convex at far distances in the same observer (Ogle, 1964). Thus,
without distance information, the pattern of retinal image disparities across the visual field is
insufficient to sense either depth ordering (surface curvature) or depth magnitude (Garding,
et al., 1995). Similarly, the same pattern of horizontal disparity can correspond to different
slants about a vertical axis presented at various horizontal gaze eccentricities (Ogle, 1964).
Convergence distance and direction of gaze are important sources of information used to
interpret slant from disparity fields associated with slanting surfaces (Backus, et al., 1999).
Clearly, stereodepth perception is much more than a disparity map of the visual field.

Binocular Fusion and Suppression

Even though there is a fairly precise point-to-point correspondence between the two eyes for
determining depth in the fixation plane, images in the two eyes can be combined into a single
percept when they are anywhere within a small range or retinal area around corresponding
retinal points. Thus, a point in one eye can be combined perceptually with a point imaged
within a small area around its corresponding retinal location in the other eye. These ranges
are referred to as Panum’s fusional area (PFA) and they serve as a buffer zone to eliminate
diplopia for small disparities near the horopter. PFA allows for the persistence of single
binocular vision in the presence of constant changes in retinal image disparity caused by var-
ious oculomotor disturbances. For example, considerable errors of binocular alignment (>15
arc min) may occur during eye tracking of dynamic depth produced either by object motion
or by head and body movements (Steinman & Collewijn, 1980). Stereopsis could exist with-
out singleness but the double images near the fixation plane would be a distraction. The depth
of focus of the human eye serves a similar function. Objects that are nearly conjugate to the
retina appear as clear as objects focused precisely on the retina. The buffer for the optics of
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the eye is much larger than the buffer for binocular fusion. The depth of focus of the eye is
approximately 0.75 diopters. Panum’s area, expressed in equivalent units, is only 0.08 meter
angle or approximately one tenth the magnitude of the depth of focus. Thus, we are more tol-
erant of focus errors than we are of convergence errors.

Fusion is only possible when images have similar size, shape, and contrast polarity. This
similarity ensures that we only combine images that belong to the same object in space. Nat-
ural scenes contain many objects that are at a wide range of distances from the plane of fixa-
tion. Some information is coherent, such as images formed within Panum’s fusional area.
Some information is fragmented, such as partially occluded regions of space resulting in visi-
bility to only one eye. Finally, some information is uncorrelated because it is either ambigu-
ous or in conflict with other information, such as the superposition of separate diplopic
images arising from objects seen by both eyes behind or in front of the plane of fixation. One
objective of the visual system is to preserve as much information from all three sources as pos-
sible to make inferences about objective space without introducing ambiguity or confusion of
space perception. In some circumstances conflicts between the two eyes are so great that con-
flicting percepts are seen alternately every 4 seconds (binocular rivalry suppression) or in
some cases one image is permanently suppressed, as when you look through a telescope with
one eye while the other remains open. The view through the telescope tends to dominate over
the view of the background seen by the other eye. For example, the two ocular images may
have unequal clarity or blur, as in asymmetric convergence, or large unfusable disparities
originating from targets behind or in front of the fixation plane may appear overlapped with
other large diplopic images. Fortunately, when dissimilar images are formed within a fusable
range of disparity, that perception of the conflicting images is suppressed.

Four classes of stimuli evoke what appear to be different mechanisms of interocular sup-
pression. The first is unequal contrast or blur of the two retinal images which causes interoc-
ular blur suppression. The second is physiologically diplopic images of targets in front of or
behind the singleness horopter which result in suspension of one of the redundant images
(Cline, et al., 1989). The third is targets of different shape presented in identical visual direc-
tions. Different size and shape result in an alternating appearance of the two images referred
to as either binocular retinal rivalry or percept rivalry suppression. The fourth is partial occlu-
sion that obstructs the view of one eye such that the portions of the background are only seen
by the unoccluded eye and the overlapping region of the occluder that is imaged in the other
eye is permanently suppressed.

12.3 DISTORTION OF SPACE BY MONOCULAR MAGNIFICATION

The magnification and translation of images caused by optical aids will distort certain cues
used for space perception while leaving other cues unaffected. This will result in cue misrep-
resentation of space as well as cue conflicts that will produce errors of several features of
space perception. These include percepts of direction, distance, trajectory or path of external
moving targets, heading and self-motion estimates, and the shape and orientation (curvature,
slant, and tilt) of external objects. Fortunately, if the optical distortions are long-standing, the
visual system can adapt and make corrections to their contributions to space perception.

Magnification and Perspective Distortion

Most optical systems magnify or minify images, and this can produce errors in perceived
direction. When objects are viewed through a point other than the optical center of a lens,
they appear displaced from their true direction. This is referred to as a prismatic displace-
ment. Magnification will influence most of the monocular cues mentioned above except over-
lap. Magnification will produce errors in perceived distance and produce conflicts with cues
of texture density and linear perspective. For example, the retinal image of a circle lying on a
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horizontal ground plane has an elliptical shape when viewed at a remote distance, and a more
circular shape when viewed from a shorter distance. When a remote circle is viewed through
a telescope, the uniformly magnified image appears to be closer and squashed in the vertical
direction to form an ellipse (shape distortion). Uniform magnification also distorts texture-
spacing gradients such that the ground plane containing the texture is perceived as inclined or
tilted upward toward vertical. Normally, the change in texture gradient is greatest for near
objects (Fig. 7). When a distant object is magnified, it appears nearer but its low texture den-
sity gradient is consistent with a plane inclined toward the vertical. Magnification also affects
slant derived from perspective cues in the same way. For this reason, a tilted rooftop appears
to have a steeper pitch when viewed through binoculars or a telescope, the pitcher-to-batter
distance appears reduced in a telephoto view from the outfield, and the spectators may
appear larger than the players in front of them in telephoto lens shots.

Magnification and Stereopsis

Magnification increases both retinal image disparity and image size. The increased disparity
stimulates greater stereodepth while increased size stimulates reduced perceived viewing dis-
tance (Westheimer, 1956). Greater disparity will increase perceived depth while reduced per-
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FIGURE 7 Texture gradients. The tilt of a surface is the direction in which it is slanted away from
the gaze normal of the observer. (a) If the surface bears a uniform texture, the projection of the axis
of tilt in the image indicates the direction in which the local density of the textures varies most, or,
equivalently, it is perpendicular to the direction that the texture elements are most uniformly dis-
tributed (dotted rectangle). Either technique can be used to recover the tilt axis, as illustrated. Inter-
estingly, however, the tilt axis in situations like (b) can probably be recovered most accurately using
the second method, i.e., searching for the line that is intersected by the perspective lines at equal inter-
vals. This method is illustrated in (c). (Reprinted by permission from K. Stevens, “Surface Perception
from Local Analysis of Texture and Contour,” Ph.D. thesis, Department of Electrical Engineering and
Computer Science, Massachusetts Institute of Technology, Cambridge, MA, 1979.)

(c)(a)

(b)



ceived viewing distance will scale depth to a smaller value. Because stereoscopic depth from
disparity varies with the square of viewing distance, the perceptual reduction of viewing dis-
tance will dominate the influence of magnification on stereoscopic depth. Thus, perceived
depth intervals sensed stereoscopically from retinal image disparity appear smaller with mag-
nified images because depth derived from binocular retinal image disparity is scaled by the
square of perceived viewing distance. Objects appear as flat surfaces with relative depth, but
without thickness. This perceptual distortion is referred to as cardboarding. Most binocular
optical systems compensate for this reduction in stereopsis by increasing the baseline or sep-
aration of the two ocular objectives. For example, the prism design of binoculars folds the
optical path into a compact package and also expands the distance between the objective
lenses creating an expanded interpupillary distance (telestereoscope). This increase of effec-
tive separation between the two eyes’ views exaggerates disparity, and if it exceeds the depth
reduction caused by perceived reductions in viewing distance, objects can appear in hyper-
stereoscopic depth. The depth can be predicted from the formula in the preceding section that
computes disparity from viewing distance, interpupillary distance, and physical linear depth
interval.

Magnification and Motion Parallax—Heading

Magnification will produce errors in percepts derived from motion cues. Motion will be exag-
gerated by magnification and perceived distance will be shortened. As with binocular dispar-
ity, depth associated with motion parallax will be underestimated by the influence of
magnification on perceived distance. Heading judgements in which gaze is directed away
from the heading direction will be in error by the amount the angle of eccentric gaze is mag-
nified. Thus, if your car is headed north and your gaze is shifted 5 degrees to the left, heading
errors will be the percentage the 5-degree gaze shift is magnified by the optical system and
you will sense a path that is northeast. Heading judgements that are constantly changing, such
as along a curved path, might be affected in a similar way if the gaze lags behind the changing
path of the vehicle. In this case, changes of perceived heading along the curved path would be
exaggerated by the magnifier. Unequal magnification of the two retinal images in aniso-
metropia will cause errors in sensing the direction of motion in depth by changing the ampli-
tude ratio of the two moving images.

Bifocal Jump

Most bifocal corrections have separate optical centers for the distance lens and the near addi-
tion. One consequence is that objects appear to change their direction or jump as the visual
axis crosses the top line of the bifocal segment. This bifocal jump occurs because prism is
introduced as the eye rotates downward behind the lens away from the center of the distance
correction and enters the bifocal segment (Fig. 8). When the visual axis enters the optical zone
of the bifocal, a new prismatic displacement is produced by the displacement of the visual axis
from the optical center of the bifocal addition. All bifocal additions are positive so that the
prismatic effect is always the same: objects in the upper part of the bifocal appear displaced
upward compared to views just above the bifocal. This results in bifocal jump. A consequence
of bifocal jump is that a region of space seen near the upper edge of the bifocal is not visible.
It has been displaced out of the field of view by the vertical prismatic effect of the bifocal. The
invisible or missing part of the visual field equals the prismatic jump that can be calculated
from Prentice’s rule [distance (cm) between the upper edge and center of the bifocal times the
power of the add]. Thus for a 2.5 D bifocal add with a top-to-center distance of 0.8 cm,
approximately one degree of the visual field is obscured by bifocal jump. This loss may seem
minor; however, it is very conspicuous when paying attention to the ground plane while walk-
ing. There is a clear horizontal line of discontinuity that is exaggerated by the unequal speed
of optic flow above and below the bifocal boundary. Optic flow is exaggerated by the magni-
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fication of the positive bifocal segment. It can produce errors of estimated walking speed and
some confusion if you attend to the ground plane in the lower field while navigating toward
objects in the upper field. This can be a difficult problem when performing such tasks as walk-
ing down steps. It is best dealt with by maintaining the gaze well above the bifocal segment
while walking, which means that the user is not looking at the ground plane in the immediate
vicinity of the feet. Some bifocal designs eliminate jump by making the pole of the bifocal and
distance portion of the lens concentric. The bifocal line starts at the optical centers of both
lenses. This correction always produces some vertical displacement of the visual field since
the eyes rarely look through the optical center of the lens; however, there is no jump.

Discrepant Views of Objects and Their Images

Translation errors in viewing a scene can lead to errors in space perception. A common prob-
lem related to this topic is the interpretation of distance and orientation of objects seen on
video displays or in photographs. The problem arises from discrepancies between the cam-
era’s vantage point with respect to a 3-D scene and the station point of the observer who is
viewing the 2-D projected image after it has been transformed by the optics of the camera
lens. Errors of observer distance and tilt of the picture plane contribute to perceptual errors
of perspective distortion, magnification, and texture density gradients expected from the sta-
tion point. The station point represents the position of the observer with respect to the view
plane or projected images. To see the picture in the correct perspective, the station point
should be the same as the location of the camera lens with respect to the film plane. Two vio-
lations of these requirements are errors in viewing distance and translation errors (i.e., hori-
zontal or vertical displacements). Tilt of the view screen can be decomposed into errors of
distance and translation errors. In the case of the photograph, the correct distance for the sta-
tion point is the camera lens focal length multiplied by the enlargement scaling factor. Thus,
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FIGURE 8 Jump figure. The missing region of the visual field occurs at the top
edge of the bifocal segment as a result of prism jump.



when a 35-mm negative taken through a 55-mm lens is enlarged 7 times to a 10-in print, it
should be viewed at a distance of 38.5 cm or 15 in (7 × 5.5 cm).

12.4 DISTORTION OF SPACE PERCEPTION FROM INTEROCULAR
ANISO-MAGNIFICATION (UNEQUAL BINOCULAR
MAGNIFICATION)

Optical devices that magnify images unequally or translate images unequally in the two eyes
produce errors of stereoscopic depth and perceived direction, as well as eye alignment errors
that the oculomotor system is not accustomed to correcting. If these sensory and motor errors
are long-standing, the visual system adapts perceptual and motor responses to restore normal
visual performance. Patients who receive optical corrections that have unequal binocular
magnification will adapt space percepts in 10 days to 2 weeks.

Lenses and Prisms

Magnification produced by lenses is uniform compared to the nonuniform magnification pro-
duced by prisms, where the magnification increases toward the apex of the prism. Uniform
magnification differences between the horizontal meridians of the two eyes produce errors in
perceived surface tilt about a vertical axis (geometric effect). A frontoparallel surface appears
to face the eye with the more magnified image. This effect is offset by vertical magnification
of one ocular image that causes a frontoparallel surface to appear to face the eye with the less
magnified image. Thus, perceptual errors of surface tilt occur mainly when magnification is
greater in the horizontal or vertical meridian. These meridional magnifiers are produced by
cylindrical corrections for astigmatism. Nonuniform magnification caused by horizontal
prism, such as base-out or base-in (Fig. 5), cause surfaces to appear more concave or convex,
respectively. Finally, cylindrical corrections for astigmatism cause scissor or rotational distor-
tion of line orientations (Fig. 9). When the axes of astigmatism are not parallel in the two eyes,
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FIGURE 9 Magnification ellipse. Meridional magnification of images in the two eyes in oblique
meridians cause “scissors” or rotary deviations of images of vertical (and horizontal) lines and affect
stereoscopic spatial localization in a characteristic manner. [Reprinted from K. N. Ogle and P. Boder,
“Distortion of Stereoscopic Spatial Localization,” J. Opt. Soc. Am. 38:723–733 (1948).]



cyclodisparities are introduced. These disparities produce slant errors and cause surfaces to
appear inclined or declined. These spatial depth distortions are adapted to readily so that
space appears veridical; however, some people are unable to cope with the size differences of
the two eyes and suffer from an anomaly referred to as aniseikonia. While aniseikonic errors
are tolerated by many individuals, they can cause spatial distortions which, in given situations,
may create meaningful problems.

Aniseikonia

Unequal size of the two retinal images in anisometropia can precipitate a pathological mis-
match in perceived size of the two ocular images (aniseikonia). Aniseikonia is defined as a
relative difference in perceived size and/or shape of the two ocular images. Most difficulties
with aniseikonia occur when anisometropia is corrected optically with spectacles. Patients
experience a broad range of symptoms, including spatial disorientation, depth distortion,
diplopia, vertigo, and asthenopia. These symptoms result from several disturbances, including
spatial distortion and interference with binocular sensory and motor fusion.

Two optical distortions produced by spectacle corrections of anisometropia are called axial
and lateral aniseikonia. Axial aniseikonia describes size distortions produced by differences
in the magnification at the optical centers of ophthalmic spectacle corrections for aniso-
metropia. The magnification difference produced by the spectacle correction depends in part
on the origin of the refractive error. Retinal images in the uncorrected axial and refractive
ametropias are not the same. In axial myopia, the uncorrected retinal image of the elongated
eye is larger than that of an emmetropic eye of similar refractive power. An uncorrected
refractive myope has a blurred image of similar size to an emmetropic eye with the same axial
length. Knapp’s law states that image size in an axial ametropic eye can be changed to equal
the image size in an emmetropic eye having the same refractive power by placing the oph-
thalmic correction at the anterior focal plane of the eye. The anterior focal plane of the eye is
usually considered to correspond approximately to the spectacle plane. However, this is only
a very general approximation. The anterior focal point will vary with power of the eye and, in
anisometropia, it will be unequal for the two eyes. Assuming the anterior focal point is the
spectacle plane, then the abnormally large image of an uncorrected axial-myopic eye can be
reduced to near normal with a spectacle correction, whereas a contact lens correction would
leave the retinal image of the myopic eye enlarged. If the ametropia is refractive in nature
(i.e., not axial), then the uncorrected retinal images are equal in size and a contact lens cor-
rection will produce less change in image size than a spectacle correction. If the refractive
myope is corrected with spectacles, the retinal image becomes smaller than that in an
emmetropic eye of similar refractive power. This change in image size of refractive aniso-
metropes corrected with spectacle lenses is one of several factors leading to ocular discomfort
in aniseikonia.

Paradoxically, spectacle correction of axial myopes often produces too drastic a reduction
in ocular image size. The ocular image of the axially myopic eye, corrected with spectacle
lenses, appears smaller than that of the less ametropic eye in anisometropia (Arner, 1969;
Awaya & von Noorden, 1971; Bourdy, 1968; Bradley, et al., 1983; Rose & Levenson, 1972;
Winn, et al., 1987). As mentioned earlier, ocular image size depends not only on retinal image
size, but also on the neural factor (Ogle, 1964). For example, in cases of axial myopia, the
elongation of the eye produces stretching of the retina and pigment epithelium. Accordingly,
retinal images of normal size occupy a smaller proportion of the stretched retina than they
would in a retina with normal retinal element density. Indeed, anisometropes with axial
myopia report minification of the ocular image in their more myopic eye after the retinal
images have been matched in size (Bradley, et al., 1983; Burnside & Langley, 1964; Engle,
1963). Thus, in the uncorrected state, myopic anisometropic individuals have optical magnifi-
cation and neural minification. As a result, a spectacle correction would overcompensate for
differential size of ocular images.
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Surprisingly, not all patients with a significant amount of aniseikonia (from 4 to 6 percent)
complain of symptoms. This could be due in part to suppression of one ocular image. How-
ever, normally we are able to fuse large size differences of up to 15 percent of extended tar-
gets (Julesz, 1971). Sinusoidal gratings in the range from 1 to 5 cpd can be fused with grating
differing in spatial frequency by from 20 to 40 percent (Blakemore, 1970; Fiorentini & Maffei,
1971; Tyler & Sutter, 1979) and narrow band pass filtered bars can be fused with from 100 to
400 percent difference in interocular size (Schor & Heckmen 1989; Schor, et al., 1984). These
enormous size differences demonstrate the remarkable ability of the visual system to fuse
large size differences in axial aniseikonia. However, in practice, it is difficult to sustain fusion
and stereopsis with greater than from 8 to 10 percent binocular image size difference.

With extended targets, magnification produces an additional lateral displacement due to
cumulative effects such that nonaxial images are enlarged and imaged on noncorresponding
points. Given our tolerances for axial disparity gradients in size, it appears that most of the
difficulty encountered in aniseikonia is lateral. Von Rohr (1911) and Erggelet (1916) consid-
ered this prismatic effect as the most important cause of symptomatic discomfort in optically
induced aniseikonia.

Differential magnification of the two eyes’ images can be described as a single constant;
however, the magnitude of binocular-position disparity increases proportionally with the
eccentricity with which an object is viewed from the center of a spectacle lens. Prentice’s rule
approximates this prismatic displacement from the product of distance from the optical cen-
ter of the lens in cm and the dioptric power of the lens. In cases of anisometropia corrected
with spectacle lenses, this prismatic effect produces binocular disparity along the meridian of
eccentric gaze. When these disparities are horizontal, they result in distortions of stereoscopic
depth localization, and when they are vertical, they can produce diplopia and eye strain. For-
tunately, there is an increasing tolerance for disparity in the periphery provided by an
increase in the binocular sensory-fusion range with retinal eccentricity (Ogle, 1964). In cases
of high anisometropia, such as are encountered in monocular aphakia, spectacle corrections
can cause diplopia near the central optical zone of the correction lens. In bilateral aphakia,
wearing glasses or contact lenses does not interfere with the normal motor or sensory fusion
range to horizontal disparity; however, stereo-thresholds are elevated (Nolan, et al., 1975). In
unilateral aphakia, contact lenses and intraocular lens implants support a normal motor
fusion range; however, stereopsis is far superior with the interocular lens implants (Nolan, et
al., 1975). Tolerance of size difference errors varies greatly with individuals and their work
tasks. Some may tolerate from 6 to 8 percent errors, while others may complain with only
from .25 to .5 percent errors.

Interocular Blur Suppression with Anisometropia

There is a wide variety of natural conditions that present the eyes with unequal image con-
trast. These conditions include naturally occurring anisometropia, unequal amplitudes of
accommodation, and asymmetric convergence on targets that are closer to one eye than the
other. This blur can be eliminated in part by a limited degree of differential accommodation
of the two eyes (Marran & Schor, 1998) and by interocular suppression of the blur. The latter
mechanism is particularly helpful for a type of contact lens patient who can no longer accom-
modate (presbyopes) and who prefer to wear a near contact lens correction over one eye and
a far correction over the other (monovision) rather than wear bifocal spectacles. For most
people (66 percent), all of these conditions result in clear, nonblurred, binocular percepts
with a retention of stereopsis (Schor, et al., 1987), albeit with the stereothreshold elevated by
approximately a factor of two. Interocular blur suppression is reduced for high contrast tar-
gets composed of high spatial frequencies (Schor, et al., 1987). There is an interaction
between interocular blur suppression and binocular rivalry suppression. Measures of binocu-
lar rivalry reveal a form of eye dominance defined as the eye that is suppressed least when
viewing dichoptic forms of different shape. When the dominant eye for rivalry and aiming or
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sighting is the same, interocular suppression is more effective than when dominance for sight-
ing and rivalry are crossed (i.e., in different eyes) (Collins & Goode, 1994).

When the contrast of the two eyes’ stimuli is reduced unequally, stereoacuity is reduced
more than if the contrast of both targets is reduced equally. Lowering the contrast in one eye
reduces stereoacuity twice as much as when contrast is lowered in both eyes. This contrast
paradox only occurs for stereopsis and is not observed for other disparity-based phenomena,
including binocular sensory fusion. The contrast paradox occurs mainly with low spatial fre-
quency stimuli (<2.0 cycles/degree). Contrast reduction caused by lens defocus is greater at
high spatial frequencies, and perhaps this is why stereopsis is able to persist in the presence of
interocular blur caused by anisometropia.

12.5 DISTORTIONS OF SPACE FROM CONVERGENCE RESPONSES
TO PRISM

Horizontal vergence responses to prism influence estimates of viewing distance (Ebenholtz
1981; Foley, 1980; Owens & Leibowitz, 1980; Wallach & Frey, 1972). The resulting errors in
perceived distance will influence depth percepts that are scaled by perceived viewing dis-
tance, such as stereopsis and motion parallax. Time of arrival or contact with external objects
can be estimated from the distance-to-contact divided by the speed of approach. If distance is
underestimated while wearing convergent or base-out (temporal) prism, then time-to-
contact, computed from velocity and distance, will also be underestimated. In addition, prism
stimuli to convergence will produce conflicts in distance estimates from vergence and retinal
image size. When vergence responds to prism, retinal image size remains constant instead of
increasing as it would in response to real changes in viewing distance. The conflict is resolved
by a decrease in perceived size. This illusion is referred to as convergence micropsia. An aver-
age magnitude of shrinkage is 25 percent for an accommodation and convergence increase
equivalent to 5 diopters or 5 meter angles (McCready, 1965). Very large prism stimuli to ver-
gence present major conflicts between the fixed stimulus to accommodation and the new ver-
gence stimulus. The oculomotor system compromises by partially responding to the vergence
stimulus. If physical size of a target in a virtual display has been adjusted to correspond to an
expected full vergence response (increased retinal image size with convergence stimuli), but
a smaller vergence response actually occurs, the perceptual compensation for size is based on
the smaller vergence response. As a result, a paradoxical increase of perceived size accompa-
nies convergence (convergence macropsia) (Ellis, et al., 1995; Morita & Hiruma, 1996; Yeh,
1993). The incompletely fused images are perceived at the distance of convergence alignment
of the eyes rather than at the intended distance specified by physical size and disparity. Thus,
aniseikonic and anisophoric differences in the two eyes, which are made worse by ani-
sometropia, can cause difficulty when binocular tasks associated with the use of optical instru-
ments are performed.

12.6 EYE MOVEMENTS

There are two general categories of eye movements. Once class stabilizes the motion of the
retinal image generated by our own body and head movements and the other class stabilizes
the retinal image of an object moving in space. In the former case, the whole retinal image is
moving in unison, whereas in the latter case only the retinal image of the moving object
moves relative to the stationary background, and when that image is tracked it remains stabi-
lized on the fovea during target inspection. In all, there are five types of eye movements
(VOR, OKN, saccades, pursuits, and vergence) and they are classified as either stabilizing or
tracking movements.
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Two classes of reflex eye movements perform the image stabilization task. The first class of
stabilizing eye movement compensates for brief head and body rotation and is called the
vestibulo-ocular reflex (VOR). During head movements in any direction, the semicircular
canals of the vestibular labyrinth signal how fast the head is rotating and the oculomotor system
responds reflexively to this signal by rotating the eyes in an equal and opposite rotation. During
head rotation, this reflex keeps the line of sight fixed in space and visual images stationary on
the retina. Body rotation in darkness causes a repetitious sequence of eye movements which
move the line of sight slowly in the direction opposite to head rotation (slow phase) followed by
a rapid (saccadic) movement in the direction the head moves (fast phase). This reflex is almost
always active and without it we would be unable to see much of anything due to constant smear
of the retinal image. The vestibulo-ocular reflex is extremely accurate for active head motion
(Collewijn, et al., 1983) because it has an adaptive plasticity that makes it easily calibrated in
response to altered visual feedback (Gauthier & Robinson, 1975; Gonshor & Melvill-Jones,
1976). The VOR may be inhibited or suppressed by the visual fixation mechanism (Burde, 1981)
as a result of the system’s attempt to recalibrate to the head-stationary image.

The optokinetic reflex is an ocular following response that stabilizes whole field motion
when we move about in a visual scene. Whereas the vestibulo-ocular reflex operates in total
darkness, the optokinetic reflex requires a visible retinal image. Rotation or translation of the
visual field causes the eyes to execute a slow following and fast reset phase sequence of eye
movements that have the same pattern as the VOR. The optokinetic reflex supplements the
vestibulo-ocular reflex in several ways. The vestibulo-ocular reflex responds to acceleration
and deceleration of the head, but not to constant velocity. In contrast, the optokinetic reflex
responds to constant retinal image velocity caused by constant body rotation or translation.
The vestibulo-ocular reflex controls initial image stabilization and the optokinetic reflex
maintains the stabilization.

Tracking eye movements place the retinal image of the object of regard on the fovea and
keep it there, even if the object moves in space. The class of eye movements that places the
image on the fovea is called a saccade. This is a very fast eye movement that shifts the image
in a steplike motion. Saccades can be made voluntarily, in response to visual, tactile, and audi-
tory stimuli, and even in darkness in response to willed directions of gaze. Their chief charac-
teristic is that they are fast, reaching velocities of nearly 1000 deg/sec. Once the image of the
target is on the fovea, slow following eye movements called pursuits maintain it there. They
can keep images stabilized that are formed of objects moving as fast as 30 deg/sec in humans.
Generally, pursuits cannot be made voluntarily in the absence of a visual moving stimulus.
However, they can respond to a moving sound or tactile sensation in darkness.

12.7 COORDINATION AND ALIGNMENT OF THE TWO EYES

If you observe the motion of the two eyes, you will notice that they either move in the same
or in opposite directions. When they move in the same direction, they are said to be yoked, or
conjugate, like a team of horses. These are also called version movements. At other times the
eyes move in opposite directions, especially when we converge from far to near. These are
called disjunctive or vergence movements. Both conjugate and disjunctive movements can be
either fast or slow, depending on whether the eyes are shifting fixation or maintaining
foveation (stable fixation) of a target. A century ago, Ewald Hering described the movements
of the two eyes as equal and symmetrical (Hering’s law). Our eyes are yoked when we are
born, but the yoking can be modified in response to anisometropic spectacles that produce
unequal image sizes and require us to make unequal eye movements to see bifoveally. This
image inequality leads to the binocular anomalies of aniseikonia (unequal perceived image
size) and anisophoria (nonconcomitant phoria, or a phoria that varies with direction of gaze).

Targets are brought into alignment with corresponding points by movements of the eyes in
opposite directions. These vergence movements have three degrees of freedom (horizontal,
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vertical, and torsional). Horizontal vergence can rotate the eyes temporalward (divergence)
or nasalward (convergence). Since near targets only require convergence of the eyes, there is
limited need for divergence other than to overcome postural errors of the eyes. Consequently,
the range of divergence is less than half the range of convergence. The eyes are able to diverge
approximately 4 degrees and converge approximately from 8 to 12 degrees in response to dis-
parity while focusing accurately on a target at a fixed viewing distance. Vergence movements
serve the same function as conjugate movements of the eyes, which is to preserve the align-
ment of the two retinal images on corresponding retinal points. Vergence is required when
changing viewing distance, whereas versions accomplish the task when changing the direction
of gaze.

The stimulus to vergence depends on both the viewing distance and the distance between
the two eyes (interpupillary distance). It is equal to the angle subtended by a target in space at
the entrance pupils of the two eyes (binocular parallax). As will be described in Sec. 12.9
(“Prism-Induced Errors of Eye Alignment”), the stimulus to vergence can be changed by stim-
ulating accommodation with lenses, or changing disparity (binocular parallax) with prisms. The
exact stimulus value of lenses and prisms to vergence depends upon the placement of the prism
relative to the eye and this relationship will be described in Sec. 12.8 (“Effects of Lenses and
Prism on Vergence and Phoria”). Vergence is measured in degrees of ocular rotation and prism
diopters. The meter angle is also used in order to get a comparable metric for accommodation
and convergence. Meter angles equal the reciprocal of the viewing distance in meters, and the
value is approximately equal to the accommodative stimulus in diopters.

MA =

Meter angles (MA) can be converted into prism diopters simply by multiplying MA by the
interpupillary distance (IPD) in cm. Prism diopters equal the 100 tan vergence angle in
degrees. Vergence eye movements respond to four classes of stimuli described nearly a cen-
tury ago by Maddox.

Intrinsic Stimuli to Vergence

There are four classes of stimuli to align the eyes with horizontal vergence at various viewing
distances. The first is an intrinsic innervation that develops postnatally. During the first 6
weeks of life, our eyes diverge during sleep. This divergence posture is known as the anatom-
ical position of rest and it represents the vergence angle in the absence of any innervation. As
we develop during the first 1.5 months of life, the resting vergence angle is reduced to nearly
zero by the development of tonic vergence which reduces the resting position from the
anatomical position of rest to the physiological position of rest. The anatomical position of
rest refers to eye alignment in the absence of all innervation, such as in deep anesthesia. The
physiological position of rest refers to the angle that vergence assumes when we are awake
and alert, in the absence of any stimulus to accommodation, binocular fusion, or perceived
distance. Usually, this physiological position of rest differs from the vergence demand (i.e.,
the amount of vergence needed to fuse a distance target). The discrepancy between the ver-
gence demand at a far viewing distance and the physiological position of rest is called the pho-
ria. The phoria is an error of binocular alignment, but the error is only manifest during
monocular viewing or any condition that disrupts binocular vision. If binocular vision is
allowed (not disrupted), other components of vergence reduce the error nearly to zero.
Adaptation of the phoria continually calibrates eye alignment and keeps the phoria constant
throughout life.

There are two components of phoria adaptation that compensate for eye misalignment.
One is a conjugate process called prism adaptation that refers to our ability to adjust our pho-
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ria in response to a uniform prism. This prism is constant throughout the visual field and pro-
duces a conjugate change in phoria in all directions of gaze. The conjugate adaptation is very
rapid and can be completed in several minutes in a normal patient. The eyes are able to adapt
horizontal vergence several degrees over a 1-h time span and larger amounts for unlimited
adaptation periods. The slow-anomalous fusional movements reported by Bagolini (1976) for
strabismus patients are similar in time course to adaptive responses to prism, indicating that
the potential range of adaptation must exceed 10 degrees.

The second component of phoria adaptation is a nonconjugate process that adjusts the
phoria separately for each direction and distance of gaze. For example, anisometropic specta-
cle corrections disrupt the normal alignment pattern needed for fusion. A person wearing a
plus (converging) lens over the right eye needs to overconverge in left gaze and overdiverge
in right gaze. Our oculomotor system is able to make these noncomitant adjustments such
that the phoria varies with the direction and distance of gaze so as to compensate for the
problems encountered with anisometropic spectacle corrections. This disconjugate adapta-
tion occurs in a matter of hours and persists when the spectacle lenses are removed. It pro-
vides a way to align the eyes without retinal cues of binocular disparity. The adapted
variations of phoria are guided by a synergistic link with the eye positions in which they were
learned. For example, when an anisometropic person first wears a plus lens spectacle over the
right eye, the right eye is hypophoric in upgaze and hyperphoric in downgaze. After wearing
this spectacle correction for several hours, the vergence errors are adapted to so that there is
no longer a phoria or vergence error while wearing the spectacles. However, when the spec-
tacles are removed, the right eye is hyperphoric in upgaze and hypophoric in downgaze. This
demonstrates a synergistic link between vertical eye position and vertical phoria where eye
position guides the vertical vergence alignment of the two eyes, even when only one eye is
open and the other is occluded.

Binocular Parallax

Horizontal vergence also responds to misalignment of similar images from corresponding
retinal points (retinal image disparity). It reduces the disparity to a value within Panum’s
fusional area and causes images to appear fused or single. This fusional or disparity vergence
is analogous to optical reflex accommodation. It serves as a rapid fine-adjustment mechanism
that holds or maintains fixation of a given target and corrects for minor changes of disparity
caused by small movements of the head or the target being inspected. It has a range of
approximately 3 degrees of convergence and divergence. Rapid adaptations of the phoria
account for increased ranges of fusion in response to disparity.

Vertical and cyclovergence eye movements also respond to binocular disparity. Vertical
vergence can rotate one eye up or down relative to the other eye (skew movements) over a
range of 2 degrees. These movements respond to vertical disparity that is always associated
with near targets in tertiary directions of gaze (targets at oblique eccentricities). Vertical dis-
parity is a consequence of spatial geometry. Tertiary targets are closer to one eye than the
other so that they subtend unequal image sizes in the two eyes (Fig. 4). Unequal vertical
eccentricities resulting from unequal image magnification require a vertical vergence to align
tertiary targets onto corresponding retinal regions. At viewing distances greater than 10 in,
vertical disparities are very small and only require a limited range of movement.

Torsion or cyclovergence can twist one eye about its visual axis relative to the orientation
of the other eye. Normally, torsional vergence keeps the horizontal meridians of the retinas
aligned when the eyes are converged on a near target in the upper or lower visual field. Tor-
sional vergence stimulated by cyclodisparities is limited to a range of approximately 10
degrees. Like vertical vergence, torsional vergence responds to unequal orientations or tor-
sional disparities that result from the perspective distortions of near targets viewed by the two
eyes. Ocular torsion is mainly stimulated by lateral head roll and amounts to approximately
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10 percent of the amount of head roll, up to a maximum of 6 degrees (60-degree head roll).
The head roll can produce vertical disparities of the near fixation targets if the eyes are not
accurately converged. With the head tilted toward the right shoulder, a divergence fixation
error can cause the right eye to be depressed from the target and a convergence fixation error
will cause the right eye to be elevated with respect to the fixation target. However, no verti-
cal fixation errors result from head roll if the eyes are accurately converged on the fixation
target.

Defocus and Efforts to Clear Vision

Stimulation of either convergence or accommodation causes synergistic changes in conver-
gence, accommodation, and pupil size. This synergy is called the near triad. During monocular
occlusion, when the eyes focus from optical infinity to 1 meter (1 diopter) they converge
approximately from 2 to 3 degrees without disparity cues. This accommodative/vergence
response brings the eyes into approximate binocular alignment, and any residual alignment
errors produce binocular disparity that is corrected by fusional vergence. The activation of
convergence when accommodation is stimulated while one eye is covered is called accom-
modative vergence. The gain or strength of this interaction is called the accommodative con-
vergence/accommodation (AC/A) ratio, which describes the amount of convergence activated
per diopter of accommodation. Similarly, if convergence is stimulated while wearing pinhole
pupils, accommodation also responds without blur cues. This reflex is called convergence-
accommodation and the gain or strength of this interaction is the convergence-accommodation/
convergence (CA/C) ratio. Normally, these ratios are tuned appropriately for the geometry of
our eye separation so that efforts of either accommodation or convergence bring the eyes into
focus and alignment at nearly the same viewing distance. Occasionally, because of uncorrected
refractive errors or large abnormal phorias, or because of optical distortions caused by instru-
ments, there is an imbalance of accommodation and vergence causing them to respond to dif-
ferent distances. The mismatch may result in fatigue and associated symptoms if the visual task
is extended. The resulting mismatch needs to be corrected by fusional vergence and optical
reflex accommodation. If the mismatch is beyond the range of the compensation, then vision
remains blurred or double.

Perceived Distance

The eyes align and focus in response to perceived distance. The term proximal refers to per-
ceived distance. Perceived distance is classified as a spatiotopic cue because it results in a con-
scious percept of distance and direction. Our perception of space is made up of an infinite
number of different targets in different directions and distances. Our eyes can only select and
fuse one of these target configurations at a time. One of the main tasks of the oculomotor sys-
tem is to select one fixation target from many alternatives. This selection process usually
results in a shift of binocular fixation from one distance and direction to another. Proximal
vergence serves as a course adjustment mechanism and accounts for nearly 100 percent of the
eye movement when gaze shifts are too large for us to sense due to blur and disparity. We per-
form these large gaze shifts without needing to see the new intended target clearly or even
with both eyes (Schor, et al., 1992). We only need to have an estimate of target location using
monocular cues for distance and direction. The majority of binocular shifts in fixation are
stimulated by proximal vergence. Once the shift has been made, another component of ver-
gence (fusional vergence) takes over to maintain the response at the new target location.
Errors in perceived distance can result in errors of eye alignment and focus. Mislocalization
of large print or symbols in a head-mounted display, or of the distance of a microscope slide,
can cause the eyes to accommodate excessively and produce a blurred image of a target that
is imaged at optical infinity.
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The Zone of Clear and Single Binocular Vision

These components of vergence add linearly to form a range of accommodative and disparity
stimuli that the observer is able to respond to with single and clear binocular vision (Hofstet-
ter, 1983) (Fig. 10). The range is determined by the convergence and divergence fusional ver-
gence range from the resting phoria position, plus the linkage between accommodation and
vergence (described in an earlier subsection, “Defocus and Efforts to Clear Vision”) that
increases with accommodative effort until the amplitude of accommodation is reached. Geo-
metrically matched stimuli for convergence and accommodation that correspond to common
viewing distances normally lie within this range of clear single binocular vision unless there is
an alignment error such as an eye turn or strabismus. Mismatches between stimuli for accom-
modation and convergence produced by lenses, prism, or optical instruments can be compen-
sated for as long as the combined stimuli for accommodation and convergence lie within this
stimulus operating zone for binocular vision. The ability to respond to unmatched stimuli for
convergence and accommodation does not result from decoupled independent responses of
the two systems. Accommodation and convergence always remain cross-coupled, but fusional
vergence and optical reflex accommodation are able to make responses to overcome differ-
ences in phorias produced by accommodative vergence and prism.

12.8 EFFECTS OF LENSES AND PRISM ON VERGENCE 
AND PHORIA

Errors of horizontal and vertical vergence can result from differences in the two ocular
images caused by differential magnification and translation. Optical power differences will
cause magnification differences. Translation of the image is caused by prism or by decentra-
tion of the line of sight from the optical center of the lens system.
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FIGURE 10 Figure of the ZCSBV. Schematic representation of the zone of
clear single binocular vision in terms of five fundamental variables (amplitude
of accommodation, distance phoria, AC/A ratio, positive fusional conver-
gence, and negative fusional convergence).



Magnification-Induced Errors of Eye Alignment

Magnification of the ocular image is influenced by several factors, including index of refrac-
tion, lens thickness, front surface power, overall power of the lens, and the ocular distance
from the eyepiece. For a spectacle lens the magnification is described by the product of a
shape factor and a power factor. Magnification described by the shape factor (Ms) equals

Ms = �
1 −

1
F1t/n
�

and by the power factor (Mp) equals

Mp = �
1 −

1
Pvh
�

where F1 is the front surface power, t is the lens thickness in cm, n is the index of refraction, h
is the distance of the spectacle plane from the cornea in cm, and Pv is the thin lens power. Per-
cent angular magnification caused by the power factor is approximately 1.5 percent per
diopter power. The percent magnification (M%) can be approximated by the following for-
mula (Ogle, 1964):

M% = �
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Differences between the lenses before the two eyes will produce image size differences,
depending on the source of refractive error. Two basic sources are an abnormal axial length
(axial ametropia) or abnormal corneal and lenticular power (refractive ametropia). Magnifica-
tion differences between the two eyes caused by interocular differences in axial length can be
eliminated largely by correcting axial errors with spectacle lenses located in the primary focal
plane (the spectacle plane) and placing the lenses not too near to the eyes. Magnification differ-
ences between the two eyes caused by unequal powers of the two corneas can be prevented by
correcting refractive errors with contact lenses instead of spectacle lenses (Knapp’s law). If
Knapp’s law is violated by correcting a refractive myope with spectacle lenses placed in the pri-
mary focal plane of the eye (16.67 mm), the myopic eye will have a smaller image than an
emmetropic eye with a normal corneal power. Similarly, if an axial myope is corrected with a
contact lens, the myopic eye will have a larger image than an emmetropic eye with a normal axial
length. However, the perceived image size in axial refractive errors also depends on whether the
retina is stretched in proportion to the axial length. If it is, then the contact lens correction for an
axial ametrope would produce a perceived image size equal to that of an emmetropic eye with a
normal axial length. This analysis only applies to perceived image size and it is an attempt to cor-
rect perceived image size differences between the two eyes (aniseikonia). However, it does not
address the unequal ocular movements stimulated by anisometropic spectacle corrections
(anisophoria) resulting [as described in Sec. 12.10, “Head and Eye Responses to Direction
(Gaze Control)”] from the separation of the entrance pupil and center of rotation.

Anisophoria is defined by Friedenwald (1936) as a heterophoria which varies in magnitude
with direction of gaze. It is produced by spectacle corrections for anisometropia indepen-
dently of whether refractive errors are axial or refractive in nature, and only concerns the
refractive power of the spectacle lens correction. The lateral prismatic effect occurs even
when size distortions of an axial refractive error have been properly corrected with a specta-
cle lens. A prismatic deviation will always exist whenever the visual axis of the eye and the
optical axis of a lens do not coincide. As a result, the initial movement of an ametropic eye
corrected with spectacle lenses will be too small in hypermetropia and too large in myopia.
These optical factors produce differential prism in ansiometropia corrected with spectacles.
Initially, anisometropes corrected with spectacles will make vergence errors during versional
movements to eccentric targets because the eyes follow Hering’s law of equal innervation to
the extra ocular muscles. Interocular differences in power of spectacle lenses can stimulate
vergence eye movements in all meridians of anisometropia (vertical, horizontal, and oblique).
This optically induced anisophoria can be compensated for easily in the horizontal meridian
by disparity vergence eye movements. The vertical errors will be the most troublesome
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because of the limited range and slow speed of vertical vergence (Houtman, et al., 1977; Perl-
mutter & Kertesz, 1978). Difficulty in compensating for optically induced anisophoria is
believed to contribute to the symptoms of aniseikonia corrected with spectacle lenses
(Friedenwald, 1936; Romole, 1984). Anisophoria may explain why both refractive and axial
anisometropes prefer contact lens corrections that do not produce anisophoria. Contact
lenses move with the eye, and the line of sight always passes through the optical center such
that fixation errors of targets at infinity always equal the correct motor error to guide the 
oculomotor system during gaze shifts. Optically induced anisophoria can be very large. For
example, Ogle (1964) computes a 4.2-prism-diopter phoria produced by a +4-diopter aniso-
metropia spectacle correction during a 20-degree eye movement. This constitutes a 12 per-
cent error. Normally, the oculomotor system is capable of recalibration of Hering’s law to
compensate for optically induced anisophoria. For example, anisometropic patients wearing
bifocal spectacle corrections do not exhibit the predicted change in vertical phoria while view-
ing in downgaze (Cusick and Hawn, 1941; Ellerbrock and Fry, 1942). Adjustments of het-
erophoria in all directions of gaze occur in approximately 2.5 h for differential afocal
magnification of up to 10 percent (Henson and Dharamski, 1982; Schor, et al., 1990). Similar
oculomotor adjustments occur normally in asymmetric convergence whereby the abducted
eye makes larger saccades than the adducted eye in order to compensate for geometrically
induced aniseikonia (Morrison, 1977). Unequal prism before the two eyes produced by a 10
percent magnification difference, as observed in monocular aphakia corrected with spectacles
or spectacle and contact lens combinations (Enoch, 1968), is extremely difficult to adapt to.
Presumably a 10 percent magnification difference sets an upper limit to the degree of an-
isometropia that will not disrupt binocular versional eye movements and binocular align-
ment. It is possible that individuals who have symptoms of aniseikonia when corrected 
with spectacle lenses, are simply unable to make the necessary adjustments in conjugacy to
overcome their optically induced anisophoria. Indeed, Charnwood (1950) observed that an-
iseikonia patients preferred prism incorporated into their spectacle corrections to reduce
anisophoria, and Field (1943) reported that nearly all of 25 patients with clinically significant
aniseikonia had oculomotor imbalance. Clearly, anisophoria is an important biproduct of ani-
sometropia corrected with spectacles.

Torsional vergence errors can also result from optical corrections that have cylindrical cor-
rections for astigmatism (Fig. 9). The power of a cylindrical lens varies with the square of the
cosine of the angular separation from the major power meridian. This power variation pro-
duces a meridian-dependent magnification of the ocular image described as a magnification
ellipse. The ellipse produces rotational deviations of lines at different orientations toward the
meridian of maximum magnification. The rotary deviation between a line and its image merid-
ian (δ) depends on the angle between the orientation of the line (γ) and the major axis of the
magnification ellipse (θ). The rotary deviation is approximated by the following equation:

100 tan δ = �
1
2

� f sin 2(γθ)

where f equals the percent of magnification produced by the cylinder (Ogle, 1950). This equa-
tion demonstrates that most of the shear or scissor distortion of lines will occur in meridians
between the major and minor axes of the magnification ellipse. These rotary deviations pro-
duce lines imaged on noncorresponding retinal meridians or torsional disparities because the
axis of astigmatism is normally not parallel in the two eyes. Rather, astigmatism tends to be
mirror symmetric about oblique meridians such that an axis of 45 degrees in one eye is often
paired with an axis of 135 degrees in the other eye. As a result, the shear or rotary deviations
of vertical meridians tend to be in opposite directions. The resulting cyclodisparities produce
perceptual declination errors of stereo surface slant (tilt of a surface about a vertical or hori-
zontal axis). Cyclodisparities about horizontal axes stimulate cyclovergence movements of
the two eyes (torsion of the two eyes in opposite directions). If the disparities are long-lasting,
the cyclovergence response adapts and persists even in the absence of binocular stimulation
(Maxwell & Schor, 1999).
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12.9 PRISM-INDUCED ERRORS OF EYE ALIGNMENT

Errors of binocular eye alignment also result from translation of one ocular image with
respect to the other. The translation can be caused by prism or by displacement of the optical
center of the lens from the line of sight. When an object is viewed through a prism, it appears
in a new direction that is deviated toward the prism apex and the eye must move in that direc-
tion to obtain foveal fixation. The amount the eye must rotate to compensate for the prismatic
displacement of targets at finite viewing distances decreases as the distance between the eye
and prism increases. This is because the angle that the displaced image subtends at the center
of eye rotation decreases with eye-prism separation. This reduction is referred to as prism
effectivity (Keating, 1988). It does not occur for targets at infinity since the target distance is
effectively the same to both the prism and the center of rotation. The effective prism magni-
tude at the eye (Ze) is described by the following equation:

Ze = �
1 − C

Z

rot × V
�

where Z is prism value, Crot is center of rotation to prism separation in meters, and V is the
reciprocal of the object-to-lens separation in meters which corresponds to the dioptric ver-
gence leaving the prism (Keating, 1988).

Binocular disparities induced by a prism or lens determine the direction of the phoria or
vergence error. For example, base-out prism produces a crossed disparity and divergence
error (exophoria) which is corrected under binocular conditions by fusional convergence.
Minus lenses stimulate accommodation and accommodative convergence, which under
binocular conditions produce a convergence error (esophoria) that is corrected by fusional
divergence. Similarly, base-in prism produces an uncrossed disparity and convergence error
(esophoria) which is corrected under binocular conditions by fusional divergence, and plus
lenses stimulate a relaxation of both accommodation and accommodative convergence, which
produces a divergence error (exophoria) that is corrected by fusional convergence.

The prismatic translation caused by optical displacement is described by Prentice’s rule,
where the prism displacement (Z) equals the power of the lens in diopters (P) times the dis-
placement of the lens center from the line of sight (d) in centimeters (Z = dP). The angular
deviation of any paraxial ray that passes through a lens at a distance from the optical center is
described by this rule. Prentice’s rule can also be applied to cylindrical lenses where the mag-
nification occurs in a power meridian. The axis of a cylindrical lens is perpendicular to its
power meridian. The prism induced can be calculated from the vector component of the dis-
placement that is perpendicular to the axis of the cylinder. This distance (Hp) equals the sine
of the angle (θ) between the displacement direction and the axis of the cylinder times the
magnitude of the displacement (h):

Hp = h sin θ

Thus, according to Prentice’s rule, prism induced by displacing a cylindrical lens equals

Z = P h sin θ

The magnitude of prism induced by lens displacement also depends on the separation
between the lens and the center of rotation of the eye. Effective prism displacement (Ze)
decreases as the distance of the lens from the eye increases according to the following equa-
tion (Keating, 1988):

Ze = �
1 −

Z
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Where Zc = 100 tan c, c = the angle formed between the object point and the displaced point
from the optical center (major reference point) and the straight ahead line, V = the reciprocal
of the image distance to the lens in meters, which corresponds to the dioptric vergence leav-
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ing the prism, Z = the prism calculated from Prentice’s rule, and Crot = the separation between
the lens and the center of rotation of the eye. The reduction of prismatic displacement with
eye-to-lens separation is referred to as prism effectivity with lenses.

When the two eyes view targets through lenses that are displaced from the optical axes, a
disparity stimulus is introduced. Most typically, when the optical centers of a binocular optical
system are separated by an amount greater or less than the interpupillary distance, disparate
horizontal prism is introduced that requires the eyes to make a horizontal vergence adjustment
to achieve binocular alignment. For example, when looking through a pair of plus lenses that
are farther apart than the interpupillary distance, each eye is viewing through a point that is
nasalward from the optical axis. This introduces base-out prism that stimulates convergence of
the two eyes. This prism vergence stimulus may produce conflicts with the accommodative
stimulus that is not affected by lens displacement so that the eyes need to focus for one dis-
tance and converge for another. Accommodation and convergence are linked synergistically
so that their responses are closely matched to similar target distances. There is a limited degree
of disparity vergence compensation available to overcome any discrepancy between the two
systems, and these efforts can result in headaches and other ocular discomfort.

Anisometropic ophthalmic lens prescriptions with bifocal corrections in the lower seg-
ment of the lens can also introduce vertical prism while viewing near objects through the
reading addition. The amount of vertical prism is predicted by Prentice’s rule applied to the
amount of anisometropia. Thus, for a 2-diopter anisometropic individual, a patient looking
downward 1 cm through their bifocal has a vertical phoria of 2 prism diopters. The vertical
phoria can be corrected with a slab-off prism (a base-down prism that is cemented onto the
bifocal over the lens with the most plus power). However, this procedure is rarely necessary,
since the patient usually is able to adapt the vertical phoria to vary nonconjugately with ver-
tical eye position as described earlier.

12.10 HEAD AND EYE RESPONSES TO DIRECTION 
(GAZE CONTROL)

When objects attract our attention in the peripheral visual field, we are able to fixate or shift
our central gaze toward them using head and eye movements. The eyes move comfortably
over a range of 15 degrees starting from primary position. Larger gaze shifts require combi-
nations of head and eye movements. Normally, the eyes begin the large movements, then the
head moves toward the target while the eye movements are reduced by the VOR, and when
the head stops the eyes refine their alignment. The reduction of eye motion during head rota-
tion results from a gaze stabilization reflex that allows us to keep our eyes fixed on a station-
ary object as we move our body and/or head. This reflex operates with head motion sensors
called the vestibular organs.

The manner in which we shift our gaze influences optical designs. Optical systems usually
are mounted on the head. They need to provide a large enough viewing angle to accommo-
date the normal range of eye movements, and to remain stable on the head as it moves. They
also need to provide peak resolution in all directions so that the oculomotor system is able to
shift gaze while the head remains stationary. Gaze shifts can be inaccurate because of inter-
actions between spectacle refractive corrections and movements of the eyes.

The accuracy of eye movements is affected by stationary optical systems such as spectacles
that are mounted in front of the eyes, as opposed to optical systems such as contact lenses that
move with the eye. The problem occurs when viewing distant targets because the entrance
pupil of the eye and its center of rotation are at different distances from the spectacle plane.
The entrance pupil is at a distance of about 15 mm from the spectacle lens and the ocular cen-
ter of rotation lies about 27 mm behind the spectacle plane. Thus the center of rotation and
entrance pupil are separated by about 12 mm, and a target in space subtends different angles
at these two points. The angle at the entrance pupil determines the visual error and the angle
at the center of rotation determines the motor error. Whether a spectacle lens is worn or not,
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this difference alters retinal image feedback during eye rotations for any target imaged at a
finite viewing distance from the eye. Images at infinity don’t have this problem because they
subtend equal angles at both the entrance pupil and center of rotation. Thus, eye movements
cause motion parallax between targets viewed at near and far viewing distances, and some
animals like the chameleon use this parallax to judge distance (Land, 1995).

Problems occur when the spectacle lens forms an image of an object at infinity at some finite
distance from the eye. This image of the distant target subtends different angles at the entrance
pupil and center of rotation because of their 12-mm separation. Thus, perceived visual angle and
motor error are unequal. Depending on whether the image is formed in front of (myopic error)
or behind (hyperopic error) the eye, this discrepancy requires that a fixational eye movement
must be smaller or larger, respectively, than the perceived eccentricity or retinal angular error
of the target sensed prior to the eye movement. The amount of eye rotation can be computed
from the equation describing prism effectivity with lenses (Ze) (Keating, 1988):

Ze = �
1 − C

Z

ro

c

t × V
�

where Zc equals 100 tan c (c equals angular eccentricity of the target measured at the lens
plane), V equals the dioptric vergence of the image distance from the lens plane, and Crot

equals the lens to center of rotation separation in meters. When different power spectacle
lenses are worn before the two eyes to correct unequal refractive errors (anisometropia), a
target that would normally require equal movements of the two eyes now requires unequal
binocular movements. The oculomotor system learns to make these unequal movements, and
it retains this ability even when one eye is occluded after wearing anisometropic spectacle
corrections for only 1 h.

During head movements, magnification of the retinal image by spectacles increases retinal
image motion during head rotation and causes the stationary world to appear to move oppo-
site to the direction the head rotates. This can produce vertigo, as well as stimulate a change
in the vestibular stabilization reflex. When a magnifier is worn for only 1 h, the reflex can be
exaggerated to compensate for the excessive retinal image motion. Following this adaptation,
when the optical aid is removed, the exaggerated VOR causes the world to appear to move in
the same direction that the head rotates. If you wear glasses, you can demonstrate this adap-
tation to yourself by removing your glasses and shaking your head laterally. If your wear neg-
ative lenses to correct for myopia, the minification they produce has caused a reduction in
image stabilization and without your glasses, the world will appear to move opposite to the
direction of head shake.

12.11 FOCUS AND RESPONSES TO DISTANCE

Our visual sense of space requires that we be able to perceive objects accurately at different
distances. Single and clear views of targets at finite viewing distances require that the visual
system align the similar images of the targets on corresponding retinal regions and that the
optics of the eye adjust the focus to accommodate the near target (accommodation). The
range of accommodation varies with age, starting at birth at about 18.5 D and decreasing 1 D
every 3 years until approximately age 55 when it is no longer available (absolute presbyopia).
The amplitude of accommodation available to an individual of a given age is remarkably sta-
ble across the population if extremes of refractivity are not considered.

Spectacle corrections and other optical systems can influence both aspects of the near
response. Accommodation declines with age until eventually the near point is beyond the
near working distance (functional presbyopia). In this situation, near targets can be imaged
farther away from the eye with plus lenses so that they lie within the available range of
remaining accommodation. The accommodative system is only able to maintain 2⁄3 of its full
amplitude for long periods of time and when this range is exceeded by the optical demands of
working distance, bifocals are typically prescribed. The magnitude of the bifocal correction
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depends upon the accommodative amplitude and the near working distance. For a typical 
16-in or 40-cm near working distance that requires 2.5 D of accommodation, a bifocal correc-
tion is needed when the amplitude of accommodation is less than 3.75 D. Typically, this ampli-
tude is reached at about 45 years of age.

If spectacles are worn, the amplitude of accommodation is influenced by the sign (plus or
minus) of the spectacle correction. Accommodation demand equals the difference in the diop-
tric values of the far point of the eye and the image distance of a near target formed by optics
placed before the eye. These dioptric values can be described relative to the front surface of the
eye or the spectacle plane. The reciprocal of a specific viewing distance to the spectacle plane
describes the spectacle accommodative demand, and this value is independent of the lens cor-
rection. However, the ocular accommodative demand (amount the eye needs to change
power) required to focus targets at this distance does depend on the power and sign of the
spectacle correction. Ocular accommodation is computed by the difference between the diop-
tric vergence subtended by the near target at the cornea after it is imaged by the spectacle lens,
and the vergence subtended at the cornea by the far point of the eye. For myopes corrected
with minus spectacle lenses, ocular accommodation through spectacles is greater than the spec-
tacle accommodative demand, and the reverse is true for hyperopes. For example, the ocular
accommodative response to a target placed 20 cm in front of the spectacle plane 14 mm from
the eye is 4.67 D for an emmetrope, 4 D for a myope wearing a −6-D corrective spectacle lens,
and 5.56 D for a hyperope wearing a +6-D corrective spectacle lens. Thus, near targets present
unequal accommodative stimuli to the two eyes of anisometropes corrected with spectacles.
Although the accommodative response is consensual (equal in the two eyes), the difference in
the two stimuli will go unnoticed as long as it lies within the depth of focus of the eye (approx-
imately 0.25 D). However, in the example given above, a 6-D anisometrope would have about
a 1-D difference in the stimulus to accommodation presented by a target at a 20-cm viewing
distance. There is a limited amount of differential binocular accommodation to compensate for
this unequal stimulus (Marran and Schor, 1998). Finally, this lens effectivity causes spectacle
lens wearers who are hyperopic to become presbyopic before myopes.

12.12 VIDEO HEADSETS, HEADS-UP DISPLAYS, AND VIRTUAL
REALITY: IMPACT ON BINOCULAR VISION

A variety of head-mounted visual display systems (HMD) have been developed to assist per-
formance of a variety of tasks. Telepresence is an environment in which images from remote
cameras are viewed on video screens to perform tasks at distal sites. In other applications,
information in the form of symbology is added to a natural image to augment reality, such as
in a heads-up aviation application, and in still another application virtual environments are
simulated and displayed for entertainment or instructional value. The head-mounted video
systems usually display information in one of three configurations. These are monocular or
monoscopic that present information to one eye, biocular where both eyes view an identical
image, and binocular where slight differences in the two eyes’ images stimulate stereoscopic
depth perception. The biocular view avoids image conflicts between the two eyes that arise in
the monoscopic systems, and stereopsis in the binocular systems helps to sort out or distin-
guish elevation and distance information in the perspective scene. Stereopsis also provides
the user with fine depth discrimination and shape sensitivity for objects located within an
arm’s length. Each of these systems attempts to present coherent cues to space perception;
however, due to physical limitations this is not always possible, and cue conflicts result.

Distance Conflicts

The current designs of HMD devices introduce three stimulus conflicts. They present con-
flicting information about target distance to accommodation and convergence, conflicting
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visual-vestibular information, and conflicts concerning the spatial location of information to
the two eyes. For example, the symbology presented to aviators in heads-up displays is set for
infinity, but large symbols appear to be near and this can initiate an inappropriate accom-
modative response. However, given sufficient time, subjects will accommodate correctly
(Schor and Task, 1996). Currently, all HMD units present a fixed optical viewing distance that
is not always matched to the convergence stimulus in biocular units, or to the many states of
convergence stimulated in binocular units. This situation is exacerbated by the presence of
uncorrected refractive errors that can cause images to be blurred in the case of myopia, force
extra accommodation in the case of hyperopia, or present unequal blur and accommodative
stimuli in the case of anisometropia. Normally, observers with uncorrected refractive errors
are able to adjust target distance to clear images, but the HMD has a fixed target distance that
is not adjustable. Units that provide self-adjusting focus run the risk of users’ introducing
larger errors or mismatching the clarity of the two ocular images.

As described above, accommodation and convergence are tightly coupled to respond to
approximately the same viewing distance. There is some flexibility to compensate for small
differences between stimuli to accommodation and convergence, but long periods of usage—
particularly those requiring fusional divergence to overcome an esophoria caused by exces-
sive accommodation—can produce eye strain. Tolerance for accommodative errors can be
increased by extending the depth of focus with small exit pupils or with screens that have
reduced resolution. It is also helpful to set the viewing distance at an intermediate value of
approximately 2 m (Southard, 1992) to allow uncorrected mild myopes to see clearly while
allowing a 3-degree range of stereodepth disparities. In biocular units where disparity is not
varied, the optical distance can be set closer to 1 m to further compensate for uncorrected
myopia and to place images near arm’s length. Prolonged viewing at close distances can cause
instrument myopia, a form of excessive accommodation, and postimmersion short-term after-
effects such as accommodative spasm (Rosenfield & Ciuffreda, 1994). Accommodative
fatigue also can result after 30 min of stereo-display use (Inoue & Ohzu, 1990). If refractive
corrections are worn, the optimal image distance will depend on the tasks performed. Simu-
lated computer screens should be at arm’s length, whereas views for driving simulators should
be remote to provide more realism in the display.

Errors of perceived distance can occur when vergence distance is not matched to image
size or perceptual task. These errors can result in perceptual image expansion (macropsia) or
constriction (micropsia), particularly in binocular displays that stimulate a range of conver-
gence values. These effects can be minimized by limiting the range of binocular disparities to
a few degrees for near objects and to use a biocular display when presenting views of distant
objects simultaneously with foreground detail. Perspective cues, along with motion parallax,
overlap or superposition, and texture density gradients, provide powerful depth cues for
remote or complex scenes containing a wide range of depth information, and binocular dis-
parity adds little to these displays. Stereopsis is most useful for facilitating manual dexterity
tasks with fine depth discrimination between objects and their 3-D shape located within an
arm’s length of the user. Static displays that don’t utilize motion parallax will benefit more
from the addition of stereoscopic cues.

Some HMDs and other virtual environments combine real and virtual information with a
see-through visor or with remote rear-projection systems that surround the viewer panoram-
ically as in the Computer-Augmented Virtual Environment (CAVE) (Kenyon, et al., 1995).
These mixed environments can introduce multiple and sometimes conflicting accommodative
stimuli. When real variable focus and virtual fixed-focus images are at different image dis-
tances, both cannot be cleared at the same time, though they may appear to be in similar loca-
tions in space. Conflicting near virtual targets can interfere with recognition of real distant
targets (Norman & Ehrlich, 1986). Several optical solutions have been suggested to minimize
these focus conflicts (Marran & Schor, 1998). The depth of focus can be extended with pin-
hole pupils. A pinhole exit pupil projected to the eye pupil in a Maxwellian view system will
preserve field of view. The virtual image is viewed through the Maxwellian pupil imaged via a
beam splitter while the real environment is viewed through the natural pupil. Eye tracking
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might be necessary in Maxwellian systems to shift the exit pupil to follow eye movements (de
Wit & Beek, 1997). Monovision is another possible solution in which a near lens is worn over
one eye and a far lens over the other. A target that is in focus for one eye will be blurred for
the other. The visual system is able to suppress the blurred image and retain the focused
images of both eyes, and also to retain a large functional range of stereopsis (Erickson &
Schor, 1990). Monovision has been used successfully in presbyopes with contact lens correc-
tions, and it has been shown to work on pre-presbyopes in most individuals (Schor, et al.,
1987). The limitation of monovision is that it provides clear vision only for the two focal
depths, plus and minus the depth of focus. The range of the two clear vision distances might
be extended by aniso-accommodation: the ability of the two eyes to focus independently of
each other while remaining binocular (Marran & Schor, 1998). Another solution is a chro-
matic bifocal that takes advantage of the longitudinal chromatic aberration of the eye. Wave-
lengths of light at opposite ends of the visual spectrum have a 2-D difference in dioptric
power for a given object distance. Given that nearer objects tend to be in the lower visual
field, different monochromatic wavelengths combined with field segregation could be used in
the virtual image control panel. Users viewing near objects could view long-wavelength
images in the lower half of the virtual control panel. Thus, both real and red virtual images
would stimulate an increase in accommodation. For distant real objects, the user could attend
to the upper short-wavelength images in the virtual display panel, and real and blue virtual
targets would stimulate a relaxation of accommodation. A simpler solution is to place a bifo-
cal lens segment in the lower portion of the see-through window, bringing near real images to
the same focal distance as the images seen on the virtual display.

Visual-Vestibular Conflicts

Virtual systems that are worn on the head or remain fixed in space both present conflicting
visual-vestibular information. Normally, when the head rotates or translates, the eyes rotate in
the opposite direction to keep the images of objects in space stabilized on the retina. The rela-
tionship between retinal image motion and head and eye motion is disrupted by the virtual dis-
play. In the case of an external virtual projection system like CAVE (Kenyon, et al., 1995),
simulated movements of the visual scene that correspond to body movements are not accom-
panied by the appropriate vestibular signals. For example, a driving simulator displays changes
in the road view while the virtual car is being steered. When the driver makes a turn, the visual
field appears to rotate but there is no corresponding vestibular signal. As a result, drivers of
virtual systems tend to oversteer the turns because they underestimate the curved path of the
automobile. Perceptual disturbances during similar phenomena in flight simulators are
referred to as simulator sickness. In contrast, head-mounted video displays can present a head-
fixed visual stimulus while the head rotates such that vestibular signals are not accompanied by
the appropriate visual motion stimuli. These conflicts can also result in symptoms of nausea,
vertigo, and general malaise even when very small head movements occur (Howarth, 1996;
Howarth & Costello, 1997; Hughes, et al., 1973). Visual-vestibular conflicts also occur with
telepresence systems that present images that are either magnified or minified as a result of
differences between the camera distance-to-objects and the viewer distance to the viewscreen.
As a result, head movements that cause camera movements will stimulate excessive retinal
image motion with magnification or too little retinal image motion with image minification.
The mismatch will cause adaptive adjustments of the VOR and possible simulator sickness.

The oculomotor system responds to this visual-vestibular conflict during steady fixation by
suppressing the VOR and adaptively reducing its gain. Thus, a user viewing a 2-h motion pic-
ture on an HMD while making a normal range of head movements during conversation with
other persons will adapt their VOR to be less responsive to head motion. This adaptation can
produce postimmersion symptoms where the adapted VOR remains suppressed such that
head movements without the HMD will not stimulate a sufficient reflex movement to stabi-
lize the retinal image. Users will perceive the world to move with their head, which can cause
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nausea, vertigo, and malaise. Attempts to move images with the head using a head tracking
system that updates image position during head rotation have been unsuccessful (Piantanida,
et al., 1992) because of small delays in image processing that desynchronize expected image
motion and head movements. It is possible that an image could be blanked during large head
movements and stabilized with a head tracker during small head movements. The blanking
would be similar to the normal suppression of vision during saccadic eye movements. Other
solutions are to use see-through and see-around virtual displays so that real objects in the
periphery are always visible during normal head movements so that some visual and vestibu-
lar stimuli remain coherent.

Spatial Location Conflicts

No existing HMD has the wide field of view of the human visual system in a natural environ-
ment. The horizontal field of view in currently available HMDs ranges from 22.5 to 155
degrees (Davis, 1997). The larger fields of view in binocular systems are expanded by partially
overlapping the two monocular images. Note that the entire monocular and binocular portions
of the field of view lie within the from 114- to 120-degree binocular overlap of the normal
visual system. Partial overlap in HMDs can be produced by displacing the right field to the
right and the left field to the left. Each eye has a monocular flanking component in its tempo-
ral visual field. It is also possible to reverse the displacement so that the monocular compo-
nents are in the nasal-visual field of each eye (Fig. 11). These two organizations are consistent
with two different occlusion aperture configurations. The former has the same organization as
a binocular field seen on a near screen in front of a background. Thus, the total image is seen
as a discontinuous surface in depth with the central binocular portion at a proximal distance
compared to the monocular portion that is seen farther away (Nakayama & Shimojo, 1990).
The latter case has the same organization as a single continuous surface viewed through an
aperture (porthole effect) (Fig. 11). The former system is more likely to cause binocular rivalry
in the monocular regions of the field than is the latter approach. This suppression can cause a
moonlike crescent shape (luning) in the flanking monocular region that corresponds to the
border of the image seen by the contralateral eye, which blocks visibility of the monocular field
crescent seen by the ipsilateral eye. Luning can be reduced by blurring the edges of each eye’s
image borders or by using the crossed-view configuration. Interestingly, the latter crossed-view
approach is preferable in head-mounted displays (Melzer & Moffitt, 1991).

Visual suppression and binocular rivalry suppression are also stimulated in monocular
image displays. Rivalry occurs between the image presented to one eye and the natural scene
presented to the other. Even if one eye is occluded, the dark image of the patched eye will
rival with the visible image of the open eye. This rivalry can be minimized by presenting the
patched eye with a uniform field with the same mean luminance and color as the open eye
image. This can be accomplished easily by placing a diffusing filter over the nonseeing eye. In
cases where the two eyes view independent images, it might be possible to control which eye
is suppressed by moving the image in the seeing eye and keeping it stationary in the nonsee-
ing eye. This technique is based on the observation that motion is a dominant feature for
binocular rivalry.

Optical Errors

The success of any binocular viewing instrument depends in large part on the precision of
alignment and quality of distortion-free optics. Alignment errors can produce vertical, hori-
zontal, and torsional disparities. Of these, the vertical errors are the most troublesome. There
is limited range for vertical vergence and slow response times (Houtman, et al., 1977; Perl-
mutter & Kertesz, 1987). The oculomotor system can adapt its vertical alignment posture
(vertical phoria) if the vertical disparity is constantly present; however, if the HMD is worn
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FIGURE 11 Occlusion figure with porthole and septum. Partial overlap of the visual field simulates
obstructed views by a porthole aperture or septum in the midsagittal plane.



intermittently, then no adaptation will occur. Horizontal errors, especially in the convergence
direction, can be overcome easily by vergence eye movements. Torsional errors cause overall
torsional disparities that can cause perception of slant about the horizontal axis if the virtual
scene is superimposed by see-through optics on the natural visual environment. However, if
an opaque visor is used so that only the virtual display is visible, slant distortion will not be
perceived with cyclotorsion disparity (Howard & Kaneko, 1994). This is because the visual
system only interprets slant when there is horizontal shear disparity between vertical lines but
no vertical shear disparity between horizontal lines. When both forms of shear are present,
this is interpreted as resulting from eye rotation rather than real object slant. Cyclodisparity
in large field displays will stimulate cyclovergence responses that can have postimmersion
aftereffects in the form of cyclophoria (Maxwell & Schor, 1999). Errors in the baseline sepa-
ration of the entrance pupils of the optical system can produce divergent disparities if the sep-
aration is set wider than the interpupillary distance. The oculomotor system has limited
divergence ability and this stimulus can cause headaches and visual discomfort. Finally, low-
quality optics that have distortions, such as barrel, pincushion, and keystone, will introduce
horizontal, vertical, and torsional disparities in both biocular and binocular displays if the dis-
tortions are not identical for the two eyes or if the visual fields are displaced slightly in the two
eyes. Displacements could result from alignment errors or from partial field overlap used to
expand the field of view. The disparities produced by these distortions can cause idiosyncratic
warpage of the virtual image and vertical disparities that stress the oculomotor system.
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CHAPTER 13

OPTICS AND VISION 
OF THE AGING EYE*

John S. Werner
Brooke E. Schefrin
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Section of Neurobiology, Physiology, and Behavior
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13.1 GLOSSARY

Aphakic. A person without a lens, nearly always as a result of cataract surgery.
Age-related Macular Degeneration (AMD). A disease that results in loss of vision in the
central retina or macula due to damage to the receptors and retinal pigment epithelium of the
retina, often secondary to changes in the choroid (blood vessel layer) and Bruch’s membrane.
There are two major forms, wet or exudative form and dry or atrophic form. The dry form is
more common, but the wet form is responsible for the majority of cases involving severe
vision loss.
Cataract. An opacity or clouding of the lens resulting in a reduction in the amount of light
transmitted to the retina and an increase in light scatter. This is the leading cause of blindness
worldwide, but can be treated successfully by removal of the lens.
Diabetic Retinopathy. A disease of the eye caused by diabetes that causes a proliferation of
blood vessels. These blood vessels may swell, become tortuous, and/or bulge and leak. 
Glaucoma. A group of diseases often, but not always, associated with high intraocular pres-
sure, resulting in death of ganglion cells.
Intraocular Lens (IOL). An artificial lens usually implanted in the eye to replace the natu-
ral lens following its removal. IOLs may be placed in front of the pupillary plane (anterior
chamber lenses) or behind the pupil (posterior chamber lenses). They are manufactured from
a variety of materials, the most common of which are polymethylmethacrylate, silicone, and
hydrogels. Today, most are placed in the residual lens capsule, which is located behind the
pupil.
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LASIK (Laser In Situ Keratomileusis). A procedure for surgically reshaping the cornea to
reduce or eliminate the need for external refractive lenses.
Phakic. A person with a natural eye lens, from the Greek phakos or lens.
Presbyopia. Greek for “old sight.” The condition of an individual who has lost the ability to
accommodate sufficiently for near work. This results in the need for reading glasses around
the age of 40 or 50 years.
PRK (Photorefractive Keratectomy). A procedure for surgically modifying the cornea to
reduce or eliminate the need for external refractive lenses.
Pseudophakic. An individual with an artificial or intraocular lens implanted to replace the
natural lens following its removal.

13.2 INTRODUCTION

Senescent changes in the optics of the human eye produce changes in the geometric and spec-
tral distribution of light comprising the retinal image. The impact of these changes for vision
is often profound for the individual. They may have enormous economic consequences for
health care and society. It is essential to study such changes scientifically in order to under-
stand the neural basis of visual senescence. Before describing the optical and visual changes
that characterize normal aging, it is useful to consider the scope of the problem in light of
demographic changes in the world’s aging population.

13.3 THE GRAYING OF THE PLANET

The proportion of the world’s population that is elderly is higher now than at any other point
in recorded history. In the last two decades, the number of individuals above age 65 years has
increased by more than twice the rate for individuals below 65 years.1 At present, every
month another 1 million of the world’s population enters its seventh decade of life. As a
result, the number of individuals age 60 and above is likely to change from one in ten today
to one in five by 2050, and one in three by the year 2150. As illustrated by Figure 1, the global
growth rate for individuals over age 80 is occurring at an even faster pace. Indeed, the num-
ber of centenarians in the United States has doubled every ten years since 1960. At the same
time, there has been a corresponding decline in the proportion of the population below 15
years of age. It is not clear how long these demographic shifts will continue into the future or
when they will reach equilibrium.

Many factors have contributed to this remarkable demographic shift in the age distribu-
tion, including a change in the fertility rate and improved hygiene, nutrition, disease control,
and education. These trends are generally more apparent in less developed countries, and the
demographic shift in the elderly population is now more rapid in these parts of the world. For
example, in 1995 there was a global increase of 12 million persons at or above age 60 and
nearly 80 percent of it was due to a change in less developed countries. The countries with the
fewest resources at present will thus have less time to cope with the social and economic con-
sequences of an elderly population.

Some Implications of Living Longer

Some theoretical calculations place the maximum human life span at about 120 years, but
there are reasons to think that this may not apply to the eye. The demographic shifts in
longevity with respect to the eye are apparently not keeping pace with those for the rest of the
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body. The organization Research to Prevent Blindness estimates that the number of blind
individuals will double between 1999 and 2030. If true, the social, health, and economic con-
sequences will be profound. One eminent authority put it this way: “Mathematically speak-
ing, it is permissible to say that those who prolong life promote blindness” (Ref. 3, p. 306).

Health Implications and the Problem of Defining Normal Aging. The current projection
for the future is that as the baby boomers (the cohort of 76 million Americans born between
1946 and 1964) start to turn age 65 in the year 2011, they will be better educated and will have
better health and more financial resources than their parents did when they retired. All indi-
cations are that retiring baby boomers will read more and want to spend more time in outdoor
leisure activities than their parents did at comparable ages. For the age group over 65 years of
age, there are also some indications that the rates of disability and disease are decreasing
compared to previous generations. However, this is not so for vision. Older adults experience
a higher rate of visual disability and ocular disease than younger individuals, and the rate
accelerates after about 40 years of age. For example, glaucoma is about eight times more
likely for individuals above age 65 than in the general population. And in the Framingham
Study4 50 percent of participants age 75 and over had at least one of four visual diseases: age-
related macular degeneration, cataract, diabetic retinopathy, or glaucoma.
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FIGURE 1 Percentage of the global population projected from 1950 to 2150 for three age groups
based on statistics provided by the United Nations.2



There is little agreement about where to draw the line between senescent degradation of
vision and some forms of ocular pathology. For many researchers, normal aging is defined by
exclusion—the changes in vision that occur when overt ocular disorder and disease are not
detected. An alternative distinction between aging and disease is based on the amount of tis-
sue changed or when visual loss exceeds a criterion. Both of these definitions are used to
define cataract, a clouding of the lens resulting from cumulative changes in products of oxi-
dation that result in loss of transparency and an increase in intraocular light scatter. There are
several different types of cataract, but all degrade the optical quality of images formed on the
retina and consequently undermine the quality of the neural image transmitted by the retina.
The biochemical events leading up to these lenticular changes occur continuously across the
life span, so the presence of this disorder is largely a matter of where the criterion is set on the
continuum of normal aging.

Most individuals will still be able to approach their golden years without frank visual
pathology. However, no individual should expect to have the quality of vision experienced in
youth. Indeed, by the time of retirement, most individuals already will have experienced the
need for reading glasses to correct near vision due to the reduction in or loss of accommoda-
tion. Some problems of optical origin can be corrected or compensated by optical means, but
additional losses in vision may be expected due to neural changes for which there is no known
remedy. Some current research has focused on factors that might contribute to normal aging
of the eye that could be controlled by life style choices such as diet5 or exposure to ultravio-
let6 and short-wave visible7 radiation. Whatever the cause, any impairment of our dominant
sensory system will inevitably have behavioral consequences. In some cases, this may be an
inconvenience such as slower reading or the need for better lighting, while in other cases it
may lead to more serious problems such as accidents, falls, or greater dependence on others
for daily activities.

Economic and Social Implications of Aging Eyes. There is a gradual loss in accommodation
throughout adulthood that becomes complete by the end of the sixth decade of life. Combining
this information with the fact that each day 10,000 people in the United States reach the age of
50, there is little wonder that ophthalmic corrections for reading and near work will account for
approximately half the revenues in the multibillion dollar ophthalmic lens industry.

Visual impairment secondary to diseases of the eye also creates a sizeable economic
impact on our society. For example, visual impairment for individuals above age 40 already
costs the U.S. federal government in excess of $4 billion per annum.8 In addition, according to
Health Products Research, Inc., approximately 2.5 million cataract surgeries are performed
each year in the United States at an annualized cost of over $2.5 billion.9 The costs of presby-
opic spectacle correction is even higher, reaching $8 billion in 1998. These numbers are almost
certain to increase due to the increasing proportion of the population that is elderly.

Additional economic consequences of our aging population will be created because the
elderly generally require more special services, housing needs, and medical care. For example,
one third of medical expenditures in the United States are spent on the oldest 12 percent of
the population. There are also likely to be new burdens on public transportation systems in
view of the fact that about half the world’s elderly population today live in cities, and that pro-
portion is expected to increase to about three-fourths, at least in more developed countries.
On average, every residential dwelling will likely have at least one elderly person.10 New
demands will be made for housing these elderly individuals in order to promote independent
living. Being able to care for oneself is not only important for self-esteem, it has enormous
economic impact. Architects and lighting designers will have to take into account age-related
changes to the visual system in planning for new environments inhabited by the elderly. Cur-
rent standards for lighting are almost entirely based on college-age students, although there
have been new calls for explicit attention to aging visual functions.11,12 The goal of such stan-
dards would be to find conditions that can compensate for sensory losses to be described in
the pages that follow, while not introducing other problems such as disability glare. Such light-
ing considerations might promote greater safety in the home to facilitate independent mobil-
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ity and support communication through computers and reading, as well as other visual tasks
involving hobbies and work. And with the world becoming ever more visually oriented
through computer use, VDJs, and so forth, blindness will often be more limiting.

13.4 THE SENESCENT EYE AND THE OPTICAL IMAGE

The globe of the eye grows rapidly in the first year of life and then more slowly until about age
five years when it reaches an asymptotic sagittal length of about 23.5 mm. Thereafter, there is
suggestive evidence that it may shrink slightly with age, by about 1 mm between age 20 and 80
years.3 Provided no other changes occur, this alone would result in about a 2-diopter (D)
change in the direction of hypermetropia (farsightedness).

While the globe of the eye changes relatively little over the adult years, the lens continues
to grow. These and other structural changes alter the refractive state of the eye throughout
the life span. The properly refracted eye is said to be emmetropic, but emmetropia is not the
norm during all stages of development and senescence. Generally speaking, in early child-
hood, the eye is often hypermetropic and in time will shift in an emmetropic or myopic (near-
sighted) direction, whereas in later life there is an overall tendency for the refractive error of
the eye to shift in a hypermetropic direction.

To understand the aging of the visual system, it is necessary to consider how the stimulus
available for vision changes over the life span. Figure 2 shows the optical density* of the
human ocular media, typical of younger persons. Because light itself is thought to facilitate
some aspects of ocular and retinal aging, the figure also presents the relative quantal distri-
bution of sunlight. The spectral distribution of sunlight reaching different parts of the earth’s
surface will differ somewhat from that shown in Figure 2 due to such factors as latitude, alti-
tude, cloud cover, and aerosol content. The solar quantum spectrum incident on the cornea
will vary with surface reflectance (e.g., snow and sand are better reflectors of ultraviolet, or
UV, radiation than are grass and leaves) and a variety of other factors (e.g., sunglasses and
brimmed hats may decrease UV light reaching the cornea). While it is straightforward to doc-
ument surface UV radiation, it is very difficult to calculate ocular exposure. For example,
while the sunlight stays constant when moving from a snowless to a snow-covered field, ocu-
lar UV irradiance increases substantially due to the high reflectivity of the snow, since
reflected sunlight is not blocked by the brow ridge and superior lid like light from directly
overhead.13 Most of the ocular media contribute to a reduction in UV radiation (wavelengths
below 400 nm) reaching the retina. The most effective UV absorbers of the ocular media are
found in the crystalline lens, whose optical density increases from infancy to old age.

Senescent changes influencing image formation are most prevalent in three principal
structures of the eye (cornea, pupil, and lens), and each of these changes may result in degra-
dations of optical quality. The next sections describe some of these changes in more detail.

The Cornea

The human cornea consists of three discrete layers separated by two basement membranes.
The outermost epithelial layer composed of basal, wing, and surface cells acts as a barrier to
the external environment and is subject to a rapid rate of renewal, with the result that its cells
are replaced every 5 to 7 days.17 The middle layer, or stroma, is a matrix of collagen fibers as
well as fibroblast-like cells called keratocytes that accounts for approximately 90 percent of
the corneal thickness. The stroma is sandwiched between two membranes. Anterior and pos-
terior to the stroma are Bowman’s and Decemet’s membranes, respectively. The transparency
of the stroma is due to the uniform density of collagen fibers and any cause of disruption of
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this order such as increased hydration may cause light scatter and loss of transparency.
Because of the tendency of the stroma to imbibe water, there must be a way to regulate
corneal hydration. The extent of corneal hydration is largely controlled by energy-dependent
ion-coupled fluid transport mechanisms located at the inner most layer of the cornea, the
corneal endothelium. The endothelium is made up of a single layer of cells. At birth, the
corneal endothelium has about 4500 cells/mm2, but the number is reduced to about 2000 
to 2500 cells/mm2 by age 70 or 80. Although the surviving cells become larger to maintain
approximately constant total tissue volume, a smaller total number of fluid transport mecha-
nisms remain in the corneal endothelium. As a result, proper corneal hydration is sometimes
a problem in the elderly.

The cornea is the most powerful refractive element in the human eye, accounting for about
40 to 45 D of optical power. Although it has a lower refractive index than the lens, the ratio of
refractive indices, which is directly proportional to dioptric power, is highest at the air–cornea
interface. The cornea is not spherical; its greater curvature in the center provides about 4 D
more power than at the periphery. The refractive index of the cornea18 and curvature of its
anterior surface19 appear to undergo little change with age.

As can be seen from Figure 2, the cornea absorbs much of the UV radiation below about 320
nm. Absorption of this radiation in sufficient intensity can damage the cornea (e.g., actinic ker-
atitis), but long-term effects are rare because the corneal epithelium is capable of rapid molec-
ular renewal. This is probably why the absorption spectrum of the cornea undergoes only small
changes with advancing age.20 Cumulative absorption of UV light may, however, lead to corneal
abnormalities such as pterygium, a condition that involves the advancing growth of abnormal
tissue from the limbus (the border between the cornea and sclera) onto the clear cornea.

The anterior surface of the cornea and globe of the eye is bathed by tears, but tear pro-
duction by the main accessory and lacrimal glands decreases with age.3 This may produce a
condition called dry eye that is further exacerbated by incomplete lid closure, loss of tonicity
in the lids, and a reduction in the number of blinks in the elderly. Corneal desiccation may
affect the optical quality of the eye by changing its outermost portion from a smooth to an
irregular optical surface and, in extreme cases, lead to scarring. Either of these sequelae may
diminish visual acuity in individuals afflicted with this condition.
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The cornea and lens are separated by the anterior chamber, which is filled with a fluid, the
aqueous humor. This fluid maintains the metabolism of the cornea and the lens, as these struc-
tures have no blood supply. Separating the lens from the retina is a colorless gelatinous sub-
stance called the vitreous humor. Both the aqueous and vitreous humors absorb UV radiation
below about 300 nm. Their optical density changes negligibly with age14 and any damage sus-
tained by the aqueous humor resulting from absorption of light is likely to be unimportant for
senescence because this fluid is rapidly replaced.17

The Pupil

The dilator and sphincter muscles of the iris control the size of the pupillary aperture that for
young adults varies in diameter from approximately 2 to 8 mm with the level of the prevailing
illumination. As in any optical system, the size of the aperture has important consequences
for image formation. Smaller pupils in the human eye diminish the effects of spherical aber-
ration and increase depth of focus by reducing the size of the blur circle on the retina. If the
pupillary diameter becomes too small, however, it will decrease optical quality through
diffraction effects. The optimal pupil diameter from the point of view of image quality is
about 2.4 mm.21 Larger pupils under scotopic conditions represent a compromise to improve
sensitivity because more light is incident on the retina at the cost of diminished image quality.

Maximal pupil diameter occurs in adolescence and then progressively decreases as a func-
tion of increasing age. As shown in Figure 3, the age-related change in diameter differs for
dark-adapted and light-adapted conditions. Changes in pupil diameter with light level pro-
vide a mechanism of adaptation through adjustment of visual sensitivity with illumination.
However, the change from maximum to minimum size influences light level by only about a
factor ten, so the pupil plays only a small role in adaptation mechanisms that allow us to func-
tion over a range of ambient illumination covering about 12 log units.

Age-related changes in pupil size are noticeable in the elderly, but actually begin in the
early adult years. For example, under darkened conditions there is essentially a monotonic
decrease in pupil diameter beyond 10 years of age.23,24 Spatial vision depends on light level,
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FIGURE 3 Mean diameter of the human eye pupil is plotted
as a function of age. Filled and unfilled symbols show dark- and
light-adapted values, respectively. (Data from Kornzweig.22)



and although a smaller pupillary diameter allows less incident light to fall onto the retina, it is
unlikely that a smaller pupil accounts for many age-related changes in spatial vision. For
example, it has been demonstrated that age-related differences in contrast sensitivity under
photopic and mesopic ambient light levels cannot be explained solely by differences in pupil-
lary diameter.25 In fact, there are some benefits associated with an age-related reduction in
pupil diameter. The smaller pupil of older persons diminishes age-related changes in the opti-
cal transfer function of the eye at low luminance levels.26 In addition, the smaller pupil in the
elderly reduces the diameter of the retinal blur circle, thereby increasing the depth of focus by
about 0.5 D between the ages of 30 and 70 years.27 However, this improvement in depth of
focus is far too small to compensate for the approximately 7 D age-related loss in amplitude
of accommodation over this same age span.

The Lens

The lens consists of only one cell type, but its thickness increases throughout life due to the
accumulation of cells to form a series of concentric layers. The oldest cells are thus found in
the center or nucleus, while the youngest cells comprise the outer or cortical layers. As the
cells of the lens age, they lose their organelles and become essentially metabolically inert.

Molecules that absorb UV and short-wave visible light are present in the newborn lens and
their numbers increase continuously over the life span. Thus, the curve for the lens shown in
Figure 2 can be, to a first approximation, scaled multiplicatively with age. A number of stud-
ies have measured the optical density of the human lens as a function of age. Some have
described these changes in density by a linear function of age,28,29 while other evidence
demonstrates a bilinear function due to an acceleration in the aging function after about 60
years.30 The precise form of the aging function is difficult to determine because of substantial
individual differences at every age (on the order of 1.0 log unit for light at 400 nm). However,
it should be noted that the average infant lens transmits at least 25 times more light at 400 nm
to the retina than the average 70-year-old eye!

An acceleration in the rate of change in lens density beyond approximately 60 years of age
could be due to the inclusion of subjects approaching cataract.31 However, it is not clear where
normal aging ends and cataract begins since the change in density is continuous across life. In
his comprehensive monograph on this subject, Young32 summarized a substantial literature,
which led him to conclude that: “No discontinuity between senescent and cataractous changes
can be detected at the molecular level in the human lens. . . . The most sophisticated tech-
niques of modern biophysical and biochemical analysis have so far failed to uncover any fea-
ture of the cataractous lens that suggests cataract is anything more than an advanced stage of
normal aging” (p. 56).

It should be added that there are several forms of cataract depending on the part of the lens
affected (nucleus, cortex, posterior capsule) or etiology (congenital, age-related, chemically
induced, trauma-induced, disease-induced). Losses of lenticular transparency can sometimes
occur through occupational hazards associated with infrared light exposure such as in “glass-
blowers’ cataract” due to the transfer of heat absorbed by the iris.33 Most often, changes in the
transparency of the lens are associated with cumulative exposure to UV radiation. Weale34 has
proposed that the specific form of cataract depends on genetic factors, while the most common
etiology is cumulative exposure to solar radiation. Epidemiological evidence provides support
for this view. For example, there is a clear correlation between incidence of cataract and other
diseases (e.g., pterygium and skin cancer) known to be related to sunlight exposure. In addi-
tion, the onset of cataract and its incidence in the population increases from the poles to the
equator. Young’s32 summary of this literature indicates prevalence rates of about 14 percent for
countries above 36° latitude, 22 percent for mid-latitude (28° to 36°) countries, and 28 percent
for low-latitude (10° to 26°) countries. While epidemiological studies are complex due to the
many factors that vary among groups, UV radiation appears to be the only factor that changes
with latitude and has been shown to play a significant role in the aging of the lens.
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Cataract is treated by surgical removal of the lens and in more than 90 percent of surgeries
performed in the United States an intraocular lens (IOL) is implanted in its place. A properly
selected IOL obviates the need to wear thick spectacle corrections or contact lenses for the
hypermetropia that would otherwise occur. Most of these lenses now contain UV-absorbing
chromophores, but this is a relatively recent design improvement. A study composed of pseu-
dophakic patients who had undergone bilateral cataract extraction and implantation of two
IOLs differing in the amount of UV absorption suggested that increased UV exposure reduced
visual sensitivity of short-wavelength-sensitive cones. It was estimated that 5 years of exposure
to light through an IOL without UV-absorbing chromophores produced the equivalent of
more than 30 years of normal aging.6 Thus, the lens pigmentation responsible for UV absorp-
tion may be an adaptation to protect the retina from photochemical effects that are damaging.

Accommodation and Presbyopia. Accommodation refers to the ability of the eye to adjust its
focus for objects located at varying distances in the environment. Contraction of the ciliary
muscle located within the ciliary body of the eye allows the anterior surface of the lens capsule
to change shape, thereby altering the dioptric power of the lens. The amplitude of accommoda-
tion refers to the dioptric difference between the farthest and nearest distances in which an
object remains in focus. Age-related losses in elasticity of the lens capsule35 produce a loss in
accommodative amplitude, as shown in Figure 4. The open symbols are from the Basel longitu-
dinal study of individuals followed for 20 years, with different subjects starting the study at dif-
ferent ages.36 These data agree well with the classic data of Donders37 shown by closed symbols.

As the amplitude of accommodation decreases, a near correction for tasks such as reading
may be required. This typically occurs within the fifth decade of life and is known as presby-
opia (meaning “old sight”). Because the accommodative amplitude changes continuously, the
definitions of presbyopia and its onset are somewhat arbitrary. The two sets of data in Figure
4, although separated in time by about a century, are from similar geographic locations. Age
of onset of presbyopia depends on many factors, including geographical latitude and average
ambient temperature.3
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FIGURE 4 Amplitude of accommodation (diopters) is plotted
as a function of age. Open symbols (dashed curve) are from
Brückner et al.36; closed symbols (solid curve) are from Donders.37

Curves are based on best-fitting exponential functions.



The Macular Pigment

The central retina contains a yellow pigment called the macular pigment (MP). It is deposited
in the receptor fiber and inner plexiform layers of the retina38 where it selectively absorbs
short-wave light en route to the photoreceptors. Figure 5 shows the spectral absorbance of the
foveal macular pigment for an average observer. The peak density is at 460 nm, near the peak
sensitivity of the short-wave-sensitive cones (440 nm).

Several different methods (fundus photography, entoptic visualization, and psy-
chophysics) indicate that the peak density of the MP is at the fovea and follows an exponen-
tial decay to negligible levels at from approximately 5 to 10° retinal eccentricity.40,41 There are
large individual differences in the absorption of the macular pigment (from about 0 to 1.0 log
unit at 460 nm), but there is little age dependency after early childhood.42,43

While the function of the MP is still uncertain, it has been suggested that the presence of
this pigment improves the optical image quality at the retina and may aid in maintaining the
health of the retina. Because MP selectively absorbs short-wave light, it is thought to mini-
mize the effects of chromatic aberration,44 thereby improving form vision in the central retina.
With regard to the health of the eye, MP is made up of carotenoids that tend to neutralize
photosensitized molecules45 and inhibit free radical reactions that are toxic to retinal cells.
Thus, MP may protect the retina from actinic damage that may lead to age-related changes in
visual sensitivity and the development of age-related macular degeneration.7,46

Retinal Image Quality

Many factors act to alter the retinal image throughout the life span. In this section, the com-
bined effects of these factors are described, along with one aspect of the retinal image (chro-
matic aberration) that does not seem to be age dependent.

Intraocular Scatter. The spatial distribution of light on the retina from a point source is
given by the point spread function (PSF). The fraction of light transmitted from a point source
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FIGURE 5 Optical density of the human macular pigment is plot-
ted as a function of wavelength. (Data from Vos.39)



in the forward direction is the total transmittance, while the fraction transmitted within a cone
of a particular angle α is the direct transmittance. The value of α is arbitrary, but typically is
about 1°. The difference between the total and direct transmittances produces a “tail” in the
PSF and is called stray light. However, because the photoreceptors are directionally selective
(see Chapter 9 by Lakshminarayanan and Enoch), the optical PSF is not necessarily equiva-
lent to the functional PSF. Westheimer and Liang47 have used psychophysical methods to
measure the PSF of younger and older observers for a broadband source. The total scattered
light from 7′ to 90° was about five times larger in a 69-year-old observer compared to a young
adult. Put another way, 90 percent of the light from a point source fell within a region of 7′ for
a young subject, but only 50 percent of the light fell within 7′ for the older subject. (This anal-
ysis of the PSF does not take into account differences in the density of the ocular media that
would further increase the difference in retinal images between young and old.)

A number of studies have shown that light scatter by the human ocular media increases
across the life span.48–50 The relation between light scatter and age has been described as non-
linear due to an acceleration in the function in middle age.49 A more recent study50 measured
the integral of the scatter function of the eye from 2.2° to 90°. The results show little or no
increase in scatter from 16 to 40 years of age, but a rapid increase afterwards (i.e., a factor of
5 increase at 65 years compared to young adults).

Stray light in the human eye is not strongly related to wavelength,51 implying that it is not
due to scatter by small particles (on the order of the wavelength of light). A small wavelength
dependence, greater at long than middle wavelengths (opposite to Rayleigh scatter, λ−4), has
been attributed to fundal reflections, especially in lightly pigmented eyes.52 This can be impor-
tant in evaluating stray light in the elderly because iris pigmentation decreases with age. The
lens seems to be the main source of age-related change in intraocular stray light.48 The cornea
produces light scatter as well, but the amount does not change significantly with age.14

Another source of scattered light in the elderly may be due to the age-related accumula-
tion of two fluorophores in the lens.53 These are molecules that emit light at one wavelength
(e.g., 520 nm) when irradiated by another (e.g., 410 nm). As these emissions are scattered ran-
domly, they would be expected to degrade visual resolution. Elliott et al.54 demonstrated a
small effect of fluorescence on the resolution of low contrast targets.

Intraocular stray light reduces the contrast of the retinal image. Low luminance and low
contrast visual acuity exhibit marked deficits with aging, and this is further exacerbated by
glare (veiling, auto headlights, etc.). Normal levels of scattered light do not affect color detec-
tion thresholds significantly, but high levels can affect chromatic saturation and estimates of
color constancy.55 The primary effect of intraocular stray light is to impair visual performance
when lighting varies dramatically within a visual scene, such as when driving at night, because
scatter from a high intensity source can dramatically reduce the contrast of low intensity tar-
gets. The effects of light scatter are sometimes referred to as disability glare. Discomfort glare,
on the other hand, describes a subject’s visual discomfort when high intensity glare sources
are present. The level of discomfort glare shows large intersubject variability, but it is gener-
ally correlated with the amount of disability glare. The older eye is not necessarily more sen-
sitive to glare, but it receives more of it due to greater lenticular scatter.56

Modulation Transfer Function. A quantitative description of the quality of an optical system
is provided by its modulation transfer function (MTF), the function describing the relation
between contrast attenuation and spatial frequency. The eye’s MTF can be derived from in
vivo measurements of the optical point spread function on the retina. Recently, Guirao et al.26

derived the MTFs from the point spread functions of 60 observers ranging in age from 20 to 70
years, while controlling for such important factors as pupil size and the refractive state of the
eye. In Figure 6, the solid and dashed curves represent MTFs for observers with mean ages of
24 and 63 years, respectively. Optical performance decreases with increasing spatial frequency
for both age groups, and there is an age-related loss in performance at all spatial frequencies.
Results similar to these have also been reported by Artal et al.57 The results in Figure 6 may be
attributed to optical aberrations but not ocular scatter, because the latter is factored out in the
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measurement procedure. Inclusion of intraocular scatter would tend to produce a more or less
uniform halo in the retinal image that further reduces the contrast of stimuli in the elderly eye.

Further analysis of the MTF reveals a linear degradation in the quality of the retinal image
throughout the adult years. However, the smaller pupil of the elderly tends to diminish the
differences between young and old MTFs under normal viewing conditions, especially at low
luminance levels. Indeed, Guirao et al.26 indicate that the average MTF is approximately con-
stant with age for natural pupils at low luminance levels.

Chromatic Aberration. The refractive index of the ocular media is wavelength-dependent
so that the spectral components of a broadband stimulus will not be imaged in the same
plane within the eye. This is an example of chromatic aberration. Chromatic aberration can
be appreciated from the colored fringes that can be observed in many telescopes and micro-
scopes. The sum of the refractive indices of the optical elements of the eye declines as wave-
length increases so that the image plane for short-wave light lies closer to the cornea than
long-wave light. The degree of chromatic aberration can be quantified in terms of the lens
power required to image a particular wavelength on the retina when the eye is focused for a
reference wavelength. With a 578 nm reference, the aberration varies from −1.70 D at 405
nm to 0.40 D at 691 nm.58 Howarth et al.59 measured the longitudinal chromatic aberration
for four younger (from 27 to 33 years) and six older (from 48 to 72 years) participants using
three different methods. All methods failed to show a change in axial chromatic aberration
with age.

13.5 SENESCENT CHANGES IN VISION

Age-related changes in visual performance are due to both optical and neural factors.
Changes in performance that cannot be explained solely by optical factors are assumed to be
due to senescent changes in neural pathways.
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FIGURE 6 Modulation transfer functions for average indi-
viduals at 23 (solid curve) and 63 (dashed curve) years of age
for a 3-mm pupil, 543 nm stimulus, calculated using equation
and parameters from Guirao et al.26



Senescent Changes in Sensitivity Under Scotopic and Photopic Conditions

Visible radiation is normally limited to the band between 400 and 700 nm. The limit at short
wavelengths is due to the absorption characteristics of the ocular media; the limit at long
wavelengths is due to the absorption spectrum of the photopigments contained in the rod and
cone photoreceptors.

Various studies using psychophysical procedures have demonstrated age-related losses in
the sensitivity of scotopic and photopic mechanisms. Dark adaptation functions (absolute
threshold versus time in the dark) have two scalloped-shaped branches, the first branch being
mediated by cone photoreceptors and the second by rods. A number of early studies have
shown that the asymptotes of each of these branches become elevated as a function of
increasing age. In addition, it has been noted that the rate of photopic and scotopic dark adap-
tation decreases with increasing age.60–62 It was not clear from some of the early studies
whether these effects were entirely due to age-related changes in retinal illuminance caused
by, among other factors, smaller pupils (see Section 13.4, subsection entitled “The Pupil”).
Some,62–64 but not all,65 studies that have taken age-related changes in pupil size and ocular
media density into account have demonstrated age-related losses in scotopic sensitivity.
Based on those studies that have shown losses in sensitivity that cannot be explained solely by
preretinal changes, it can be inferred that losses in sensitivity reflect neural changes that take
place at or beyond the level of the photoreceptors.

A variety of studies suggests that changes at the receptor level may partially account for
these age-related changes in light and dark adaptation, as well as overall sensitivity under sco-
topic and photopic conditions. In vivo measurements of the photopigment kinetics indicate
that a change in the rate of dark adaptation is due, at least in part, to a slowing down of pho-
topigment regeneration.61,66 Other changes at the receptor level involve the relative ability of
“aging” rods to efficiently capture light quanta. Although there are substantial losses in num-
bers of rod photoreceptors with age,67 the amount of rhodopsin photopigment in the retina
decreases only slightly, if at all, with increasing age.68 This implies that individual surviving
rods must contain more photopigment in the older retina. However, some outer segments of
these aged photoreceptors undergo morphological changes such that they appear to be more
convoluted in shape.69 These relatively deformed outer segments may contribute to reduc-
tions in scotopic sensitivity because the rhodopsin molecules now possess less than optimal
orientations for absorbing light.

Photopic vision is mediated by three different classes of cone photoreceptors, with each
class of receptor having peak sensitivity at either short (S), medium (M), or long (L) wave-
lengths. Several studies have shown that the sensitivity of the S-cones decreases with age.70–72

In addition, the results of Werner and Steele72 (Figure 7) indicate that M- and L-cones also
sustain significant sensitivity losses with age, and that the rate of loss is similar for all three
cone types, on the order of approximately 0.13 log units, or 26 percent, per decade of life.

One complication in specifying the rates of sensitivity loss for individual cone types as a
function of age is that the magnitudes of these losses depend on the level of light adaptation.
For example, it has been shown for an S-cone mechanism that age-related differences are
greatest near the absolute threshold and gradually diminish at higher light levels.73 Recent
measurements of the absolute threshold of cone mechanisms in the fovea, 4° and 8° eccen-
tricity along the horizontal meridian in the temporal retina, show linear declines in sensitivity
that could not be accounted for by age-related changes in preretinal structures of the eye.41

Thus, losses in sensitivity that occur over the life span reflect, in part, neural changes taking
place in both scotopic and photopic mechanisms.

Color Vision

The ability to discriminate hue declines with age beginning in the early adult years as assessed
by color matching74,75 and arrangement tasks.76–78 In general, these losses in discrimination
may be due to age-related changes in retinal illuminance caused by smaller pupils and
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increased short-wave light absorption of the lens. Results from the Farnsworth-Munsell 100-
hue test indicate that losses in discrimination mediated by S-cones occur earlier in life than
losses in discrimination that depend on M- and L-cones. However, this effect is due, at least in
part, to the construction of the FM-100 test.79 When chromatic discriminations are measured
under conditions that equate the stimuli individually for retinal illuminance, losses occur not
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FIGURE 7 Log relative sensitivity (on a quantal basis) of S-, M-
and L-cone mechanisms is plotted as a function of age. (Data from
Werner and Steele.72)



only for S-cone-mediated discriminations,80 but throughout color space for both spectral81 and
nonspectral stimuli.82 These latter results indicate that age-related losses in chromatic dis-
crimination are, in part, due to neural processes.

Despite substantial senescent losses in sensitivity of cone mechanisms and poorer chro-
matic discrimination, our perceptions of brightness,83 saturation,84 and hue are less affected by
age. For example, Schefrin and Werner85 presented younger and older subjects with a set of
broadband chromatic surfaces (like paint chips) and asked them to scale the hues using the
fundamental hue names (red, green, yellow, blue). The subject’s task was to describe the per-
centage of each hue contained in the test stimulus. Despite different retinal stimuli, due to
lenticular senescence and smaller pupils, young and old did not differ significantly in their
responses. Similarly, the wavelengths that appear pure blue or yellow do not change with age.86

Even the position in color space of a stimulus that appears purely white, when created by an
additive mixture of short- and long-wave monochromatic light, appears stable from 11 to 78
years.87,88 In terms of the spectral composition of the light mixture reaching the retina, the pro-
gressive yellowing of the lens will transmit less short-wave relative to long-wave light. Thus,
one would expect that the locus of a purely white stimulus within color space would shift with
age. Results showing that the locus of this white point is independent of age implies that one or
more neural processes compensate, at least in part, for age-related variations in lenticular
senescence and any small differences in the rate of aging for the different cone classes.89

Spatial Vision

Visual acuity, the minimum angle of resolution, is the most time-honored measure of human
visual performance, and in many clinical settings it is the only measure of visual ability. It can
be measured quickly and reliably with a variety of test patterns such as Snellen letters or Lan-
dolt Cs. Traditionally, visual acuity is measured with letters having high contrast and moder-
ate luminances. On average, such data suggest some stability in acuity until about age 50 and
then a linear decrease with increasing age.90 The results have been quite variable between
studies, however, and the failure to screen subjects for disease and to optimize their refrac-
tions for the test distance makes it difficult to know the true course of age-related change in
visual acuity. Figure 8 shows results from several recent studies plotted in terms of log mini-
mum angle of resolution (left axis) or equivalent Snellen and metric acuities (right axis). Data
from Owsley et al.91 resemble earlier studies, although participants were screened for visual
disease and refracted for the test distance. However, with more stringent screening and opti-
mized refraction, the change in visual acuity follows a somewhat different course according to
more recent studies.92,93 As shown in Figure 8, these latter studies show better overall visual
acuity with a progressive decline after about age 25 years. Which data sets represent “normal”
aging is unclear, but the better acuity values indicate that most older individuals can often
reliably resolve finer details, or higher spatial frequencies, than suggested by earlier research.

A more general characterization of spatial vision is provided by the contrast sensitivity
function (CSF), defined by the reciprocal of the minimum contrast required to detect sinu-
soidal gratings that vary in spatial frequency (the number of cycles per degree of visual angle,
cpd). Figure 9 shows CSFs for nonflickering stimuli interpolated from a large data set by lin-
ear regression for hypothetical 20- (closed symbols) and 75-year-old (open symbols)
observers. These functions could be computed in this way because age-related changes in con-
trast sensitivity appear to be linear over this age range. A comparison of the photopic CSFs
(circles) shows little, if any, change in sensitivity with age at low spatial frequencies, but
notable declines in sensitivity are found at middle and high spatial frequencies. These results
are consistent with other studies that measured contrast sensitivity in subjects refracted for
the test distance and free from ocular disease.94–97 Currently, it is unclear whether age-related
differences in contrast sensitivity, especially at high spatial frequencies, become greater if the
temporal modulation of luminance-varying sinusoidal gratings is increased.91,96,97

A combination of evidence from a number of studies suggests that both preneural and
neural factors are required to explain the decline in contrast sensitivity with age. Preretinal
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factors, such as smaller pupils and increases in ocular media density and intraocular scatter,
can partially account for these results, especially since contrast sensitivity at high spatial fre-
quencies decreases in proportion to the square root of decreases in luminance.99 However,
losses in contrast sensitivity are still demonstrated by studies that have controlled for pupil
size95 and have attempted to mimic age-related reductions in retinal illuminance due to
smaller pupils and increases in lens density.97 In addition, losses of contrast sensitivity at high
spatial frequencies are found when measured with laser interferometry, a technique that for
the most part bypasses the optics of the eye and reduces intraocular light scatter.100 It has been
suggested that age-related changes in visual pathways account for less than half of the total
decline in photopic contrast sensitivity at medium and high spatial frequencies, with the
remainder of the loss in sensitivity due to preretinal factors.101 However, this point needs to be
more thoroughly investigated.

Measurements of the CSF under scotopic conditions show a pattern of loss quite different
from those made under photopic conditions, as illustrated by the squares in Figure 9. These
data were obtained following 30 min dark adaptation, using an artificial pupil and stimulus
wavelength to minimize age-related variation in retinal illuminance.98 The largest sensitivity
loss to horizontally oriented sinusoidal gratings is at low spatial frequencies, a result that
implies age-related change in neural mechanisms.

In Figure 9, extrapolation of the CSFs to zero at high spatial frequencies provides a mea-
sure of visual resolution. At both photopic and scotopic light levels, age-related changes in the
high frequency cut-off are noted even though participants were included only if they had reti-
nae without pathology when examined by ophthalmoscopy.

Temporal Vision

The critical fusion frequency (CFF), the lowest frequency of flicker that is indiscriminable
from a steady light, decreases with age.102 Part of this loss in temporal resolution is due to reti-
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FIGURE 8 Log minimum angle of resolution (left) and Snellen equivalent acuity
(right) plotted as a function of age. Filled circles are from Owsley et al.91; open squares
and open circles are from Frisén and Frisén,92 and Elliott et al.93 respectively.



nal illuminance differences between younger and older observers. Lower luminance levels
are associated with a loss in temporal resolution. However, it seems likely that neural factors
also contribute to a loss in sensitivity to flicker.103

Zhang and Sturr104 measured temporal summation functions in younger and older
observers; contrast thresholds for a 0.5 cpd grating were measured at six stimulus durations
and four illuminance levels. Contrast thresholds were higher in older observers, but the
shapes of the contrast thresholds versus stimulus duration functions were similar. Thus, under
these conditions, the critical duration over which temporal information is summed is similar
for younger and older observers.

While the CFF measures the high temporal resolution limit, a more complete description
of temporal processing is provided by the temporal contrast sensitivity function, the amount
of contrast needed for detection as a function of temporal frequency. Tyler105 reported small
age-related declines in temporal sensitivity for long-wavelength sinusoidal modulation, with
the magnitude of the loss increasing with temporal frequency. The decrease in sensitivity
began around age 20 years. Similar results were reported by Kim and Mayer,106 but sensitivity
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FIGURE 9 Log contrast sensitivity is plotted as a function of spatial frequency for static sinusoidal
gratings. Closed and open circles represent average observers age 20 and 75 years, respectively, deter-
mined from regression equations for stimuli centered on the fovea. (Data from Owsley et al.91)
Closed and open squares represent average observers age 20 and 75 years, respectively, determined
from regression equations for stimuli centered at 8° nasal. (Data from Schefrin et al.98)



losses were not observed until about the mid-forties, after which there was a loss in temporal
sensitivity of about 0.78 decilog per decade. It was argued in both studies that these losses in
sensitivity are greater than those expected from age-related changes in optical factors alone.
Based on simultaneous recordings of pattern electroretinograms and visually evoked poten-
tials in young and elderly observers, Porciatti et al.107 have suggested that at least some of the
loss in temporal sensitivity with age is due to changes at postretinal sites.

The Visual Field

The extent of the visual field narrows over adulthood by several degrees each decade until
about age 50 to 60, and then somewhat more rapidly with increasing age, according to Wolf.108

Other research has suggested that the volume of the visual field decreases starting at about 30
to 40 years of age and continues for the remainder of the life span.109

Senescent constriction of, and reduced light sensitivity within, the visual field are due in
part to age-related reductions in pupil diameter and increases in light absorbance by the ocu-
lar media. Johnson et al.110 performed static perimetry using experimental conditions that
notably lessen the effects of lenticular senescence and reduced pupil size. They demonstrated
age-related losses in sensitivity that varied from approximately 0.5 to 1 dB per decade within
the central 30° visual field. Their results suggest that at least part of the visual field loss must
be ascribed to neural factors.

Another approach to perimetry is to define the functional or “useful field of view,” or the
area of the visual field over which information can be processed within a single fixation. The
size of the useful field of view decreases when observers are engaged in additional tasks.111

Ball et al.112 compared sensitivity of groups of younger and older observers within the central
30°. Test stimuli were presented in the presence and absence of distracting stimuli to measure
the useful field of view. The older group was more impaired by the distracting stimuli, partic-
ularly at greater retinal eccentricities. This restriction of the functional visual field is appar-
ently not due to optical or retinal factors.

Depth and Stereovision

Our ability to perceive the distances of objects depends on several different kinds of infor-
mation. One of the most important depth cues is stereopsis. Stereoscopic depth information
is provided by retinal disparity that occurs when a single object is imaged at different retinal
locations between the two eyes. There is a paucity of investigations that have examined age-
related changes in stereovision. This is unfortunate because the use of retinal disparity to
extract three-dimensional depth could be used to probe cortical changes that may occur with
aging.113,114 In addition, based on the increased number of falls and other accidents that occur
among the elderly, measures of stereoscopic depth perception across adulthood might be
valuable.

Jani115 used a standardized task of stereovision (Flashlight Diastereo Test) to determine
the percentage of 1207 individuals who failed the test at various ages. This percentage
decreased from his 0- to 9-year-old group and remained stable from 10 to 19 through about 40
to 49 years. With further increases in age, there was a monotonic increase in the percentage of
individuals failing the test. A more sensitive indicator of stereovision requires measurement
of thresholds. Bell et al.116 using a Verhoeff stereopter (based on the farthest distance at which
the relative distance between three rods can be detected) showed that stereo resolution
decreases slowly from 30 to 40 years of age and then more rapidly after about age 40. It is not
clear whether these changes in stereovision are secondary to changes in the retinal illumi-
nance of the stimuli and/or the spatial CSF. The precise course and mechanisms for senescent
changes in stereovision remain moot.
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Some Visual Functions That Change Minimally with Age

Senescent changes in visual function are widespread, as might be expected given the opti-
cal and early neural changes that take place. It is perhaps surprising, therefore, that a num-
ber of visual functions change relatively little with age. The stability of color perception
across the life span has already been described, but Enoch et al.88 have summarized a num-
ber of other visual functions that also appear resistant to aging. For example, vernier acuity
tasks have been used with subjects between 10 and 94 years of age. They were asked to
align two or three lines or several points. This can be done with great precision (hence the
name hyperacuity) and it does not change with age. The directional sensitivity of the retina
(measured by the Stiles-Crawford effect of the first kind) also does not appear much
affected by senescence. This task depends on the integrity of both physical and physiologi-
cal mechanisms (see Chap. 9).

These and perhaps other (undiscovered) constancies in visual function across adulthood
may provide insight into the types of neural changes that accompany age. In addition, such
results might also serve as useful indices to distinguish between normal aging and changes in
the same functions due to disease.

13.6 AGE-RELATED OCULAR DISEASES AFFECTING 
VISUAL FUNCTION

There are several ocular and retinal disorders that are so strongly correlated with increasing
age that age has become a part of their name, e.g., age-related cataracts, age-related macular
degeneration, etc. Age, of course, represents only the passage of time, not a process, but the
name does accurately imply that these problems are more likely to occur in the elderly.

Cataract

Cataract is an opacity of the lens that interferes with vision by reducing the amount of light
transmitted while at the same time increasing its scatter within the eye. There are a number of
different forms of cataract, and each form exhibits its own characteristic effects on vision and
has different stages of development. For example, cataracts can form within the lens nucleus
or cortex, and they may originate in either the axial or equatorial regions of the lens.
Cataracts, depending on their type, can cause a host of visual problems, including loss of visual
acuity, changes in refractive error, aniseikonia, perceived spatial distortions, disability glare,
and the formation of multiple images. Oftentimes, more than one form is present in a given
eye, and the lens of each eye may develop cataract at different rates.

Cataract is found in about one in seven individuals above the age of 40, and the proportion
increases with age. The rate is much higher, and typically occurs at an earlier age, in individu-
als with diabetes. It is known that UV and infrared radiation can cause cataracts. Most indi-
viduals exhibit changes in their crystalline lenses with advancing age and senescent cataract
appears to be an extension of this process.32 In developing countries, cataracts occur much ear-
lier in life (e.g., from 14 to 18 years earlier in India than in the United States), perhaps due to
nutritional factors or greater UV exposure as many developing countries lie at lower latitudes.

Cataract is the leading worldwide cause of blindness. Fortunately, it is treated with a very
high success rate by surgically removing the cataractous lens. In most cases in developed
countries, an IOL is implanted. Cataract surgery in the West is one of the most successful
therapies known, with visual improvement in nearly all cases. Approximately 2.5 million
cataract surgeries were performed in the United States in 1998.

Postcataract surgery, the patient describes a somewhat “bluer world.” That is, the yellow-
ing, aging lens is replaced with the clearer IOL or other visual correction.
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Age-Related Macular Degeneration

Age-related macular degeneration (AMD) is generally a progressive, bilateral disease that
compromises the integrity and functioning of the central retina. More than 13 million persons
over the age of 40 in the United States have signs of macular degeneration. An individual in
the early stages of AMD may experience declines in visual acuity, losses in sensitivity for cen-
tral photopic and scotopic mechanisms,117,118 an inability to make fine distinctions between
colors,119 and metamorphopsia (a distortion in the appearance of objects in the visual scene).
As the disease progresses, individuals afflicted with this condition undergo further declines in
visual performance, including the onset of central scotomas (defined areas of absolute or rel-
ative vision loss within the visual field) making it difficult to recognize readily faces of indi-
viduals encountered. However, because the disease does not spread past the macula or central
retina, individuals can still navigate about in the environment and even regain some function
through training to use unaffected adjacent portions of the macular region. Unfortunately,
about 1.2 million persons in the United States have reached sight-threatening late stages of
AMD. This latter group is composed primarily of Caucasians aged 60 years and above, as the
disease affects African-Americans with lower frequency. The numbers of individuals having
AMD are increasing rapidly with the aging of the population, affecting more than 30 percent
of individuals over the age of 75.

AMD is divided clinically into the wet and dry forms of the disease.120 In the more devas-
tating wet form of this disease, choroidal neovascular membranes grow through cracks in
Bruch’s membrane, the layer separating the choroid from the retinal pigment epithelium
(RPE). Among other things, the RPE is responsible for regulating and providing nourishment
to, and removing waste products from, the retina. Death of retinal cells occurs when the retina
is separated for lengthy time periods from the underlying RPE, as can happen when the leaky
blood vessels comprising the neovascular membranes begin to exude their contents into the
potential space between the RPE and the receptor layer of the retina. In addition, the presence
of these subretinal neovascular membranes leads to scar formation beneath the macula, which
is the primary cause of vision loss in the wet form of AMD. The wet form comprises only 10
percent of all cases of AMD, but accounts for 90 percent of legal blindness from AMD.

In contrast to the wet form of AMD that may produce a sudden loss of vision, dry (or
atrophic) AMD results in a slow progressive vision loss that usually takes place over many
years. The dry form of AMD is characterized by the formation of drusen, deposits of accu-
mulated waste products from the retina and atrophy of the RPE cells. Presently, it is unclear
what causes retinal atrophy in the dry form of AMD, but it is thought to reflect a metabolic
disturbance of the receptor/RPE complex.

Currently, clinical advances have been made to retard the progress of the wet form of
AMD. Fluorescein and indocyanine green angiography have been effective tools for both
diagnosing wet AMD in its early stages and defining the subretinal sites of neovascular mem-
branes and exudative leakage from these blood vessels. By taking advantage of this valuable
knowledge, laser photocoagulation is now used to destroy these vascular membranes, thereby
retarding the progress of the disease. Beyond these forms of treatment, visual rehabilitation
has concentrated on the use of low-vision aids and training AMD patients to use parafoveal
and peripheral portions of their retina that are less affected by the disease.

Diabetic Retinopathy

Diabetic retinopathy is also a common disorder associated with aging. Juvenile-onset (Type 1)
diabetes is generally diagnosed during the first two decades of life, whereas adult-onset (Type
2) diabetes is diagnosed later in life. Type 2 diabetes is associated with increasing age, obesity,
lack of exercise, and a family history of the disease; Mexican-Americans and African-
Americans are affected relatively more often than Caucasian-Americans. A patient with dia-
betes (either Type 1 or Type 2) develops diabetic retinal changes over time; at least 40 percent
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of diabetic patients will eventually develop detectable retinopathy. The incidence of diabetic
retinopathy is related to both blood sugar control and the duration of the disease, with most
estimates suggesting clinical evidence of retinopathy occurs about 10 years after the onset of
hyperglycemia. Approximately 8000 people are blinded each year by this disease.8

There are several stages to diabetic retinopathy. Early in the disease there is patchy loss of
the endothelial cells lining the retinal capillaries, which leads to increased permeability of
these blood vessels and the formation of microaneurysms. The appearance of small punctate
hemorrhages, microaneurysms, and proteinaceous deposits within the retina are hallmarks of
the early or background stage of diabetic retinopathy. As the disease progresses, blood vessels
may become occluded resulting in retinal hypoxia. In response to disrupted blood flow, the
hypoxic retina releases growth factors that induce the proliferation of new blood vessels.
These blood vessels formed in the proliferative stage of diabetic retinopathy are both rela-
tively more fragile and more permeable than normal vessels, thus continuing the cascade of
increased presence of blood and protein exudate within the retina. In the latter stages of the
disease there is death of ganglion cells from intraretinal hypoxia, and as the hemorrhages start
to resolve, scar tissue forms leading to retinal traction and subsequent retinal detachment in
areas adjacent to relatively high concentrations of neovascularization. Tractional retinal
detachments may cause visual distortion and blindness.

Initial treatment of diabetic retinopathy involves controlling blood sugar levels via dietary
changes, oral agents, and/or insulin to facilitate the uptake of glucose into body tissue. Poorly
controlled blood sugar levels can lead to fluctuations in vision due to changes in the refractive
power of the crystalline lens, and the early formation of cataracts. The Diabetes Control and
Complications Trial121 demonstrated that tight control of blood glucose reduced the incidence
of diabetic retinopathy. Additionally, fluctuations in blood glucose levels have been shown to
influence normal functioning of S-cone pathways122,123 perhaps accounting for decreased chro-
matic discrimination along a tritan axis demonstrated by diabetic individuals.124

In the later stages of diabetic retinopathy, laser photocoagulation is used in an attempt to
maintain the integrity of the central retina. Laser photocoagulation is utilized to control the
complications of neovascularization and reduced vision secondary to macular edema. These
treatments have been shown to decrease severe vision loss by approximately 50 percent.
Because laser photocoagulation is a destructive form of treatment, newer strategies are being
investigated that target specific growth factors that cause neovascularization.

Glaucomas

The glaucomas are a group of chronic diseases that result in the progressive degeneration of
retinal ganglion cells whose axons comprise the optic nerve. In most but not all cases of glau-
coma, elevated intraocular pressure (IOP) is believed to be one of the primary risk factors for
ganglion cell death. Ganglion cell death occurs through the process of apoptosis, brought on,
it is believed, by the loss of trophic factors normally transported to the ganglion cell body by
retrograde axoplasmic flow. In glaucoma, cell death is thought to occur following a disruption
in axoplasmic flow of the retinal ganglion cell axons comprising the optic nerve; the site of this
disruption is believed to be at the optic nerve head, where the insult may be mechanical due
to elevated IOP and/or a disruption in the vascular supply to the nerve head.125

Aqueous humor serves as the optically clear “blood supply” to the metabolically active but
avascular structures of the lens and cornea. IOP is determined by a balance between produc-
tion of aqueous humor (by the ciliary body, a secretory tissue that lies directly behind the iris)
and drainage through the trabecular meshwork, a circumferential drainage system located
just anterior to the iris at an angle formed by the cornea and the iris root. Abnormalities in
the trabecular meshwork are thought to underlie the elevated IOP in many forms of open-
angle glaucoma.

Of the approximately 67 million persons affected by glaucoma worldwide, about equal
numbers suffer from open-angle and angle-closure types, with the former being more preva-
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lent in the United States and Europe and the latter being more prevalent in Asia and the
Pacific Rim. Glaucoma accounts for about 10 percent of blindness in the United States. The
frequencies of glaucomatous disorders increase with increasing age, particularly after the age
of 40. By age 65 they affect about 10 percent of African-Americans and about 3 percent of
Caucasian-Americans.

Angle-closure glaucoma typically occurs when a forward protruding iris covers the trabec-
ular meshwork, thus impeding the flow of aqueous humor from the eye. In this form of glau-
coma, there can be sudden dramatic increases in IOP resulting in an abnormally hydrated
cornea that leads to diminished visual acuity and accompanying ocular pain. In contrast,
open-angle glaucoma is a slow, progressive condition in which the IOP is too high for a par-
ticular eye, resulting in ganglion cell death. Visual loss due to glaucoma occurs generally in
the peripheral visual field and affects central vision only late in the disease process. Because
the loss is gradual and usually occurs in areas overlapping ‘normal’ vision in the fellow eye,
patients are generally unaware of their visual loss until a great deal of damage has occurred.
In addition to IOP, other risk factors associated with glaucoma include age, ethnicity, and fam-
ily history of glaucoma. Because increased IOP is not invariably associated with glaucoma, a
complete eye examination is needed to make an accurate diagnosis. Oftentimes, these exam-
inations will reveal changes to the retina such as an abnormal appearance of the optic nerve
head and, on visual field testing, enlarged blind spots and arcuate scotomas.

Because damage to optic nerve fibers is irreversible and the progress of glaucoma can, in
most instances, be successfully controlled, early detection is of great importance. Declines in
visual performance at earlier stages in the disease process can be detected through novel
forms of visual field testing. For example, psychophysical measurements of the sensitivity of
an S-cone pathway can detect glaucomatous changes in the visual field126 that can occur 5 to 7
years before conventional visual field testing.127 Studies by Quigley128 suggest that ganglion
cells having large diameter axons that provide inputs to the magnocellular layers of the lateral
geniculate body are affected more by this disease than ganglion cells having smaller diameter
axons that provide input to the parvocellular layers of the lateral geniculate body (cf. Ref.
129). The efficacy of visual field testing using stimulus conditions that are thought to tap into
the magnocellular pathways is under active investigation.130

Current treatment regimens for glaucoma involve the use of pharmacological agents and
surgical procedures aimed at controlling IOP. Drug therapy includes the use of topical and
systemic agents, either singly or in combination, to inhibit the formation of aqueous and pro-
mote increased drainage of aqueous from the eye. Surgical procedures involving lasers or
incisions typically aid in aqueous outflow and are used when drug therapy, by itself, fails to
adequately retard the progress of the disease. In addition, ongoing research is currently inves-
tigating possible therapies involving neuroprotective agents designed to reduce ganglion cell
death after mechanical or chemical damage and to promote new growth.131

13.7 THE AGING WORLD FROM THE OPTICAL POINT OF VIEW

The most common problems of aging requiring optical correction are presbyopia and aphakia
(removal of the lens in cataract surgery). (Also, see Chap. 11.)

Presbyopic Corrections

Spectacles. Presbyopia refers to a loss of accommodation resulting in the near point, the
closest distance on which the eye can focus, receding from the eye. Presbyopes who are not
emmetropic typically require different optical corrections for optimal vision at near (from
approximately 0.3 to 0.5 m) and far (beyond approximately 6 m). Since the invention of the
bifocal lens by Benjamin Franklin, several ingenious approaches to this problem have been
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developed. With traditional bifocal lenses, the individual looks through different portions of
a lens, each portion having a different dioptric power, in order to clearly see objects at near or
far. Extensions of this concept include trifocal lenses having essentially three dioptric powers
confined to three distinct zones, and aspheric lens designs in which the dioptric power contin-
ually changes in a prescribed manner through the inferior portion of the lens. Peripheral
zones of the latter designs often exhibit aberrations, but are nevertheless chosen frequently
for cosmetic reasons.

Contact Lenses. The principles of bifocal and multifocal corrections have been incorpo-
rated into contact lenses and intraocular lenses (see next section). Like their spectacle coun-
terparts, bifocal and aspheric contact lenses have been designed to provide clearer vision at
varying distances. Some designs of bifocal contact lenses consist of concentric annuli that
alternate in power between near and far optical corrections. Thus, some of the light forms a
focused image, but at the same time a fraction of the light is always defocused. In these annu-
lar designs, the proportion of light in the focused image varies with lens design and pupil size.

Another technique used to optically correct the presbyopic individual is monovision.
Instead of offering two different corrections in the same eye, a monovision correction consists
of different unifocal optical corrections in each eye, one for near and the other for far. Mono-
vision and multifocal contact lenses of annular design share the same feature that the entire
visual scene cannot be simultaneously in focus. Contact lens wearers who can tolerate or sup-
press the portion of the image that is blurred while attending to the focused portion of the
image are typically successful in either of these two fitting modalities. It should be noted that
the retinal blur produced by monovision and simultaneous bifocal contact lens corrections
leads to losses in contrast sensitivity, especially at high spatial frequencies, resulting in
decreases in visual acuity, and hyperacuity.132 Stereopsis can also be affected adversely by
blurred imagery along with aniseikonic and anisometropic viewing conditions that accom-
pany monovision corrections.132,133

Intraocular Lenses. Following extraction of a cataractous lens, a refractive error of about 17
D remains to be corrected. A person without a natural lens is called an aphake or aphakic. In
most cases, an IOL is inserted and the wearer is said to be pseudophakic. IOLs have tradi-
tionally been constructed from polymethylmethacrylate, but a variety of other materials have
been developed (e.g., silicone, hydrogels) so that the lens can be folded and inserted through
smaller incisions than are required to insert a hard plastic lens. Many IOLs in the past 15 years
have incorporated UV-absorbing chromophores, but older IOLs were virtually transparent to
UV radiation from 320 to 400 nm.

Bifocal and multifocal corrections have been incorporated into IOLs. While the optical
principles are mostly the same as presbyopic contact lens corrections, some different prob-
lems may emerge because of the placement of the optic and maintenance of its position. For
example, IOL tilt is associated with astigmatism, while decentration of a bifocal IOL having
separate refractive zones could result in one zone being vignetted by the eye pupil.

Diffractive optics have been developed to avoid problems of decentration in bifocal IOLs
by having near and far refractive corrections employed over most of the lens surface. As illus-
trated by Figure 10, this is made possible by a series of annular zones (usually about 30) sep-
arated by small discontinuities specially designed to produce constructive interference
patterns on the retina for light from optical infinity and a prescribed near point. Still, since
about half the light goes for near correction and half for far correction,134 the focused image
of a near or distant object is superimposed on a defocused image of the same object. Reduced
image contrast in any bifocal or multifocal optic can be expected due to the superposition of
this second out-of-focus image. The consequences of these problems may be exacerbated in
older patients due to their lower contrast sensitivity and smaller pupil sizes. Problems with
glare and halos around light sources are greater in patients with bilateral multifocal compared
to bilateral monofocal IOLs, but the former patients sometimes achieve less dependence on
additional spectacle corrections.135
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Finally, a new class of IOL, a phakic IOL (sometimes called an implantable contact lens)
is being developed. This is a correction for extreme myopia or hyperopia provided to individ-
uals without removal of their natural lens.136 Extreme myopia may sometimes be corrected by
removal of the natural lens, but with the loss of accommodation in young pre-presbyopic indi-
viduals. Phakic IOLs have been designed for implantation in either the anterior or posterior
chamber in order to preserve accommodation. It is not clear how the long-term efficacy of
this procedure will compare with other invasive procedures such as reshaping the cornea by
refractive surgery.

Refractive Surgeries

Refractive surgeries are performed on individuals wishing to reduce or eliminate their need
for external optical corrections. These types of surgeries modify the shape of the cornea,
resulting in a change in its refractive power. While refractive surgery has recently become
popular, the Japanese ophthalmologist Sato tried at mid-century to alter the curvature of the
cornea using a series of radial cuts on the inside of the cornea to attempt to allow the periph-
ery to bulge and to flatten the center. This approach was unsuccessful because it produced
irreparable damage to the endothelial cell layer of the cornea. As discussed earlier, corneal
hydration is regulated primarily by endothelial cells.

Radial keratotomy (RK) was developed by Fyodorov in the former Soviet Union and
brought to the United States in the late 1970s. RK is the inverse of Sato’s earlier technique in
that incisions are made in the epithelial and stromal layers of the cornea. The number, orien-
tation, and depth of these incisions depend on the patient’s refractive error. Radial cuts are
made in the cornea that spare a central optical zone through which the patient sees. The treat-
ment for astigmatism includes making either linear or arcuate incisions in the mid-periphery
of the cornea. Numerous optical problems with this procedure have been reported due to
technical difficulties with the number and centration of the incisions, and corneal scarring.
These problems include glare, fluctuations in refractive error throughout the day and with
changes in ambient light level, and often a long-term shift toward hypermetropia.137 Because
of these problems and other issues, RK is no longer the standard surgical procedure used to
correct refractive errors.
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(right) illustrate the principle that results in distant (D) and near (N) images focused in
the plane of the retina (R).



Currently, surgical techniques that reshape the cornea through the use of a high-energy
laser (approximately 200 nm) are preferred by most refractive surgeons. Photorefractive ker-
atectomy (PRK) and laser in situ keratomileusis (LASIK) procedures focus energy onto the
corneal stroma for the purpose of vaporizing tissue at that level. In PRK, either the central
corneal epithelium is mechanically scraped away prior to applying laser energy to the eye or
energy is allowed to pass through the intact epithelium on its way to the stromal bed. Either
of these methods leads to a disruption of the corneal surface, resulting in varying degrees of
postoperative pain and fluctuating vision while a new layer of epithelium is laid down on the
corneal surface. For these reasons, LASIK is currently the preferred surgical procedure, espe-
cially when correcting for relatively high amounts of refractive error. In this procedure, a
microkeratome is passed over almost the entire extent of the cornea, creating an approxi-
mately 180-µm-thick flap of tissue. Following the application of laser energy to the stroma,
the flap is carefully laid back down over the cornea. Initially the epithelial flap is held in place
by an adhesion between stromal tissue coating the inner layer of the flap and the stromal bed
beneath the flap. Also, the flap is pulled toward the cornea by the action of transport mecha-
nisms within the corneal endothelium that pump fluid back into the aqueous humor, thereby
creating an intracorneal vacuum. Later, the adherence of the flap to the cornea is increased
when the edges of the flap are sealed off via epithelial cell migration and the slight formation
of scar tissue.

Recent studies demonstrate advantages of LASIK over PRK. In a randomized study of
myopic patients (from −2.5 to −8.0 D), surgery was performed in one eye with LASIK and the
other with PRK.138 Comparable refraction was obtained with the two procedures at two years,
but uncorrected visual acuity was better with the LASIK procedure. The authors suggest that
this was due to smoother and clearer central cornea with the LASIK procedure.

13.8 CONCLUSIONS

The proportion of the population above age 65 years is increasing and there is a parallel rise
in the proportion of the population that is blind or in need of refractive corrections. Senescent
deterioration in the eye’s optics can lead to a wide range of changes in visual function due to
reductions in retinal illuminance and degradations in image formation. Age-related changes
in vision also result from neural losses. A few visual functions are spared, but substantial
senescent changes in the spatial, spectral, and temporal analyses of the retinal image have
been well documented. The demographic shift in the proportion of the population that is
elderly has not yet reached an equilibrium, so the social and economic consequences can be
expected to be even more profound as we enter the new millennium.
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CHAPTER 14

RADIOMETRY AND PHOTOMETRY
REVIEW FOR VISION OPTICS*

Yoshi Ohno
Optical Technology Division
National Institute of Standards and Technology
Gaithersburg, Maryland

14.1 INTRODUCTION

Radiometry is the measurement of optical radiation, which is electromagnetic radiation in the
frequency range between 3 × 1011 Hz and 3 × 1016 Hz. This range corresponds to wavelengths
between 10 nm and 1000 µm, and includes the regions commonly called the ultraviolet, the
visible, and the infrared. Typical radiometric units include watt (radiant flux), watt per stera-
dian (radiant intensity), watt per square meter (irradiance), and watt per square meter per
steradian (radiance).

Photometry is the measurement of light, which is defined as electromagnetic radiation
detectable by the human eye. It is thus restricted to the visible region of the spectrum (wave-
length range from 360 nm to 830 nm), and all the quantities are weighted by the spectral response
of the eye. Photometry uses either optical radiation detectors constructed to mimic the spectral
response of the eye, or spectroradiometry coupled with appropriate calculations for weighting
by the spectral response of the eye. Typical photometric units include lumen (luminous flux),
candela (luminous intensity), lux (illuminance), and candela per square meter (luminance).

The difference between radiometry and photometry is that radiometry includes the entire
optical radiation spectrum (and often involves spectrally resolved measurements), while
photometry deals with the visible spectrum weighted by the response of the eye. This chap-
ter provides some guidance in photometry and radiometry (Refs. 1 through 6 are available
for further details). The terminology used in this chapter follows international standards and
recommendations.7–9

14.2 BASIS OF PHYSICAL PHOTOMETRY

The primary aim of photometry is to measure visible optical radiation, light, in such a way that
the results correlate with the visual sensation of a normal human observer exposed to that

14.1

* Chapter 24 in Vol. I of this Handbook gives further treatment of issues in radiometry, and Chap. 25 in Vol. II of this
Handbook describes measurement of optical properties of materials.
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radiation. Until about 1940, visual comparison measurement techniques were predominant in
photometry.

In modern photometric practice, measurements are made with photodetectors. This is
referred to as physical photometry. In order to achieve the aim of photometry, one must take
into account the characteristics of human vision. The relative spectral responsivity of the
human eye was first defined by the CIE (Commission Internationale de l’Éclairage) in 1924,10

and redefined as part of colorimetric standard observers in 1931.11 Called the spectral luminous
efficiency for photopic vision, or V(λ), it is defined in the domain from 360 nm to 830 nm, and
is normalized at its peak, 555 nm (Fig. 1). This model has gained wide acceptance. The values
were republished by CIE in 1983,12 and published by CIPM (Comité International des Poids et
Mesures) in 198213 to supplement the 1979 definition of the candela. (The tabulated values of
the function at 1 nm increments are available in Refs. 12 through 15.) In most cases, the region
from 380 nm to 780 nm suffices for calculation with negligible errors because the value of the
V(λ) function falls below 10−4 outside this region. Thus, a photodetector having a spectral
responsivity matched to the V(λ) function replaced the role of human eyes in photometry.

Radiometry concerns physical measurement of optical radiation in terms of optical power,
and in many cases, as a function of its wavelength. As specified in the definition of the candela
by CGPM (Conférence Générale des Poids et Mesures) in 197916 and by CIPM in 1982,13 a
photometric quantity Xv is defined in relation to the corresponding radiometric quantity Xe,λ
by the equation:

Xv = Km �830 nm

360 nm

Xe,λ V(λ)dλ (1)

The constant, Km, relating the photometric quantities and radiometric quantities, is called the
maximum spectral luminous efficacy (of radiation) for photopic vision. The value of Km is
given by the 1979 definition of candela that defines the spectral luminous efficacy of light at
the frequency 540 × 1012 Hz (at the wavelength 555.016 nm in standard air) to be 683 lm/W.
The value of Km is calculated as 683 × V(555.000 nm)/V(555.016 nm) = 683.002 lm/W.12 Km is
normally rounded to 683 lm/W with negligible errors.

It should be noted that V(λ) is defined for the CIE standard photometric observer for pho-
topic vision, which assumes additivity of sensation and a 2° field of view at relatively high
luminance levels (higher than approximately 1 cd/m2). The human vision in this level is called
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photopic vision. The spectral responsivity of human vision deviates significantly at very low
levels of luminance (less than approximately 10−3 cd/m2). This type of vision is called scotopic
vision. Its spectral responsivity, peaking at 507 nm, is designated by V′(λ), which was defined
by CIE in 1951,17 recognized by CIPM in 1976,18 and republished by CIPM in 1982.13 Human
vision in the region between photopic vision and scotopic vision is called mesopic vision.
While there have been active researches in this area,19 there is no internationally accepted
spectral luminous efficiency function for the mesopic region yet. In current practice, almost
all photometric quantities are given in terms of photopic vision, even at low light levels.
Quantities in scotopic vision are seldom used except for special calculations for research pur-
poses. (Further details of the contents in this section are given in Ref. 12.)

14.3 PHOTOMETRIC BASE UNIT—THE CANDELA

The history of photometric standards dates back to the early nineteenth century, when the
intensity of light sources was measured in comparison with a standard candle using visual bar
photometers. At that time, the flame of a candle was used as a unit of luminous intensity that
was called the candle. The old name for luminous intensity candle power came from this ori-
gin. Standard candles were gradually superseded by flame standards of oil lamps, and in the
early twentieth century investigations on platinum point blackbodies began at some national
laboratories. An agreement was first established in 1909 among several national laboratories
to use such a blackbody to define the unit of luminous intensity, and the unit was recognized
as the international candle. This standard was adopted by the CIE in 1921. In 1948, it was
adopted by the CGPM16 with a new Latin name candela with the following definition:

The candela is the luminous intensity, in the perpendicular direction, of a surface of 1/600000
square meter of a blackbody (full radiator) at the temperature of freezing platinum under a pres-
sure of 101325 newton per square meter.

Although the 1948 definition served to establish the uniformity of photometric measurements
in the world, difficulties in fabricating the blackbodies and in improving accuracy were
addressed. Beginning in the mid-1950s, suggestions were made to define the candela in rela-
tion to the unit of optical power, watt, so that complicated source standards would not be nec-
essary. Finally, in 1979, a new definition of the candela was adopted by the CGPM16 as follows:

The candela is the luminous intensity, in a given direction, of a source that emits monochro-
matic radiation of frequency 540 × 1012 hertz and that has a radiant intensity in that direction of
(1/683) watt per steradian.

The value of Km (683 lm/W) was determined in such a way that the consistency from the prior
unit was maintained, and was determined based on the measurements by several national lab-
oratories. (Technical details on this redefinition of the candela are reported in Refs. 20 and
21.) This 1979 redefinition of the candela has enabled photometric units to be derived from
radiometric units using a variety of techniques. (The early history of photometric standards is
described in greater detail in Ref. 22.)

14.4 QUANTITIES AND UNITS IN PHOTOMETRY 
AND RADIOMETRY

In 1960, the SI (Système International) was established, and the candela became one of the
seven SI base units.23 (For further details on the SI, Refs. 23 through 26 may be consulted.) Sev-
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eral quantities and units, defined in different geometries, are used in photometry and radiom-
etry. Table 1 lists the photometric quantities and units, along with corresponding quantities
and units for radiometry.

While the candela is the SI base unit, the luminous flux (lumen) is perhaps the most fun-
damental photometric quantity, as the other photometric quantities are defined in terms of
lumen with an appropriate geometric factor. The definitions of these photometric quantities
are given in the following sections. (The descriptions given here are somewhat simplified from
the rigorous definitions for ease of understanding. Refer to Refs. 7 through 9 for official rig-
orous definitions.)

Radiant Flux and Luminous Flux

Radiant flux (also called optical power or radiant power) is the energy Q (in joules) radiated
by a source per unit of time, expressed as

Φ = (2)

The unit of radiant flux is the watt (W = J/s).
Luminous flux (Φv) is the time rate of flow of light as weighted by V(λ). The unit of lumi-

nous flux is the lumen (lm). It is defined as

Φv = Km �
λ

Φe,λ V(λ)dλ (3)

where Φe,λ is the spectral concentration of radiant flux as a function of wavelength λ. The term
luminous flux is often used in the meaning of total luminous flux in photometry (see the fol-
lowing subsection entitled “Total Radiant Flux and Total Luminous Flux”).

Radiant Intensity and Luminous Intensity

Radiant intensity (Ie) or luminous intensity (Iv) is the radiant flux (luminous flux) from a point
source emitted per unit solid angle in a given direction, as defined by

I = (4)
dΦ
�
dΩ

dQ
�
dt

14.4 VISION OPTICS

TABLE 1 Quantities and Units Used in Photometry and Radiometry

Relationship 
Photometric quantity Unit with lumen Radiometric quantity Unit

Luminous flux lm (lumen) Radiant flux W (watt)
Luminous intensity cd (candela) lm sr−1 Radiant intensity W sr−1

Illuminance lx (lux) lm m−2 Irradiance W m−2

Luminance cd m−2 lm sr−1 m−2 Radiance W sr−1 m−2

Luminous exitance lm m−2 Radiant exitance W m−2

Luminous exposure lx⋅s Radiant exposure W m−2⋅s
Luminous energy lm⋅s Radiant energy J (joule)
Total luminous flux lm (lumen) Total radiant flux W (watt)
Color temperature K (kelvin) Radiance temperature K (kelvin)



where dΦ is the radiant flux (luminous flux) leaving the source and propagating in an element
of solid angle dΩ containing the given direction. The unit of radiant intensity is W/sr, and that
of luminous intensity is the candela (cd = lm/sr). (See Fig. 2.)

Solid Angle. The solid angle (Ω) of a cone is defined as the ratio of the area (A) cut out on
a spherical surface (with its center at the apex of that cone) to the square of the radius (r) of
the sphere, as given by

Ω = (5)

The unit of solid angle is steradian (sr), which is a dimensionless unit. (See Fig. 3.)

Irradiance and Illuminance

Irradiance (Ee) or illuminance (Ev) is the density of incident radiant flux or luminous flux at a
point on a surface, and is defined as radiant flux (luminous flux) per unit area, as given by

E = (6)

where dΦ is the radiant flux (luminous flux) incident on an element dA of the surface con-
taining the point. The unit of irradiance is W/m2, and that of illuminance is lux (lx = lm/m2).
(See Fig. 4.)

Radiance and Luminance

Radiance (Le) or luminance (Lv) is the radiant flux (luminous flux) per unit solid angle emitted
from a surface element in a given direction, per unit projected area of the surface element per-
pendicular to the direction. The unit of radiance is W sr−1 m−2, and that of luminance is cd/m2.
These quantities are defined by

L = (7)

where dΦ is the radiant flux (luminous flux) emitted (reflected or transmitted) from the sur-
face element and propagating in the solid angle dΩ containing the given direction. dA is the

d2Φ
��
dΩ ⋅ A ⋅ cos θ

dΦ
�
dA

A
�
r2
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area of the surface element, and θ is the angle between the normal to the surface element and
the direction of the beam. The term dA cos θ gives the projected area of the surface element
perpendicular to the direction of measurement. (See Fig. 5.)

Radiant Exitance and Luminous Exitance

Radiant exitance (Me) or luminous exitance (Mv) is defined to be the density of radiant flux
(luminous flux) leaving a surface at a point. The unit of radiant exitance is W/m2 and that of
luminous exitance is lm/m2 (but it is not lux). These quantities are defined by

E = (8)

where dΦ is the radiant flux (luminous flux) leaving the surface element. Luminous exitance
is rarely used in the general practice of photometry. (See Fig. 6.)

Radiant Exposure and Luminous Exposure

Radiant exposure (He) or luminous exposure (Hv) is the time integral of irradiance Ee(t) or
illuminance Ev(t) over a given duration ∆t, as defined by

H = �
∆t

E(t)dt (9)

The unit of radiant exposure is J m−2, and that of luminous exposure is lux⋅second (lx⋅s).

Radiant Energy and Luminous Energy

Radiant energy (Qe) or luminous energy (Qv) is the time integral of the radiant flux or lumi-
nous flux (Φ) over a given duration ∆t, as defined by

Q = �
∆t

Φ(t)dt (10)

The unit of radiant energy is joule (J), and that of luminous energy is lumen⋅second (lm⋅s).

dΦ
�
dA
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Total Radiant Flux and Total Luminous Flux

Total radiant flux or total luminous flux (Φv) is the geometrically total radiant (luminous) flux
of a light source. It is defined as

Φ = �
Ω

I dΩ (11)

or

Φ = �
A

E dA (12)

where I is the radiant (luminous) intensity distribution of the light source and E is the irradi-
ance (illuminance) distribution over a given closed surface surrounding the light source. If the
radiant (luminous) intensity distribution or the irradiance (illuminance) distribution is given
in polar coordinates (θ, φ), the total radiant (luminous) flux of the source Φ is given by

Φ = �2π

φ = 0

� π

θ = 0

I(θ, φ) sin θ dθ dφ (13)

or

Φ = r2 �2π

φ = 0

� π

θ = 0

E(θ, φ) sin θ dθ dφ (14)

For example, the total luminous flux of an isotropic point source having luminous intensity
of 1 cd would be 4π lumens.

Radiance Temperature and Color Temperature

Radiance temperature (unit: kelvin) is the temperature of the Planckian radiator for which
the radiance at the specified wavelength has the same spectral concentration as for the ther-
mal radiator considered.

Color temperature (unit: kelvin) is the temperature of a Planckian radiator with radiation
of the same chromaticity as that of the light source in question. This term is commonly used
to specify the colors of incandescent lamps whose chromaticity coordinates are practically on
the blackbody locus. The next two terms are also important in photometry.

Distribution temperature (unit: kelvin) is the temperature of a blackbody with a spectral
power distribution closest to that of the light source in question, and is used for quasi-
Planckian sources such as incandescent lamps (refer to Ref. 27 for details).

Correlated color temperature (unit: kelvin) is the temperature of the Planckian radiator
whose perceived color most closely resembles that of the light source in question. Correlated
color temperature is used for sources with a spectral power distribution significantly different
from that of Planckian radiation (e.g., discharge lamps; refer to Ref. 28 for details).

Relationship Between SI Units and English Units

The SI units as described previously should be used in all radiometric and photometric mea-
surements according to international standards and recommendations on SI units. However,
some English units are still rather widely used in some countries, including the United States.
The use of these non-SI units is discouraged. The definitions of these English units are given
in Table 2 for conversion purposes only.
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The definition of footlambert is such that the luminance of a perfect diffuser is 1 fL when
illuminated at 1 fc. In the SI unit, the luminance of a perfect diffuser would be 1/π (cd/m2)
when illuminated at 1 lx. For convenience of changing from English units to SI units, the con-
version factors are listed in Table 3. For example, 1000 lx is the same illuminance as 92.9 fc,
and 1000 cd/m2 is the same luminance as 291.9 fL. (Conversion factors to and from some more
units are given in Ref. 5.)

Troland

This unit is not an SI unit, not used in metrology, and is totally different from all other photo-
metric units mentioned previously. It is introduced here because this unit is commonly used
by vision scientists. Troland is defined as the retinal illuminance when a surface of luminance
one candela per square meter is viewed through a pupil at the eye (natural or artificial) of
area one square millimeter. Thus, the troland value, T, for the luminance, L (cd/m2), of an
external field and the pupil size, p (mm2), is given by

T = L ⋅ p (15)

or, for pupil size p(m2),

T = L ⋅ 106 × p (16)

The troland value is not the real illuminance in lux on the retina, but is a quantity propor-
tional to it. Since the natural pupil size changes with luminance level, luminance changes do
not have a proportional visual effect. Thus, troland value rather than luminance is often use-
ful in visual experiments. There is no simple or defined conversion between troland value (for
natural pupil) and luminance (cd/m2), without knowing the actual pupil size. (Further details
of this unit can be found in Ref. 29.)

14.5 PRINCIPLES IN PHOTOMETRY AND RADIOMETRY

Several important theories in practical photometry and radiometry are introduced in this
section.
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TABLE 2 English Units and Definition

Unit Quantity Definition

Footcandle (fc) Illuminance Lumen per square foot (lm ft−2)
Footlambert (fL) Luminance 1/π candela per square foot (π−1 cd ft−2)

TABLE 3 Conversion Between English Units and SI Units

To obtain the value in Multiply the value in By

lx from fc fc 10.764
fc from lx lx 0.09290
cd/m2 from fL fL 3.4263
fL from cd/m2 cd/m2 0.29186
m (meter) from feet feet 0.30480
mm (millimeter) from inch inch 25.400



Inverse Square Law

Illuminance E (lx) at a distance d (m) from a point source having luminous intensity I (cd) is
given by

E = (17)

For example, if the luminous intensity of a lamp in a given direction is 1000 cd, the illumi-
nance at 2 m from the lamp in this direction is 250 lx. Note that the inverse square law is valid
only when the light source is regarded as a point source. Sufficient distances relative to the
size of the source are needed to assume this relationship.

Lambert’s Cosine Law

The luminous intensity of a Lambertian surface element is given by

I(θ) = In cos θ (18)

(See Fig. 7.)

Lambertian Surface. A surface whose luminance is the same in all directions of the hemi-
sphere above the surface.

Perfect (Reflecting/Transmitting) Diffuser. A Lambertian diffuser with a reflectance
(transmittance) equal to 1.

Relationship Between Illuminance and Luminance

The luminance L (ed/m2) of a Lambertian surface of reflectance ρ, illuminated by E (lx) is
given by

L = (19)

(See Fig. 8.)

ρ ⋅ E
�

π

I
�
d2
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Reflectance (r). The ratio of the reflected flux to the incident flux in a given condition. The
value of ρ can be between 0 and 1.

In the real world, there is no existing perfect diffuser nor perfectly Lambertian surfaces,
and Eq. 19 does not apply. For real object surfaces, the following terms apply.

Luminance Factor (b). Ratio of the luminance of a surface element in a given direction to
that of a perfect reflecting or transmitting diffuser, under specified conditions of illumination.
The value of β can be larger than 1. For a Lambertian surface, reflectance is equal to the lumi-
nance factor. Eq. 19 for real object is restated using β as

L = (20)

Luminance Coefficient (q). Quotient of the luminance of a surface element in a given direc-
tion by the illuminance on the surface element, under specified conditions of illumination,

q = (21)

Using q, the relationship between luminance and illuminance is thus given by

L = q ⋅ E (22)

Luminance factor corresponds to radiance factor, and luminance coefficient corresponds
to radiance coefficient in radiometry. BRDF (bidirectional reflectance distribution function)
is also used for the same concept as radiance coefficient.

Integrating Sphere

An integrating sphere is a device to make a spatial integration of luminous flux (or radiant
flux) generated (or introduced) in the sphere and to detect it with a single photodetector. In
the case of measurement of light sources, the spatial integration is made over the entire solid
angle (4π).

In Fig. 1, assuming that the integrating sphere wall surfaces are perfectly Lambertian, the
illuminance E on any part of the sphere wall created by luminance L of an element ∆a is
given by

E = (23)

where R is the radius of the sphere. This equation holds no matter where the two surface ele-
ments are. In other words, the same amount of flux incident anywhere on the sphere wall will
create an equal illuminance on the detector port. In the case of actual integrating spheres, the
surface is not perfectly Lambertian, but due to interreflections of light in the sphere, the dis-
tribution of reflected light will be uniform enough to assume the relationship of Eq. 23. (See
Fig. 9.)

The direct light from an actual light source is normally not uniform; thus, it must be
shielded from the detector. When a light source with luminous flux Φ is operated in a sphere
having reflectance ρ, the flux created by interreflections is given by

Φ(ρ + ρ2 + ρ3 + ...) = Φ ⋅ (24)
ρ

�
1 − ρ

L∆a
�
4R2

L
�
E

β ⋅ E
�

π
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Then, the illuminance Ed created by all the interreflections is given by

Ed = ⋅ (25)

The sphere efficiency (Ed/Φ) is strongly dependent on reflectance ρ due to the term 1 − ρ in
the denominator. For example, the detector signal at ρ = 0.98 is 10 times larger than at ρ = 0.8.

Planck’s Law

The spectral radiance of a blackbody at a temperature T (K) is given by

Ie(λ, T) = c1n−2π−1λ−5�exp � � − 1�
−1

(26)

where c1 = 2πhc2 = 3.7417749 × 10−16 W ⋅ m2, c2 = hc/k = 1.438769 × 10−2 m ⋅ K (1986 CODATA
from Ref. 9), h is Planck’s constant, c is the speed of light in vacuum, k is the Boltzmann con-
stant, n (=1.00028) is the refractive index of standard air (12),30 and λ is the wavelength.

Wien’s Displacement Law

Taking the partial derivative of the Planck’s equation with respect to temperature T, and set-
ting the result equal to zero, the solution yields the relationship between the peak wavelength
λm for Planck’s radiation and temperature T (K), as given by

λmT = 2897.8 µm ⋅ K (27)

c2
�
nλT

1
�
4π ⋅ R2

Φ ⋅ ρ
�
1 − ρ
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This shows that the peak wavelength of blackbody radiation shifts to shorter wavelengths as
the temperature of the blackbody increases.

Stefan-Boltzmann’s Law

The (spectrally total) radiant exitance Me from a blackbody in a vacuum is expressed in rela-
tion to the temperature T (K) of the blackbody, in the form

Me(T) = �∞

0

Me(λ, T)dλ = σT 4 (28)

where Me(λ, T) is the spectral radiant exitance of the blackbody, and σ is the Stefan-
Boltzmann constant, equal to 5.67051 × 10−8 W ⋅ m−2 ⋅ K−4 (1986 CODATA from Ref. 9). Using
this value, the unit for Me is W ⋅ m−2.

14.6 PRACTICE IN PHOTOMETRY AND RADIOMETRY

Photometry and radiometry are practiced in many different areas and applications, dealing
with various light sources and detectors, and cannot be covered in this chapter. Various refer-
ences are available on practical measurements in photometry and radiometry.

Further references in practical radiometry include books on absolute radiometry,31 optical
detectors,32 spectroradiometry,33 photoluminescence,34 radiometric calibration,35 etc. There
are a number of publications from CIE that are regarded as international recommendations
or standards. CIE publications in radiometry include reports on absolute radiometry,36

reflectance,37 spectroradiometry,38 detector spectral response,39 photobiology and photo-
chemistry,40 etc. There are also a number of publications from the National Institute of Stan-
dards and Technology (NIST) in radiometry, on spectral radiance,41 spectral irradiance,42

spectral reflectance,43 spectral responsivity,44 and so on (Ref. 45 provides greater depths of
knowledge in radiometry).

For practical photometry, ref. 4 provides the latest information on standards and practical
measurements of photometry in many aspects. A recent publication from NIST46 is also avail-
able. CIE publications are also available on many subjects in photometry, including charac-
terization of illuminance meters and luminance meters,47 luminous flux measurement,48

measurements of LEDs,49 characteristics of displays,50 and many others. A series of measure-
ment guide documents are published from the Illuminating Engineering Society of North
America (IESNA) for operation and measurement of particular types of lamps51–53 and lumi-
naires. The American Society for Testing and Materials (ASTM) provides many useful stan-
dards and recommendations on optical properties of materials and color measurements.54

Colorimetry is a branch of radiometry and is becoming increasingly important among color
imaging industry and multimedia applications. The basis of colorimetry is provided by CIE
publications28,55,56 and many other authoritative references are available29,57.
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CHAPTER 15

OCULAR RADIATION HAZARDS*

David H. Sliney, Ph.D.
U.S. Army Center for Health Promotion 
and Preventive Medicine,
Laser/Optical Radiation Program,
Aberdeen Proving Ground, Maryland

15.1 GLOSSARY

Bunsen-Roscoe law of photochemistry. The reciprocal relation between irradiance (dose-
rate) and exposure duration to produce a constant radiant exposure (dose) to produce an
effect.
Coroneo effect. See Ophthalmoheliosis.

Erythema. Skin reddening (damage) caused by UV radiation; sunburn.
Macula lutea. Yellowed-pigment central region (macular area) of the retina of the human
eye.
Maxwellian view. A method for directing a convergent beam into the eye’s pupil to illumi-
nate a large retinal area.
Ophthalmoheliosis. The concentration of UV radiation upon the nasal region of the cornea
(the limbus) and nasal equatorial region of the lens, thus contributing to the development of
pterygium on the cornea and cataract in the lens beginning in these regions.
Photokeratitis. A painful inflammation of the cornea of the eye.
Photoretinitis. Retinal injury due to viewing the sun or other high-intensity light source
arising from photochemical damage due to short, visible wavelengths.
Pterygium. A fleshy growth that invades the cornea (the clear front window of the eye). It
is an abnormal process in which the conjunctiva (a membrane that covers the white of the
eye) grows into the cornea. A pterygium may be small or grow large enough to interfere with
vision and commonly occurs on the inner (nasal) corner of the eye.
Solar retinitis. Retinal injury caused from staring at the sun—photochemical damage pro-
duced by short, visible (blue) light.
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15.2 INTRODUCTION

Optical radiation hazards to the eye vary greatly with wavelength and also depend upon the
ocular exposure duration. Depending upon the spectral region, the cornea, conjunctiva, lens,
and/or retina may be at risk when exposed to intense light sources such as lasers and arc
sources—and even the sun. Photochemical damage mechanisms dominate in the ultraviolet
(UV) end of the spectrum, and thermal damage mechanisms dominate at longer wavelengths
in the visible and infrared (IR) spectral regions. Natural aversion responses to very bright
light sources limit ocular exposure, as when one glances at the sun, but artificial sources may
be brighter than the solar disk (e.g., lasers) or have different spectral or geometrical charac-
teristics that overcome natural avoidance mechanisms, and the eye can suffer injury. Guide-
lines for the safe exposure of the eye from conventional light sources as well as lasers have
evolved in recent decades. Because of special concerns about laser hazards, safety standards
and regulations for lasers exist worldwide. However, the guidelines for exposure to conven-
tional light sources are more complex because of the likelihood of encountering more than
one type of ocular hazard from the broader emission spectrum.

The adverse effects associated with viewing lasers or other bright light sources such as the
sun, arc lamps, and welding arcs have been studied for decades.1–4 During the last three decades,
guidelines for limiting exposure to protect the eye have evolved.4–12 The guidelines were fos-
tered to a large extent by the growing use of lasers and the quickly recognized hazard posed by
viewing laser sources. Injury thresholds for acute injury in experimental animals for corneal,
lenticular, and retinal effects have been corroborated for the human eye from accident data.
Exposure limits are based upon this knowledge.3 These safe exposure criteria were based not
only upon studies aimed at determining thresholds in different ocular structures, but also upon
studies of injury mechanisms and how the different injury mechanisms scaled with wavelength,
exposure duration, and the area of irradiated tissue. The exposure guidelines also had to deal
with competing damage to different ocular structures such as the cornea, lens, and retina, and
how these varied with wavelength.3–11 Although laser guidelines could be simplified to consider
only the type of damage dominating for a single wavelength and exposure duration, the guide-
lines for incoherent, broadband sources were necessarily more complex.11 To understand the
guidelines for safe exposure, it is first necessary to consider the principal mechanisms of injury
and which ocular structures may be injured under different exposure conditions.

15.3 INJURY MECHANISMS

For most exposure durations (t > 1 s), optical radiation injury to ocular structures is domi-
nated by either photochemically or thermally initiated events taking place during or immedi-
ately following the absorption of radiant energy. At shorter durations, nonlinear mechanisms
may play a role.12 Following the initial insult, biological repair responses may play a significant
role in determining the final consequences of the event. While inflammatory, repair responses
are intended to reduce the sequellae; in some instances, this response could result in events
such as scarring, which could have an adverse impact upon biological function.3

Action Spectra

Photochemical and thermal effects scale differently with wavelength, exposure duration, and
irradiated spot size. Indeed, experimental biological studies in humans and animals make use
of these different scaling relationships to distinguish which mechanisms are playing a role in
observed injury. Photochemical injury is highly wavelength dependent; thermal injury
depends upon exposure duration.
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Exposure Duration and Reciprocity

The Bunsen-Roscoe law of photochemistry describes the reciprocity of exposure rate and
duration of exposure, which applies to any photochemical event. The product of the dose-rate
(in watts per square centimeter) and the exposure duration (in seconds) is the exposure dose
(in joules per square centimeter at the site of absorption) that may be used to express an
injury threshold. Radiometrically, the irradiance E in watts per square centimeter, multiplied
by the exposure duration t, is the radiant exposure H in joules per square centimeter, as
shown in Eq. 1.

H = E ⋅ t (1)

This reciprocity helps to distinguish photochemical injury mechanisms from thermal injury
(burns) where heat conduction requires a very intense exposure within seconds to cause pho-
tocoagulation; otherwise, surrounding tissue conducts the heat away from the absorption site
(e.g., a retinal image). Biological repair mechanisms and biochemical changes over long peri-
ods and photon saturation for extremely short periods will lead to reciprocity failure.

Thermal injury is a rate process that is dependent upon the time-temperature history
resulting from the volumic absorption of energy across the spectrum. The thermochemical
reactions that produce coagulation of proteins and cell death require critical temperatures for
detectable biological injury. The critical temperature for an injury gradually decreases with
the lengthening of exposure duration. This approximate decrease in temperature varies over
many orders of magnitude in time and deceases approximately as a function of the exposure
duration t raised to the −0.25 power {i.e., [f(t−0.25)]}.

As with any photochemical reaction, the action spectrum should be known.13 The action
spectrum describes the relative effectiveness of different wavelengths in causing a photobio-
logical effect. For most photobiological effects (whether beneficial or adverse), the full width
at half-maximum is less than 100 nm and a long-wavelength cutoff exists where photon energy
is insufficient to produce the effect. This is not at all characteristic of thermal effects, in which
the effect occurs over a wide range of wavelengths where optical penetration and tissue
absorption occur. For example, significant radiant energy can penetrate the ocular media and
be absorbed in the retina in the spectral region between 400 and nearly 1400 nm, the absorbed
energy can produce retinal thermal injury.

Although the action spectra for acute photochemical effects upon the cornea,3,14–16 upon
the lens,3,16 and upon the retina3,17 have been published, the action spectra of some other
effects appear to be quite imprecise or even unknown.14 The action spectrum for neuroen-
docrine effects mediated by the eye is still only approximately known. This points to the need
to specify the spectrum of the light source of interest as well as the irradiance levels if one is
to compare experimental results from different experimental studies.

Although both E and H may be defined over the entire optical spectrum, it is necessary to
employ an action spectrum for photochemical effects. The International Commission on Illu-
mination (CIE) photopic V(λ), UV hazard S(λ), and blue-light hazard B(λ) curves of Fig. 1
are examples of action spectra that may be used to spectrally weight the incident light. With
modern computer spreadsheet programs, one can readily spectrally weight a lamp’s spectrum
by a large variety of photochemical action spectra. These computations all take the following
form:

Eeff = � Eeff ⋅ A(λ) ⋅ ∆(λ) (2)

where A(λ) may be any action spectrum of interest. One can then compare different sources
to determine the relative effectiveness of the same irradiance from several lamps for a given
action spectrum.

OCULAR RADIATION HAZARDS 15.3



15.4 TYPES OF INJURY

The human eye is actually quite well adapted to protect itself against the potential hazards
from optical radiation (UV, visible, and IR radiant energy) from most environmental expo-
sures from sunlight. However, if ground reflections are unusually high, as when snow is on the
ground, reflected UV radiation may produce “snow blindness.” Another example is during a
solar eclipse, if one stares at the solar disc for more than 1 to 2 min without eye protection, the
result may be an “eclipse burn” of the retina.3,17 Lasers may injure the eye, and under unusual
situations other artificial light sources, such as quartz discharge lamps or arc lamps, may pose a
potential ocular hazard. This is particularly true when the normal defense mechanisms of
squinting, blinking, and aversion to bright light are overcome. Ophthalmic, clinical exposures
may increase this risk if the pupil is dilated or the head is stabilized.

There are at least six separate types of hazards to the eye from lasers and other intense
optical sources, and these are shown in Fig. 2 (along with the spectral range of responsible
radiation):3

1. Ultraviolet photochemical injury to the cornea (photokeratitis); also known as “welder’s
flash” or “snow blindness” (180–400 nm)3,15,16

2. Ultraviolet photochemical injury to the crystalline lens (cataract) of the eye (295–325 nm,
and perhaps to 400 nm)16

3. Blue-light photochemical injury to the retina of the eye (principally, 400–550 nm; unless
aphakic, 310–550 nm)3,4,17

4. Thermal injury (photocoagulation) to the retina of the eye (400 to nearly 1400 nm) and
thermoacoustic injury at very short laser exposure durations3,4,12,18
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FIGURE 1 Action spectra. The ACGIH UV hazard function S(λ) describes approximately the relative
spectral risk for photokeratitis, and the blue-light hazard function B(λ) describes the spectral risk for pho-
toretinitis. For comparison, the CIE spectral sensitivity (standard observer) function V(λ) for the human eye
is also provided.



5. Near-IR thermal hazards to the lens (∼800–3000 nm)3,19

6. Thermal injury (burns) of the cornea of the eye (∼1300 nm to 1 mm)3

The potential hazards to the eye and skin are illustrated in Fig. 2, which shows how effects
are generally dominant in specific CIE photobiological spectral bands, UV-A, -B, and -C and
IR-A, -B, and -C.20 Although these photobiological bands are useful shorthand notations,
they do not define fine lines between no effect and an effect in accordance with changing
wavelengths.

Photokeratitis

This painful but transient (1–2 d) photochemical effect normally occurs only over snow. The
relative position of the light source and the degree of lid closure can greatly affect the proper
calculation of this UV exposure dose. For assessing risk of photochemical injury, the spectral
distribution of the light source is of great importance.

Cataract

Ultraviolet cataract can be produced from exposure to UV radiation (UVR) of wavelengths
between 295 and 325 nm (and even to 400 nm). Action spectra can only be obtained from ani-
mal studies, which have shown that cortical and posterior subcapsular cataract can be pro-
duced by intense exposure delivered over a period of days. Human cortical cataract has been
linked to chronic, lifelong UV-B radiation exposure. Although the animal studies and some
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epidemiological studies suggest that it is primarily UV-B radiation in sunlight, and not UV-A,
that is most injurious to the lens, biochemical studies suggest that UV-A radiation may also
contribute to accelerated aging of the lens. It should be noted that the wavelengths between
295 and 325 nm are also in the wavelength region where solar UVR increases significantly
with ozone depletion. Because there is an earlier age of onset of cataract in equatorial zones,
UVR exposure has frequently been one of the most appealing of a number of theories to
explain this latitudinal dependence. The UVR guideline, established by the American Con-
ference of Governmental Industrial Hygienists (ACGIH) and the International Commission
on Non-Ionizing Radiation Protection (ICNIRP) is also intended to protect against cataract.

Despite the collection of animal and epidemiological evidence that exposure of the human
eye to UVR plays an etiological role in the development of cataract, this role in cataractoge-
nesis continues to be questioned by others.

Because the only direct pathway of UVR to the inferior germinative area of the lens is
from the extreme temporal direction, it has been speculated that side exposure is particularly
hazardous. For any greatly delayed health effect, such as cataract or retinal degeneration, it is
critical to determine the actual dose distribution at critical locations. A factor of great practi-
cal importance is the actual UVR that reaches the germinative layers of any tissue structure.
In the case of the lens, the germinative layer where lens fiber cell nuclei are located is of great
importance. The DNA in these cells is normally well shielded by the parasol effect of the
irises. However, Coroneo21 has suggested that the focusing of very peripheral rays by the tem-
poral edge of the cornea, those which do not even reach the retina, can enter the pupil and
reach the equatorial region as shown in Fig. 3. He terms this effect, which can also produce a
concentration of UVR at the nasal side of the limbus and lens, ophthalmoheliosis. He also
noted the more frequent onset of cataract in the nasal quadrant of the lens and the formation
of pterygium in the nasal region of the cornea. Figure 4 shows the percentage of cortical
cataract that actually first appears in each quadrant of the lens from the data of Barbara Klein
and her colleagues in their study of a population in the U.S. Midwest, in Beaver Dam, Wis-
consin.22 This relationship is highly consistent with the Coroneo hypothesis.

Pterygium and Droplet Keratopathies

The possible role of UVR in the etiology of a number of age-related ocular diseases has been
the subject of many medical and scientific papers. However, there is still a debate as to the
validity of these arguments. Although photokeratitis is unquestionably caused by UVR
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reflection from the snow,3,23,24 pterygium and droplet keratopathies are less clearly related to
UVR exposure.24 Pterygium, a fatty growth over the conjunctiva that may extend over the
cornea, is most common in ocean island residents (where both UVR and wind exposure is
prevalent). Ultraviolet radiation is a likely etiological factor,24,25 and the Coroneo effect may
also play a role.21,25

To better answer these epidemiological questions, far better ocular dosimetry is required.
Epidemiological studies can arrive at erroneous conclusions if assignments of exposure are
seriously in error, and assumptions regarding relative exposures have been argued to be
incorrect.25 Before one can improve on current epidemiological studies of cataract (or deter-
mine the most effective UVR protective measures), it is necessary to characterize the actual
solar UVR exposure to the eye.

Photoretinitis

The principal retinal hazard resulting from viewing bright continuous-wave (CW) light
sources is photoretinitis [e.g., solar retinitis with an accompanying scotoma (“blind spot”),
which results from staring at the sun]. Solar retinitis was once referred to as “eclipse blind-
ness” and associated “retinal burn.” At one time, solar retinitis was thought to be a thermal
injury, but it has been since shown conclusively (1976) to result from a photochemical injury
related to exposure of the retina to shorter wavelengths in the visible spectrum (i.e., violet and
blue light).3,17 For this reason, it has frequently been referred to as the “blue-light” hazard.
The action spectrum for photoretinitis peaks at about 445 nm in the normal phakic eye; how-
ever, if the crystalline lens has been removed (as in cataract surgery), the action spectrum
continues to increase for shorter wavelengths into the UV spectrum, until the cornea blocks
shorter wavelengths, and the new peak shifts down to nearly 305 nm.17

As a consequence of the Bunsen-Roscoe law of photochemistry, blue-light retinal injury
(photoretinitis) can result from viewing either an extremely bright light for a short time, or a
less bright light for longer periods. The approximate threshold for a nearly monochromatic
source at 440 nm is approximately 22 J/cm2, hence a retinal irradiance of 2.2 W/cm2 delivered
in 10 s, or 0.022 W/cm2 delivered in 1000 s will result in the same threshold retinal lesion. Eye
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FIGURE 4 Distribution of cortical cataract by segment. The percentage of cortical
cataract that actually first appears in each quadrant of the lens.

Source: From the data of Barbara Klein and her colleagues in their study of a population
in the U.S. Midwest, in Beaver Dam, Wisconsin, Am. J. Pub. Hlth. 82(12):1658–1662 (1992).



movements will reduce the hazard, and this is particularly important for sources subtending
an angle of less than 11 milliradians (mrad), because saccadic motion even during fixation is
of the order of 11 mrad.26

Infrared Cataract

Infrared cataract in industrial workers appears only after lifetime exposure of 80 to 150
mW/cm2. Although thermal cataracts were observed in glassblowers, steelworkers, and others
in metal industries at the turn of the century, they are rarely seen today. These aforemen-
tioned irradiances are almost never exceeded in modern industry, where workers will be lim-
ited in exposure duration to brief periods above 10 mW/cm2, or they will be (should be)
wearing eye protectors. Good compliance in wearing eye protection occurs at higher irradi-
ances if only because the worker desires comfort of the face.3

15.5 RETINAL IRRADIANCE CALCULATIONS

Retinal irradiance (exposure rate) is directly related to source radiance (brightness). It is not
readily related to corneal irradiance.3 Equation (3) gives the general relation, where Er is the
retinal irradiance in watts per square centimeter, Ls is the source radiance in watts per square
centimeter per steradian (sr), f is the effective focal length of the eye in centimeters, de is the
pupil diameter in centimeters, and τ is the transmittance of the ocular media:

Er = (3)

Equation 3 is derived by considering the equal angular subtense of the source and the retinal
image at the eye’s nodal point (Fig. 5). The detailed derivation of this equation is given else-
where.3 The transmittance τ of the ocular media in the visible spectrum for younger humans
(and most animals) is as high as 0.9 (i.e., 90 percent).3 If one uses the effective focal length f
of the adult human eye (Gullstrand eye), where f = 1.7 cm, one has:

Er = 0.27Ls ⋅ τ ⋅ de
2 (4)

All of the preceding equations assume that the iris is pigmented, and the pupil acts as a
true aperture. In albino individuals, the iris is not very effective, and some scattered light
reaches the retina. Nevertheless, imaging of a light source still occurs, and Eq. 4 is still valid if
the contribution of scattered light (which falls over the entire retina) is added.

15.6 EXAMPLES

As an example, a typical cool-white fluorescent lamp has an illumination of 200 lx, and the
total irradiance is 0.7 mW/cm2. By spectral weighting, the effective blue-light irradiance is
found to be 0.15 mW/cm2. From measurement of the solid angle subtended by the source at
the measurement distance,3,11 the blue-light radiance is 0.6 mW/(cm2⋅sr) and the radiance is
2.5 mW/(cm2⋅sr). When fluorescent lamps are viewed through a plastic diffuser, the luminance
and blue-light radiance are reduced.

As another example, a 1000-watt tungsten halogen bulb has a greater radiance, but the
percentage of blue light is far less. A typical blue-light radiance is 0.95 W/(cm2⋅sr) compared
with a total radiance of 58 W/(cm2⋅sr). The luminance is 2600 candelas (cd)/cm2—a factor of

(πLs ⋅ τ ⋅ d2
e)

��
(4 f 2)
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3000 times brighter than the cool-white fluorescent. However, because the retinal image is
small, eye movements spread the exposure over a much larger area.

Once the source radiance, L or LB, is known, the retinal irradiance Er is calculated by Eq. 4.
The preceding examples illustrate the importance of considering the size of a light source and
the impact of eye movements in any calculation of retinal exposure dose. If one were exposed
to a focal beam of light (e.g., from a laser or LED) that was brought to focus in the anterior
chamber (the aqueous humor), the pupil plane, or the lens, the light beam would diverge past
this focal point and could be incident upon the retina as a relatively large image. This type of
retinal illumination is frequently referred to as Maxwellian view and does not occur in nature.
The retinal irradiance calculation in this case would be determined by the depth of the focal spot
in the eye; the closer to the retina, the smaller the retinal image and the greater the irradiance.

Because the iris alters its diameter (and pupil center) dynamically, one must be alert to
vignetting. The pupil aperture also diminishes with age. Near-sighted, or myopic, individuals
tend to have larger pupils, and far-sighted, or hyperopic, individuals tend toward smaller
pupils. Accommodation also results in a decrease in pupil diameter.

15.7 EXPOSURE LIMITS

A number of national and international groups have recommended occupational or public
exposure limits (ELs) for optical radiation (i.e., UV, light and IR radiant energy). Although
most such groups have recommended ELs for UV and laser radiation, only one group has rec-
ommended for some time ELs for visible radiation (i.e., light). This one group is well known
in the field of occupational health—the American Conference of Governmental Industrial
Hygienists (ACGIH).5,6 The ACGIH refers to its ELs as threshold-limit values (TLVs); these
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FIGURE 5 Retinal image size related to source size. The retinal image size can be calculated based upon the
equal angular subtense of the source and the retinal image at the eye’s nodal point (17 mm in front of the retina).



are issued yearly, so there is an opportunity for a yearly revision. The current ACGIH TLVs
for light (400–760 nm) have been largely unchanged for the last decade; in 1997, with some
revisions, the International Commission on Non-Ionizing Radiation Protection (ICNIRP)
recommended these as international guidelines.11 The ICNIRP guidelines are developed
through collaboration with the World Health Organization (WHO) by jointly publishing cri-
teria documents that provide the scientific database for the exposure limits.4 The ACGIH
TLVs and ICNIRP ELs are generally applied in product safety standards of the International
Commission on Illumination (CIE), the International Electrotechnical Commission and con-
sensus standards from the American National Standards Institute and other groups. They are
based in large part on ocular injury data from animal studies and from data from human reti-
nal injuries resulting from viewing the sun and welding arcs. All of the guidelines have an
underlying assumption that outdoor environmental exposures to visible radiant energy is nor-
mally not hazardous to the eye except in very unusual environments such as snow fields,
deserts, or out on the open water.

Applying the UV Limits

To apply the UV guideline, one must obtain the average spectrally weighted UV irradiance
Eeff at the location of exposure. The spectrally weighted irradiance is

Eeff = � Eλ ⋅ S(λ) ⋅ ∆λ (5)

where the summation covers the full spectral range of S(λ). The maximum duration of expo-
sure to stay within the limit tmax is determined by dividing the EL by the measured effective
irradiance to obtain the duration in seconds, as noted in Eq. 6:

tmax = (3 mJ ⋅ cm−2)/(Eeff) (6)

In addition to the envelope action spectrum-based EL, there has always been one addi-
tional criterion to protect the lens and to limit the dose rate to both lens and the skin from
very high irradiances. Initially, this was based only upon a consideration to conservatively
protect against thermal effects. This was later thought essential not only to protect against
thermal damage, but to also hedge against a possible unknown photochemical damage in the
UV-A to the lens.

Sharply defined photobiological action spectra apply to the ultraviolet hazard [S(λ)], the
blue-light hazard function [B(λ)], and the retinal thermal hazard function [R(λ)]. These are
shown in Fig. 1.

Guidelines for the Visible

The ocular exposure limits for intense visible and IR radiation exposure of the eye (from
incoherent radiation) are several, because they protect against either photochemical or ther-
mal effects to the lens or retina.

The two primary hazards that must be assessed in evaluating an intense visible light source
are (1) the photoretinitis (blue-light) hazard and (2) the retinal thermal hazard. Additionally,
lenticular exposure in the near IR may be of concern. It is almost always true that light
sources with a luminance less than 1 cd/cm2 (104 cd/m2) will not exceed the limits, and this is
generally a maximal luminance for comfortable viewing. Although this luminance value is not
considered a safety limit, it is frequently provided as a quick check to determine the need for
further hazard assessment.3,5

The retinal thermal criteria, based upon the action spectrum R(λ), applies to pulsed light
sources and to intense sources. The longest viewing duration of potential concern is 10 s,
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because pupillary constriction and eye movements limit the added risk from greater exposure
durations. The retinal thermal hazard EL is therefore not specified for longer durations.12 The
retinal thermal limit is:

�Lλ ⋅ R(λ) ⋅ ∆λ ≤ 5/(α ⋅ t 0.25) (7)

The blue-light photoretinitis hazard criteria were based upon the work of Ham et al.6,11,17

The limit for time t is expressed as a B(λ) spectrally weighted radiance:

�Lλ ⋅ B(λ) ⋅ t ⋅ ∆λ ≤ 100 J cm−2 sr−1 (8)

Applying IR Limits

There are two criteria in the near-IR region. To protect the lens against IR cataract, the EL that
is applicable to IR-A and IR-B radiant energy (i.e., 780–3000 nm) specifies a maximal irradi-
ance for continued exposure of 10 mW/cm2 (average) over any 1000-s period, but not to exceed
an irradiance of 1.8t−0.75 W/cm2 (for times of exposure less than 1000 s). This is based upon the
fact that IR cataract in workers appears only after lifetime exposure of 80 to 150 mW/cm2.

The second IR EL is to protect against retinal thermal injury from low-luminance IR illu-
mination sources. This EL is for very special applications, where near-IR illuminators are
used for night surveillance applications or IR LEDs are used for signalling. These illumina-
tors have a very low visual stimulus and therefore would permit lengthy ocular exposure with
dilated pupils. Although the retinal thermal limit [based upon the R(λ) function] for intense,
visible, broadband sources is not provided for times greater than 10 s because of pupillary
constriction and the like, the retinal thermal hazard—for other than momentary viewing—
will only realistically occur when the source can be comfortably viewed, and this is the
intended application of this special-purpose EL. The IR illuminators are used for area illumi-
nation for nighttime security where it is desirable to limit light trespass to adjacent housing. If
directly viewed, the typical illuminator source may be totally invisible, or it may appear as a
deep cherry red source that can be comfortably viewed. The EL is proportional to 1/α and is
simply limited to:

�Lλ ⋅ ∆λ ≤ (0.6)/(α) W/cm2 (9)

It must be emphasized that this criterion is not applied to white-light sources, because bright
light produces an aversion response.

15.8 DISCUSSION

Exceeding the Exposure Limits

When deriving the ELs for visible and infrared radiations, the ICNIRP generally includes a
factor of 10 to reduce the 50 percent probability of retinal injury by a factor of 10. This is not
a true “safety factor,” because there is a statistical distribution of damage, and this factor was
based upon several considerations. These included the difficulties in performing accurate
measurements of source radiance or corneal irradiance, the measurement of the source angu-
lar subtense, as well as histological studies showing retinal changes occurring at the micro-
scopic level at levels of approximately 2 below the ED-50 value.3 In actual practice, this means
that an exposure at two to three times the EL would not be expected to actually cause a phys-
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ical retinal injury. At five times the EL, one would expect to find some injuries in a popula-
tion of exposed subjects. The ELs are guidelines for controlling human exposure and should
not be considered as fine lines between safe and hazardous exposure. By employing benefit-
versus-risk considerations, it would be appropriate to have some relaxed guidelines; however,
to date, no standards group has seen the need to do this.

Laser Hazards

The very high radiance (brightness) of a laser (MW and TW cm−2 sr−1) is responsible for the
laser’s great value in material processing and laser surgery, but it also accounts for its signifi-
cant hazard to the eye (Fig. 6). When compared with a xenon arc or the sun, even a small 
He-Ne alignment laser is typically 10 times brighter (Fig. 7). A collimated beam entering the
relaxed human eye will experience an increased irradiance of about 105 (i.e., 1 W cm−2 at the
cornea becomes 100 kW/cm2 at the retina). Of course, the retinal image size is only about 
10 to 20 µm, considerably smaller than the diameter of a human hair. So you may wonder: “So
what if I have such a small lesion in my retina? I have millions of cone cells in my retina.” The
retinal injury is always larger because of heat flow and acoustic transients, and even a small
disturbance of the retina can be significant. This is particularly important in the region of cen-
tral vision, referred to by eye specialists as the macula lutea (yellow spot), or simply the mac-
ula. The central region of the macula, the fovea centralis, is responsible for your detailed 20/20
vision. Damage to this extremely small (about 150-µm diameter) central region can result in
severe vision loss even though 98 percent of the retina is unscathed. The surrounding retina is
useful for movement detection and other tasks but possesses limited visual acuity (after all,
this is why your eye moves across a line of print, because your retinal area responsible for
detailed vision has a very small angular subtense).
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FIGURE 6 The radiance of a light source determines the irradiance in the focal spot. Hence, the very
high radiance of a laser permits one to focus laser radiation to a very small image of very high irradiance.



Outside the retinal hazard region (400–1400 nm), the cornea—and even the lens—can be
damaged by laser beam exposure.

Laser Safety Standards. In the United States, the American National Standard, ANSI
Z136.1-2000, The Safe Use of Lasers, is the national consensus standard for laser safety in the
user environment. It evolved through several editions since 1973. Maximum permissible
exposure (MPE) limits are provided as sliding scales, with wavelength and duration for all
wavelengths from 180 nm to 1 mm and for exposure durations of 100 fs to 30 ks (8-h work-
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FIGURE 7 Relative retinal irradiances for staring directly at various light sources.
Two retinal exposure risks are depicted: (1) retinal thermal injury, which is image-
size dependent, and (2) photochemical injury, which depends on the degree of blue
light in the source’s spectrum. The horizontal scale indicates typical image sizes.
Most intense sources are so small that eye movements and heat flow will spread the
incident energy over a larger retinal area. The range of photoretinitis (the “blue-
light hazard”) is shown to be extending from the normal outdoor light levels and
above. The xenon arc lamp is clearly the most dangerous of nonlaser hazards.



day). Health and safety specialists want the simplest expression of the limits, but some more
mathematically inclined scientists and engineers on standards committees argue for sophisti-
cated formulas to express the limits (which belie the real level of biological uncertainty).
These exposure limits (which are identical to those of ACGIH) formed the basis for the U.S.
Federal Product Performance Standard (21 CFR 1040).3 The latter standard regulates only
laser manufacturers. On the international scene, the International Electrotechnical Commis-
sion Standard IEC 825-1.1 (1998) grew out of an amalgam of the ANSI standard for user con-
trol measures and exposure limits and the U.S. Federal product classification regulation. The
ICNIRP, which has a special relationship with the WHO in developing criteria documents on
laser radiation, now recommends exposure limits for laser radiation.10 All of the aforemen-
tioned standards are basically in agreement.

Laser safety standards existing worldwide group all laser products into four general hazard
classes and provide safe measures for each hazard class (classes 1–4).4,5 The U.S. Federal Prod-
uct Performance Standard (21 CFR 1040) requires all commercial laser products to have a
label indicating the hazard class. Once one understands and recognizes the associated ocular
hazards, the safety measures recommended in these standards are quite obvious (e.g., beam
blocks, shields, baffles, eye protectors). The ocular hazards are generally of primary concern.

Laser Accidents. A graduate student in a physical chemistry laboratory is aligning a
Nd:YAG-pumped optical parametric oscillator (OPO) laser beam to direct it into a gas cell to
study photodissociation parameters for a particular molecule. Leaning over a beam director,
he glances down over an upward, secondary beam and approximately 80 µJ enters his left eye.
The impact produces a microscopic hole in his retina, a small hemorrhage is produced over his
central vision, and he sees only red in his left eye. Within an hour, he is rushed to an eye clinic
where an ophthalmologist tells him he has only 20/400 vision. In another university, a physics
graduate student attempts to realign the internal optics in a Q-switched Nd:YAG laser sys-
tem—a procedure normally performed by a service representative that the student had wit-
nessed several times before. A weak secondary beam reflected upward from a Brewster
window enters the man’s eye, producing a similar hemorrhagic retinal lesion with a severe loss
of vision. Similar accidents occur each year and frequently do not receive publicity because of
litigation or for administrative reasons.3,26 Scientists and engineers who work with open-beam
lasers really need to realize that almost all such lasers pose a very severe hazard to the eye if
eye protection is not worn or if other safety measures are not observed!2–4

A common element in most laser laboratory accidents is an attitude that “I know where
the laser beams are; I do not place my eye near to a beam; safety goggles are uncomfortable;
therefore, I do not need to wear the goggles.” In virtually all accidents, eye protectors were
available, but not worn. The probability that a small beam will intersect a 3- to 5-mm pupil of
a person’s eye is small to begin with, so injuries do not always happen when eye protectors are
not worn. However, it is worthwhile to consider the following analogy. If these individuals
were given an air rifle with 100 BBs to fire, were placed in a cubical room that measures 4 m
on each side and is constructed of stainless-steel walls, and were told to fire all of the BBs in
any directions they wished, how many would be willing to do this without heavy clothing and
eye protectors?!! Yet, the probability of an eye injury is similar. In all fairness, there are laser
goggles that are comfortable to wear. The common complaint that one cannot see the beam
to align it are mere excuses that are readily solved with some ingenuity once you accept the
hazard. For example, image converters and various fluorescent cards (such as are used to
align the Nd:YAG 1064-nm beam) can be used for visible lasers as well.

Laser Eye Protectors. In the ANSI Z136.1 standard, there is broad general guidance for
the user to consider factors such as comfort and fit, filter damage threshold, and periodic
inspection, as well as the critical specification of wavelength and optical density (OD).
However, there has never been any detailed U.S. specifications for standard marking and
laboratory proofing (testing) of filters. By contrast, the approach in Germany (with DIN
standards) and more recently in Europe (with CEN standards) has been to minimize the
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decision making by the user and place heavy responsibility upon the eyewear manufacturer
to design, test, and follow standardized marking codes to label the eye protector. Indeed,
the manufacturer had been required to use third-party test houses at some considerable
expense to have type eyewear tested. Each approach has merit, and a new standard in the
United States is now being developed for testing for standardized marking that is under-
standable to the wearer. The most important test of a protective filter is to measure the OD
under CW, Q-switched, and mode-locked pulse irradiation conditions to detect saturable
absorption-reversible bleaching.

The marking of laser eye protection in an intelligible fashion to assure that the user will not
misunderstand and select the wrong goggle has been a serious issue, and there appears to be
no ideal solution. Several eye injuries appear to have been caused by a person choosing the
wrong protector. This is particularly likely in an environment where multiple and different
laser wavelengths are in use, as in a research laboratory or a dermatological laser setting. A
marking of OD may be clearly intelligible to optical physicists, but this is seldom understand-
able to physicians and industrial workers. Probably the best assurance against misuse of eye-
wear has been the application of customized labeling by the user. For example, “Use only
with the model 12A,” or “Use only for alignment of mode-locked YAG,” or “Use only for
port-wine stain laser.” Such cautions supplement the more technical marking. The terms ruby,
neodymium, carbon dioxide, and similar labels in addition to the wavelength can reduce
potential confusion with a multiwavelength laser. Marking of broadband eye protection, such
as welding goggles, does not pose a problem to the wearer. The welding shade number (e.g.,
WG-8), even if misunderstood by the welder, poses little risk. The simple suggestion to select
the filter based upon visual comfort prevents the welder from being injured; wearing too light
a shade such that the EL for blue light is exceeded is virtually impossible because of the
severe disability glare that would result. The same is not true for laser eye protectors: One
could wear a goggle that protects against a visible wavelength but that doesn’t protect against
the invisible 1064-nm wavelength. Improved, standardized marking is certainly needed!

Lamp Safety Standards

Lamp safety is dealt with in ANSI/IESNA RP27.3-1996 [Recommended Practice for Photobi-
ological Safety for Lamps—Risk Group Classification & Labeling Safe Use of Lasers in Opti-
cal Fiber Communications Systems (OFCS)], ANSI Z136.2 (1997), and also applies to LEDs
used in this special application, because the special case of optically aided viewing with a
microscope or eye loupe actually happens in realistic servicing conditions and the instrumen-
tation to distinguish the narrow bandwidth of the laser from the wider, nominal 50-nm band-
width of the LED is a needless burden. All current LEDs have a maximum radiance of about
2 W cm−2 sr−1 and can in no way be considered hazardous. Some observers of the IEC group
accuse the group of having an ulterior motive of providing test houses and safety delegates
with greater business!
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CHAPTER 16

VISION PROBLEMS AT COMPUTERS

James E. Sheedy
University of California, Berkeley, School of Optometry
Berkeley, California

16.1 INTRODUCTION

Vision and eye problems are the most commonly reported symptoms among workers at com-
puter monitors. The percentage of computer workers who experience visually related symp-
toms is generally reported to be from 70 to 75 percent. The current concern for, and
popularization of, these problems is likely related to the rapid introduction of this new tech-
nology into the work place, the job restructuring associated with it, and a greater societal con-
cern about discomfort associated with work.

The problems are largely symptoms of discomfort. There is little evidence of permanent
physiological change or damage associated with extended work at a computer monitor. The
vision and eye problems caused by working at a computer monitor have been collectively
named “Computer Vision Syndrome (CVS)” by the American Optometric Association. The
most common symptoms of CVS obtained from a survey of optometrists in order of fre-
quency are: eyestrain, headaches, blurred vision, dry or irritated eyes, neck and/or backaches,
photophobia, double vision, and afterimages.

The causes for these symptoms are a combination of individual visual problems and poor
office ergonomics. Many individuals have marginal vision disorders that do not cause symp-
toms on less demanding visual tasks. On the other hand, there are numerous aspects of the
computer monitor and the computer work environment that make it a more demanding
visual task than others—therefore, more individuals are put beyond their threshold for expe-
riencing symptoms.

16.2 WORK ENVIRONMENT

Lighting

Improper lighting is likely the largest environmental factor contributing to visual discomfort.
The room lighting is a particular problem for computer workers because the horizontal gaze
angle of computer work exposes the eyes to numerous glare sources such as overhead lights
and windows. Other desk work is performed with a downward gaze angle and the glare
sources are not in the field of view.

16.1
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Bright (high luminance) light sources in the field of view create glare discomfort. The
threshold luminance ratios and locations of visual stimuli that cause glare discomfort have
been determined,1 but the physiological basis for glare discomfort is not known. Since large
luminance disparities in the field of view can cause glare discomfort, it is best to have a visual
environment in which luminances are relatively equal. Primarily because of glare discomfort,
the Illumination Engineering Society of North America (IESNA) established maximum
luminance ratios that should not be exceeded.2 The luminance ratio should not exceed 1:3 or
3:1 between the task and visual surroundings within 25 degrees, nor should the ratio exceed
1:10 or 10:1 between the task and more remote visual surroundings. Many objects in the field
of view can cause luminance ratios in excess of those recommended by the IESNA. Table 1
shows common luminance levels of objects in an office environment. Relative to the display
luminance, several objects can greatly exceed the IESNA recommended ratios. A major
advantage of using light background displays compared to dark background displays is that it
enables better conformity with office luminance levels.

Good lighting design can reduce discomfort glare. Light leaving the fixture can be directed
so that it goes straight down and not into the eyes of the room occupants. This is most com-
monly accomplished with louvers in the fixture. A better solution is indirect lighting in which
the light is bounced off the ceiling—resulting in a large low luminance source of light for the
room. Proper treatment of light from windows is also important.

Screen Reflections

In most cases the most bothersome source of screen reflections is from the phosphor on the
inner surface of the glass. The phosphor is the material that emits light when struck by the
electron beam—it also passively reflects room light. The reflections coming from the phos-
phor are diffuse. Most computer monitors have a frosted glass surface; therefore, the light
reflected from the glass is primarily diffuse with a specular component.

Since most of the screen reflections are diffuse, a portion of any light impinging on the
screen, regardless of the direction from which it comes, is reflected into the eyes of the user
and causes the screen to appear brighter. This means that black is no longer black, but a shade
of gray. The diffuse reflections from the phosphor and from the glass reduce the contrast of
the text presented on the screen. Instead of viewing black characters on a white background,
gray characters are presented on a white background. Calculations3 show that these reflec-
tions significantly reduce contrast—from 0.96 to 0.53 [contrast = (Lt − Lb)/(Lt + Lb), where Lt

and Lb are luminances of the task and background] under common conditions. Decreased
contrast increases demand upon the visual system.

A common method of treating reflections is with an antireflection filter placed on the
computer monitor. The primary purpose of the filter is to make the blacks blacker, thereby
increasing the contrast. The luminance of light which is emitted by the screen (the desired
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TABLE 1 Display and Glare Source Luminances3

Visual Object Luminance (cd/m2)

Dark background display 20–25
Light background display 80–120
Reference material with 750 lumens/M2 200
Reference material with auxiliary light 400
Blue sky (window) 2500
Concrete in sun (window) 6000–12000
Fluorescent lights (poor design) 1000–5000
Auxiliary lamp (direct) 1500–10000



image) is decreased by the transmittance factor of the glass filter, whereas light that is
reflected from the computer screen (undesired light) is decreased by the square of the filter
transmittance, since it must pass through it twice. For a typical filter of 30 percent transmit-
tance, the luminances of black and white are reduced respectively to nine percent and 30 per-
cent of their values without the filter. This results in an increase in the contrast.

Some antireflection filters have a circular polarized element in them. This feature results
in circular polarized light’s being transmitted to the computer screen. The resulting reflection
on the screen changes the rotation of the polarization of the light so that it is blocked from
coming back out through the filter. Since only specular reflected light maintains its polarized
properties after reflection, this polarizing feature provides added benefit for only the specu-
lar reflections. If significant specular reflections are present, it is beneficial to obtain an
antireflection filter with circular polarization.

Monitor Characteristics

One obvious method of improving the visual environment for computer workers is to
improve the legibility of the display at which they are working. The visual image on computer
monitors is compromised in many ways compared to most paper tasks.

A major aspect of computer displays is that the images are composed of pixels. A greater
pixel density will be able to display greater detail. Most computer screens have pixel densities
in the range of from 80 to 110 dots/inch (dpi; 31–43 dots/cm). This pixel density can be com-
pared to impact printers (60–100 dpi), laser printers (300 dpi), and advanced laser printers
(400 to 1200 dpi). Computer monitors today have dpi specifications that are comparable to
impact printers—greater pixel density would result in visually discernible differences, as for
printers. Besides pixel density there are many other factors that affect display quality, such as
pixel definition (measured by area under the modulation transfer function), font type, font
size, letter spacing, line spacing, stroke width, contrast, color, gray scale, and refresh rate.4

Several studies have shown that increased screen resolution characteristics increase reading
speed and/or decrease visual symptoms.3 Although technological advances have resulted in
improved screen resolutions, there is still substantial room for improvement.

Workstation Arrangement

It is commonly stated that “the eyes lead the body.” Since working at the computer is a visu-
ally intensive task, our body will do what is necessary to get the eyes in the most comfortable
position—often at the expense of good posture and causing musculo-skeletal ailments such as
sore neck and back.

The most common distance at which people view printed material is 40 cm from the eyes.
This is the distance at which eye doctors routinely perform near visual testing and for which
most bifocal or multifocal glasses are designed. Most commonly, the computer screen is far-
ther from the eyes—from 50 to 70 cm. This distance is largely dictated by other workstation
factors, such as desk space and having room for a keyboard. The letter sizes on the screen are
commensurately larger compared to printed materials to enable this longer viewing distance.

The height of the computer screen is a very important aspect of the workstation arrange-
ment. A person can adapt to the vertical location of their task by changing their gaze angle
(the elevation of the eyes in the orbit) and/or by changing the extension/flexion of the neck.
Typically, users will alter their head position rather than eye position to adjust to a different
viewing height. This can cause awkward posture and result in neck and/or backache. The eyes
work best with a depression of from 10 to 20 degrees3; therefore, this is the preferred viewing
angle.

Whatever is viewed most often during daily work should be placed straight in front of the
worker when seated at the desk. This applies to the computer and/or the reference docu-
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ments—whatever is viewed most frequently. Although this seems self-evident, many com-
puter workers situate their work so they are constantly looking off to one side.

16.3 VISION AND EYE CONDITIONS

Many individuals have marginal vision disorders that do not cause symptoms on less demand-
ing visual work, but will cause symptoms when the individual performs a demanding visual
task. Given individual variation in visual systems and work environments, individual assess-
ment is required to solve any given person’s symptoms. Following are the major categories of
eye and vision disorders that cause symptoms among computer users.

Dry Eyes

Computer users commonly experience symptoms related to dry eyes. These symptoms
include irritated eyes, dry eyes, excessive tearing, burning eyes, itching eyes, and red eyes.
Contact lens wearers also often experience problems with their contact lenses while working
at a computer display—related to dry eyes. In response to dry eye and ocular irritation, reflex
tearing sometimes occurs and floods the eyes with tears. This is the same reflex that causes
tearing when we cry or when a foreign particle gets into our eye.

Computer workers are at greater risk for experiencing dry eye because the blink rate is sig-
nificantly decreased and, because of the higher gaze angle, the eyes are wide open with a large
exposed ocular surface. Patel et al.5 measured blink rate by direct observation on a group of
16 subjects. The mean blink rate during conversation was 18.4 blinks/min and during com-
puter use it was 3.6—more than a five-fold decrease. Tsubota and Nakamori (1993) measured
blink rates on 104 office workers.6 The mean blink rates were 22 blinks/min under relaxed
conditions, 10 while reading a book on the table, and 7 while viewing text on a computer
screen. Although both book reading and computer work result in significantly decreased
blink rates, a difference between them is that computer work usually requires a higher gaze
angle, resulting in an increased rate of tear evaporation. Tsubota and Nakamori6 measured a
mean exposed ocular surface of 2.2 cm2 while subjects were relaxed, 1.2 cm2 while reading a
book on the table, and 2.3 cm2 while working at a computer. Since the primary route of tear
elimination is through evaporation, and the amount of evaporation is a roughly linear func-
tion of ocular aperture area, the higher gaze angle when viewing a VDT screen results in
faster tear loss. Even though reading a book and VDT work both reduce the blink rate, the
VDT worker is more at risk because of the higher gaze angle.

Other factors may also contribute to dry eye. For example, the office air environment is
often low in humidity and can contain contaminants. Working under an air vent also increases
evaporation. The higher gaze angle results in a greater percentage of blinks that are incom-
plete, resulting in poor tear film and higher evaporation rates.

Dry eyes are common in the population, reported as being 15 percent of a clinical popula-
tion. For example, postmenopausal women and arthritis sufferers are more prone to dry eyes.
For many people with marginal dry eye problems, work at a computer will cause their dry eye
problem to become clinically significant.

Refractive Error

Many patients simply need an accurate correction of refractive error (myopia, hyperopia, or
astigmatism). The blur created by the refractive error makes it difficult to easily acquire visual
information at the computer display. This reduces work efficiency and induces fatigue.
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Patients with hyperopia must exert added accommodative effort to see clearly at near dis-
tances. Therefore, many hyperopic computer patients require refractive correction that they
may not require for a less visually demanding job. Patients with from 2.00 to 3.50 D of myopia
who habitually read without their glasses often have visual and musculoskeletal difficulties at
the computer because, to see clearly without their glasses, they must work too closely to their
computer screen. These patients often require a partial correction of their myopia for proper
function at the computer display.

Some computer-using patients develop a late onset myopia of from 0.25 to 1.00 D. The pre-
ponderance of evidence supports the contention that near work places some people at greater
risk for the development of myopia. However, there is no evidence that work at a computer
monitor causes myopia more than other forms of extended near-point work. Environmentally
determined myopia is not well understood; future study might identify work environment or
individual risk visual factors.

Accommodation

Accommodation is the mechanism by which the eye changes its focus to look at near objects.
Accommodation is accomplished by constriction of the ciliary muscle that surrounds the crys-
talline lens within the eye. The amplitude of accommodation (dioptric change in power)
decreases with age. Presbyopia is the age-related condition that results when the amplitude of
accommodation is no longer adequate to meet near visual needs. (See Chaps. 11 and 13.)

Many workers have reduced amplitude of accommodation for their age, or accommoda-
tive infacility (inability to change the level of accommodation quickly and accurately). These
conditions result in blur at near working distances and/or discomfort. Extended near work
also commonly results in accommodative hysteresis—i.e., the accommodative mechanism
becomes “locked” into the near focus and it takes time (a few minutes to hours) to fully relax
for distant focus. This is effectively a transient myopia that persists after extended near work.
Accommodative disorders are diagnosed in approximately one third of the prepresbyopic
segment of a clinical population. Accommodative disorders in the younger or prepresbyopic
patient are usually treated with near prescription spectacles that enable the worker to relax
accommodation. Vision training can also work for some patients.

Binocular Vision

Approximately 95 percent of people keep both eyes aligned on the object of regard. Those
individuals who habitually do not keep their eyes aligned have strabismus. Even though most
people can keep their eyes aligned when viewing an object, many individuals have difficulty
maintaining this ocular alignment and experience symptoms such as fatigue, headaches, blur,
double vision, and general ocular discomfort (see Chap. 12, “Binocular Vision Factors That
Influence Optical Design”).

Binocular fusion is the sensory process by which the images from each eye are combined
to form a single percept. When the sensory feedback loop is opened (e.g., by blocking an eye),
the eyes assume their position of rest with respect to one another. If the position of rest is out-
ward or diverged, the patient has exophoria. If it is inward or converged, the condition is
esophoria. Clinically, the phoria is measured by occluding one of the eyes and measuring the
eye alignment while occluded.

If the patient has a phoria, as is the case for most people, then a constant neuromuscular
effort is required to keep the eyes aligned. Whether a person experiences symptoms depends
on the amount of the misalignment, the ability of the individual to overcome that misalign-
ment, and the task demands. The symptoms associated with phoria can be eyestrain, double
vision, headaches, eye irritation, and general fatigue.
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Eye alignment at near viewing distances is more complex than at far viewing distances
because of the ocular convergence required to view near objects and because of the interaction
between the ocular convergence and accommodative mechanisms. Treatment of these condi-
tions can include refractive or prismatic correction in spectacles, or vision training exercises.

Presbyopia

Presbyopia is the condition in which the normal age-related loss of accommodation results in
an inability to comfortably maintain focus on near objects. This usually begins at about age 40.
The usual treatment for presbyopia is to prescribe reading glasses or multifocal lenses that
have a distance vision corrective power in the top of the lens and the near vision corrective
power in the bottom of the lens. The most common lens designs for correcting presbyopia are
bifocals and progressive addition lenses (PALs). As usually designed and fitted, these lenses
work well for the most common every day visual tasks and provide clear vision at 40 cm with
a downward gaze angle of about 25 degrees. The computer screen is typically farther away
(from 50 to 70 cm) and higher (from 10 to 20 degrees of ocular depression). A presbyope who
tries to wear their usual multifocal correction at the computer will either not see the screen
clearly or will need to assume an awkward posture—resulting in neck and back strain. Many,
if not most, presbyopic computer workers require a separate pair of spectacles for their com-
puter work. Several newer lenses are designed specifically for people with occupations that
require intermediate viewing distances. (See Chaps. 11 and 13.)
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17.1 INTRODUCTION

The field of electronic imaging has made incredible strides over the past decade as increased
computational speed, bandwidth, and storage capacity have made it possible to perform
image computations at interactive speeds. This means larger images, with more spatial, tem-
poral, and chromatic resolution, can be captured, compressed, transmitted, stored, rendered,
printed, and displayed. It also means that workstations and PCs can accommodate more com-
plex image and data formats, more complex operations for analyzing and visualizing infor-
mation, more advanced interfaces, and richer image environments, such as virtual reality.
This, in turn, means that image technology can now be practically used in an expanding world
of applications, including video, home photography, internet catalogues, digital libraries, art,
and scientific data analysis. These advances in technology have been greatly influenced by
research in human perception and cognition, and in turn, have stimulated new research into
the vision, perception, and cognition of the human observer. Some important topics include
spatial, temporal, and color vision, attentive and pre-attentive vision, pattern recognition,
visual organization, object perception, language, and memory.

The study of the interaction between human vision and electronic imaging is one of the
key growth areas in imaging science. Its scope ranges from printing and display technologies
to image processing algorithms for image rendering and compression, to applications involv-
ing interpretation, analysis, visualization, search, design, and aesthetics. Different electronic
imaging applications call on different human capabilities. At the bottom of the visual food
chain are the visual phenomena mediated by the threshold sensitivity of low-level spatial,
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temporal, and color mechanisms. At the next level are perceptual effects, such as color con-
stancy, suprathreshold pattern, and texture analysis. Moving up the food chain, we find cog-
nitive effects, including memory, semantic categorization, and visual representation, and
moving to the next level, we encounter aesthetic and emotional aspects of visual processing.

Overview of This Chapter

In this chapter, we review several key areas in the two-way interaction between human vision
and technology. We show how technology advances in electronic imaging are increasingly
driven by methods, models, and applications of vision science. We also show how advances in
vision science are increasingly driven by the rapid advances in technologies designed for
human interaction. An influential force in the development of this new field has been the
Society for Imaging Science and Technology (IS&T)/Society of Photographic and Instrumen-
tation Engineers (SPIE) Conference on Human Vision and Electronic Imaging, which had its
origins in 1988 and since 1989 has grown annually as a forum for multidisciplinary research in
this area.1–14 This chapter has been strongly influenced by the body of research that has been
presented at these conferences, and reflects their unique perspectives.

A decade ago, the field of human vision and electronic imaging focused on the threshold
sensitivity of the human visual system (HVS) as it relates to display technology and still-
image compression. Today, the scope of human vision and electronic imaging is much larger
and keeps expanding with the electronic imaging field. We have organized this chapter to
reflect this expanding scope. We begin with early vision approaches in Sec. 17.2, showing
how the explicit consideration of human spatial, temporal, and color sensitivity has affected
the development of algorithms for compression and rendering, as well as the development
of image quality metrics. These approaches have been most successful in algorithmically
evaluating the degree to which artifacts introduced by compression or rendering processes
will be detected. Section 17.3 considers how image features are detected, processed, and
perceived by the human visual system. This work has been influential in the design of novel
gaze-dependent compression schemes, new visualization and user interface designs, and
perceptually-based algorithms for image retrieval systems. Section 17.4 moves higher up
the food chain to consider emotional and aesthetic evaluations. This work has influenced
the development of virtual environments, high-definition TV, and tools for artistic appreci-
ation and analysis. Section 17.5 concludes the chapter paper, and suggestions for further
reading are given in Sec. 17.6.

17.2 EARLY VISION APPROACHES: THE PERCEPTION 
OF IMAGING ARTIFACTS

There are many approaches to characterizing image artifacts. Some approaches are based
purely on physical measurement. These include measuring key image or system parameters
to insure that they fall within established tolerances, or comparing an original with a ren-
dered, displayed, or compressed version, on a pixel-by-pixel basis, using a metric such as
mean square error. These approaches have the advantage of being objective and relatively
easy to implement; on the other hand, it is difficult to generalize from these data. Another
approach is to use human observers to judge perceived quality, either by employing a panel of
trained experts or by running psychological experiments to measure the perception of image
characteristics. These approaches have the advantage of considering the human observer
explicitly; on the other hand, they are costly to run and the results may not generalize. A third
approach is to develop metrics, based on experiments measuring human visual characteristics,
that can stand in for the human observer as a means of estimating human judgments. These
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perceptual models are based on experiments involving the detection, recognition, and identi-
fication of carefully controlled experimental stimuli. Since these experiments are designed to
reveal the behavior of fundamental mechanisms of human vision, their results are more likely
to generalize. This section reviews several models and metrics based on early human vision
which have been developed for evaluating the perception of image artifacts.

Early vision models are concerned with the processes mediating the threshold detection of
spatial, temporal, and color stimuli. In the early days of television design, Schade15 and his col-
leagues introduced the notion of characterizing human threshold sensitivity in terms of the
response to spatial frequency patterns, thereby beginning a long tradition of work to model
human spatial and temporal sensitivity using the techniques of linear systems analysis. The
simplest model of human vision is a threshold contrast sensitivity function (CSF). A curve
representing our sensitivity to spatial modulations in luminance contrast is called a spatial
CSF. A curve representing our sensitivity to temporal modulations in luminance is a tempo-
ral CSF. These band-pass curves vary depending on many other parameters, including, for
example, the luminance level, the size of the field, temporal modulation, and color. In early
applications of visual properties to electronic imaging technologies, these simple threshold
shapes were used. As the field has progressed, the operational model for early vision has
become more sophisticated, incorporating interactions between spatial, temporal, and color
vision, and making more sophisticated assumptions about the underlying processes. These
include, for example, the representation of the visual system as a set of band-pass spatial-
frequency filters (Campbell and Robson16 and Graham and Nachmias17), the introduction of
near-threshold contrast masking effects, and nonlinear processing.

One key area where these models of early vision have been applied is in the evaluation of
image quality. This includes the psychophysical evaluation of image quality, perceptual met-
rics of image distortion, perceptual effects of spatial, temporal, and chromatic sampling, and
the experimental comparison of compression, sampling, and halftoning algorithms. This work
has progressed hand-in-hand with the development of vision-based algorithms for still image
and video compression, image enhancement, restoration and reconstruction, image halfton-
ing and rendering, and image and video quantization and display.

Image Quality and Compression

The basic premise of the work in perceptual image quality is that electronic imaging pro-
cesses, such as compression and halftoning, introduce distortions. The more visible these dis-
tortions, the greater the impairment in image quality. The human vision model is used to
evaluate the degree to which these impairments will be detected. Traditional metrics of image
compression do not incorporate any models of human vision and are based on the mean
squared error (i.e., the average squared difference between the original and compressed
images). Furthermore, they typically fail to include a calibration step, or a model of the dis-
play device, thereby providing an inadequate model of the information presented to the eye.

The first perceptually based image quality metrics used the spatial contrast sensitivity
function as a model of the human visual system.18,19 The development of perceptual models
based on multiple spatial-frequency channels greatly improved the objective evaluation of
image quality. In these models, the visual system is treated as a set of spatial-frequency-tuned
channels, or as Gabor filters with limited spatial extent distributed over the visual scene. The
envelope of the responses of these channels is the contrast sensitivity function. These multi-
ple channel models provide a more physiologically representative model of the visual system,
and more easily model interactions observed in the detection of spatially varying stimuli. One
important interaction is contrast masking, where the degree to which a target signal is
detected depends on the spatial-frequency composition of the masking signal.

In 1992, Daly introduced the visual differences predictor,6,20 a multiple-channel model for
image quality that models the degree to which artifacts in the image will be detected, and thus,
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will impair perceived image quality. This is a spatial frequency model which incorporates spa-
tial contrast masking and light adaptation. At about the same time, Lubin21 proposed a simi-
lar metric that also accounts for sensitivity variations due to spatial frequency and masking. It
also accounts for fixation depth and image eccentricity in the observer’s visual field. The out-
put of such metrics is either a map of detection probabilities or a point-by-point measure of
the distance between the original and degraded image normalized by the human visual system
(HVS) sensitivity to error at each spatial frequency and location. These detection probabili-
ties or distances can be combined into a single number that represents the overall picture
quality. While both models were developed for the evaluation of displays and high quality
imaging systems, they have been adapted for a wide variety of applications.

Perceptually based image compression techniques were developed in parallel with per-
ceptual models for image quality. This is not surprising since quality metrics and compression
algorithms are closely related. The image quality metric is trying to characterize the human
response to an image; an image compression algorithm is either trying to minimize some dis-
tortion metric for a given bit rate, or trying to minimize the bit rate for a given distortion. In
both cases, a perceptually based distortion metric can be used.

In 1989, three important papers introduced the notion of “perceptually lossless” compres-
sion. (See Ramamoorthy and Jayant2; Daly2; and Watson.2) In this view, the criterion of
importance in image compression was the degree to which an image could be compressed
without the user’s perceiving a difference between the compressed and original images.
Safranek and Johnston22 presented the Perceptual Subband Image Coder (PIC) which incor-
porated a perceptual model and achieved perceptually lossless compression at lower rates
than state of the art perceptually lossy schemes. The Safranek-Johnston coder used an empir-
ically derived perceptual masking model that was obtained for a given CRT display and view-
ing conditions. As with the quality metrics we discussed earlier, the model determines the
HVS sensitivity to errors at each spatial frequency and location, which is called the just notice-
able distortion level (JND). In subsequent years, perceptual models were used to improve the
results of traditional approaches to image and video compression, such as those that are based
on the discrete cosine transform (DCT). (See Peterson, Ahumada, and Watson7; Watson7; and
Silverstein and Klein.7)

Perceptually-based image quality metrics have also been extended to video. In 1996, Van
den Branden Lambrecht and Verscheure23 described a video quality metric that incorporates
spatio-temporal contrast sensitivities as well as luminance and contrast masking adjustments.
In 1998, Watson extended his DCT-based still image metric, proposing a video quality metric
based on the DCT.12,13 Since all the current video coding standards are based on the DCT, this
metric is useful for optimizing and evaluating these coding schemes without significant addi-
tional computational overhead.

In recent years, significant energy has been devoted to comparing these methods, models,
and results, and to fine-tuning the perceptual models. The Video Quality Experts Group
(VQEG), for example, has conducted a cross-laboratory evaluation of perceptually based
video compression metrics. They found that different perceptual metrics performed better on
different MPEG-compressed image sequences, but that no one model provided a clear advan-
tage, including the nonperceptual measure, peak signal-to-noise ratio (Corriveau et al.14). We
believe that the advantages of the perceptual metrics will become apparent when this work is
extended to explicitly compare fundamentally different compression schemes over different
rates, image content, and channel distortions. An important approach for improving low-level
image quality metrics is to provide a common set of psychophysical data to model. Modelfest
(Carney et al.14) is a collaborative modeling effort where researchers have volunteered to col-
lect detection threshold data on a wide range of visual stimuli, under carefully controlled con-
ditions, in order to provide a basis for comparing the predictions of early vision models. This
effort should lead to a converged model for early vision that can be used to develop image
quality metrics and perceptually based compression and rendering schemes. (Comprehensive
reviews of the use of perceptual criteria for the evaluation of image quality can be found in
Refs. 24 and 25.)

17.4 VISION OPTICS



Image Rendering, Halftoning, and Other Applications

Another area where simple models of low-level vision have proven to be quite successful is
image halftoning and rendering. All halftoning and rendering algorithms make implicit use of
the properties of the HVS; they would not work if it were not for the high spatial frequency
cutoff of the human CSF. In the early 1980s, Allebach introduced the idea of halftoning based
on explicit human visual models and models of the display device. However, the development
of halftoning techniques that rely on such models came much later. In 1991, Sullivan et al.26

used a CSF model to design halftoning patterns of minimum visibility and Pappas and
Neuhoff5 incorporated printer models in error diffusion. In 1992, methods that use explicit
visual models to minimize perceptual error in image halftoning were independently proposed
by Analoui and Allebach,6 Mulligan and Ahumada,6 and Pappas and Neuhoff.6 Allebach et al.
extended this model-based approach to color in 19937 and to video in 1994.8 Combing the spa-
tial and the chromatic properties of early vision, Mulligan3 took advantage of the low spatial
frequency sensitivity of chromatic channels to hide high spatial frequency halftoning artifacts.

Low-level perceptual models and techniques have also been applied to the problem of tar-
get detection in medical images (e.g., Eckstein et al.11) and to the problem of embedding dig-
ital watermarks in electronic images (Cox and Miller11 and Podilchuk11).

Early Color Vision and Its Applications

The trichromacy of the human visual system has been studied for over a hundred years, but we
are just in the infancy in applying knowledge of early color vision to electronic imaging sys-
tems. From an engineering perspective, the CIE 1931 model, which represents human color-
matching as a linear combination of three color filters, has been the most influential model of
human color vision. This work allows the determination of whether two patches will have
matching colors, when viewed under a constant illuminant. The CIE 1931 color space, how-
ever, is not perceptually uniform. That is, equal differences in chromaticity do not correspond
to equal perceived differences. To remedy this, various transformations of this space have been
introduced. Although CIE L*a*b* and CIE L*u*v* are commonly used as perceptually uni-
form spaces, they still depart significantly from this objective. By adding a nonlinear gain con-
trol at the receptor level, Guth’s ATD model2,7 provided a more perceptually uniform space
and could model a wide range of perceptual phenomena. Adding a spatial component to a sim-
plified version of Guth’s model, Granger7 demonstrated how this approach could be used to
significantly increase the perceived similarity of original and displayed images. The observa-
tion that every pixel in an image provides input both to mechanisms sensitive to color varia-
tions and to mechanisms sensitive to spatial variations has provided other important
contributions. For example, Uriegas8,10 used the multiplexing of color and spatial information
by cortical neurons to develop a novel color image compression scheme.

Understanding how to represent color in electronic imaging systems is a very complicated
problem, since different devices (e.g., printers, CRT or TFT/LCD displays, film) have differ-
ent mechanisms for generating color, and produce different ranges, or gamuts, of colors. Sev-
eral approaches have been explored for producing colors on one device that have the same
appearance on another. Engineering research in this field goes under the name of device inde-
pendent color, and has recently been energized by the need for accurate color rendering over
the internet. (See Gille, Luszcz, and Larimer.12)

Limitations of Early Vision Models for Electronic Imaging

The goal of the early vision models is to describe the phenomena of visual perception in terms
of simple mechanisms operating at threshold. Pursuing this Ockham’s razor approach has
motivated the introduction of masking models and nonlinear summation models, and has
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allowed us to extend these simple models to describe the detection and recognition of higher-
level patterns, such as textures and multiple-sinewave plaids. These models, however, eventu-
ally run out of steam in their ability to account for the perception of higher-level shapes and
patterns. For example, the perception of a simple dot cannot be successfully modeled in terms
of the response of a bank of linear spatial frequency filters.

In image quality, early vision approaches consider an image as a collection of picture ele-
ments. They measure and model the perceived fidelity of an image based on the degree to
which the pixels, or some transformation of the pixels, have changed in their spatial, tempo-
ral, and color properties. But what if two images have identical perceived image fidelity, but
one has a lot of blur and little blockiness while the other has little blur and a lot of blockiness?
Are they equivalent? Also, since it is not always possible to conceal these artifacts, it is impor-
tant to understand how their effects combine and interact in order to minimize their objec-
tionable and annoying effects. This has led to the development of new suprathreshold scaling
methods for evaluating the perceived quality of images with multiple suprathreshold artifacts
(e.g., de Ridder and Majoor,3 Roufs and Boschman3), and has led to the development of new
dynamic techniques to study how the annoyance of an artifact depends on its temporal posi-
tion in a video sequence (Pearson12).

In color vision, a key problem for electronic imaging is that simply capturing and repro-
ducing the physical color of individual color pixels and patches in an image is not sufficient to
describe the perceived colors in the image. Hunt,27 for example, has shown that surrounding
colors affect color appearance. Furthermore, as McCann12 has demonstrated using spatially-
complex stimuli, the perception of an image depends, not simply on the local luminance and
color values, and not simply on nearby luminance and color values, but on a more global con-
sideration of the image and its geometry.

17.3 HIGHER-LEVEL APPROACHES: THE ANALYSIS 
OF IMAGE FEATURES

Higher-level approaches in vision are dedicated to understanding the mechanisms for perceiv-
ing more complex features such as dots, plaids, textures, and faces. One approach is to build up
from early spatial-frequency models by positing nonlinear mechanisms that are sensitive to
two-dimensional spatial variations, such as t-junctions (e.g., Zetzsche and Barth3). Interesting
new research by Webster and his colleagues12 identifies higher-level perceptual mechanisms
tuned to more complex visual relationships. Using the same types of visual adaptation tech-
niques commonly used in early vision experiments to identify spatial, temporal, or color chan-
nel properties, they have demonstrated adaptation to complex visual stimuli, including, for
example, the adaptation to complex facial distortions and complex color distributions.

Another interesting approach to understanding the fundamental building blocks of human
vision is to consider the physical environment in which it has evolved, with the idea in mind
that the statistics of the natural world must somehow have guided, or put constraints on, its
development. This concept, originally introduced by Field,2,28 has led to extensive measure-
ments of the spatial and temporal characteristics of the world’s scenes, and to an exploration of
the statistics of the world’s illuminants and reflective surfaces. One of the major findings in this
field is that the spatial amplitude spectra of natural scenes falls off as f −1.1. More recently, Field
et al.,10 have related this function to the sparseness of spatial-frequency mechanisms in human
vision. This low-level description of the global frequency content in natural scenes has been
tied to higher-level perception by Rogowitz and Voss.3 They showed that when the slope of the
fall-off in the amplitude spectrum is in a certain range (corresponding to a fractal dimension of
from 1.2 to 1.4), observers see nameable shapes in images like clouds. This approach has also
been applied to understanding how the statistics of illuminants and surfaces in the world con-
strains the spectral sensitivities of visual mechanisms (Maloney4), thereby influencing the
mechanisms of color constancy (see also, Finlayson8 and Brainard and Freeman8).
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The attention literature provides another path for studying image features by asking which
features in an image or scene naturally attract attention and structure perception. This
approach is epitomized by Triesman’s work on “preattentive” vision29 and by Julesz’ explo-
ration of “textons.”2,30 Their work has had a very large impact in the field of electronic imag-
ing by focusing attention on the immediacy with which certain features in the world, or in an
image, are processed. Their work both identifies image characteristics that attract visual
attention and guide visual search, and also provides a paradigm for studying the visual
salience of image features. An important debate in this area is whether features are defined
bottom up—that is, generated by successive organizations of low-level elements such as
edges, as suggested by Marr31—or whether features are perceived immediately, driven by top-
down processes, as argued by Stark.32

This section explores the application of feature perception and extraction in a wide range
of electronic imaging applications, and examines how the demands of these new electronic
tasks motivate research in perception. One important emerging area is the incorporation of
perceptual attention or “importance” in image compression and coding. The idea here is that
if we could identify those aspects of an image that attracted attention, we could encode this
image using higher-resolution for the areas of importance and save bandwidth in the remain-
ing areas. Another important area is image analysis, where knowing which features are per-
ceptually salient could be used to index, manipulate, analyze, compare, or describe an image.
An important emerging application in this area is Digital Libraries, where the goal is to find
objects in a database that have certain features, or that are similar to a target object. Another
relevant application area is visualization, where the goal is to develop methods for visually
representing structures and features in the data.

Attention and Region of Interest

A new idea in electronic imaging is to analyze images to identify their “regions of interest,”
features that draw our attention and have a special saliency for interpretation. If we could
algorithmically decompose an image into its salient features, we could develop compression
schemes that would, for example, compress more heavily those regions that did not include
perceptual features, and devote extra bandwidth to regions of interest. Several attempts have
been made to algorithmically identify regions of interest. For example, Leray et al.8 devel-
oped a neural network model that incorporates both the response of low-level visual mecha-
nisms and an attentional mechanism that differentially encodes areas of interest in the visual
image, and used this to develop a compression scheme.

Stelmach and Tam8 measured the eye movements of people examining video sequences
and concluded that there wasn’t enough consistency across users to motivate developing a
compression scheme for TV broadcast based on user eye movements. Geissler and Perry,12

however, demonstrated that by guiding a user’s eye movements to a succession of target loca-
tions, and only rendering the image at high resolution at these “foveated” regions, the entire
image appeared to have full resolution. If the system knew in advance where the eye move-
ments would be directed, it could adjust the resolution at those locations, on the fly, thus sav-
ing bandwidth. Finding those perceptually relevant features, however, is a very difficult
problem. Yarbus33 showed that there is not a single stereotypic way that an image is viewed;
the way the user’s saccades are placed on the picture depends on the task. For example, if the
goal is to identify how many people there are in the picture, the set of eye movements differs
from those where the goal is to examine what the people are wearing.

A most important voice in this discussion is that of Stark.6,14 Noton and Stark’s classic
papers32,34 set the modern stage for measuring the eye movement paths, or “scanpaths,” of
human vision. They used this methodology to explore the role of particular visual stimuli in
driving attention (bottom up) versus the role of higher-level hypothesis-testing and scene
checking goals (top down) in driving the pattern of visual activity. Stark and his colleagues
have contributed both to our basic understanding of the processes that drive these scanpaths,
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and to integrating this knowledge into the development of better electronic imaging systems.
Recent evidence for top-down processing in eye movements has been obtained using an eye
tracking device that can be worn while an observer moves about in the world (Pelz et al.14).
As observers perform a variety of everyday tasks, they perform what the authors call “plan-
ful” eye movements, eye movements that occur in the middle of a task, in anticipation of the
subject’s interaction with an object in an upcoming task.

Image Features, Similarity, and Digital Libraries Applications

In Digital Libraries applications, the goal is to organize and retrieve information from a
database of images, videos, graphical objects, music, and sounds. In these applications, the
better these objects are indexed and organized, the more easily they can be searched. A key
problem, therefore, is to identify features and attributes of importance, and to provide meth-
ods for indexing and searching for objects based on these features. Understanding which fea-
tures are meaningful, or what makes objects similar, however, is a difficult problem. Methods
from signal processing and computer vision can be used to algorithmically segment images
and detect features. Since these databases are being designed for humans to search and navi-
gate, it is important to understand which features are salient and meaningful to human
observers, how they are extracted from complex objects, and how object features are used to
judge image and object similarity. Therefore, these algorithms often incorporate heuristics
gleaned from perceptual experiments regarding human color, shape, and pattern perception.
For example, the work by Petkovic and his colleagues35 includes operators that extract infor-
mation about color, shape, texture, and composition. More recently, knowledge about human
perception and cognition has been incorporated more explicitly. For example, Frese et al.11

developed criteria for image similarity based on a multiscale model of the human visual sys-
tem, and used a psychophysical model to weight the parameters of their model. Another
method for explicitly incorporating human perception has been to study how humans explic-
itly judge image similarity and use this knowledge to build better search algorithms. Rogowitz
et al.,12 for example, asked observers to judge the similarity of a large collection of images and
used a multidimensional scaling technique to identify the dimensions along which natural
objects were organized perceptually. Mojsilović et al.13 asked observers to judge the similarity
of textured designs, then built a texture retrieval system based on the perceptual results.

In this expanding area, research opportunities include the analysis of human feature per-
ception, the operationalization of these behaviors into algorithms, and the incorporation of
these algorithms into digital library systems. This includes the development of perceptual cri-
teria for image retrieval, the creation of perceptual image similarity metrics, methods for
specifying perceptual metadata for characterizing these objects, and perceptual cues for nav-
igating through large multimedia databases. An important emerging opportunity lies in
extending these methods to accommodate more complex multidimensional objects, such as 
3-D objects and auditory patterns.

Visualization

One consequence of the expanding computer age is the creation of terabytes and terabytes of
data, and an interest in taking advantage of these data for scientific, medical, and business
purposes. These can be data from satellite sensors, medical diagnostic sensors, business appli-
cations, simulations, or experiments, and these data come in many different varieties and
forms. The goal of visualization is to create visual representations of these data that make it
easier for people to see patterns and relationships, identify trends, develop hypotheses, and
gain understanding. To do so, the data are mapped onto visual (and sometimes auditory)
dimensions, producing maps, bar charts, sonograms, statistical plots, etc. A key perceptual
issue in this area is how to map data onto visual dimensions in a way that preserves the struc-
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ture in the data without creating visual artifacts. Another key perceptual issue is how to map
the data onto visual dimensions in a way that takes advantage of the natural feature extrac-
tion and pattern-identification capabilities of the human visual system. For example, how can
color and texture be used to draw attention to a particular range of data values, or a depar-
ture from a model’s predictions? (See Rogowitz and Treinish36 for an introduction to these
ideas.)

One important theme in this research is the return to Gestalt principles of organization for
inspiration about the analysis of complex visual information. The Gestalt psychologists iden-
tified principles by which objects in the visual world are organized perceptually. For example,
objects near each other (proximity) or similar to each other (similarity) appear to belong
together. If these fundamental principles could be operationalized, or if systems could be
built that take advantage of these basic rules of organization, it could be of great practical
importance. Some recent papers in this area include Kubovy’s11 theoretical and experimental
studies, experiments by Hon et al.11 on the interpolation and segmentation of sampled con-
tours, and an interactive data visualization system based on Gestalt principles of perceptual
organization (Rogowitz et al.10).

User Interface Design

As more and more information becomes available, and computer workstations and web
browsers support more interactivity and more color, we move into a new era in interface
design. With so many choices available, we now have the luxury to ask how best to use color,
geometry, and texture to represent information. A key vision paper in this area has been
Boynton’s paper2 on “the eleven colors which are almost never confused.” Instead of mea-
suring color discriminability, Boynton asked people to sort colors, to get at a higher-level
color representation scheme, and found that the responses clustered in eleven categories,
each organized by a common color name. That is, although in side-by-side comparison, peo-
ple can discriminate millions of colors, when the task is to categorize colors, the number of
perceptually distinguishable color categories is very small. In a related experiment, Derefeldt
and Swartling8 tried to create as many distinct colors as possible for a digital map application;
they were only able to identify thirty. More recently, Yendrikovskij14 extracted thousands of
images from the web and used a K-means clustering algorithm to group the colors of the pix-
els. He also found a small number of distinct color categories. This suggests that the colors of
the natural world group into a small number of categories that correspond to a small set of
nameable colors. This result is important for many applications that involve selecting colors
to represent semantic entities, such as using colors to represent different types of tumors in a
medical visualization. It is also important for image compression or digital libraries, suggest-
ing that the colors of an image can be encoded using a minimal number of color categories.
Several groups have begun developing user-interface design tools that incorporate perceptu-
ally based intelligence, guiding the designer in choices of colors, fonts, and lay-outs based on
knowledge about color discriminability, color deficiency, color communication, and legibility.
Some examples include Hedin and Derefeldt3 and Rogowitz et al.10

17.4 VERY HIGH-LEVEL APPROACHES: THE REPRESENTATION 
OF AESTHETIC AND EMOTIONAL CHARACTERISTICS

The higher-level applications discussed above, such as visualization and digital libraries, push
the envelope in electronic imaging technology. They drive developers to address the content
of the data, not just the pixel representation. As the technology improves and becomes more
pervasive, new application areas are drawn into the web, including applications that use visual
media to convey artistic and emotional meaning. For these applications, it is not just the faith-
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fulness of the representation, or its perceptual features, that are of concern, but also its natu-
ralness, colorfulness, composition, and appeal. This may seem an enormous leap, until we
realize how natural it is to think of the artistic and emotional aspects of photographic imag-
ing. Interest in using electronic media to convey artistic and emotional goals may just reflect
the maturation of the electronic imaging field.

Image Quality

Although the world “quality” itself connotes a certain subjectivity, the major focus of the
research in image quality, discussed so far, has been aimed at developing objective, algorith-
mic methods for characterizing the judgments of human observers. The research in Japan on
High-Definition TV has played a major role in shaping a more subjective approach to image
quality. This approach is based on the observation that the larger format TV, because it stim-
ulates a greater area of the visual field, produces images which appear not only more satu-
rated, but also more lively, realistic, vivid, natural, and compelling (Kusaka6). In related work
on the image quality of color images, DeRidder et al.9 found that, in some cases, observers
preferred somewhat more saturated images, even when they clearly perceived them to be
somewhat less natural. The observers’ responses were based on aesthetic characteristics, not
judgments of image fidelity.

Virtual Reality and Presence

Virtual reality is a set of technologies whose goal is to immerse the user in a visual represen-
tation. Typically, the user will wear a head-tracking device to match the scene to the user’s
viewpoint and stereo glasses whose two interlaced views provide a stereoscopic view. A
tracked hand device may also be included so that the user can interact with this virtual envi-
ronment. Although these systems do not provide adequate visual resolution or adequate tem-
poral resolution to produce a realistic visual experience, they do give the sense of “presence,”
a sense of being immersed in the environment. This new environment has motivated consid-
erable perceptual research in a diverse set of areas, including the evaluation of depth cues, the
visual contributions to the sense of presence, the role of auditory cues in the creation of a real-
istic virtual environment, and cues for navigation. This new environment also provides an
experimental apparatus for studying the effects of large-field visual patterns and the interac-
tion of vision and audition in navigation.

Color, Art, and Emotion

Since the beginning of experimental vision science, there have been active interactions
between artists and psychologists. This is not surprising since both groups are interested in the
visual impression produced by physical media. As artists use new media, and experiment with
new visual forms, perceptual psychologists seek to understand how visual effects are created.
For example, Chevreul made fundamental contributions to color contrast by studying why
certain color dyes in artistic textiles didn’t appear to have the right colors. The Impressionists
and the Cubists read the color vision literature of their day, and in some cases, the artist and
vision scientist were the same person. For example, Seurat studied the perception of color and
created color halftone paintings. Artists have continued to inspire vision scientists to this day.
For example, Papathomas,14 struck by the impressive visual depth illusions in Hughes’s wall
sculptures, used this as an opportunity to deepen our knowledge of how the visual system con-
structs the sensation of depth. Koenderink14 used 3-D sculptures to study how the human
observer constructs an impression of 3-D shape from the set of 2-D views, where there is an
infinite number of valid reconstructions. Tyler13 brought psychophysical testing to the issue of
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portrait composition, and discovered that portrait painters systematically position one of the
subject’s eyes directly along the central median of the painting.

Another approach in this area is to understand the artistic process in order to emulate it
algorithmically. The implementation, thus, is both a test of the model and a method for gen-
erating objects of an artistic process. For example, Burton11 explored how young children
express themselves visually and kinesthetically in drawings, and Brand11 implemented his
model of shape perception by teaching a robot to sculpt. Some of these goals are esoteric, but
practical applications can be found. For example, Dalton11 broadened the dialogue on Digital
Libraries by exploring how algorithms could search for images that are the same, except for
their artistic representation.

Also, as more and more artists, fabric designers, and graphic artists exploit the advances of
electronic imaging systems, the more important it becomes to give them control over the aes-
thetic and emotional dimensions of electronic images. The MIT Media Lab has been a major
player in exploring the visual, artistic, and emotional parameters of visual stimuli. In 1993,7

Feldman and Bender7 conducted an experiment where users judged the affective aspects (e.g.,
“energy,” “expressiveness”) of color pairs, demonstrating that even such seemingly vague and
subjective dimensions could be studied using psychophysical techniques. They found that color
energy depended on the color distance between pairs in a calibrated Munsell color space,
where complementary hues, or strongly different luminances or saturations, produced greater
emotional energy. These authors and their colleagues have gone on to develop emotion-based
color palettes and software tools for artistic design.

17.5 CONCLUSIONS

The field of human vision and electronic imaging has developed over the last decade, evolv-
ing with technology. In the 1980s, the bandwidth available to workstations allowed only the
display of green text, and in those days people interested in perceptual issues in electronic
imaging studied display flicker, spatial sampling, and gray-scale/resolution trade-offs. As the
technology has evolved, almost all desktop displays now provide color, and the bandwidth
allows for high-resolution, 24-bit images. These displays, and the faster systems that drive
them, allow the development of desktop image applications, desktop digital libraries applica-
tions, and desktop virtual reality applications. Application developers interested in art, visu-
alization, data mining, and image analysis can now build interactive image solutions,
integrating images and data from multiple sources worldwide. This rapid increase in technol-
ogy enables new types of imaging solutions, solutions that allow the user to explore, manipu-
late, and be immersed in images; and these in turn pose new questions to researchers
interested in perceptually based imaging systems.

Some of these new questions include, for example: How do we measure the image quality
of virtual reality environments? How do we measure presence, and what are the factors
(including interactions of multiple media) that contribute to it? How do we model the inter-
active visualization of multivariate data? How do we provide environments that allow people
to search through a sea of images? How do we create tools that artists and designers can use?
How do we use image technology to perform remote surgery? How do we build user inter-
faces that sense our mood? With each advance in technology, the systems we build grow
increasingly richer, and the questions we ask about human observers become more complex.
In particular, they increasingly require a deeper understanding of higher levels of human per-
ception and cognition. Low-level models of retinal and striate cortex function are the foun-
dation, but upon this base we need to consider other dimensions of the human experience:
color perception, perceptual organization, language, memory, problem solving, aesthetic
appreciation, and emotional response.

As electronic imaging becomes ever more prevalent in the home and the workplace, the
two-way interaction between human vision and electronic imaging technology will continue
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to grow in scope and importance. Research in human vision and its interactions with the other
senses will continue to shape the solutions that are developed to meet the requirements of the
imaging industry, which in turn will continue to motivate our understanding of the complex
process of vision that is the window to the world around us.

17.6 ADDITIONAL INFORMATION ON HUMAN VISION 
AND ELECTRONIC IMAGING

A number of archival journals and conferences have provided a venue for dissemination and
discussion of research results in the field of human vision or in the field of electronic imaging.
For human vision, these include the annual meeting of the Optical Society of America, the
annual meeting of the Association for Research in Vision and Ophthalmology, and the Euro-
pean Conference on Visual Perception (ECVP). For electronic imaging, these include the
IEEE Signal Processing Society’s International Conference on Image Processing, the annual
meeting of the Society for Information Display (SID), and several conferences sponsored or
co-sponsored by the Society for Imaging Science and Technology (IS&T), especially the
International Conference on Digital Printing Technologies (NIP), the Color Imaging Confer-
ence (CIC), co-sponsored with SID, the Conference on Picture and Image Processing (PICS),
and several conferences that are part of the Symposium on Electronic Imaging cosponsored
by the Society of Photographic and Instrumentation Engineers (SPIE) and IS&T.

The major forum for human vision and electronic imaging is the Conference on Human
Vision and Electronic Imaging co-sponsored by the International Imaging Society (IS&T)
and the Society for Photographic and Imaging Engineers (SPIE).

There are a number of excellent books on various aspects of human perception and elec-
tronic imaging, including Human Color Vision by Kaiser and Boynton,37 Foundations of
Vision by Wandell,38 Visual Perception by Cornsweet,39 Spatial Vision by De Valois and De
Valois,40 The Senses, edited by Barlow and Molon,41 The Artful Eye, edited by Gregory, Har-
ris, Rose, and Heard,42 How the Mind Works by Pinker,43 Information Visualization: Optimiz-
ing Design For Human Perception, edited by Colin Ware,44 Digital Image and Human Vision,
edited by Watson,45 Computational Models of Visual Processing, edited by Landy and
Movshon,46 and Early Vision and Beyond, edited by Papathomas et al.47

Finally, we cite a number of review articles and book chapters.24,25,48
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CHAPTER 18

VISUAL FACTORS ASSOCIATED
WITH HEAD-MOUNTED DISPLAYS*

Brian H. Tsou
Air Force Research Laboratory
Wright Patterson AFB, Ohio

Martin Shenker
Martin Shenker Optical Design, Inc.
White Plains, New York

18.1 GLOSSARY

Aniseikonia. Unequal right and left retinal image sizes. (Also see Chaps. 11 and 12.)
C, F lines. Hydrogen lines at the wavelengths of 656 and 486 nm, respectively.
D (diopter). A unit of lens power; the reciprocal of focal distance in m. (Also see Chap. 11.)
Prism diopter. A unit of angle; 100 times the tangent of the angle. (Also see Chaps. 11 and 12.)

18.2 INTRODUCTION

Some virtual reality applications require a head-mounted display (HMD). Proper imple-
mentation of a binocular and lightweight HMD is quite a challenge; many aspects of
human-machine interaction must be considered when designing such complex visual inter-
faces. We learned that it is essential to couple the knowledge of visual psychophysics 
with sound human/optical engineering techniques when making HMDs. This chapter high-
lights some visual considerations necessary for the successful integration of a wide field-of-
view HMD.
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18.3 COMMON DESIGN CONSIDERATIONS AMONG ALL HMDs

A wide field-of-view HMD coupled with gimbaled image-intensifying (see Chap. 21 of Vol. 1
for details) or infrared (see Chap. 23 of Vol. 1 for details) sensor enables helicopter pilots to
fly reconnaissance, attack, or search-and-rescue missions regardless of weather conditions.
Before any HMD can be built to specifications derived from mission requirements, certain
necessary display performance factors should be considered. These factors include function-
ality, comfort, usability, and safety. A partial list of subfactors that affect vision follows:

Functionality Comfort Usability Safety

Field of view Eye line-of-sight/focus Eye motion box Center-of-mass
Image quality Alignment Range of adjustment Weight

Safety

An analytic approach to considering these factors has been proposed.1 In general, factors can
be weighted according to specific needs. At the same time, safety—especially in the context of
a military operation—cannot be compromised.2 The preliminary weight and center-of-mass
safety requirements for helicopters3 and jets4 have been published.

It is extremely difficult to achieve the center-of-mass requirement. Hanging eye lenses in
front of one’s face necessitates tipping the center-of-mass forward. A recent survey disclosed
that pilots routinely resort to using counterweights to balance the center-of-mass of popular
night-vision goggles5 in order to obtain stability and comfort, even at the expense of carrying
more weight.

Light yet sturdy optics and mechanical materials have already made the HMD lighter than
was previously possible. In the future, miniature flat-panel displays (see Chaps. 12, 13, and 27
of Vol. 1 and Chap. 14 of Vol. 2 for details) and microelectromechanical system (MEMS)
technology6 might further lessen the total head-borne weight. Previous experience7 shows
that both the field-of-view and exit pupil have a significant impact on HMD weight. Although
we can calculate1 the eye motion box (see Eq. 1) that defines the display exit pupil require-
ment, we still do not have a quantitative field-of-view model for predicting its optimum value.

Usability

In order to avoid any vignetting, the display exit pupil size should match the eye motion box.
The eye motion box is the sum of lateral translation of the eye and the eye pupil projection
for viewing the full field of view (FOV). We assume the radius of eye rotation is 10 mm.

Eye motion box in mm 
= 2 × 10 × sin (FOV/2) + eye pupil diameter × cos (FOV/2) + helmet slippage (1)

The range of pertinent optomechanical HMD adjustments for helicopter aviators8 is listed
as minimum–maximum in millimeters in the following table:

Interpupillary distance Eye to top of head Eye to back of head

Female 53–69 107.7–141.7 152.5–190.0
Male 56–75 115.1–148.2 164.4–195.4
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Comfort

Levy9 shows that, in total darkness, the eye line-of-sight drifts, on average, about 5° down
from the horizon. Figure 1 shows the geometric relationship of the visual axis to the horizon.
Levy argues that the physiological position of rest of the eye orbit is downward pointing.
Menozzi et al.10 confirm that maximum comfort is in fact achieved when line of sight is
pointed downward. The viewing comfort was determined by the perceived muscle exertion
during gaze in a given direction for a given time. The median line of sight for the most com-
fortable gaze at 1 m is around 10° downward.

Our laboratory has also examined how normal ocular-motor behavior might improve the
comfort of using any HMD. In a short-term wear study,11 Gleason found that a range of eye-
piece lens power of AN/AVS-6 Aviator Night Vision Imaging Systems (ANVIS) produced
comparable visual acuity independent of luminance and contrast. The single best-overall eye-
piece lens power produced visual acuity equal to, or better than, that of subject-adjusted eye-
piece lens power, producing visual acuity within 2 percent of optimal. Infinity-focused
eyepieces made visual acuity worse, reducing it by 10%. In his long-term wear (4 hours) study,
−1.5 diopter (D) eyepiece lens power caused half of the subjects (n = 12) to complain of blurred
or uncomfortable vision. These studies indicate that those users, who are optically corrected to
a “most plus–best binocular visual acuity” endpoint (see Section 18.6, “Appendix”), achieve
satisfactory comfort and near optimal binocular visual acuity for extended ANVIS viewing
when an eyepiece lens power of approximately −0.75 D is added to the clinical refraction. This
result, consistent with an earlier report by Home and Poole,12 may extend to other binocular
visual displays.

Alignment tolerances13 are the maximum permissible angular deviation between the optical
axes of a binocular device that displays separate targets to the two eyes (see Chapter 12, “Binoc-
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FIGURE 1 Geometric layout of the HMD showing the visual axis being 5° down from the horizon
as discussed in the text. Also shown are the schematic depictions of miniature CRT, folding mirror,
beam-splitter, and spherical combiner. Its prescription is given in Table 1.



ular Vision Factors That Influence Optical Design,” of this volume for general issues). The ocu-
lar targets may be either identical or dichoptic (for stereoscopic presentation) but will be
treated differently depending on whether there is a requirement for superimposition of the tar-
gets onto a direct view of the environment. If the direct view is either blocked out or too dark
to see (e.g., flying at night), then it is classified as a nontransparent or closed HMD. A closed
HMD resembles immersive virtual reality simulation where the real world is not needed.

Closed HMD. Normal subjects have a substantial tolerance for angular deviation between
the images in the two eyes for the three degrees of freedom of eye rotation: horizontal, verti-
cal, and cyclorotational. These limits are especially of interest to optometrists and ophthal-
mologists. The optic axes of spectacle lenses must be aligned with the visual axes of the eyes
of the wearer. Displacement of a spectacle lens from a centered position on the visual axis of
the eye introduces a prismatic deviation that is entirely analogous to the misalignment of
binocular devices. The American National Standards Institute (ANSI) has published ANSI
280.1–198714 and permits a maximum deviation of 2⁄3 prism diopter (23 arc minutes) horizon-
tally and 1⁄3 prism diopter (11.5 arc minutes) vertically. This standard can be adopted for closed
binocular HMD. These tolerance values are summarized as follows:

Recommended Tolerances for Closed HMD

Tolerances (arc minutes)

Horizontal ±23
Vertical ±11.5
Cyclorotational ±12

Regarding the cyclorotational tolerances, both ophthalmic lenses and binocular displays
can produce rotational deviation of the images about the line of fixation. ANSI spectacle
standards do not exist for this alignment axis. Earlier research (dealing with distortion of
stereoscopic spatial localization resulting from meridional aniseikonia at oblique axes) shows
that there is considerable tolerance for cyclotorsional rotations of the images.15 However, the
effects of cyclorotational misalignment are complicated by the fact that these rotations may
result in either an oculomotor (cyclofusional) or sensory (stereoscopic) response. If the eyes
do not make complete compensatory cyclorotations, a declination error (rotational disparity)
will exist. Declination errors result in an apparent inclination (rotation about a horizontal
axis) of the display; that is, the display will appear with an inappropriate pitch orientation.

Sensitivity to declination (stereoscopic response to rotational disparity) is quite acute.
Ogle15 reports normal threshold values of ±6 arc minutes, which corresponds to an object
inclination of 5° at 3 m distance. If this threshold value were adopted for the cyclotorsion tol-
erance measurement, it would be overly conservative, as it would deny any reflex cyclofu-
sional capacity to compensate for misalignment errors. A 97 percent threshold15 (±12 arc
minutes) is suggested for adoption as the cyclofusional tolerance.

Transparent HMD. Transparent HMD optically superimposes a second image upon the
directly viewed image using a beam-combiner (see Section 18.6, “Appendix”). The difference
in alignment angles between the direct and superimposed images equals the binocular dis-
parity between target pairs.16 Horizontal binocular disparity is the stimulus to binocular
stereoscopic vision. Consequently, sufficient lateral misalignment will lead to the perception
of a separation in depth between the direct and superimposed images.

The exact nature of the sensory experience arising from lateral misalignment depends on
the magnitude of the relative disparity. Although the threshold disparity for stereopsis is gen-
erally placed at about 10 arc seconds for vertical rods,17 it can approach 2 arc seconds under
optimal conditions using >25 arc-minutes-long vertical line targets.18 The normative value of
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threshold stereopsis in the standardized Howard-Dolman testing apparatus is 16 arc seconds.
This defines 100 percent stereoacuity for clinical-legal requirements.

This extremely small stereothreshold (∼2 arc seconds for optimal conditions) establishes
an impractically small tolerance for the design of displays. However, this precision is only
required if the relative depths of the direct and superimposed fields need to correspond and
the direct and superimposed fields are dissimilar (nonfusible). An example would be the need
to superimpose a fiduciary marker over a particular location in the direct field, which is
important to military operations. If this is not a requirement, the binocular disparity between
the direct and superimposed fields need not exceed the range for pyknostereopsis in order to
permit sensory averaging of the fields. When two views are overlaid with small disparity sep-
arations (<20 arc minutes), they are depth averaged to form a single depth plane (called
pyknostereopsis).19,20 This sets an alignment tolerance of ±20 arc minutes (i.e., a maximum
binocular disparity of 20 arc minutes). This limit is also within the disparity range required for
maximum efficacy of oculomotor alignment of the eyes.21 Because of the poor sensitivity of
the human visual system to absolute disparity,22 this amount of oculomotor misalignment will
not influence the perception of absolute distances of objects in the display.

Vertical disparities do not result in local stereopsis, but they can have an effect on the over-
all stereoscopic orientation of objects in the binocular field. This response to vertical dispar-
ity is known as the induced effect. The sensitivity to vertical disparity for extended targets is
similar to that of the horizontal disparity.23 The other factor to consider when establishing ver-
tical tolerances is the dimension of Panum’s fusional area. Images falling within the Panum’s
area will fuse even if these images do not match exactly on the corresponding points between
the two eyes. The vertical dimension of Panum’s area can be as much as 2.5 times smaller than
the horizontal dimension.24

The recommended cyclorotational tolerance is based on Ogle’s15 normal threshold value
of ±6 arc minutes as discussed in the previous section. Because reflex cyclofusional would be
restricted in transparent HMD by the direct field, no relaxation for compensatory eye move-
ments has been included in this tolerance recommendation.

In formulating the final recommendations, the range of pyknostereopsis was reduced by
half to introduce a margin for individual differences. Summary recommendations for toler-
ance in transparent HMD are provided as follows:

Recommended Tolerances for Transparent HMD

Tolerances (arc minutes)

Horizontal ±10
Vertical ±4
Cyclorotational ±6

Functionality

A larger field of view equates with larger optics and, hence, a heavier piece of equipment. As
early as 1962, optical engineers partially overlapped the individual telescopes to achieve a
wider field of view without greatly increasing weight.25 The impact of partial overlap on image
quality, however, was not fully addressed until recently.26,27 These psychophysical studies on
binocular summation, rivalry, and stereopsis support a 40° binocular overlap in the middle of
the field of view as both necessary and sufficient, with a divergent configuration of the two
optical axes preferred over a convergent configuration (please note the visual axes are still
parallel or convergent). Quantitative flight data (eye gaze) and pilots’ subjective assessment
are consistent with laboratory predictions.28

Still, how large should the total field of view be? Everyday experience tells us that it
should be as large as our visual field. On the other hand, most studies consistently show there
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is no significant human performance gain as the field of view extends beyond the 40° to 60°
range.29 Restricting head movements or manipulating field-of-view aspect ratio30 does not
seem to affect the performance except for the smaller field of view (from 15° to 30°). These
studies suggest that (1) we are basically foviated beings,31,32,33 and (2) unless compensated by
large target size, our peripheral sensitivity is very poor.34 Nevertheless, quantitative models
for the useful field-of-view35,36 requirement are urgently needed so that HMD field of view is
optimized to suit each application and scenario.

Image quality is perhaps the most important parameter for the acceptance of HMD since
it is the aspect most noticeable by the users. Various image quality metrics have been devised
(see Chap. 24 of Vol. 1 for reviews). The fundamental limitation on image quality in any dis-
play is either the loss of resolution, or lack thereof. Historically, the poor resolution of the
miniature image source has hampered HMD progress; soon, the expected higher pixel den-
sity should significantly improve perceived image quality. For example, with high-definition
TV’s approximate 2000 pixels, a 50° field-of-view HMD will have 20 cy/deg resolution or a
respectable 20/30. The loss of resolution in visual optics is primarily caused by the defocus and
lateral chromatic smearing of an image point.37 When the eye is centered in the exit pupil of a
display, defocus is due to residual field curvature and astigmatism. As the eye is decentered
(or off aperture) in the exit pupil, residual amounts of uncorrected spherical aberration and
coma in the display cause additional astigmatism. Astigmatism is defined as the variation in
focus as a function of orientation in the exit pupil. Recently, Mouroulis and Zhang38 have
shown that MTFa (the area under the modulation transfer function over a specified frequency
range of from 5 to 24 cy/deg) gives good correlation with subjective sharpness judgment for
all target orientations. There is another convenient approximation to use for image quality.
Figure 2 shows plots of the variation in modulation transfer function (MTF) (see Chap. 32 of
Vol. 2 for reviews) for a 3-mm aberration-free pupil out to a frequency of 1 arc minute per line
pair (or 20/10) as its image is defocused from the best focus position. A 3-mm pupil has been
chosen because the eye is generally considered to be diffraction-limited in image quality at
near this value; we conclude that for “each tenth of diopter defocus 1 arc minute of resolution
is lost” (see Fig. 2). We arrived at the same conclusion using Greivendamp’s schematic eye.39

Greivendamp et al. showed their model correlates quite well with Snellen visual acuity. It
should be noted that, for small defocus errors (<0.5 D), a real eye can see slightly better than
our calculation predicts.40 This may be attributable to the residual spherical aberration in the
real eye. While this spherical aberration lowers the MTF for the exact in-focus image, it
increases the depth-of-focus over which the maximum resolution is visible. Regardless, our
rule of thumb is quite useful for the purpose of design evaluation.

Similarly, we approximate the residual chromatic smear as the sum of the lateral color plus
the off-aperture manifestation of the residual longitudinal color by using a pair of wedges
with zero deviation at a middle wavelength but a specific chromatic spread between the C and
F spectral lines. The loss of MTF for a 3-mm, otherwise aberration-free exit pupil is shown in
Fig. 3. It can be seen that these defects have a very significant effect on the resolution capa-
bilities at both the high and low spatial frequencies. Therefore, a rule of thumb of “2⁄3 arc
minute of resolution is lost for each arc minute of chromatic spread between C and F lines” is
applicable.

18.4 CHARACTERIZING HMD

Traditionally, we design and evaluate the image at the focal plane of photographic lenses with
a plane, aberration-free wavefront, entering the entrance pupil of the objective. This is likely
the arrangement in which the photographic lens will be utilized. The design of visual optics is
usually performed in a similar manner with a perfect wavefront at the exit pupil of the display
(which is defined as the entrance pupil of the eye in the design process). However, the use and
the real performance of such a system is best defined, from a visual point of view, by ray trac-
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ing from a perfect object and evaluating the nature of the light exiting the system. There are
at least two characteristics of this light that are of interest to the display designer.

The first of these is the direction of a ray that is defined as intersecting the center of the eye
pupil that is viewing a particular point on the object. This datum is used for evaluation of the
system magnification (i.e., mapping and distortion). If the system is supposed to be displaying
an image projected to infinity (collimated display), then the apparent direction of a point in the
field-of-view should not change as the eyes move relative to the display. Any deviation of this
ray direction across the field-of-view will bring about an apparent change of the display dis-
tortion as well. This variation of the display distortion is often referred to as “dynamic distor-
tion” or “swimming.” Next, if all the rays over the small (from 3 to 4 mm) entrance pupil of the
eye are in focus, a relatively well-corrected display will demonstrate essentially diffraction-
limited performance. However, if the eye cannot accommodate for the defocus, then this can
cause a significant loss of modulation in the image.

Thus, our approach to evaluating the display image quality is to assess the instantaneous
image quality available to the observer as he/she looks at different field angles from a partic-
ular point within the eye motion box. We define a small eye pupil at various positions in the
larger exit pupil of the display; then we compute the apparent sagittal and tangential foci for
various points in the field-of-view as seen from this particular eye point. Both the exit pupils
and the field-of-view are defined in terms of a clock face as shown in Fig. 4. The displacement
of the small eye pupil is in the 12:00 direction within the larger exit pupil of the display. This
radial direction is the same as the direction of the off-axis point in the field of view. We make
the following further definitions:
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FIGURE 2 Loss of MTF in terms of resolution with defocus. The diopter values are the amount of
defocus. At 30 percent modulation, the resolutions are about 1.1 arc minutes per line pair for in-focus,
2 for 0.2 D defocus, 3 for 0.3 D, 4.5 for 0.4 D, 6 for 0.5 D, and 12 for 1.0 D, respectively.



6:00 is the direction in the field-of-view opposite to the direction in which the eye pupil is dis-
placed or off-aperture within the large exit pupil of the display.

3:00 and 9:00 are directions in the field perpendicular to the direction in which the eye pupil is
off-aperture in the large exit pupil of the display. These values are identical.

We simply trace a matrix of object points on the object and calculate the tangential and sagit-
tal foci in diopters for each of these points. We are thus assuming that the aberration variation
across the 3- to 4-mm eye pupil is small and that the only residual defect is defocus. The three
possibilities are as follows:

If the tangential and sagittal dioptric values are equal and the defocus is such that the observer
can accommodate for this apparent distance, then the resolution potential of the display at this
point in the field reverts to the diffraction limited potential of the aperture of his/her eye.

If the tangential and sagittal values are unequal but he/she can accommodate to either of the
foci, then the image quality loss is defined by a focus halfway between the two foci.

If the tangential and/or sagittal values are such that the observer cannot accommodate for the
defocus, then the loss of image quality is defined by this total defocus value.

In this manner, a particular optical design can be evaluated for image quality. An indica-
tion that the design is not sufficiently corrected is when focus conditions at various points in
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F lines. At 30 percent modulation, the resolutions are about 1.1 arc minutes per line pair for no chromatic
spread, 2 for 3 arc minutes spread, 2.5 for 4′, 3.1 for 5′, and 6 for 10′, respectively.



the field of view change rapidly for small displacements in the exit pupil. Our method for
evaluating the potential display image quality is completely independent of their scale. It is
valid for the 1.5-m focal length tilted mirrors used in the collimated displays for flight simula-
tors, the 150- to 200-mm focal length refractive collimators used in heads-up displays, the 
50- to 75-mm focal length eyepieces used in biocular magnifiers, and the 20-mm focal length
erecting eyepiece systems used in HMD. However, for the HMD, the loss of image quality is
likely to be the most severe. We will illustrate this method with a 50° field-of-view full-overlap
binocular HMD, using only four elements to minimize weight. To conserve expense, all ele-
ments are simple spheres. The display has an overall focal length of 24.6 mm and is dimen-
sioned to provide a 19-mm exit pupil with a horizontal field of view of 50° provided by a
23-mm image source format. Our electronic driver bandwidth can only adequately display
1000 video lines, resulting in a resolution of slightly better than 20/60 (10 cy/deg). This resolu-
tion is deemed minimal in order to support flying nap-of-the-earth (terrain following) or con-
tour flight.41 The prescription is given in Table 1.

Table 2 lists the optical defocus values exhibited by this display example. A negative value
indicates that the light exiting the display is convergent and corresponds to images focused
beyond infinity. Objective measurement of the display system confirms the defocus table. The
display focus is then set to 0.87 D (see subsection entitled “Comfort”). Table 3 lists the visual
defocus values according to the eye’s ability to accommodate. Most observers cannot relax
their accommodation beyond infinity (or greater than −0.87 D in our example) and thus suf-
fer a loss in resolution corresponding to the full amount of defocus. The subjective evalua-
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tions agree with the predictions. Namely, while performance is satisfactory for the center of
the field when the eye is positioned in the center of the display exit pupil, the performance
falls off radically as the eye is decentered in the pupil. In addition, there is a significant falloff
of performance across the field of view. We suspect the image quality would not be acceptable
if the display resolution were much higher than the 20/60 used.42
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TABLE 1 Prescription for a 50° Field-of-View Display Optics

Surface Radius (mm) Thickness (mm) Glass

Object ∞ 0.519 Air
1 ∞ 2.54 BK7
2 20.559 5.715 Air
3 ∞ 8.89 SK16
4 −26.75 33.02 Air
5 119.907 2.54 SF58
6 30.384 11.43 LAF2
7 −48.552 7.62 Air
8 105.5 5.08 SK16
9 −105.5 95.325 Air

10 ∞ −38.1 Mirror
11 98.298 76.2 Mirror

Stop ∞ 0
Image ∞

TABLE 2 Optical Defocus Versus Pupil Displacements

Field Field Pupil
direction angle (deg) displaced

0 mm 2 mm 4 mm 6 mm

12–6 3–9 12–6 3–9 12–6 3–9 12–6 3–9

12:00 25 −0.4* +0.2† −0.5 +0.1 −1.0 −0.1 −1.7 −0.5
12:00 20 −0.6 0 −0.6 −0.1 −1.2 −0.3 −2.0 −0.6
12:00 15 −0.4 −0.1 −0.6 −0.1 −1.2 −0.3 −2.0 −0.7
12:00 10 −0.2 0 −0.4 −0.1 −1.1 −0.4 −2.0 −0.7
12:00 5 −0.1 0 −0.3 −0.1 −1.1 −0.4 −2.1 −0.8

0 0 0 −0.3 −0.1 −1.3 −0.4 −2.3 −0.9
6:00 5 −0.1 0 −0.5 −0.1 −1.5 −0.5 −2.6 −1.0
6:00 10 −0.2 0 −0.7 −0.2 −1.8 −0.6 −2.9 −1.1
6:00 15 −0.4 −0.1 −0.9 −0.2 −2.0 −0.6 −3.1 −1.1
6:00 20 −0.6 0 −1.1 −0.2 −2.1 −0.5 −2.9 −0.9
6:00 25 −0.4 +0.2 −0.7 +0.1 −1.5 −0.2 −1.7 −0.5

3:00 25 +0.2 −0.4 −0.2 −0.5 −1.0 −0.7 −1.8 −1.1
3:00 20 0 −0.6 −0.3 −0.7 −1.2 −1.0 −2.1 −1.4
3:00 15 −0.1 −0.4 −0.4 −0.5 −1.3 −0.9 −2.2 −1.3
3:00 10 0 −0.2 −0.4 −0.3 −1.3 −0.7 −2.3 −1.1
3:00 5 0 −0.1 −0.3 −0.2 −1.3 −0.5 −2.3 −1.0

0 0 0 −0.3 −0.1 −1.3 −0.4 −2.3 −0.9

* Negative diopters indicate convergent rays or farther than optical infinity.
† Positive diopters indicate divergent rays or closer than optical infinity.



18.5 SUMMARY

We have described various visual issues dealing with a 50° binocular HMD breadboard. Both
optical axes point downward by 5° and converge and intersect at a point about 1 m in front.
Preliminary evaluation of the breadboard in the laboratory has not revealed any problems
with respect to usability and comfort. However, the optics is undercorrected for both spheri-
cal aberration and astigmatism as shown by the defocus calculations. The astigmatism causes
the variation of focus across the field of view when viewed from the center of the eye motion
box. The spherical aberration causes the variation of focus when the eye pupil is decentered
in the eye motion box. We found that using the defocus to predict display resolution is both
valuable and intuitive in assessing HMD image quality during design and initial evaluation.

18.6 APPENDIX

There has been a concern43 with respect to the transparent HMD and heads-up display that
virtual images appear closer than the directly viewed image, inducing an undesired accom-
modation of the viewer. After investigating the issue, we did not find any support for misac-
commodation. First, let us define the following terms:

Refractive error is defined by the eye’s far point, which is the farthest distance to which the
eye can focus. Eye focus is the dioptric distance at which the eye is focused, making objects
at that distance optically conjugate with the eye’s retina. Therefore, eye focus equals the
dioptric sum of refractive error plus accommodation.
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TABLE 3 Visual Defocus Versus Pupil Displacements

Field Field Pupil
direction angle (deg) displaced

0 mm 2 mm 4 mm 6 mm

12–6 3–9 12–6 3–9 12–6 3–9 12–6 3–9

12:00 25 −0.3* +0.3† −0.3 +0.3 −0.9 0 −1.3 0
12:00 20 −0.3 +0.3 −0.3 +0.3 −0.2 0 −1.3 0
12:00 15 −0.3 +0.3 −0.2 +0.2 −0.2 0 −1.3 0
12:00 10 −0.1 +0.1 −0.2 +0.2 −0.1 0 −1.3 0
12:00 5 0 0 −0.1 +0.1 −0.1 0 −1.3 0

0 0 0 −0.1 +0.1 −0.3 0 −2.3 −0.9
6:00 5 0 0 −0.2 +0.2 −1.0 0 −2.6 −1.0
6:00 10 −0.1 +0.1 −0.3 +0.3 −1.2 0 −2.9 −1.1
6:00 15 −0.3 +0.3 −0.7 0 −1.5 0 −3.1 −1.1
6:00 20 −0.3 +0.3 −0.9 0 −1.5 0 −2.9 −0.9
6:00 25 −0.3 +0.3 −0.4 +0.4 −1.3 0 −1.2 0

3:00 25 +0.3 −0.3 +0.2 −0.2 −0.2 0 −1.8 −1.1
3:00 20 +0.3 −0.3 +0.2 −0.2 −1.2 −1.0 −2.1 −1.4
3:00 15 +0.2 −0.2 +0.1 −0.1 −0.4 0 −2.2 −1.3
3:00 10 +0.1 −0.1 0 0 −0.6 0 −2.3 −1.1
3:00 5 0 0 −0.1 +0.1 −0.8 0 −2.3 −1.0

0 0 0 −0.1 +0.1 −0.8 0 −2.3 −0.9

* Negative diopters indicate convergent rays or farther than where eye accommodates.
† Positive diopters indicate divergent rays or closer than where eye accommodates.



Accommodation is the eye’s ability to focus closer than the far point by increasing its opti-
cal power through the action of the ciliary muscles. The hyperope’s far point is beyond
optical infinity, and therefore negative in value. Hyperopes must accommodate to focus to
optical infinity. Myopia has a positive refractive error—that is, the eye is optically too
strong to focus on distance objects. Do not confuse this with the clinical convention of
associating myopia with the negative lens power of the correcting spectacles.

How is refractive error44 determined? Optometers and Clinical Refraction Optometers
(e.g., infrared,45,46,47,48 laser,49,50 and stigmatoscopy51) measure eye focus, not accommodation.
Optometers cannot distinguish between nonaccommodating 1-D myopes, emmetropes accom-
modating 1 D, or 1-D hyperopes accommodating 2 D since all are focused 1 m away. Optome-
ters approximate refractive error (i.e., far point) only when accommodation is minimized
under cycloplegia. Cycloplegia is the pharmaceutically induced paralysis of accommodation.

Thus, clinical refraction does not determine refractive error in the strict sense. Clinical
refraction determines the most-plus lens power resulting in best binocular visual acuity based
on a subjective blur criterion (see Chap. 11, “Assessment of Refraction and Refractive
Errors,” of this volume for general issues). Therefore, its theoretical endpoint places the dis-
tal end of the eye’s depth-of-field (see Chap. 24 of Vol. 1 for reviews) at the eye chart, and
does not place eye focus at optical infinity. Since eye charts are usually located about 6 m
(+0.17 D) away and the eye’s depth of field is ±0.43 D for detecting blur of small sharp-edged
high-contrast targets,52 the clinical emmetrope is about +0.6 D myopic. This concept is sup-
ported by Morgan’s53 report that subjective tests tend to overcorrect by +0.75 D, and Bannon
et al.’s51 report that apparent emmetropes focused from +0.5 to +0.75 D closer than a fixated
distant target. The presumed benefit of a myopic endpoint is that the eye’s entire depth-of-
field is maximized in real space when distant objects are viewed.

There are two potential causes for misaccommodation with transparent HMD: near-
awareness of the virtual image and accommodative-trap by the transparent combiner. While
proximal accommodation would be the result of the former, the latter may be related to the
Mandelbaum’s phenomenon. However, Jones54 found that unless the exit pupil is abnormally
constrained (<3 mm), proximal accommodation does not affect the accommodative accuracy
for targets in virtual image displays. Therefore, those deleterious proximal effects in virtual
image displays may be avoided by utilization of an exit pupil in binocular HMD sufficiently
large to encompass a natural pupil (e.g., display exit pupil matches eye motion box).

Contrary to accepted opinion, Gleason55 found that Mandelbaum’s phenomenon is not
caused by accommodative capture. Forty years ago, Mandelbaum56 reported that distant scenery
appears blurred when viewed through a window screen. The blur subsided with side-to-side
head motion and returned after a delay when head motion ceased. These collective observations
are called Mandelbaum’s phenomenon. Mandelbaum hypothesized that the eye reflexively
focused on the intervening screen instead of the desired distant scenery. Indeed, the assumed
disruption of voluntary accommodation by intervening objects is now called the Mandelbaum
effect.57 Recently, Gleason investigated Mandelbaum’s phenomenon using objective and con-
tinuous measurements of accommodation. In each trial, subjects looked directly at the distant E
and were instructed to keep the E as clear as possible. After 7 s, a mesh screen was placed in the
line of sight at the distance of either causing the greatest Mandelbaum phenomenon or at 40 cm
in front. The 40-cm distance was near the subjects’ dark focus. At 15 s, subjects were instructed
to focus on the screen. At 23 s, subjects were instructed to refocus on the distant E. After the
trial, the experimenter shook the screen side to side to verify that Mandelbaum’s phenomenon
was seen. Subjects were then questioned about what they saw during the trial. After each max-
imum Mandelbaum’s phenomenon trial, subjects reported the distant letter blurred within one
second of screen interjection; the letter remained blurred until the experimenter shook the
screen at trial’s end. These observations indicate that Mandelbaum’s phenomenon occurred
during the trial. Mandelbaum’s phenomenon was weak or nonexistent in 40-cm trials.

A narrow range of screen distances (from 0.7 to 0.9 D) produced maximum Mandelbaum’s
phenomenon. These results nearly match Mandelbaum’s report of from 0.6 to 1.1 D. The
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screen distance of maximum Mandelbaum’s phenomenon was at 0.8 D. At this distance, the
screen strands subtended 0.8 arc minute and the nominal screen gap width was 5.5 arc min-
utes. Dark focus averaged 1.7 D, matching Leibowitz and Owens’58,59 reports of 1.7 and 1.5 D
for 124 and 220 college-age observers, respectively.

Gleason found that eye focus was essentially equal for all viewing tasks requiring fixation
of the distant letter. If Mandelbaum’s phenomenon were caused by the screen’s capture of
accommodation, then accommodation would shift eye focus towards the screen. But the eye
focus is essentially unchanged before and after the introduction of the intervening screen,
indicating that the screen did not influence accommodation. Eye focus shifted to the screen
only after the instruction to focus on the screen. Moreover, eye focus returned to its initial
level after the instruction to refocus on the distant letter. Clearly, the intervening screen did
not disrupt volitional accommodation, either. Even more interesting is the fact that accom-
modative accuracy was not diminished by the perceptual blur as eye focus shifted from the
screen back to the distant letter. In fact, it turns out that clinical emmetropia promotes Man-
delbaum’s phenomenon. Since clinical emmetropes are actually myopic (+0.6 D nearsighted),
when they look at the mesh screen (placed at +0.8 D), the distant scenery (0.0 D) is defocused
by 0.6 D, but the screen is only defocused by 0.2 D. Thus, the more blurred distant scenery
may be suppressed for the benefit of the screen. This imbalance of retinal blur increases with
uncorrected clinical myopia and, consequently, less time is needed to initiate Mandelbaum’s
phenomenon. On the other hand, an uncorrected hyperope can actually focus to the distant
scenery, making the nearby screen blurrier. Now, the screen is suppressed instead of the dis-
tant scenery, precluding Mandelbaum’s phenomenon. In summary, all five subjects in Glea-
son’s study saw Mandelbaum’s phenomenon without a concomitant shift in accommodation,
which eliminates the misaccommodation concern over transparent HMD.
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CHAPTER 19

AN INTRODUCTION TO X-RAY 
AND NEUTRON OPTICS

Carolyn A. MacDonald
Walter M. Gibson
University at Albany, State University of New York
Albany, New York

19.1 A NEW CENTURY OF X-RAY AND NEUTRON OPTICS

One of Roentgen’s earliest observations, shortly after his discovery of X rays in 1895,1 was
that while the rays were easily absorbed by some materials, they did not strongly refract. Stan-
dard optical lenses, which require weak absorption and strong refraction, were therefore not
useful for manipulating the rays. New techniques were quickly developed. In 1914, van Laue
was awarded the Nobel Prize for demonstrating the diffraction of X rays by crystals. By 1929,
total reflection at grazing incidence had been used to deflect X rays.2 A more detailed history
of X-ray optics is presented in Volume II of this handbook,3 but the available optics for X rays
still can be classified by those three phenomena: refraction; diffraction; and total reflection.
Surprisingly, given that the physics governing these optics has been well known for nearly a
century, there has been a recent dramatic increase in the availability, variety, and performance
of X-ray optics for a wide range of applications. This advance has been accompanied by a sim-
ilar surge in the development of X-ray sources and detectors. The new abundance requires a
fresh look at the problem of optimizing a wide range of X-ray and neutron applications. The
development of X-ray technology has also advanced neutron science because a number of the
optics and detectors are either applicable to neutrons or have inspired the development of
neutron technology.

The purpose of this work is to provide an introduction to a variety of X-ray optics and con-
trast their use in a number of applications. Subparts 3.2 through 3.4 (Chaps. 21–30) of this vol-
ume are devoted to the discussion of the three classes of X-ray optics. Subpart 3.5 (Chaps.
31–35) elucidates source and detector properties which affect optics choices and system opti-
mization and concludes with some example applications, including diffraction, fluorescence,
and medical imaging. This list of optics and, particularly, applications cannot be exhaustive,
but is meant to provide instructive examples of how applications requirements and source
and detector properties affect optics choices. In Subpart 3.6 (Chap. 36), neutron optics are dis-
cussed and compared to X-ray optics. The appendix, following Chap. 37, includes tables of 
X-ray emission energies and X-ray optical properties of materials.

One question that arises immediately in a discussion of X-ray phenomena is precisely what
spectral range is included in the term. Usage varies considerably by discipline, but for the pur-
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poses of this volume, the X-ray spectrum is taken to be roughly from 1 to 100 keV in photon
energy (from 1.24 to 0.0124 nm wavelength). The range is extended down into the extreme
ultraviolet (EUV) to include some microscopy and astronomical optics. A detailed study of
astronomical optics, especially with respect to image transfer properties, and the metrology
and effects of roughness and profile defects, is found in Vol. II of this handbook.3 A review of
recent progress in astronomical optics is made in Chap. 28 of this volume.

The reader is also referred to a number of useful textbooks on X-ray optics.4–7

19.2 X-RAY INTERACTION WITH MATTER

X rays are applicable to such a wide variety of fields because they are penetrating but inter-
acting, have wavelengths on the order of atomic spacings, and have energies on the order of
core electronic energy levels for atoms.

X-Ray Production

X rays are produced primarily by the acceleration of charged particles, the knockout of core
electrons, or blackbody and characteristic emission from very hot sources such as laser gen-
erated plasmas or astronomical objects. The production of X rays by accelerated charges
includes incoherent emission such as Bremsstrahlung radiation in tube sources and coherent
emission by synchrotron undulators or free electron lasers. Highly coherent emission can also
be created by pumping transitions between levels in ionic X-ray lasers.

The creation of X rays by the knockout of core electrons is the mechanism for the produc-
tion of the characteristic lines in the spectra from conventional X-ray tube sources. The
incoming electron knocks out a core electron, creating a vacancy, which is quickly filled by an
electron dropping down from an outer shell. The energy difference between the outer shell
energy level and the core energy level is emitted in the form of an X-ray photon. The photon
energy is therefore characteristic of the element. K lines come from transitions from an outer
shell to a K shell inner core vacancy. K levels have principal quantum number n = 1. Kα lines
are due to transitions from an outer shell level with n = 2 to the n = 1 core level. Kβ lines come
from outer shells with n = 3. L lines are due to transitions from outer shells with n ≥ 3 to vacan-
cies in the L core level, which has n = 2. M lines are from vacancies with n = 3. Lines can be
doublet or triplet if there is more than one applicable level with the same principal quantum
number n. Tables of characteristic lines are found in the appendix to this section.

X-ray sources are discussed at more length in Chaps. 31 through 33.

Refraction

In the X-ray regime, the real part of the index of refraction of a solid can be simply approxi-
mated by8

nr = Re �	κ
� = Re ��� � �1 − � 1 − δ (1)

where n is the index of refraction, ε is the dielectric constant of the solid, ε0 is the vacuum
dielectric constant, κ is their ratio, ω is the photon frequency, and ωp is the plasma frequency
of the material. The plasma frequency, which typically corresponds to tens of eVs, is given by

ω2
p = (2)

Ne2

�
mε0

ω2
p

�
ω2

ε
�
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where N is the electron density of the material, and e and m are the charge and mass of the
electron. For X rays, the relevant electron density is the total density, including core electrons.
Thus, changes in X-ray optical properties cannot be accomplished by changes in the electronic
levels, in the manner in which optical properties of materials can be manipulated for visible
light. The X-ray optical properties are determined by the density and atomic numbers of the
elemental constituents. Tables of the properties of most of the elements are presented in 
the Appendix. Because the plasma frequency is very much less than the photon frequency, the
index of refraction is slightly less than one.

Absorption and Scattering

The imaginary part of the index of refraction for X rays arises primarily from photoelectric
absorption. This absorption is largest for low-energy X rays and has peaks at energies resonant
with core ionization energies of the atom. A table of K edge absorption energies is given in the
Appendix. X rays can also be deflected out of the beam by incoherent or coherent scattering
from electrons. Coherent scattering from nearly free electrons (Thomson scattering) is respon-
sible for the decrement to the real part of the index of refraction given in Eq. (1). Rayleigh scat-
tering is coherent scattering from tightly bound electrons. The constructive interference of
coherent scattering from arrays of atoms constitutes diffraction. Incoherent (Compton) scatter-
ing occurs when the photon exchanges energy and momentum with the electron. Compton scat-
tering becomes increasingly important for high energy photons and thick transparent media.

19.3 OPTICS CHOICES

Refractive Optics

One consequence of Eq. (1) is that the index of refraction of all materials is very close to unity
in the X-ray regime. Thus Snell’s law implies that there is very little refraction at the interface,

(1) sin � − θ1� = n sin � − θ2� (3)

where the first medium is vacuum and the second medium has index n, as shown in Fig. 1. In
X-ray applications the angles θ are measured from the surface, not the normal to the surface.
If n is very close to one, θ1 is very close to θ2. Thus, refractive optics are more difficult to
achieve in the X-ray regime. The lens maker’s equation,

f = (4)

gives the relationship between the focal length of a lens, f, and the radius of curvature of the
lens, R. The symmetric case is given. Because n is very slightly less than one, the focal length pro-
duced even by very small negative-radius (convex) lenses is rather long. This can be overcome
by using large numbers of surfaces in a compound lens. Because the radii must still be small, the
aperture of the lens cannot be large, and refractive optics are generally better suited to narrow
synchrotron beams than to isotropic point sources. Refractive optics are discussed in Chap. 20.

Diffractive and Interference Optics

The coherent addition of radiation from multiple surfaces or apertures can only occur for a
very narrow wavelength bandwidth. Thus, diffractive and interference optics such as crystals,
gratings, multilayers, and zone plates, are all wavelength selective.

�
R
2

�

�
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π
�
2

π
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2
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To achieve constructive interference, the spacing of a grating must be arranged so that the
radiation from successive sources is in phase, as shown in Fig. 2. The circular apertures of zone
plates, discussed in Chap. 23, are similar to the openings in a transmission grating. The super-
position of radiation from the circular apertures results in focusing of the radiation to points
on the axis.

Diffractive optics operate on the same principle—coherent superposition of many rays.9

The most common diffractive optic is the crystal.
Arranging the beam angle to the plane, θ, and plane spacing, d, as shown in Fig. 3, so that

the rays reflecting from successive planes are in phase (and ignoring refraction); yields the
familiar Bragg’s law,

nλ = 2d sin θ (5)

19.8 X-RAY AND NEUTRON OPTICS

FIGURE 1 Refraction at a vacuum-to-material
interface.

FIGURE 2 Schematic of constructive interference
from a transmission grating. λ is the wavelength of the
radiation. The extra path length indicated must be an
integral multiple of λ. Most real gratings are used in
reflection mode.



where n is an integer and λ is the wavelength of the X ray. Bragg’s law cannot be satisfied for
wavelengths greater than twice the plane spacing, so crystal optics are limited to low wave-
length, high energy, X rays. Multilayers, as shown in Fig. 4, are artificial crystals of alternating
layers of materials. The spacing, Λ, which is the thickness of a layer pair, replaces d in Eq. (5),
and can be much larger than crystalline plane spacings. Multilayers are therefore effective for
lower-energy X rays. Diffractive and interference optics are discussed in Subpart 3.3, Chaps.
21 through 25. Diffraction is also discussed in Chap. 35.

Reflective Optics

Using Snell’s law, Eq. (3), the angle inside a material is smaller than the incident angle in vac-
uum. For incident angles less than a critical angle, θc, no wave can be supported in the medium
and the incident ray is totally externally reflected. The critical angle is given by

sin � − θc� = n × sin � � (6)

Thus, using small angle approximations and Eq. (1),

θc � (7)
ωp
�ω

π
�
2

π
�
2
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FIGURE 3 Bragg diffraction from planes with spac-
ing d. The extra path length, (s2 + s3) − s1, must be an
integral multiple of λ.

FIGURE 4 Bragg diffraction from multilayers with spacing Λ. d1 is the thickness
of the first layer, for example the silicon layer, and d2 the thickness of the other,
for example the Molybdenum in a Mo/Si multilayer.



Because the plasma frequency is very much less than the photon frequency, total external
reflection only occurs for very small grazing incidence angles. This phenomenon is used
extensively for single reflection mirrors for synchrotrons, X-ray microscopes, and X-ray tele-
scopes. Multichannel plate optics are also single reflection mirrors. Since the solid angle that
can be captured by a mirror is determined by θc, single reflection optics are most commonly
used at lower energies, where θc is largest. Multiple reflections are used to transport X rays in
glass capillary optics, and polycapillary arrays. Single and multiple total reflection optics are
discussed in Subpart 3.4, Chaps. 26 through 30.

Simulations

One of the most significant tools for achieving rapid development of new X-ray optics has been
the upsurge in modeling capability associated with the rise in available computing power. One
commonly used program is SHADOW, which is available at http://www.xraylith.wisc.edu/
shadow/shadow.html. Many other programs have been developed, particularly for more spe-
cialized analysis of particular optics, and are referenced in the following chapters.

Applications

X rays have long been essential tools for medical imaging and materials analysis. The appli-
cation of X-ray optics to medical imaging, to the analysis of material structure by diffraction,
and to the analysis of composition by microfluorescence is discussed in Chap. 35 in this sec-
tion. Two somewhat newer applications are X-ray proximity lithography for the production of
microelectronics devices, and X-ray microscopy. X-ray microscopy is particularly useful for
the investigation of samples that are too opaque or have features that are too fine for light
microscopy, but that are too delicate for electron microscopy. These two applications are also,
more briefly, discussed. The best choice of optic for a particular application depends on the
application requirements, but is also influenced by the properties of the available sources and
detectors. A discussion of detector properties can be found in Chap. 34.

19.4 REFERENCES

1. W. C. Röntgen, “On a New Form of Radiation,” Nature 53:274–276 (January 23, 1896). (English trans-
lation from Sitzungsberichte der Würzburger Physik-medic. Gessellschaft, 1895.)

2. F. Jentzch, Phys. Z. 30:1268 (1929).

3. James E. Harvey, “X-Ray Optics,” chapter 11, in M. Bass (ed.), Handbook of Optics, second ed., vol.
II, McGraw-Hill, New York, 1995.

4. A. G. Michette and C. J. Buckley (eds.), X-Ray Science and Technology, Institute of Physics Publishing,
Philadelphia, 1993.

5. E. Spiller, Soft X-Ray Optics, SPIE, Bellingham, WA, 1994.

6. H. J. Queisser, X-Ray Optics (Topics in Applied Physics, vol. 22), Springer Verlag, New York, 1977.

7. A. I. Erko, V. V. Aristov, and B. Vidal, Diffraction X-Ray Optics, IOP Publishing, Philadelphia, 1996.

8. J. D. Jackson, Classical Electrodynamics, John Wiley & Sons, New York, 1962, p. 227.

9. Bernard D. Cullity, Elements of X-Ray Diffraction, Addison Wesley Longman, Reading, MA, 1978.

19.10 X-RAY AND NEUTRON OPTICS



REFRACTIVE OPTICS

S � U � B � P � A � R � T � 3.2

Copyright 2001 by The McGraw-Hill Companies, Inc. Click Here for Terms of Use. 



This page intentionally left blank.



CHAPTER 20

REFRACTIVE X-RAY OPTICS

B. Lengeler, C. Schroer, J. Tümmler, 
and B. Benner
Zweites Physikalisches Institut, RWTH Aachen
Aachen, Germany
A. Snigirev and I. Snigireva
European Synchrotron Radiation Facility—ESRF
Grenoble, France

20.1 INTRODUCTION

Refractive lenses made out of glass are among the most widely used optical components for
visible light, with a broad spectrum of applications in focusing and imaging. For a long time,
refractive lenses for the hard X-ray range were considered unfeasible. The weak refraction of
X rays in matter and their strong absorption seemed to be insurmountable obstacles. In 1996,
it was shown that these obstacles can be circumvented and that linear lenses, shaped as a row
of drilled holes in a bloc of aluminum or beryllium, can be manufactured with about 1 m focal
length and a transmission of a few percent for a geometric aperture of 1 mm.1–3 In the mean-
time the concept and the manufacture of the lenses have been improved considerably. The
new lenses have a parabolic profile and rotational symmetry around the optical axis. Hence,
they focus in two directions and are free of spherical aberration. They are genuine imaging
devices, like glass lenses for visible light.4–6

20.2 CONCEPT AND MANUFACTURE 
OF PARABOLIC X-RAY LENSES

It has been shown in an extensive paper that most formulas known from ordinary optics, like
those for the focal length, for the imaging properties and for the lateral and longitudinal res-
olution can be transferred to the X-ray regime.6 The main difference is in the effect of absorp-
tion and surface roughness in the effective aperture. The most outstanding property of
refractive X-ray lenses is the small value of their numerical aperture, NA, which is below 10−4.
The index of refraction n for X rays in matter reads7

n = 1 − δ − iβ (1)

δ = r0λ2ρ (2)
Z + f ′
�

A
Na
�
2π

20.3
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β = λµ/4π (3)

Here, Na is Avogadro’s number, r0 the classical electron radius, λ = 2π/k1 = 2πc/ω the photon
wavelength, Z + f ′ the real part of the atomic scattering factor (in the forward direction)
including the dispersion correction f ′, A the atomic mass, µ the linear coefficient of attenua-
tion, and ρ the density of the lens material. δ is a very small number, of the order 10−6. β is even
smaller by three orders of magnitude. Since the real part of n is smaller than 1, a focussing 
X-ray lens must have concave shape (Fig. 1a). In order to obtain a focal length f in the range
of one meter many single lenses have to be stacked behind each other to form a compound
refractive lens (CRL) as shown in Fig. 1b. The focal length of such a CRL with parabolic pro-
file s2 = 2Rw and N individual biconcave lenses is (Fig. 1)

f = R/2Nδ (4)

as measured from the middle of the lens. R is the radius of curvature at the apex of the
parabolas. A lens with thickness 2w0 + d has an aperture 2R0 = 2	2Rw0
. An Al CRL for use
at 15 keV needs N = 42 individual lenses in order to have a focal length of 1 m (f = 0.986 m)
when R = 200 µm. For 2w0 = 1 mm, the CRL has a length of about 42 mm, which is short com-
pared to the focal length. The thickness d between the apices of the parabolas is typically 10
µm (Fig. 1). The parabolic lenses, used up to now, have been manufactured at the University
of Technology in Aachen.6 They are made out of Al by a pressing technique similar to that
used in coining metallic money pieces. The piece of Al which will become the lens is set in a
metallic ring 12 mm in diameter and 1 mm thick. Two hard metal dies have convex parabolic
protrusions which face each other and which press the lens profile simultaneously from both
sides into the Al. For that purpose, the dies and the lens are guided in a centering ring. All
high precision parts (lens ring, paraboloids, and centering ring) are manufactured with a pre-
cision of a µm by means of a computer controlled tooling machine. The individual lenses are
stacked behind one another by means of two high-precision shafts, so that their optical axes
are aligned with a precision of a µm. Figure 2 shows a sketch of an assembled CRL. It has the
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FIGURE 1 Parabolic compound refractive lens
(CRL). The individual lenses (a) are stacked to form a
CRL (b).



size of a match box. It is very easy to align the lens in the beam. A preadjustment is done by
means of an alignment hole that allows one to set the lens axis parallel to the X-ray beam (Fig.
2). Since the focus stays on the optical axis, the whole alignment takes less than 15 min.

It turns out that CRLs are very robust and stable. They withstand the white beam of an
undulator beam line at third generation synchroton radiation surces [like European Syn-
chrotron Research Facility (ESRF) in Grenoble]. The 50 W of the beam increases the tem-
perature of the CRL in still air to 150° C. No deterioration of the performance of the lens was
observed.

20.3 GENERATION OF A MICROFOCUS BY MEANS OF A CRL

X rays are used extensively in analysis, like diffraction, small angle scattering, fluorescence,
absorption, and reflectometry. There is a growing need to combine those techniques with high
lateral resolution in the µm range. Refractive CRLs are excellently suited for that purpose.
They are able to image the source onto the sample with a demagnification by a factor of typ-
ically 50. Undulators at third-generation synchrotron radiation sources have a size of typically
ah = 700 µm full width at half-maximum (FWHM) in the horizontal and dν = 35 µm in the ver-
tical. Figure 3 shows the image of the undulator source of beamline ID22 at the ESRF demag-
nified by an Al CRL (E = 20.5 keV, N = 61, d = 25 µm, µ = 8.37/cm, δ = 1.29 � 10−6). The
intensity distribution behind the lens has been calculated in detail.6 In the image plane at L20

behind the lens (L20 = L1f/(L1 − f )), with L1 being the source to lens distance), the intensity
has a Gaussian profile with FWHM

Bν = 	(dνL20
/L1)2 +
 (2	2
 ln 2
λL
20/πDe
ff)2
 (5)

for the vertical direction and a similar expression Bh for the horizontal direction with dh

instead of dν. Here Deff is the effective aperture

Deff = 2R0	[1 − ex
p (−ap
)]/ap
 (6)

with

ap = R2
0(µNR + 2Nk2

1 δ2σ2)/2R2 (7)

Bν contains two contributions: The first one, dνL20/L1, is the demagnification of the source
according to geometrical optics. The second term, 0.75λL20/Deff, describes the influence of
diffraction at the effective aperture of the lens. The parameter ap takes into account the influ-
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FIGURE 2 Compound refractive lens.



ence of attenuation µ in the lens material and the influence of surface roughness σ in the lens
surface. For Al lenses which have a surface roughness of σ = 0.1 µm rms, roughness makes a
negligible contribution to the effective aperture of the lens. In the case of Fig. 3, it is f = 1.271 m,
L1 = 62.65 m, L20 = 1.297 m, µNR = 10.211, 2Nk2

1δ2σ2 = 0.022, ap = 25.558, Deff = 177.0 µm.
Here, a comment is appropriate about the influence of roughness on the performance of X-ray

mirrors as opposed to X-ray lenses. Roughness reduces the transmission and the reflectivity
according to a Rayleigh damping factor exp(−2Q2σ2). For a mirror, the momentum transfer, Q, is
2k1θ with a typical value of 0.2° for the angle of reflection θ. For λ = 1 Å, it is Q = 4.4 � 10−2

Å−1. For an Al CRL at 12.4 keV with δ = 3.54⋅10−6, N = 28, and f = 1 m, the momentum transfer
	2N
 k1δ is 1.7⋅10−4Å−1. The low value of Q for a CRL allows much larger values for the rough-
ness σ. If a mirror for hard X rays needs a surface finish of a nm rms, a CRL needs a finish of a
µm. This reduces drastically the requirements for manufacturing refractive X-ray lenses.

The transmission of a CRL is given by

Tp = exp (−µNd)[1 − exp (−2ap)]/2ap (8)

When surface roughness is neglected, ap can be expressed in terms of the mass attenuation
coefficient µ/ρ and the focal length f as

2ap = � � (9)
A

��
Nar0λ2(Z + f ′)

πR2
0

�
f

µ
�
ρ
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FIGURE 3 Image of the undulator source of beamline
ID22 at the ESRF as imaged by an Al lens at 62.65 m
from the source (E = 20.5 keV) and linear scans across
the image in the horizontal and vertical directions.



For a given focal length f and a given wavelength λ, the transmission of the lens increases with
decreasing µ/ρ. In other words, low Z materials, like Li, Be, B, C, and Al, are favorable. The
photoabsorption decreases with the energy at about E−3. However, at about 0.2 cm2/g the
decrease almost levels off when Compton scattering exceeds photoabsorption.8 Compton-
scattered photons do not contribute to the image formation. They generate a blur of the focal
spot. In the end it is Compton scattering that limits the effective aperture and hence the res-
olution of CRL for X rays. The gain g of a CRL is defined as the ratio of the intensity in the
focal spot and the intensity behind a pinhole of equal size. It is

g = Tp4R2
0/BνBh (10)

The great advantage of beryllium as lens material as compared to aluminum becomes visible
in the transmission and in the gain. A Be lens with R = 0.2 mm, 2R0 = 0.895 mm, d = 20 µm, 
σ = 0.2 µm rms, and N = 52 individual lenses has f = 1.269 m at 15 keV. In this case, ap = 1.483,
Deff = 646 µm, and the transmission is 30 percent. The expected gain is larger than 10,000 com-
pared to a value between 100 and 200 for a similar Al CRL.

Instead of focussing a beam, a CRL can also be used to make the beam highly parallel. The
beam emitted by high-β undulators at ESRF has already a low divergence of 25 µrad and can
be made even less divergent by means of a CRL, when the source is in the focal spot of the
lens. The beam divergence is then

∆ϑν = 	(dν/L1
)2 + (1
.029λ/
Deff)2
 (11)

and a corresponding expression for the horizontal divergence ∆ϑh. A single Al lens with 
2R0 = 0.895 mm, R = 0.2 mm, has at 15 keV a focal length f = L1 = 41.43 m. This is the typical dis-
tance between the source and the first hutch at ESRF beamlines. In that case Deff = 0.708 mm
and ∆ϑν = 0.85 µrad, which is 29 times smaller than the divergence of undulator beams with-
out lens. In the horizontal the reduction is less drastic, with ∆ϑh = 17 µrad. In both cases, it is
the source size that determines the beam divergence behind the lens.

20.4 IMAGING OF AN OBJECT ILLUMINATED BY AN X-RAY
SOURCE BY MEANS OF A CRL: HARD X-RAY MICROSCOPE

CRLs are not only useful optical devices in microanalysis, they can also be used as main compo-
nents in a hard X-ray microscope. For that purpose, the object to be imaged is illuminated from
behind by an undulator source. The lens is placed a distance L1 behind the sample and the image
is transferred by the lens onto a position sensitive detector a distance L20 = L1 f /(L1 − f ) behind
the lens. As in any microscope, the object is located slightly outside of the focal length of the
CRL in order to achieve a large magnification f /(L1 − f ). Magnifications up to 50 can be
achieved at the ESRF beamline ID22. The main advantage of a large magnification is in the
relaxed requirements on the detector. Good detectors have a point spread function of 1 µm.9

With a magnification above 20, details in the object below 0.1 µm can be resolved by the detector.
The distribution of intensity in the image plane of the microscope at L20 has been calculated in
detail.6 The lateral resolution for incoherent illumination, defined as the distance between two
object points that are separated in the image plane by the FWHM of the image of one point, is

dt = 0.75λ/2NA (12)

where the numerical aperture is

NA = Deff /2L1 (13)

Figure 4 shows the image of a Fresnel zone plate (169 Au rings on a Si3N4 substrate, see Chap.
23) imaged by an Al CRL at 23.5 keV with N = 62, f = 1.648 m, L1 = 1.786 m, and L20 = 21.4 m.
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The theoretical resolving power was dt = 0.34 µm. The outermost zone of the object has a width
of 0.3 µm and is clearly resolved in the image. For a Be CRL, a lateral resolution of 0.07 µm is
feasible. As mentioned previously, Compton scattering ultimately limits the resolving power of
the new microscope. As in normal optics, the longitudinal resolving power dl of the microscope is

dl = 2λ/π(NA)2 (14)

Since the NA is typically between 10−4 and 10−5, dl is in the 10 mm range. In other words, the
hard X-ray microscope has no longitudinal resolution and the full 3-dimensional structure of
a thick sample has to be obtained by tomographic techniques. The potential of the new micro-
scope for investigating opaque objects is demonstrated in Fig. 5. A square Au grid with 15-µm
period is imaged by an Al CRL at 23.5 keV. Attached to the lower part of the grid is a second
linear array of Au lines with a period of 1 µm. This linear array is attached from behind and is
therefore not visible in the scanning electron micrograph (Fig. 5b), whereas it is clearly visi-
ble in phase contrast in the X-ray microscope.

20.5 SUMMARY AND OUTLOOK

Compound refractive X-ray lenses with parabolic profile have been manufactured. Today,
they are used up to about 55 keV. They have a geometric aperture of 1 mm and are best suited
for undulator beams at synchrotron radiation storage rings. They are stable in the white beam
of an undulator. Due to their parabolic profile they are free of spherical aberration and are
genuine imaging devices. An object area of 300 µm in diameter can be imaged. The lateral res-
olution achieved up to now is 0.3 µm. A resolution below 0.1 µm can be expected. The trans-
mission of aluminum CRL is of the order of a few percent, the gain is above 100. For Be CRL
the transmission can be as high as 30 percent and the gain can be 10,000. The main fields of
application of the new X-ray lenses are: (1) microanalysis with a beam in the µm range for
diffraction, fluorescence, absorption, and reflection; (2) imaging of opaque objects in absorp-
tion and phase contrast, and (3) coherent x-ray scattering.

Although CRLs are best adapted to the small size of an undulator beam, this use is not the
only one conceivable. The development of optics for the combination of a microfocus X-ray
tube and a CRL is on the way.
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FIGURE 4 X-ray micrograph (23.5 keV) of a Fresnel-Zone plate (gold
rings on Si3Ni4) with the outermost zone 0.3 µm in width.
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FIGURE 5 (a) X-ray micrograph of a gold
mesh (15-µm period in both directions). The
lower squares have attached to them from
behind a second linear gold grid with 1-µm
period. In contrast to the electron microscope
[electron micrograph shown in (b)], the X-ray
microscope is able to image the linear grid
behind the bars of the square mesh.

(a)

(b)
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CHAPTER 21

GRATINGS AND
MONOCHROMATORS 
IN THE VUV AND SOFT 
X-RAY SPECTRAL REGION

Malcolm R. Howells
Advanced Light Source, Lawrence Berkeley 
National Laboratory Berkeley, California

21.1 INTRODUCTION

Spectroscopy in the photon energy region from the visible to about 1 to 2 keV is generally
done using reflection gratings. In the region above 40 eV, reasonable efficiency is only
obtained at grazing angles and in this article we concentrate mainly on that case. Flat gratings
were the first to be used and even today are still important. However, the advantages of
spherical ones were recognized very early.1 The first type of focusing grating to be analyzed
theoretically was that formed by the intersection of a substrate surface with a set of parallel
equispaced planes: the so-called “Rowland grating.” The theory of the spherical case was
established first,1–3 and was described comprehensively in the 1945 paper of Beutler.4 Treat-
ments of toroidal5 and ellipsoidal6 gratings came later, and the field has been reviewed by
Welford,7 Samson,8 Hunter,9 and Namioka.10

The major developments in the last three decades have been in the use of nonuniformly
spaced grooves. The application of holography to spectroscopic gratings was first reported by
Rudolph and Schmahl11,12 and by Labeyrie and Flamand.13 Its unique opportunities for opti-
cal design were developed initially by Jobin-Yvon14 and by Namioka and coworkers.15,16 A dif-
ferent approach was followed by Harada17 and others, who developed the capability to
produce gratings with variable-line spacing through the use of a computer-controlled ruling
engine. The application of this class of gratings to spectroscopy has been developed still more
recently, principally by Hettrick.18

In this report we will give a treatment of grating theory up to fourth order in the optical
path, which is applicable to any substrate shape and any groove pattern that can be produced
by holography or by ruling straight grooves with (possibly) variable spacing. The equivalent
information is available up to sixth order at the website of the Center for X-Ray Optics at the
Lawrence Berkeley National Laboratory.19

21.3
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21.2 DIFFRACTION PROPERTIES

Notation and Sign Convention

We adopt the notation of Fig. 1 in which α and β have opposite signs if they are on opposite
sides of the normal.

Grating Equation

The grating equation may be written

mλ = d0 (sin α + sin β) (1)

The angles α and β are both arbitrary, so it is possible to impose various conditions relat-
ing them. If this is done, then for each λ, there will be a unique α and β. The following condi-
tions are used:

1. On-blaze condition:

α + β = 2θB (2)

where θB is the blaze angle (the angle of the sawtooth). The grating equation is then

mλ = 2d0 sin θB cos (β + θB) (3)

2. Fixed in and out directions:

α − β = 2θ (4)

where 2θ is the (constant) included angle. The grating equation is then

mλ = 2d0 cos θ sin (θ + β) (5)
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FIGURE 1 Grating equation notation.



In this case, the wavelength scan ends when α or β reaches 90°, which occurs at the hori-
zon wavelength λH = 2d0 cos2 θ.

3. Constant incidence angle: Eq. (1) gives β directly.
4. Constant focal distance (of a plane grating):

= a constant cff (6)

leading to a grating equation

1 − � − sin β�
2

= (7)

Equations (3), (5), and (7) give β (and thence α) for any λ. Examples where the above α–β
relationships may be used are as follows:

1. Kunz et al. plane-grating monochromator (PGM),20 Hunter et al. double PGM,21 colli-
mated-light SX700.22

2. Toroidal-grating monochromators (TGMs),23,24 spherical-grating monochromators (SGMs,
also known as the Dragon system),25 Seya-Namioka,26,27 most aberration-reduced holo-
graphic SGMs,28 and certain PGMs.18,29,30 The variable-angle SGM31 follows Eq. (4)
approximately.

3. Spectrographs, Grasshopper monochromator.32

4. SX700 PGM33 and variants.22,34

21.3 FOCUSING PROPERTIES35

Calculation of the Path Function F

Following normal practice, we provide an analysis of the imaging properties of gratings by
means of the path function F.16 For this purpose we use the notation of Fig. 2, in which the
zeroth groove (of width d0) passes through the grating pole O, while the nth groove passes
through the variable point P(� , w, l).

F is expressed as

F = �
ijk

Fijkwilj

where

Fijk = zkCijk(α, r) + z′kCijk(β, r′) + fijk (8)

and the fijk term, originating from the groove pattern, is given by one of the following expres-
sions:

Rowland

fijk = �
1 when ijk = 100, 0 otherwise 

�
d
λ0

0
� [zk

CCijk(γ, rC) ± zk
DCijk(δ, rD)] holographic (9)

nijk varied line spacing

mλ
�
d0

cos2 β
�

c2
ff

mλ
�
d0

cos β
�
cos α
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The holographic groove pattern in Eq. (9) is assumed to be made using two coherent point
sources C and D with cylindrical polar coordinates (rC, γ, zC), (rD, δ, zD) relative to O. The
lower (upper) sign refers to C and D, both real or both virtual (one real and one virtual), for
which case the equiphase surfaces are confocal hyperboloids (ellipses) of revolution about
CD. The grating with varied line spacing d(w) is assumed to be ruled according to d(w) =
d0(1 + ν1w + ν2w2 + . . .). We consider all the gratings to be ruled on the general surface x =
�ijaijwilj and the aij coefficients36 are given for the important substrate shapes in Tables 1 and 2.
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FIGURE 2 Focusing properties notation.

TABLE 1 Ellipsoidal Mirror aij’sa,36
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Other aij’s with i + j ≤ 4 are zero.

a r, r′ and θ are the object distance, image distance, and incidence angle to the nor-
mal, respectively, and 

A = �
sin

2
θ

���
1
r

� − �
r
1
′
��, C = A2 + �

r
1
r′
�. 

The aij’s for spheres; circular, parabolic, or hyperbolic cylinders; paraboloids; and hyper-
boloids can also be obtained from Tables 1 and 2 by suitable choices of the input param-
eters r, r ′, and θ.



T = T(r, α) = − 2a20 cos α, S = S(r, α) = − 2a02 cos α (10)
1
�
r

cos2 α
�

r
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TABLE 2 Toroidal Mirror aij’sa,36

a20 = �
2
1
R
� a02 = �

2
1
ρ
�

a04 = �
8R

1
3�

a30 = �
8R

1
3� a22 = �

4 ρ
1
R2�

Other aij’s with i + j ≤ 4 are zero

a R and ρ are the major and minor radii of the bicycle-tire toroid.

TABLE 3 Coefficients Cijk of the Expansion of Fb,16

C011 = − �
1
r

� C020 = �
S
2

�

C022 = − �
4
S
r2� − �

2
1
r3� C031 = �

2
S
r2� C100 = − sin α

C040 = �
4a2

02

8r
− S2

� − a04 cos α C200 = �
T
2

� C111 = − �
sin

r2

α
�

C120 = �
S s

2
in
r

α
� − a12 cos α C102 = �

si
2
n
r2

α
� C202 = − �

4
T
r2� + �

si
2
n
r

2

3

α
�

C300 = −a30 cos α + �
T s

2
i
r
n α
� C211 = �

2
T
r2� − �

sin
r

2

3

α
�

C220 = −a22 cos α + �
4
1
r
�(4a20a02 − TS − 2a12 sin 2α) + �

S s
2
in
r2

2 α
�

C400 = −a40 cos α + �
8
1
r
�(4a2

20 − T2 − 4a30 sin 2α) + �
T s

2
i
r
n

2

2 α
�

b The coefficients for which i ≤ 4, j ≤ 4, k ≤ 2, i + j + k ≤ 4, and j + k = even are included
in these tables.

TABLE 4 Coefficients nijk of the Expansion of F

nijk = 0 for j,k ≠ 0

n100 = 1 n300 = �
ν2

1 −
3

ν2
�

n200 = �
−

2
ν1
� n400 =�

−ν3
1 + 2ν

4
1ν2 − ν3
�

The coefficient Fijk is related to the strength of the i, j, k aberration of the wavefront
diffracted by the grating. The coefficients Cijk and nijk are given in Tables 3 and 4 in which the
following notation is used:



Determination of the Gaussian Image Point

By definition the principal ray AOB0 arrives at the Gaussian image point [B0(r ′0, β0, z′0) in Fig. 2].
Its direction is given by Fermat’s principle which implies (∂F/∂w)w = 0, l = 0 = 0, (∂F/∂l)w = 0, l = 0 = 0,
from which

= sin α + sin β0, + = 0 (11)

which are the grating equation and the law of magnification in the vertical direction. The tan-
gential focal distance r′0 is obtained by setting the focusing term F200 equal to zero and is given by

T(r, α) + T(r′0, β0) =

0 Rowland

�− [T(rC, γ) ± T(rD,δ)] holographic (12)

�
ν1

d
m

0

λ
� varied line spacing

Equations (11) and (12) determine the Gaussian image point B0 and, in combination with the
sagittal focusing condition (F020 = 0), describe the focusing properties of grating systems under
the paraxial approximation. For a Rowland spherical grating the focusing condition [Eq. (12)] is

� − � + � − � = 0 (13)

which has the following important special cases:

1. A plane grating (R = ∞) implying r ′0 = −r cos2 α/ cos2 β = −r/c2
ff, so that the focal distance and

magnification are fixed if cff is held constant.37

2. Object and image on the Rowland circle; r = R cos α, r ′0 = R cos β, and M = 1.
3. β = 0 (Wadsworth condition).

The tangential focal distances of TGMs and SGMs with or without moving slits are also
determined by Eq. (13).

Calculation of Ray Aberrations

In an aberrated system, the outgoing ray will arrive at the Gaussian image plane at a point BR

displaced from the Gaussian image point B0 by the ray aberrations ∆y′ and ∆z′ (Fig. 2). The
latter are given by38,39,40

∆y′ = , ∆z′ = r ′0 (14)

where F is to be evaluated for A = (r, α, z), B = (r′0, β0, z′0). By means of the series expansion of
F, these equations allow the ray aberrations to be calculated separately for each aberration
type, as follows:

∆y′ijk = Fijkiwi − 1lj, ∆z′ijk = r ′0Fijkwijlj − 1 (15)
r ′0�

cos β0

∂F
�
∂l

∂F
�
∂w

r′0
�
cos β0

cos β
�

R
cos2 β
�

r′0
cos α
�

R
cos2 α
�

r

mλ
�
λ0

z′0
�
r′0

z
�
r

mλ
�
d0
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Moreover, provided the aberrations are not too large, they are additive, so that they may
either reinforce or cancel.

21.4 DISPERSION PROPERTIES

Angular Dispersion

� �
α

= (16)

Reciprocal Linear Dispersion

� �
α

= � Å/mm (17)

Magnification (M)

M(λ) = (18)

Phase-Space Acceptance (ε)

ε = N∆λS1
= N∆λS2

(assuming S2 = MS1) (19)

where N is the number of participating grooves.

21.5 RESOLUTION PROPERTIES

The following are the main contributions to the width of the instrumental line spread function
(an estimate of the total width is the vector sum):

1. Entrance slit (width S1):

∆λS1
= (20)

2. Exit slit (width S2):

∆λS2
= (21)

S2d cos β
��

mr ′

S1 d cos α
��

mr

r ′
�
r

cos α
�
cos β

10−3 d[Å] cos β
��

mr′[m]
d cos β
�

mr′
∂λ

�
∂(∆y′)

d cos β
�

m
∂λ
�
∂β
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3. Aberrations (of a perfectly made grating):

∆λA = = � � (22)

4. Slope error ∆φ (of an imperfectly made grating):

∆λSE = (23)

Note that, provided the grating is large enough, diffraction at the entrance slit always
guarantees a coherent illumination of enough grooves to achieve the slit–width limited reso-
lution. In such cases, a diffraction contribution to the width need not be added to those listed.

21.6 EFFICIENCY

The most accurate way to calculate grating efficiencies is by the full electromagnetic theory
for which code is available from Neviere.41,42 However, approximate scalar-theory calcula-
tions are often useful and, in particular, provide a way to choose the groove depth (h) of a
laminar grating. According to Bennett,43 the best value of the groove-width-to-period ratio (r)
is the one for which the area of the usefully illuminated groove bottom is equal to that of the
top. The scalar theory efficiency of a laminar grating with r = 0.5 is given by Franks et al.44 as
the following:

E0 = �1 + 2(1 − P) cos � � + (1 − P)2�
Em = � (24)

where

P = , Q± = (tan α ± tan β), δ = (cos α + cos β)

and R is the reflectance at grazing angle 	αgβg
, where αg = π/2 − |α| and βg = π/2 − |β|.
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CHAPTER 22

CRYSTAL MONOCHROMATORS
AND BENT CRYSTALS

Peter Siddons
National Synchrotron Light Source
Brookhaven National Laboratory
Upton, New York

22.1 CRYSTAL MONOCHROMATORS

For X-ray energies higher than 2 keV or so, gratings become extremely inefficient, and it
becomes necessary to utilize the periodicity naturally occuring in a crystal to provide the dis-
persion. Since the periodicity in a crystal is 3-dimensional, the normal single grating equation
must be replaced by the three grating equations, one for each dimension, called the Laue
equations,1 as follows:

a1 ⋅ (kH1H2 H3
− k0) = H1

a2 ⋅ (kH1H2 H3
− k0) = H2 (1)

a3 ⋅ (kH1H2 H3
− k0) = H3

where the a’s are the repeat vectors in the three dimensions, the k’s are the wave vectors for
the incident and scattered beams, and the H’s are integers denoting the diffraction order in
the three dimensions. All of them must be simultaneously satisfied in order to have an inter-
ference maximum (commonly called a Bragg reflection). One can combine these equations
into the well-known Bragg’s law2 for one component of the crystalline periodicity (usually
referred to as a set of Bragg planes),

nλ = 2d sin θ (2)

where n is an integer indicating the order of diffraction from planes of spacing d, and θ is the
angle between the incident beam and the Bragg planes. This equation is the basis for using
crystals as X-ray monochromators. By choosing one such set of Bragg planes and setting the
crystal so that the incident X rays fall on these planes, the wavelength of the light reflected
depends on the angle of incidence of the light. Table 1 shows some commonly used crystals
and the spacings of some of their Bragg planes. The most common arrangement is the sym-
metric Bragg case (Fig. 1a), in which the useful surface of the crystal is machined so that it is
parallel to the Bragg planes in use. Under these conditions, the incident and reflected angles
are equal. The literature on crystal diffraction differs from that on grating instruments in that
the incidence angle for X rays is called the glancing angle for gratings. As the X-ray wave-
length gets shorter and the angles get smaller, it can be difficult to obtain large enough crys-
tals of good quality. In such cases it is possible to employ the Laue case (Fig. 1b), in which the

22.1
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surface is cut perpendicular to the Bragg planes and the X rays are reflected through the bulk
of the crystal plate. Of course, the wavelength should be short enough or the crystal thin
enough so that the X rays are not absorbed by the monochromator. This is true, for example,
in silicon crystals around 1 mm thick above an X-ray energy of around 30 keV (λ = 0.04 nm).

The detailed calculation of the response of a crystal to X rays depends on the degree of
crystalline perfection of the material in use, as well as its chemical composition. Two main the-
oretical treatments are commonly used: the kinematical theory of diffraction and the dynam-
ical theory. The kinematical theory assumes single-scattering of the X rays by the crystal, and
is appropriate for crystals with a high concentration of defects. Such crystals are called mosaic
crystals, following C. G. Darwin.3 The dynamical theory, in contrast, explicitly treats the mul-
tiple scattering that arises in highly perfect crystals and is commonly used for the semicon-
ductor monochromator materials that can be grown to a high degree of perfection. Of course,
many crystals fall between these two idealized pictures and there exist approximations to
both theories to account for some of their failures. We will not describe these theories in detail
here, but will refer the reader to texts on the subject4–6 and content ourselves with providing
some of the key formulas that result from them.

Both theories attempt to describe the variation in reflectivity of a given crystal as a func-
tion of the incidence angle of the X-ray beam near a Bragg reflection. The neglect or inclusion
of multiple scattering changes the result quite dramatically. In the kinematical case, the width
of the reflectivity profile is inversely related to the size of the coherently diffracting volume,
and for an infinite perfect crystal it is a delta function. The integrated reflectivity increases lin-
early with the illuminated crystal volume, and is assumed to be small. In the dynamical case,
the X-ray beam diffracted by one part of the crystal is exactly oriented to be diffracted by the
same Bragg planes, but in the opposite sense. Thus, there coexist two waves in the crystal, one
with its wave vector along the incident beam direction and the other with its vector along the
diffracted beam direction. These waves are coherent and can interfere. It is these interfer-
ences that give rise to all the interesting phenomena that arise from this theory. The inte-
grated reflectivity in this case initially increases with volume, as in the kinematical case, but
eventually saturates to a constant value that depends on which of the geometries in Fig. 1 is
taken.

22.2 X-RAY AND NEUTRON OPTICS

TABLE 1 Some Common Monochromator Crystals, Selected d-Spacings, and Reflection Widths at 1 Å
(12.4 keV)

d-Spacing Refl. width Energy resolution
Crystal Reflection (nm) (microrad) (∆E/E)

Silicon (1 1 1) 0.31355 22.3 1.36 × 10−4

(2 2 0) 0.19201 15.8 5.37 × 10−5

Germanium (1 1 1) 0.32664 50.1 3.1 × 10−4

(2 2 0) 0.20002 37.4 1.37 × 10−4

Diamond (1 1 1) 0.20589 15.3 5.8 × 10−5

(4 0 0) 0.089153 5.2 7.4 × 10−6

Graphite (0 0 0 . 2) 0.3354 Sample-dependent Sample-dependent

FIGURE 1 The two most usual X-ray diffraction geometries used for monochromator applications: 
(a) the symmetric Bragg case and (b) the symmetric Laue case.

(a) (b)



For the kinematical theory, the reflectivity curve is approximated by7

r(∆) = (3)

where

a =

b =

Q = � �
2

⋅

in which e is the electronic charge and m its mass, c is the velocity of light, θB is the Bragg angle
for the planes whose structure factor is FH at wavelength λ. w(∆) represents the angular dis-
tribution of the mosaic blocks, which depends on the details of the sample preparation and/or
growth history. The reflection width will primarily reflect the width of this parameter w(∆),
but often the curve will be further broadened by extinction.

The equivalent equation for the dynamical theory is sensitive to the exact geometry under
consideration and so will not be given here. The crystal becomes birefringent near the Bragg
angle, and this causes some interesting interference effects that are worthy of study in their
own right. Reference 8 is a review of the theory with a physical approach that is very readable.
However, the main results for the purposes of this section are summarized in Fig. 2; the key
points are the following:

1. In the Bragg case (Fig. 1a) the peak reflectivity reaches nearly unity over a small range of
angles near the Bragg angle.

2. The range of angles over which this occurs is given by

Ω = 2Rλ2|C| (4)
	|γ|F

h
F−

h



��
πV sin 2θ

|FH|2 λ3

�
sin 2θB

e2

�
mc2V

µt
�
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w(∆)Q
�

µ

a
����
[1 + a + 	1 + 2a
 ⋅ cot h(b	1 + 2a
)]
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FIGURE 2 The perfect-crystal Bragg-case reflectiv-
ity profile for silicon with perpendicular-polarized X
rays at 1 Å.



where R is the classical electron radius, 2.81794 × 10−15 m, λ is the X-ray wavelength, C is
the polarization factor (1 for σ-polarized light and cos 2θ for π-polarized light). γ is the
asymmetry parameter (1 in the symmetric case), the Fs are the structure factors for reflec-
tions (hkl) and (-h-k-l), V is the unit cell volume, and θ is the Bragg angle.

3. The effect of absorption in the Bragg case is to reduce the peak reflectivity and to make
the reflectivity curve asymmetric.

4. In the Laue case, the reflectivity is oscillatory, with an average value of 1⁄2, and the effect of
absorption (including increasing thickness) is to damp out the oscillations and reduce the
peak reflectivity.

Even small distortions can greatly perturb the behavior of perfect crystals, and there is still
no general theory that can handle arbitrary distortions in the dynamical regime. There are
approximate treatments that can handle some special cases of interest.4,5

In general, the performance of a given monochromator system is determined by the range
of Bragg angles experienced by the incident X-ray beam. This can be determined simply by
the incident beam collimation or by the crystal reflectivity profile, or by a combination of both
factors. From Bragg’s law we have

= = cot θ δθ + δτ (5)

where δE and E are the passband and center energy of the beam, and δτ is the intrinsic energy
resolution of the crystal reflection as given in Table 1—essentially the dynamical reflection
width as given previously, expressed in terms of energy. This implies that, even for a perfectly
collimated incident beam, there is a limit to the resolution achievable, which depends on the
monochromator material and the diffraction order chosen.

The classic Bragg reflection monochromator uses a single piece of crystal set to the correct
angle to reflect the energy of interest. This is in fact a very inconvenient instrument, since its
output beam direction changes with energy. For perfect-crystal devices, the reflectivity is suf-
ficiently high that one can afford to use two of them in tandem, deviating in opposite senses
in order to bring the useful beam back into the forward direction, independent of energy (Fig.
3). Such two-crystal monochromators have become the standard design, particularly for use
at accelerator-based (synchrotron) radiation sources (as discussed in Chap. 32). Since these
sources naturally generate an energy continuum, a monochromator is a common requirement
for a beamline at such a facility. There is a wealth of literature arising from such applications.9

A particularly convenient form of this geometry was invented by Bonse and Hart,10 in
which the two reflecting surfaces are machined from a single-crystal block of material (in
their case germanium, but more often silicon in recent years).

For the highest resolution requirements, it is possible to take two crystals that deviate in
the same direction, the so-called ++ geometry. In this case the first crystal acts as a collimator,
generating a fan of beams with each angular component having a particular energy. The sec-
ond one selects which angular (and hence energy) component of this fan to transmit. In this
arrangement the deviation is doubled over the single crystal device, and so the most success-
ful arrangement for this so-called dispersive arrangement is to use two monolithic double-
reflection devices like that in Fig. 2, with the ++ deviation taking place between the second
and third reflections (Fig. 4).

22.2 BENT CRYSTALS

There are two reasons to consider applying a uniform curvature to a crystal plate for a
monochromator system. One is to provide some kind of beam concentration or focussing, and
the other is to improve the energy resolution in circumstances where a divergent incident

δλ
�
λ

δE
�
E
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beam is unavoidable. The most common geometry is the Bragg-case one based on the Row-
land circle principle, modified to account for the 3-dimensional nature of the crystal periodic-
ity. This principle relies on the well-known property of a circle that an arc segment subtends
a constant angle for any point on the circle. For a grating this is straightforwardly applied to a
focussing spectrometer, but for crystals one has the added complication that the incidence
angle for the local Bragg plane must also be constant. The result was shown by Johansson11

(Fig. 5) to require the radius of curvature to be twice the radius of the crystal surface. This can
be achieved by a combination of bending and machining the crystal. For applications in which
the required optical aperture is small, the aberrations introduced by omitting the machining
operation are small and quite acceptable.12 Since this is a rather difficult operation, it is attrac-
tive to avoid it if possible.

Although Fig. 5 shows the symmetrical setting, it is possible to place the crystal anywhere
on the circle and achieve a (de)magnification other than unity. In this case the surface must be
cut at an angle to the Bragg planes to maintain the geometry. The Laue case can also be used
in a similar arrangement, but the image becomes a virtual image (or source). For very short
wavelengths (e.g., in a gamma-ray spectrometer) the Laue case can be preferable since the
size of the crystal needed for a given optical aperture is much reduced. In both Laue and
Bragg cases, there are changes in the reflection properties on bending. Depending on the
source and its collimation geometry, and on the asymmetry angle of the crystal cut, the bend-
ing can improve or degrade the monochromator resolution. Each case must be considered in
detail. Again, within the scope of this section we will content ourselves with some generalities:

1. If the angular aperture of the crystal as seen from the source location is large compared to
the reflectivity profile of the crystal, then the Rowland circle geometry will improve things
for the Bragg case and the symmetric Laue case.
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FIGURE 3 The +− double-crystal X-ray mono-
chromator.

FIGURE 4 Two monolithic double reflectors ar-
ranged in a high-resolution configuration.

FIGURE 5 The Johansson bent/ground focussing
monochromator.



2. When the absorption length of the incident radiation becomes large compared to the
extinction distance, then the X rays can travel deep into the bent crystal even in the Bragg
case, and the deformation means that the incidence angle changes with depth, leading to a
broadening of the bandpass.

3. If the bending radius becomes very small, such that the Bragg angle changes more than the
perfect-crystal reflection width within the extinction depth, then the peak reflectivity will
fall and the reflection width will increase, and consequently the resolution will deteriorate.

4. In the asymmetric Laue case, the reflectivity profile width for perfect crystals also depends
on the curvature,6 and so for strongly collimated beams such as synchrotron radiation
sources, the bending may well degrade the resolution at the same time as it increases the
intensity.

Arrangements of multiple consecutive curved crystals are unusual, but have found applica-
tion in high-throughput synchrotron radiation (SR) monochromators, where the two-crystal
device in Fig. 3 is modified by placing the first crystal on the Rowland circle and adjusting the
convex curvature of the second to maximize its transmission of the convergent beam from the
first.13 There are also examples of combinations of curved Laue and curved Bragg reflectors.14

Another geometry in which the technique of bending a monochromator crystal can be
used is in the so-called sagittal-focussing geometry.15 This geometry, as its name indicates, has
the bending radius perpendicular to that in the Rowland-circle geometry, and provides a
focussing effect in the plane perpendicular to the diffraction plane. In the diffraction plane
the crystal behaves essentially as though it were flat (Fig. 6). Anticlastic bending of the bent
crystal can greatly reduce its efficiency, since this curvature is in the meridional plane so that
parts of the crystal move out of the Bragg-reflection range. Attempts to counteract this by
using stiffening ribs machined into the plate16 or by making use of the elastic anisotropy of sin-
gle crystals17 have been made, with some success.
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CHAPTER 23

ZONE AND PHASE PLATES, 
BRAGG-FRESNEL OPTICS

Alan Michette
King’s College London
Physics Department
Strand, London, United Kingdom

23.1 INTRODUCTION

The focusing properties of zone plates were first discussed in the latter part of the nineteenth
century,1–3 and their use as X-ray optical components was originally suggested by Baez.4 In
their most common form, they are circular diffraction gratings with radially increasing line
densities; linear,5 square,6 elliptical,7 and hyperbolic7,8 zone plates (among others) have also
been considered, but only the circular and, to a lesser extent, linear and elliptical forms have
generally been used. The properties of zone plates may be described, without loss of general-
ity, by considering the circular form (Fig. 1).

A linear diffraction grating (see Chaps. 21 and 22) with a constant period, d, working in the
first order diffracts radiation through an angle, θ = sin−1λ/d, ≈λ/d in the small-angle approxi-
mation. A circular grating with constant period could therefore be used to form an axial-line
focus of a point source, as shown in Fig. 2a; note that diffraction from opposite orders con-
tributes either side of the axis. The distance from a radial point, r, on the grating to a point on
the axis is z = r/tan θ ≈ rd/λ. If the period is now made to decrease as the radius increases, then
z can be made constant and the grating then acts as a lens, as shown in Fig. 2b, where positive

23.1

FIGURE 1 A circular zone plate.
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(negative) diffraction orders are now defined as being on the opposite (same) side as the
object. This is the basis of a zone plate, for which the focusing properties depend on the fol-
lowing:

� The relationship between d and r
� The number of zones*
� The zone heights and profiles

23.2 ZONE PLATE GEOMETRY

The required variation of the zone period with radius may be obtained by considering Fig. 2b.
Here, radiation from an object point, A, is brought to a focus, via the zone plate, to the image
point, B. To obtain constructive interference at B, the optical path difference between succes-
sive zone boundaries must be ±mλ/2, where m is the diffraction order. Thus, for the first order
and using the lengths defined in Fig. 2b,

an + bn = za + zb + ∆ + (1)

where ∆ is the optical path difference introduced by the central zone of radius, r0. For a dis-
tant object (an,za → ∞) with an − za → 0, writing bn = 	z2

b + r2
n
 = 	f 2

1 + r 2
n
, where rn is the radius

of the nth zone and f1 is the first-order focal length, squaring and simplifying,

r2
n = pλf1 + � �

2

(2)

where p = n + 2∆/λ. For a finite object distance, Eq. (2) still holds with the addition of higher-
order terms in λ and if the term in λ2 is multiplied by (M3 + 1)/(M + 1)3, where M is the mag-
nification. In most practical cases, terms in λ2 and above are negligible and so, to a good
approximation,

r2
n = nλf1 + 2∆f1 = nλf1 + r2

0 (3)

pλ
�
2

nλ
�
2
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FIGURE 2 Diffraction by (a) a circular grating with constant period and (b) a zone plate.

* For X-ray zone plates, the usual convention is that the area between successive boundaries is called a zone. Strictly
speaking, and in keeping with the terminology used for diffraction gratings, this area should be called a half-period zone,
but for consistency with other publications on X-ray zone plates, the term zone will be used here.



because, for the central zone with n = 0, r2
0 = 2∆f1. Equation (3) describes the Fresnel zone

plate; the special case with r2
0 = 0 is the Fresnel-Soret zone plate, which is most commonly used

and for which

r2
n = nλf1 = nr2

1 (4)

The higher-order terms that have been ignored in deriving Eq. (4) are aberration terms; in
particular, the term in λ2 describes spherical aberration and only becomes comparable with
the first term when n ∼ 4f1/λ, which is rarely the case for X-ray zone plates. Equation (4) shows
that the focal length of a zone plate is inversely proportional to wavelength, and thus
monochromatic radiation (with λ/∆λ ∼ N, where N is the total number of zones9) must be used
if chromatic aberration is to be avoided. The area of the nth zone is

π(r2
n − r2

n − 1) = π[nλf1 − (n − 1)λf1] = πλf1 (5)

that is, it is constant so that each zone contributes equally to the amplitude at the focus, pro-
vided the zone plate is evenly illuminated. The width, dn, of the nth zone is

dn = rn − rn − 1 = 	nλf1
 − 	(n − 1)
λf1
 = 	nλf1
�1 − �1 − �
1/2

� ≈ (6)

leading to an expression for the focal length

f1 = ≈ (7)

Because zone plates are diffractive optics, they do not have just one focus but an infinite
number. The mth-order focus can be described by m zones acting in tandem; hence, the focal
lengths are given by

fm = , m = 0, ±1, ±2, ±3 ⋅ ⋅ ⋅ (8)

positive values of m lead to real foci, negative values lead to virtual foci, and m = 0 corre-
sponds to undiffracted (i.e., unfocused) radiation.

The sizes of the focal spots cannot be determined from the preceding analysis. However,
when N is sufficiently large (theoretically, �100, but in practice much less than this), a zone
plate acts as a thin lens, and the diffraction pattern at a focus approximates closely to an Airy
pattern. For a lens of diameter, D, and focal length, f, the first zero of the Airy distribution,
which defines the lateral resolution, δ, via the Rayleigh criterion, is at a radius f tan 1.22λ/D.
For a zone plate, using Eqs. (7) and (8), this gives, for the resolution in the mth order,

δm = 1.22 (9)

where the small-angle approximation has been used. Equation (9) shows that, to achieve high
resolution, the outermost zone width must be small, and that better resolutions may be
obtained by using the higher-diffraction orders. This latter observation may seem to indicate
that high-diffraction orders offer an advantage; however, the achievable diffraction efficiency
negates this, as will be seen in the following.

The depth of focus, ∆fm, of a zone plate may also be determined using the thin-lens anal-
ogy. For a thin lens, the depth of focus is ∆f = ±2(f/D)2λ, which, for a zone plate, reduces to

∆fm = ± (10)
f

�
2mN

dn
�
m

f1
�
m

Dndn
�

λ
r2

n
�
nλ

rn
�
2n

1
�
n
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The preceding results are determined primarily by the relative placement of the zone
boundaries; the diffraction efficiencies into the various orders depend in part on the zone
heights and profiles and in part on the accuracy of positioning these boundaries.

23.3 AMPLITUDE ZONE PLATES

If alternate zones are totally absorbing and totally transmitting (an amplitude zone plate),
then 50 percent of the incident radiation is absorbed, leaving 50 percent to be diffracted into
the various orders, of which half goes into the zeroth order.10 If the zone boundaries are in the
positions given by Eq. (4), then the even orders (except the zeroth) vanish, because the ampli-
tudes from adjacent zones cancel. The only orders that contribute are 0, ±1, ±3, . . . , and, from
symmetry, it is clear that the +mth and −mth diffraction efficiencies are equal. The peak
amplitudes in each diffraction order are equal, but the focal spot areas decrease as m2. Thus,
if εm is the diffraction efficiency in the mth order,

0.25 = 2 �
∞

m = 1
m odd

εm = 2ε1 �
m = 1
m odd

= 2ε1

so that

ε0 = 0.25; εm = m = ±1, ±3, ±5, . . . ; εm = 0 m = ±2, ±4, . . . (11)

The first diffraction order thus gives the highest focused intensity, but even so, it is only about
10 percent efficient. If the zone boundaries are displaced from their optimum positions, then
intensity is put into the even orders, at the expense of the odd, to a maximum of 1/m2π2, as
shown in Fig. 3. If the clear zones are not totally transmitting but have amplitude transmis-
sion, A1 (e.g., due to a supporting substrate) and the other zones have amplitude transmission,
A2, then the diffraction efficiencies are reduced by a factor (A2

2 − A2
1).

The multiplicity of diffraction orders means that this type of zone plate normally has to be
used in conjunction with an axial stop and a pinhole, the order-selecting aperture (OSA), as
shown in Fig. 4, to prevent loss of contrast at the focus. The axial stop typically has a diameter
of about 0.4 D, which has the effect of reducing the focused intensity and the width of the cen-
tral maximum of the diffraction pattern, while putting more intensity into the outer lobes.

1
�
m2π2

π2

�
8

1
�
m2
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FIGURE 3 Diffraction efficiencies of an amplitude zone plate.



In an alternative type of amplitude zone plate, the Gabor zone plate, the square wave
transmittance amplitude is replaced by an approximately sinusoidal one

T(r) = �1 + sin � (12)

in which case

ε0 = 0.25; ε±1 = ; εm = 0 all other m (13)

with the remaining 5⁄8 of the incoming intensity absorbed. The OSA is no longer needed,
although the central stop is, but the first-order diffraction efficiency is less than that for an
ordinary amplitude zone plate.

23.4 PHASE ZONE PLATES

In the absence of absorption, if alternate zones were made to change the phase of the radia-
tion by π rad, the amplitude at a focus could be doubled so that the diffraction efficiency in
the first order, for example, could be increased to 40 percent for rectangular zones. This is not
possible for X rays because there is always some absorption, but a significant improvement in
diffraction efficiency can be made if the zones are of the right thickness. The optimum thick-
ness, which balances the gain due to the phase change with the loss due to absorption, is

t = (14)

Here, n is the real part of the complex refractive index, ñ = n − ik, and ∆φ is the optimum phase
shift given by the nontrivial solution of11

η exp(−η∆φ) = sin ∆φ + η cos ∆φ (15)

λ∆φ
��
2π(1 − n)

1
�
16

πr2

�
λf1

1
�
2
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FIGURE 4 The use of an axial stop and aperture with a
zone plate to remove the effects of the zero order (dotted
lines) and higher orders (dashed lines; only the second order
is shown for clarity) from the first-order focus. All negative
orders are also removed.



where η is the ratio of the imaginary and real parts of the refractive index, η = k/(1 − n). The
diffraction efficiencies (for correctly placed zone boundaries) are now given by

ε0 = 0.25�sin2 ∆φ + �2 cos ∆φ + �
2

�
ε1 = �1 + � sin2 ∆φ (16)

with εm = ε1/m2 for m odd and 0 for m even. The zeroth and first-order diffraction efficiencies
are shown in Fig. 5 as functions of η, with the limits η → ∞ and η → 0 corresponding to ampli-
tude and absorption-free phase zone plates, respectively. For energies of a few hundred elec-
tronvolts (eV), nickel is a good material (η = 0.36 at 350 eV, giving ε1 = 18 percent), whereas
for higher energies, materials such as gold or tungsten (η = 0.24 at 4 keV, giving ε1 = 22 per-
cent) are preferable.

Applying a similar analysis to a Gabor zone plate gives a corresponding increase in diffrac-
tion efficiency. Higher efficiencies could, in principle, be obtained by using zone profiles in
which the phase shift varies continuously12 in a similar fashion to a blazed linear transmission
grating, but it has not yet been possible to make such zone plates.

23.5 MANUFACTURE OF ZONE PLATES

Because the spatial resolution of a zone plate is determined by the outermost (smallest) zone
width [Eq. (9)], manufacturing techniques must be capable of delivering small linewidths over
large areas (to give apertures as large as possible) with zone thicknesses of the correct values
to give good diffraction efficiencies. The accuracy of the technique must be sufficient to allow
zone boundaries to within about one-third of the outer zone width13 and, to date, three main
methods have been used to achieve this. Typically, zone plates with diameters up to about 200
µm and outer zone widths down to about 25 nm can now be made more or less routinely.

Electron-Beam Lithography

In this, an initial pattern is recorded in resist, followed by transfer of the pattern into a mate-
rial that is suitable for a zone plate. One example of the electron-beam method is similar to the

1
�
η2

1
�
π2

sin ∆φ
�

η
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FIGURE 5 Diffraction efficiencies of phase zone plates.



technique employed in the manufacture of microcircuits,14 using a polymer resist such as
PMMA, followed by an etching step to reproduce the zone plate pattern in a suitable material.
For X rays of a few hundred electronvolts of energy this could be nickel, requiring a thickness
of approximately 100 to 200 nm for optimum efficiency. For higher-energy X rays, those of a
few kilo-electronvolts, gold or tungsten would be more suitable, requiring thicknesses of
approximately 500 nm to 1 µm. A variant of the electron-beam method uses vacuum-borne
hydrocarbon vapor as the resist;15 this is very accurate and allows the production of very small
structures (<20 nm), but it is also very slow.

Interference Methods

These, in which the initial pattern is formed by the interference of two ultraviolet beams,16 are
also known as holographic methods because a zone plate is the hologram of a point. As the
recording wavelength is much longer than the wavelength of use, the aberration terms
neglected in the derivation of Eq. (4) must be corrected for by using an aplanatic lens system,
which makes the technique unsuitable for making zone plates with different parameters.
Large zone plates (with diameters approaching 1 cm) have been made, but these are not suit-
able for high-resolution imaging, because the aberration corrections become much more dif-
ficult.

The Sputter-and-Slice Method

In this method, alternating layers of two materials are deposited onto a rotating wire that is
then sliced and thinned to the appropriate thickness.17 This was put forward as a possible tech-
nique for making thick zone plates for high-energy (several kilo-electronvolts) X rays,
although recent advances in electron-beam lithography also now allow this.18

23.6 BRAGG-FRESNEL OPTICS

As their name indicates, Bragg-Fresnel optics, which were first suggested by Aristov and his
colleagues in 1988,19 combine the Bragg reflection of crystals (Chap. 22) or multilayers (Chap.
24) with the Fresnel diffraction of gratings (Chap. 21) or zone plates. The discussion here will
concentrate on the combination of zone plates with multilayers or crystals, but the general-
ization to grating geometries is obvious.

X-ray zone plates, as discussed earlier, normally work in transmission, but, like gratings,
they can also be used in reflection. Then, because normal, or near-normal, incidence X-ray
reflectivities are very small, to allow the (near) circular symmetry of a zone plate to be main-
tained, the in-phase addition of many reflections afforded by a periodic crystal or multilayer
structure must be utilized. The way in which these Bragg-Fresnel lenses work has been ana-
lyzed in detail by Erko,20 and so only a qualitative description is given here; the diffraction
pattern at a focus can be determined in essentially the same way as that of an ordinary zone
plate, and the intensity is determined by the diffraction efficiency combined with the Bragg
reflectivity.

Figure 6 shows, schematically, how the optics work. Spherical waves from point sources at
F1 and F2 cause an elliptical interference pattern with F1 and F2 at the foci. A slice across the
diffraction pattern, perpendicular to the axis F1F2, gives the structure of a circular transmis-
sion zone plate that will focus radiation emitted at F1 to F2 (Fig. 6a). Moving F1 to infinity gives
a paraboloidal diffraction pattern and a standard Fresnel zone plate. Taking the slice at an
angle to the axis (Fig. 6b) gives an elliptical zone plate that can form a reflected image of F1 at
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F2. If the reflecting surface is a crystal or multilayer, with period d equal to the distance
between the peaks of the interference pattern (Fig. 6c), then the reflectivity is enhanced. At
the same time, due to the requirement of satisfying the Bragg equation, the incident radiation
is monochromatized with a bandpass, λ/∆λ ∼ NL, where NL is the number of layer pairs. The
monochromaticity requirement of the zone plate structure, λ/∆λ ∼ NZ, where NZ is the num-
ber of zones, must also be satisfied.

Bragg-Fresnel optics have been made by masking the surfaces of multilayers (see Chap.
24) with absorbing zone plates20 and by etching the zone plate pattern into a multilayer21 or
crystal.22
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CHAPTER 24

MULTILAYERS

Eberhard Spiller
Lawrence Livermore National Laboratories
Livermore, California

24.1 GLOSSARY

ñ = 1 − δ + ik refractive index
θi grazing angle of propagation in layer i
φi propagation angle measured from normal in layer i

q, qs momentum transfer perpendicular to and along surface
d layer thickness
Λ multilayer period, Λ = d1 + d2

f, Λs spatial frequency and period on a surface or boundary
rnm , tnm amplitude reflection and transmission coefficients

PSD two-dimensional power spectral density
a( f ) roughness replication factor

24.2 INTRODUCTION

The reflectivity of all mirror materials is small beyond the critical grazing angle, and multi-
layer coatings are used to enhance this small reflectivity by adding the amplitudes reflected
from many boundaries coherently. The multilayers for the extreme ultraviolet (EUV) and 
X-ray region can be seen as an extension of optical coatings toward shorter wavelengths or as
artificial one-dimensional Bragg crystals with larger lattice spacings than natural crystals. In
contrast to the visible region, no absorption-free materials are available for wavelengths λ <
110 nm. In addition, the refractive indices of all materials are very close to one, resulting in a
small reflectance at each boundary and requiring a large number of boundaries to obtain sub-
stantial reflectivity. For absorption-free materials, a reflectivity close to 100 percent can
always be obtained, independent of the reflectivity of an individual boundary, r12, by making
the number of boundaries, N, sufficiently large, Nr12 >> 1. Absorption limits the number of
periods that can contribute to the reflectivity in a multilayer to

Nmax = (1)
sin2 θ
�
2πk

24.1

Copyright 2001 by The McGraw-Hill Companies, Inc. Click Here for Terms of Use. 



where k is the average absorption index of the coating materials. Multilayers became useful
for Nmax >> 1, and very high reflectivities can be obtained if Nmax is much larger than Nmin =
1/r12, the number required for a substantial reflectivity enhancement. In the “quarter-wave
stack” of multilayer mirrors for the visible, all boundaries add their amplitudes in-phase to
the total reflectivity, and each layer has the same optical thickness and extends between a
node and an antinode of the standing wave that is generated by the incident and reflected
waves. To mitigate the effect of absorption in the EUV and X-ray region, one first selects a
spacer material with the lowest available absorption and combines it with a reflector layer
with good contrast with the optical constants of the spacer. The optimum design minimizes
absorption by reducing the thickness of the reflector layer and by attempting to position it
close to the nodes of the standing wave field, whereas for the spacer layer, the thickness is
increased and it is centered around the antinodes. The design accepts some dephasing of the
contributions from adjacent boundaries and the optimum is a compromise between the
effects of this dephasing and the reduction in absorption. Typically, between 0.25 and 0.45 of
one period in an optimized coating is used by the reflector, the rest by the spacer layer.

The absorption index, k, is in the order of one for wavelengths around 100 nm and
decreases to very small values at shorter wavelengths in the X-ray range. Materials that sat-
isfy the condition Nmax > 1 become available for λ < 50 nm; for λ < 20 nm and not too close to
absorption edges, k decreases fast with decreasing wavelength as k ∝ λ3. The reflected ampli-
tude, r, from a single boundary also decreases with wavelength, albeit at a slower rate as 
r ∝ λ2, and one can compensate for this decrease by increasing the number of boundaries or
periods, N, in a multilayer stack (N ∝ 1/λ2). With this method, reflectivities close to 100 per-
cent are theoretically possible at very short wavelengths in the hard X-ray range. A perfect
crystal showing Bragg reflection can be seen as a multilayer that realizes this high reflectivity,
with the atomic planes located at the nodes of the standing wave within the crystal.

The condition that all periods of a multilayer reflect in phase leads to the Bragg condition
for the multilayer period Λ

Λ = ≈ (2)

where θ is the effective grazing angle of propagation within the multilayer material, and θ0 the
corresponding angle in vacuum. The refraction correction represented by the square root in
Eq. (2) becomes large for small grazing angles, even for small values of δ. The path difference
between the amplitudes from adjacent periods is mλ, and multilayers are most of the time
used in order m = 1. The shortest period, Λ, for good multilayer performance is limited by the
quality of the boundaries (roughness, σ, should be smaller than Λ/10), and this quality is in
turn limited by the size of the atoms for noncrystalline materials. Practical values for the
shortest period are around Λ = 1.5 nm, and the high reflectivities that are theoretically possi-
ble for very hard X rays can only be realized with multilayers of periods Λ > 1.5 nm that are
used at small grazing angles. By introducing the momentum transfer at reflection as

q = ñ sin θ (3)

we can express the condition Λ > 1.5 nm also as |q| < 4 nm−1. It is convenient to introduce the
variable, q, in X-ray optics, because not to close to an absorption edge, the performance of
optical components is determined mainly by q and not by the specific values of λ and θ.

Attempts to observe X-ray interference from thin films started around 1920 and Kiessig1

observed and analyzed the X-ray interference structure from Ni films. Multilayer structures
produced around 19402 lost their X-ray reflectivity due to diffusion in the structure, and this
fact became a tool to measure small diffusion coefficients.3–5 The usefulness of multilayers
for normal incidence optics in the EUV was recognized in 1972.6 The deposition processes
to produce these structures were developed by many groups in the next 2 decades. Today,

4π
�
λ

mλ
���
2 sin θ0	1 − 2δ
/ sin2 θ
0


mλ
�
2 sin θ
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multilayer telescopes on the orbiting observatories SOHO and TRACE provide high-
resolution EUV pictures of the solar corona (see http://umbra.nascom.nasa.gov/eit/ and
http://vestige.lmsal.com/TRACE/). Cameras with multilayer coated mirrors for the EUV are
a main contender for the fabrication of the next generation of computer chips, and multi-
layer mirrors are found at the beamlines of all synchrotron radiation facilities and in X-ray
diffraction equipment as beam deflectors, collimators, filters, monochromators, polarizers,
and imaging optics. (See Ref. 7 and Chaps. 21, 26–28, and 35 for more details.)

24.3 CALCULATION OF MULTILAYER PROPERTIES

The theoretical treatment of the propagation of X rays in layered structures does not differ
from that for other wavelength regions as discussed by Dobrowolski in Chap. 42 of Vol. I of
this handbook and in many textbooks and review articles. At the boundary of two materials or
at an atomic plane, an incident wave is split into a transmitted and reflected part, and the total
field amplitude in the structure is the superposition of all these waves. Figure 1 sketches two
layers as part of a multilayer and the amplitudes of the forward an and backward bn running
waves in each layer. The amplitudes in each layer are coupled to those of the adjacent layers
by linear equations that contain the amplitude transmission tn,m and reflection coefficients rnm.

an = an − 1tn − 1, n eiϕn + bne2iϕnrn, n − 1

bn = anrn,n + 1 + bn + 1 eiϕn + 1tn + 1,n

(4)

The phase delay, ϕn , due to propagation through layer n of thickness, d, and angle, φn, from
normal is given by

ϕn = ñdn cos φn (5)
2π
�
λ
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FIGURE 1 Two layers and their boundaries in a multilayer structure with the incoming wave
amplitudes, an, and reflected amplitudes, bn, in each layer.



and the transmitted and reflected amplitudes at each boundary are obtained from the Fresnel
equations

rn,n + 1 = (6)

tn,n + 1 = (7)

with the q values as defined in Eq. (3) for perpendicular-polarization and qi = (4π/λñi) sin θ for
parallel-polarization.

Matrix methods8,9 are convenient to calculate multilayer performance using high-level
software packages that contain complex matrix manipulation. The transfer of the amplitudes
over a boundary and through a film is described by9

� � = � eiϕ i

ri − 1,ieiϕ i

ri − 1 , i e−iϕ i

e−iϕ i � � � (8)

and the transfer between the incident medium (i = 0) and the substrate (i = n + 1) by

� � = � � (9)

with the matrices Mi as defined in Eq. (8). For incident radiation from the top (bn + 1 = 0), we
can calculate the reflected and transmitted amplitudes from the elements of the product
matrix mij as

r = b0/a0 = m21/m11

t = an + 1/a0 = (�ti, i + 1)/m11

(10)

The reflected intensity is R = rr*, and the transmitted intensity is T = tt* (qn − 1/q0) with the q
values of Eq. (3). In another convenient matrix formalism due to Abeles, each matrix contains
only the parameters of a single film8,10; however, the transfer matrix method given earlier9 is
more convenient when one wants to include the imperfections of the boundaries.

The achievable boundary quality is always of great concern in the fabrication of X-ray
multilayers. The first effect of boundary roughness or diffusion is the reduction of the
reflected amplitude due to dephasing of the contributions from different depths within the
boundary layer. If one describes the reflected amplitude as a function of depth by a Gaussian
of width, σ, one obtains a Debye-Waller factor for the reduction of boundary reflectivity:

r/r0 = exp (−0.5 q1q2σ2) (11)

where r0 is the amplitude reflectivity for a perfect boundary, and the q values are those of the
films on both sides of the boundary.7,11–14 Reducing the amplitude reflection coefficients in Eq.
(8) by the Debye-Waller factor of Eq. (11) gives a good estimate of the influence of boundary
roughness on multilayer performance. The roughness, σ, has been used by most authors as a
fitting parameter that characterizes a coating. Usually, the Debye-Waller factor is given for
the intensity ratio [absolute value of Eq. (11) squared] and with the vacuum q-values for both
materials (refraction neglected). The phase shift in Eq. (11) due to the imaginary part of q
produces a shift of the effective boundary toward the less absorbing material.

For a boundary without scattering (gradual transitition of the optical constants or rough-
ness at very high spatial frequencies), the reduction in reflectivity is connected with an

an + 1

bn + 1

�
i = n + 1

i = 1

Mi

��

�
i = n + 1

i = 1

ti , i + 1

a0

b0

ai + 1

bi + 1

1
�ti − 1, i

ai

bi

2qn
��
qn + qn + 1

qn − qn + 1
��
qn + qn + 1
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increase in transmission according to t12t21 + r12
2 = 1. Even if the reflectivity is reduced by a sub-

stantial factor, the change in transmission can in most cases be neglected, because reflectivi-
ties of single boundaries are typically in the 10−4 range and transmissions close to 1.
Roughness that scatters a substantial amount of radiation away from the specular beam can
decrease both the reflection and transmission coefficients, and the power spectral density
(PSD) of the surface roughness over all relevant spatial frequencies has to be measured to
quantify this scattering.

It is straightforward to translate Eqs. (4) through (11) into a computer program, and a per-
sonal computer typically gives a reflectivity curve of a 100-layer coating for 100 wavelengths
or angles within a few seconds. Multilayer programs and the optical constants of all elements
and of many compounds can be accessed on (http://www-cxro.lbl.gov) or downloaded15

(http://cletus.phys.columbia.edu/~windt). The first site also has links to other relevant sites,
and the Windt programs can also calculate nonspecular scattering.

24.4 FABRICATION METHODS AND PERFORMANCE

Multilayer X-ray mirrors have been produced by practically any deposition method. Thick-
ness errors and boundary roughness are the most important parameters that have to be kept
smaller than Λ/10 for good performance. Magnetron sputtering, pioneered by Barbee,16 is
most widely used: Sputtering systems are very stable, and one can obtain the required thick-
ness control simply by timing. Thermal evaporation systems usually use an in situ soft X-ray
reflectometer to control the thickness, and an additional ion gun for smoothing the bound-
aries.17–20 The best designs of multilayers for high reflectivity deviate from the quarter-wave
stack used for visible laser mirrors; to minimize absorption, the heavier, more absorbing
material is made thinner than the lighter, more transparent material. The optimum design
balances the advantage of reduced absorption with the penalty due to the phase error
between the reflected amplitudes from adjacent boundaries. The best values for γ = dh/Λ are
between 0.3 and 0.4.7,21,22 The paper by Rosenbluth22 gives a compilation of the best multilayer
materials for each photon energy in the range from 100 to 2000 eV. Absorption is the main
performance limit for multilayers of larger-period Λ > 80 nm used at longer wavelength near
normal incidence. In this region, it is important to select the material with the smallest absorp-
tion as the first component of a structure (usually a light element at the long-wavelength side
of an absorption edge), and the absorption of this material becomes the main limit for the
multilayer performance. A list of materials of low absorption at selected wavelengths with
their values for k and Nmax is given in Table 1.

Optimum multilayers for longer wavelengths (λ > 20 nm) are quasi-periodic with decreas-
ing γ from the bottom to the top of a multilayer stack. One always attempts to locate the
stronger absorber close to the nodes of the standing wavefield within the coating to reduce
absorption, and the absorption reduction is greater near the top of the stack where the stand-
ing wave between incident and reflected radiation has more contrast.6

High-Reflectivity Mirrors

A compilation of the reflectivities of multilayers obtained by different groups can be found at
www-cxro.lbl.gov/multilayer/survey.html. The highest normal incidence reflectivities around
70 percent have been obtained with Mo/Be and Mo/Si around λ = 11.3 and 13 nm near the
absorption edges of Be and Si, as shown in Fig. 2.23 The peak reflectivity drops at longer wave-
length due to the increased absorption. At shorter wavelengths, roughness becomes impor-
tant and reduces the reflectivity of normal-incidence mirrors. One can, however, still obtain
very high reflectivity at short wavelengths by keeping the multilayer period above 2 nm and
using grazing angles of incidence to reach short wavelengths.
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For hard X rays, where Nmax is very much larger than the number needed to obtain good
reflectivity, one can position multilayers with different periods on top of each other (depth-
graded multilayers) to produce a coating with a large spectral or angular bandwidth. Such
“supermirrors” are being proposed to extend the range of grazing incidence telescopes to
higher energies up to 100 keV.24,25 Supermirrors are common for cold neutrons where
absorption-free materials are available.26 The low absorption for hard X rays makes it also pos-
sible to produce coatings with very narrow bandwidths. The spectral width is determined by
the effective number of periods contributing to the reflectivity λ/∆λ = Neff. By reducing the
reflectivity from a single period (e.g., by using a very small value of γ = dH/Λ), radiation pene-
trates deeper into the stack allowing more layers to contribute, thus reducing the bandwidth.7

Multilayer Coated Optics

Multilayers for imaging optics usually require a grading of the multilayer period, Λ, according
to Eq. (2), to adapt to the change in incidence angle over the optics. Many methods have been
used to produce the proper grading of the multilayer period, among them shadow masks in
front of the rotating optics, substrate tilt, speed control of the platter that moves the optics
over the magnetrons, and computer-controlled shutters.27–33 Figure 3 shows the control that
has been achieved for a condensor mirror of an EUV camera23,34; the reproducibility of the
profile from run to run is better than 0.1 percent. Multilayer mirrors with a linear thickness
grading on parabolically bent Si wafers are commercially available (www.osmic.com) and are
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TABLE 1 Absorption index, k, and Nmax for the largest q values (nor-
mal incidence for λ > 3.15 nm and sin θ = λ/π for λ < 3.14 nm) of good
spacer materials near their absorption edges and absorption of some
materials at λ = 0.154 nm.

λedge (nm) k Nmax

Mg-L 25.1 7.5 × 10−3 21
Al-L 17.1 4.2 × 10−3 38
Si-L 12.3 1.6 × 10−3 99
Be-K 11.1 1.0 × 10−3 155
Y-M 8.0 3.5 × 10−3 45
B-K 6.6 4.1 × 10−4 390
C-K 4.37 1.9 × 10−4 850
Ti-L 3.14 4.9 × 10−4 327
N-K 3.1 4.4 × 10−5 3580
Sc-L 3.19 2.9 × 10−4 557
V-L 2.43 3.4 × 10−4 280
O-K 2.33 2.2 × 10−5 3980
Mg-K 0.99 6.6 × 10−6 2395
Al-K 0.795 6.5 × 10−6 1568
Si-K 0.674 4.2 × 10−6 1744
SiC 0.674 6.2 × 10−6 1182
TiN 3.15 4.9 × 10−4 327
Mg2Si 25.1 7.4 × 10−3 21
Mg2Si 0.99 6.8 × 10−6 2324
Be 0.154 2.0 × 10−9 189,000
B 0.154 5.7 × 10−9 67,450
C 0.154 1.2 × 10−8 32,970
Si 0.154 1.7 × 10−7 5239
Ni 0.154 5.1 × 10−7 750
W 0.154 3.9 × 10−6 98



being used as collimators in X-ray diffraction experiments at λ = 0.154 nm. At this wave-
length, the reflectivity is over 75 percent, and the flux to the diffractometer can be increased
by about an order of magnitude35 (see Chap. 35).

Polarizers and Phase Retarders

The Brewster angle occurs close to 45° in the EUV and X-ray region for all materials, and all
reflectors used near 45° are effective polarizers. Multilayer coatings do not change the ratio
of the reflectivities for parallel and perpendicular polarization, but enhance the reflectivity
for perpendicular-polarization to useful values.36,37 The reflectivity for parallel-polarization at
the Brewster angle is zero for absorption-free materials but increases with absorption. There-
fore, the achievable degree of polarization is higher at shorter wavelengths where absorption
is lower. Typical values for the reflectivity ratio, R⊥/R, are 10 around λ = 30 nm and over
1000 around λ = 5 nm.

It is not possible to design effective 90° phase-retarding multilayer reflectors with high
reflectivity for both polarizations. The narrower bandwidth of the reflectivity curve for parallel-
polarization allows one to produce a phase delay at incidence angles or wavelengths that are
within the high-reflectivity band for perpendicular- but not for parallel-polarization; however,
because of the greatly reduced parallel-reflectivity of such a design, one cannot use them to
transform linear polarized radiation into circular polarized radiation.38 Multilayers used in
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FIGURE 2 Measured near-normal incidence reflectivity curves of a Mo/Be multilayer with 70 periods and a
Mo/Si multilayer with 40 periods in wavelengths regions of low absorption near the Be-K and Si-L edge.



transmission offer a better solution. Near the Brewster angle, parallel-polarized radiation is
transmitted through a multilayer structure without being reflected by the internal boundaries
and has a transmission determined mainly by the absorption in the multilayer stack. A high
transmission for perpendicular-polarization is also obtained from a multilayer stack that is
used off-resonance near a reflectivity minimum or transmission maximum. However, the
transmitted radiation is delayed due to the internal reflection within the multilayer stack. Fig-
ure 4 gives an example of the calculated performance of such a design.39–42 For a grazing angle
of 50°, we obtain a phase retardation of 80° with a useful reflectivity for parallel polarization of
Rp = 15 percent. One can tune such a phase retarder in wavelength by producing a graded coat-
ing or by using different incidence angles.43 A 90° phase retarder is possible with high-quality
multilayers that can obtain peak reflectivities above 70 percent. Boundary roughness reduces
the phase retardation because it reduces the effective number of bounces within the structure.
The maximum phase retardation measured at wavelengths λ < 5 nm are in the 10° range.44

Boundary Roughness

The quality of the boundary is the main limitation for the performance of a multilayer with
short periods. Most good multilayer systems can be described by a simple growth model: Par-
ticles or atoms arrive randomly and can relax sideways to find locations of lower energy. The
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FIGURE 3 Grading of a multilayer achieved for the first condensor of an EUV camera. The dashed lines mark
the ±0.25 percent tolerances from the ideal thickness.



MULTILAYERS 24.9

FIGURE 4 Calculated transmission of an unsupported Mo/Si multilayer for perpendicular-polarization
(full curve) and parallel-polarization (dashed curve) and phase difference between the two polarizations. A
phase shift of 80° is obtained for an angle of 50°. The value near 18° is of no use because there is practically
no transmission.



random deposition produces a flat power spectrum for the surface roughness with most of the
roughness at very high spatial frequencies, and the relaxation reduces roughness at the high-
est spatial frequencies. The two-dimensional power spectral density (see Church and Takacs
in Vol. I, Chap. 7, and Harvey, Vol. II, Chap. 11 of this handbook) of a film on a perfectly
smooth substrate is then given by7,45–47

PSD(qs,d) = Ω (12)

where Ω is the particle volume; lr is a relaxation length; d is the total thickness of the coating;
and qs = 2πf = 2π/Λs, with f a spatial frequency or Λ, a spatial period on the surface. The param-
eter, n, characterizes the relaxation process; n = 1 indicates viscous flow; n = 2 is condensation
and reevaporation; n = 3 is bulk diffusion; and n = 4 is surface diffusion. Equation (12) yields
the flat PSD of the random deposition with roughness σ ∝ 	d
 for small spatial frequencies
and a power law with exponent, n, that is independent of thickness at high spatial frequencies.
Roughness is replicated throughout a stack with a replication factor

a( f ) = exp − (lr
n − 1 dqs

n) (13)

The PSD of a film on a substrate has a total PSD, PSDtot,

PSDtot = PSDfilm + a2PSDsub (14)

and the roughness that is contributed from the spatial frequency range from f1 to f2 is

σ2 = 2π�f2

f1

PSD( f ) df (15)

The intensity of the scattered light is proportional to the PSD, and consistent values for the PSD
can be obtained by atomic force microscopy and from scatter measurements.48–50 The growth
parameters of some multilayer structures are given in Table 2.51 Note that the roughness values

1 − exp (−2lr
n − 1 dqs

n)
���

2lr
n −=1 qs

n
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TABLE 2 Growth parameters of multilayer systems with multilayer period (Λ), number of periods
(N), growth parameters (Ω, lr, and n), total thickness (d), and roughness (σ) of the multilayer film calcu-
lated for a perfectly smooth substrate within the spatial frequency range of f = 0.001–0.25 nm. Parame-
ters are the average value for both coating materials, for sputtered Mo/Si we give also the parameters
for Mo and Si separately.

System Λ (nm) N Ω (nm3) lr (nm) n d (nm) σ (nm)

Co/C 3.2 150 0.016 1.44 4 480 0.14
Co/C 2.9 144 0.016 1.71 4 423 0.12
Co/C 2.4 144 0.016 1.14 4 342 0.15
Co/C 3.2 85 0.016 1.71 4 274 0.19
Mo/Si 7.2 24 0.035 1.71 4 172 0.14
Ni/Ca 5.0 30 0.035 1.71 4 150 0.14
W/B4Cb 1.22 350 0.01 1.22 4 427 0.10
W/B4Cb 1.78 255 0.018 1.22 3 454 0.12
Mo/Sic 6.8 40 0.035 1.36 4 280 0.19
Mo/Sid 6.8 40 0.055 1.20 2 280 0.12
Si in Mo/Sic 6.8 40 0.02 1.36 4 280 0.14
Mo in Mo/Sic 6.8 40 0.5 1.36 4 280 0.23

a Coating produced by dual-ion beam sputtering courtesy of J. Pedulla (NIST).
b Coating produced by dual-ion beam sputtering courtesy of Y. Platonov (Osmic).
c Data for Mo/Si produced by magnetron sputtering from D. Stearns et al.45

d Data for Mo/Si produced by ion beam sputtering from P. Kearney and D. Stearns (LLNL).



in the last column do not include contributions from spatial frequencies f > 0.25 nm−1 and from
diffuse transition layers. These values have to be added in the form σ2

tot = σ1
2 + σ2

2 in Eq. (11) for
the calculation of the reflectivity.

During the development phase of multilayer X-ray mirrors, it was fortuitous that practi-
cally perfect smooth substrates were available as Si wafers, float glass, and mirrors fabricated
for laser gyros. It is, however, still a challenge to produce figured substrates that have both
good figure and finish in the 0.1-nm range.52 Multilayer mirrors can remove high spatial
roughness with spatial periods of less than 50 nm, and graded coatings can be used to correct
low-order figure errors; however, mirrors that do not meet specifications for high-resolution
imaging usually have considerable roughness at spatial frequencies between these limits that
cannot be modified by thin films.51
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CHAPTER 25

POLARIZING CRYSTAL OPTICS*

Qun Shen
Cornell High Energy Synchrotron Source and Department of
Materials Science and Engineering
Cornell University
Ithaca, New York

25.1 INTRODUCTION

Being able to produce and to analyze a general polarization of an electromagnetic wave has
long benefited scientists and researchers in the field of visible light optics, as well as those
engaged in studying the optical properties of condensed matter.1–3 In the X-ray regime, how-
ever, such abilities have been very limited because of the weak interaction of X rays with mate-
rials, especially for production and analysis of circularly polarized X-ray beams. The situation
has changed significantly in recent years. The growing interest in studying magnetic and
anisotropic electronic materials by X-ray scattering and spectroscopic techniques has initiated
many new developments in both the production and the analysis of specially polarized X rays.
Routinely available, high-brightness synchrotron radiation sources can now provide naturally
collimated X rays that can be easily manipulated by special X-ray optics to generate energy-
tunable as well as polarization-tunable X-ray beams. The recent developments in X-ray phase
retarders and multiple-Bragg-beam interference have allowed complete analyses of general
elliptical polarization of X rays from special optics and special insertion devices. In this article,
we will review these recent advances, especially in the area of the production and detection of
circular polarization.

As for any electromagnetic wave,1–3 a general X-ray beam defined by

E(r,t) = (Eσ ŝ + Eπei εp̂)e i(k ⋅ r − ωt) (1)

can be linearly polarized if ε = 0 or 180°, circularly polarized if ε = ±90° and Eσ = Eπ, and ellip-
tically polarized for other values of ε, Eσ, and Eπ. If ε = random values, then the X-ray beam
is unpolarized or has an unpolarized component. The polarization is in general characterized
by three Stokes-Poincaré parameters (P1, P2, P3):
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P1 = =

P2 = = (2)

P3 = =

which represent the degrees of the 0° and 90° [σ (perpendicular) and π (parallel)] linear
polarization, the ±45°-tilted linear polarization, and the left- and right-handed circular polar-
ization, respectively.1–3 The unpolarized portion in the beam is characterized by its fraction P0

of the total intensity, given by P0 = 1 − (P2
1 + P2

2 + P2
3)1/2. The unpolarized component is gener-

ally related to the incoherency in the X-ray beam, where the phase between the σ and the π
wavefields is not well-defined, and can exist only in partially coherent radiation.1

25.2 LINEAR POLARIZERS

Today’s high-brightness synchrotron sources provide natural, linearly polarized X rays on the
orbital plane of the storage ring. The degree of linear polarization is usually better than from
90 to 95 percent. The actual degree of linear polarization is not important for most X-ray
experiments, as long as it is known and unchanged during the course of an experiment. Certain
types of synchrotron experiments, such as linear dichroism spectroscopy, magnetic scattering,
and atomic and nuclear resonant scattering, do require or prefer a higher degree of linear
polarization. One of the most demanding experiments is an optical activity measurement4 in
which the plane of polarization is defined and its rotation is measured to a high precision.

Using a 2θ = 90° Bragg reflection (Fig. 1a) from a perfect crystal such as silicon, the natu-
ral linear polarization from a synchrotron source can be further enhanced. In general, the lin-
ear polarization P′1 after a Bragg reflection in the vertical diffraction plane can be improved
from the incoming polarization P1 by a factor given by

P′1 = (3)

where p is the polarization factor of the reflection: p = cos2 2θ for a kinematic and p = |cos 2θ|
for a dynamical Bragg reflection. Obviously, P1 ≤ P′1 ≤ 1, depending on the actual 2θ angle
used. The efficiency of a 90° Bragg reflection polarizer is very high, only limited by the effec-
tive reflectivity, which is usually better than 50 percent for a kinematic crystal and at least 90
percent for a perfect dynamical crystal.

Another type of linear polarizer for X rays is based on the principle of Borrmann trans-
mission (Fig. 1b) in dynamical diffraction.5 When a strong Bragg reflection [e.g., Si (220)], is
excited in the Laue transmission mode, one of the σ-wave field branches has a smaller-than-
usual absorption coefficient and is thus preferentially transmitted through the crystal in the
forward direction. This anomalously transmitted beam is therefore highly σ-polarized, and
the Laue-diffracting crystal (typically with µt ∼ 10) can be used as a linear polarizer. This
method has the advantage that the insertion of the polarizer does not alter the beam path,
which is a common and desirable feature in visible light optics. However, because of its
extremely narrow angular acceptance range (a fraction of the reflection angular width) and its
intensity loss due to small but non-zero absorption, the Borrmann transmission method is sel-
dom used in practice as a linear polarizer.
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The 90° Bragg reflection polarizer can be used in series to increase the purity of linear
polarization even further. This can be easily achieved in practice using a channel-cut single
crystal (Fig. 1c), in which the incident X-ray beam is diffracted multiple times between the
two parallel crystal slabs. The highest degree of linear polarization (∼99.99%) can be pro-
vided by a channel-cut crystal with a weak link between the two slabs.6,7 By slightly detuning
the two crystal slabs, the intensity ratio of the π-polarized to the σ-polarized X rays can be
suppressed by another factor of from 10 to 100. It has another advantage that the requirement
of 2θ = 90° can be further relaxed and the polarizer is effectively tunable in a wider energy
range (e.g., ±20 percent) at 9 keV using Si (440).

Synchrotron experiments designed to study linear dichroism in materials sometimes
require fast switching between two perpendicular linear polarization states in an incident 
X-ray beam. Although the switching can be done by a simple 90° rotation of a linear polarizer
around the incident beam, a rapid switching can be achieved by a couple of methods. One is
to use two simultaneously excited Bragg reflections whose scattering planes are perpendicu-
lar (or close to perpendicular) to each other. The other is to insert an X-ray half-wave phase
retarder based on the effect of diffractive birefringence in dynamical diffraction from perfect
crystals.8 In the latter method, if one uses a transmission-type phase retarder, the incident
beam direction and position are not affected by the polarization switching, which is a signifi-
cant advantage.
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FIGURE 1 Possible linear polarizers for X rays: 
(a) 90° Bragg reflection, (b) Bormann transmission,
and (c) multiple-bounce Bragg reflection with possible
detuning.
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25.3 LINEAR POLARIZATION ANALYZERS

In general, any linear polarizer can be used as an analyzer for linear polarizations P1 and P2.
A simplest form of linear analyzer is to measure the 90° elastic scattering from an amorphous
target9 or a powder sample.10 For better precisions, Bragg reflections with 2θ = 90° from single
crystals are usually used. Again, one can achieve very high precision by means of a multiply
bounced Bragg reflection from a channel-cut perfect crystal. The requirement for 2θ = 90° can
be relaxed if one takes into account a scale factor involving the actual 2θ angle used in the
measurement, as given in the following.

All these methods are based on measuring the intensity variation Ib as a function of the
rotation angle χ of the scattering plane around the incident beam (Fig. 2) with respect to a ref-
erence polarization direction (e.g., the σ direction):

Ib(χ) = [(1 + p) + (P1 cos 2χ + P2 sin 2χ)(1 − p)] (4)

where p is again the polarization factor of the scattering process as defined in Eq. (3). For 2θ =
90°, p = 0.

It is straightforward to show that for an arbitrary 2θ ≠ 0, the incident linear polarizations
P1 and P2 can be obtained by measuring two difference-over-sum ratios,

P1(2θ) =

P2(2θ) =

(5)

and using a proper scale factor involving the actual 2θ,

� � = � � (6)

Equations (5) and (6) are useful when a single Bragg reflection is used for linear polariza-
tion analyses over a wide energy range.11,12
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FIGURE 2 Bragg reflection from a crystal serves as a linear
polarization analyzer.



25.4 PHASE PLATES FOR CIRCULAR POLARIZATION

In principle, circular polarization can be produced from linearly polarized radiation by one of
the following three effects (Fig. 3): circular absorption dichroism, linear birefringence or dou-
ble refraction, and reflection birefringence analogous to Fresnel rhomb. The last two effects
only work with linearly polarized radiation, while the first effect can be used to convert both
linear and unpolarized radiation.

Circular absorption dichroism is an effect of differential absorption between the left- and
the right-handed circular polarizations. For X rays, the natural circular dichroism in materials
is a very weak effect. To date the only X-ray circular dichroism that has been studied exten-
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FIGURE 3 Circular phase plates for X rays based on (a)
circular absorption dichroism, (b) linear birefringence in
Laue geometry, (c) linear birefringence in Bragg transmis-
sion geometry, and (d) Fresnel rhomb in Bragg reflection
geometry.
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(c)

(b)
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sively is the magnetic circular dichroism in magnetic materials. However, the largest differ-
ence experimentally observed in absorption coefficients between the left- and the right-
handed circular polarization is on the order of 1 percent, which is too small for any practical
use as an X-ray circular polarizer.13

Fresnel rhomb is based on the principle that the reflected waves from the surface of a
material can have different phase shifts between two othogonal linear states, σ and π. The 
X-ray analog of this occurs at a Bragg reflection from a crystal and arises from the difference
in the intrinsic angular widths (Darwin widths) of the σ and the π diffracted waves.14,15 The
width for the π polarization is smaller than that for the σ polarization. Because of a continous
phase shift of 180° from one side of the reflection width to the other, a difference in the phase
shift can be obtained between the σ and the π polarizations if the angular position is selected
to be near the edge of the angular width. Experimentally, a multiply bounced Bragg reflection
is needed to make a ±90° phase shift. The phase shift is independent of the crystal thickness,
but this method requires a highly collimated incident beam, about 1⁄10 of the reflection width,
which is usually the limiting factor for its thoughput.16

The linear birefringence or double refraction effect relies on the difference in the magni-
tudes of the wavevectors of two orthogonal linear polarization states, σ and π, when a plane
wave travels through a crystalline material. Because of this difference, a phase shift between
the σ and the π traveling waves can be accumulated through the thickness of the birefringent
material:17

∆ = 2π(Kσ − Kπ)t (7)

where t is the thickness, and Kσ and Kπ are the magnitudes of the wavevectors inside the crys-
tal for the σ and π wavefields, respectively. When the phase shift ∆ reaches ±90°, circularly
polarized radiation is generated, and such a device is usually termed a quarter-wave phase
plate or a quarter-wave phase retarder.

For X rays, large birefringence effects exist near strong Bragg reflections in relatively per-
fect crystals. Depending on the diffraction geometry, one can have three types of transmission
birefringence phase retarders: Laue transmission, Laue reflection, and Bragg transmission, as
illustrated in Fig. 3b and c. The Laue reflection type9,18 works at full excitation of a Bragg
reflection, while the Laue and the Bragg transmission types19–22 work at the tails of a Bragg
reflection, which has the advantage of a relaxed angular acceptance. In the past few years, it
has been demonstrated that the Bragg-transmission-type phase retarders are very practical
X-ray circular polarizers. With good-quality diamond single crystals, such circular phase-
retarders can tolerate a larger angular divergence and their throughputs can be as high as
0.25, with a degree of circular polarization in the range of from 95 to 99 percent. The handed-
ness of the circular polarization can be switched easily by setting the diffracting crystal to
either side of the Bragg reflection rocking curve. There have been some excellent review arti-
cles20–22 in this area and the reader is referred to them for more details.

25.5 CIRCULAR POLARIZATION ANALYZERS

Circular polarization P3 of an X-ray beam can be qualitatively detected by magnetic Comp-
ton scattering18 and by magnetic circular dichroism. In general, these techniques are not suit-
able for quantitative polarization determination because these effects are relatively new and
because of the uncertainties in the materials themselves and in the theories describing the
effects.

Two methods have been developed in the past few years for quantitative measurements of
circular polarization in the X-ray regime. One is to use a quarter-wave phase plate to turn the
circular polarization into linear polarization which can then be measured using a linear polar-
ization analyzer (Fig. 4a), as described in the previous sections. This method is entirely analo-
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gous to the similar techniques in visible optics and has been used by a couple of groups to
characterize special insertion devices and quarter-wave phase plates.20,23

Multiple-beam Bragg diffraction (MBD) is the other way to measure the degree of circu-
lar polarization of X rays (Fig. 4b). This technique makes use of the phase shift δ between the
σ and the π wave fields that arises from the phase-sensitive interference24 and possible polar-
ization mixing in an MBD process in a single crystal.25 The phase shift δ is insensitive to crys-
tal perfection and thickness as well as X-ray wavelength, since it is strictly determined by the
crystal structure factors. Thus the MBD method has a broad applicable energy range and a
good tolerance in the angular divergence of an X-ray beam.

Multiple-beam Bragg diffraction is also called simultaneous Bragg reflection, or Umwegan-
regung (detour), as first noted by Renninger.26 It occurs when two or more sets of atomic
planes satisfy the Bragg’s law simultaneously inside a crystal. A convenient way (Fig. 5) of real-
izing a multiple-beam reflection condition is exciting first one Bragg reflection, say H, then
rotating the diffracting crystal around H to bring another reciprocal node, say L, onto the
Ewald sphere.27 The rotation around the H is represented by the azimuthal angle φ. It has been
known28–30 that the simultaneously excited Bragg waves interfere with each other and give rise
to a diffracted intensity that is sensitive to the structural phase triplet δ = arg(FLFH–L/FH), where
FH is the structure factor of the main reflection H and FL and FH–L are the structure factors of
the detoured reflections L and H–L. Another effect that exists in MBD is polarization mixing
due to the intrinsic double Thomson scattering process,31,32 which causes a part of the π wave
field amplitude to be scattered into the σ channel and vice versa. The combination of these two
effects makes the MBD intensity sensitive to the phase difference between the σ and the π
wave fields and thus to the circular polarization in the incident X-ray beam.
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FIGURE 4 Two types of optics for analyzing circularly
polarized X rays: (a) circular phase plate plus a linear polar-
ization analyzer, and (b) multiple-beam Bragg diffraction from
a noncentrosymmetric crystal.
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For maximum sensitivity to circular polarizations, a non-centrosymmetric crystal structure
can be chosen as the analyzer and an MBD reflection with δ = ±90° can be used. A complete
determination of all Stokes-Poincaré parameters can be obtained either by measuring three
independent MBD profiles25,33 and solving for (P1, P2, P3), or by separate measurements11,12,34

of P1 and P2. This latter method provides a very convenient way for complete determination
of Stokes-Poincaré parameters. Once the analyzer crystal is oriented and the proper multiple
reflection is found, a complete determination of (P1, P2, P3) requires four rocking curve mea-
surements of the integrated 2-beam intensities, Ib(0°), Ib(90°), Ib(−45°), and Ib(45°), at χ = 0°,
90°, −45°, and 45°, respectively, and two rocking curve measurements of the MBD intensities,
I(+∆φ) and I(−∆φ), at each side of the multiple reflection peak. The (P1, P2, P3) are then
obtained by taking the three pairs of difference-over-sum ratios,12 with a scale factor for P3

involving the multiple-beam structure factors.
We would like to point out that for an MBD reflection to have maximum sensitivity to cir-

cular polarization, δ = ±90° is desired. This condition can be conveniently satisfied by choos-
ing a noncentrosymmetric crystal such as GaAs. However, as we have previously shown,32

because of the dynamical phase shift within the full excitation of a multiple reflection, an
MBD in a centrosymmetric crystal such as Si or Ge can also be sensitive to circular polariza-
tion. The only drawback is that it requires an extremely high angular collimation. With the
arrival of low-emittance undulator-type sources, one should keep in mind that the use of Si or
Ge crystals for MBD circular polarimetry may be feasible for well-collimated X-ray beams.
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CHAPTER 26

MIRRORS FOR SYNCHROTRON
BEAMLINES

Andreas Freund
European Synchrotron Radiation Facility (ESRF)
Grenoble, France

26.1 SPECIFIC REQUIREMENTS FOR SYNCHROTRON 
X-RAY OPTICS

X-ray mirrors have been discussed in detail by Harvey in Chap. 11, Vol. II, of the Handbook
of Optics.1 In particular, the basic scattering processes of X rays by surfaces, the effects of sur-
face figure and finish on mirror performance, and the influence of aberrations on the effi-
ciency of various focusing schemes have been described. The applications mentioned were
mainly in the field of astrophysics and often in the soft X-ray range. The present section will
therefore be limited to facts that are specific to synchrotron radiation applications in the
medium and hard X-ray range (i.e., for energies E > 1 keV). Recent more general reviews of
synchrotron X-ray beam optics have been given by Hart,2 Freund,3 and Hart and Berman.4

More detailed papers on the subject can be found in Vol. 34 of Optical Engineering5 and in
recent Proceedings of SPIE Conferences, for example, Vol. 3773.6

Specular reflection of X rays is based on the refractive index whose real part of the decre-
ment, δ, is of the order of 10−5 for X rays, so that the so-called critical angle θc = (2δ)1/2 below
which total reflection is observed, is very small, of the order of 3 mrad for 20 keV radiation
and a heavy metal such as platinum or palladium. The evanescent wave penetrates only a few
nm and nearly 100 percent reflectivity is theoretically obtained for ideal surfaces. Mirrors are
often the first optical element in a synchrotron beamline, positioned at a distance of typically
from 20 to 30 m from the source. The beam height there is about 1 mm and then, depending
on energy or glancing angle, the mirror length may exceed 1 m.

Mirrors on synchrotron X-ray beamlines have four main functions. First, they are efficient
filters cutting off photons with energies above the critical energy corresponding to the critical
angle given above. They thus eliminate higher order contamination of otherwise monochro-
matic beams provided by single crystal monochromators. Second, when used as the first opti-
cal element upstream of the monochromator, a mirror decreases the heat load carried by the
absorbed high energy photons, typically by a factor of 2. Whereas these two functions are
related to waste photon management, the two other functions affect beam divergence: mirror
surfaces can be curved by machining or bending and then either collimate or focus the X rays.
Classical schemes are
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1. A toroidal mirror directly upstream of the monochromator and double-focusing the beam
onto the sample position

2. A vertically collimating mirror upstream and a (re)focusing second mirror downstream of
the monochromator to improve the energy resolution due to a decreased angular spread
of the X-ray beam entering the monochromator

The beam conditioning by mirrors can be well predicted by calculations such as XOP7 and by
ray tracing codes such as SHADOW.8

Modern, so-called “third-generation” storage ring X-ray sources such as wigglers and
undulators, are characterized by low emittance (i.e.), small source size and beam divergence,
and high spectral brightness or brilliance. The source dimensions and opening angles are
quite anisotropic, typically 1 mm wide × 0.02 mm high and 1 mrad horizontally and 0.02 mrad
vertically. The stability of these parameters is about 10 percent of their absolute values which
imposes severe tolerances on the optics. Along with the high brightness comes a very high
heat load, up to several kW total power and 100 W mm−2 power density normal to the beam.9

This means that mirrors in the white beam must be cooled, which implies thermal deforma-
tion that has to be minimized by appropriate cooling schemes and other techniques.

26.2 MIRROR SUBSTRATE QUALITY

A very common way to define the quality of a surface is the power spectral density function
(PSD) that is a measure of the surface height variation as a function of the spatial frequency
or the reciprocal of the corrugation length. The surface figure described by the slope error
(SLE) or the shape error (SHE) corresponds to low frequencies, typically one inverse cen-
timeter, and that described by the finish or microroughness (MR) corresponds to high fre-
quencies, down to the inverse nanometer range. To avoid emittance and brilliance
deterioration and excessive blur of the focus, the former should not exceed a fraction of 
the beam divergence, say, 1 µrad (rms value). The latter creates a halo around the beam or the
focus by diffuse scattering described by a static Debye-Waller factor and thereby reduces the
peak reflectivity. The MR should be of the same order as the X-ray wavelength [i.e., 0.1 nm
(rms value)]. Because of the small glancing angle, only the meridional figure is of importance
for X rays. The sagittal slope error can be much bigger. The basic X-ray scattering processes
by real surfaces are quite well understood.10–12 They can be incorporated in ray tracing codes.

The tolerances for mirror surfaces being very tight, the materials choice is much restricted.
Machining and polishing capabilities are not the only criteria, but mechanical rigidity and
dimensional stability are important as well. Radiation hardness, high thermal conductivity
and low thermal expansion are crucial parameters for use in white beams; finally, cost must be
considered too.13,14 Although SiC shows slightly better performance, nowadays most mirrors
for synchrotron hard X rays are made of single-crystal silicon that can be obtained as rods up
to 1.3 m long and 0.15 m in diameter at a quite reasonable price. For monochromatic beams,
also fused silica and Zerodur (a glass ceramic) are excellent substrate materials. Metals such
as Glidcop, Invar, and stainless steel are in use too. Their major advantages are excellent braz-
ing and machining capabilities (the latter by EDM) that are particularly helpful when inte-
grating cooling loops or flexure hinge structures for bending purposes into the substrate
itself.15 The substrates made of Si or other materials are coated by thin layers of heavy metals
such as Au, Pt, or Pd without degrading the surface.

The present state of the art of achievable surface (standard) quality is (rms values) as
follows:

1. SLE: 2 µrad; SHE: 10 nm; MR: 0.2 nm for flat and spherical mirrors up to 1.2 m long;

2. SLE: 1 µrad; SHE: 5 nm; MR: 0.1 nm for flat mirrors up to 0.3 m long.16
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Strong efforts are presently being made to further improve on these figures by developing
new techniques.17 Recently, an important step forward has been achieved using the ion beam
machining technique and a deterministic, computer controlled process.18 The surface topol-
ogy of a 0.3 m long Si substrate of standard quality was recorded by visible-light and X-ray
metrology. Based on this map the substrate was exposed to the ion beam figuring process.
After a single iteration an almost 10-fold decrease of the shape and slope errors to 1.2 nm and
0.11 µrad were observed with X-ray metrology, without any increase of microroughness at the
0.1 nm level. The final aim is to reach both shape error and microroughness of about 0.1 nm.

The latter improvement is important for the conservation of the coherent flux that
becomes increasingly important for applications such as speckle spectroscopy and phase
tomography where until now the use of mirrors has been prohibited. A useful number for the
shape error can be obtained from Maréchal’s criterion19 requiring exactly the above 1.2 nm
shape error to get at least 80 percent of the intensity into the center of the image of a point
source at a glancing angle of 3 mrad. Better surface quality will also be beneficial for micro-
focusing.

26.3 METROLOGY

Surface metrology is of crucial importance for the improvement of mirror performance: qual-
ity increase is only possible if it can be measured. Clearly the most appropriate metrology is
based on evaluation with X rays, but mirror manufacturers need techniques that are indepen-
dent of synchrotron beamlines. Several instruments based on visible light interferometry are
commercially available. The long-trace profiler (LTP)20,21 can measure slope errors with a pre-
cision of fractions of a µrad, and microroughness can be determined with sub-nm accuracy.22

There are several other very useful optical devices such as the Shack-Hartmann analyzer that
can even be used for in situ observation of the thermal deformation of a mirror under heat
load23 and for optimizing mirror alignment and focusing geometry on the beamline.

The ultimate technique is X-ray metrology with the same type of radiation for which the
mirrors are intended. Two methods are applied for assessing the slope or shape error, which
are still being developed:

1. Reconstruction of the surface shape after recording speckle patterns in a monochromatic
beam (coherent X-ray metrology).24,25

2. Reconstruction of the surface height variation by scanning a broad-band X-ray pencil
beam across the surface, with image processing of the scattered intensity recorded by a
position-sensitive detector (incoherent X-ray metrology).26

The microroughness can be derived in a straightforward way from specular reflection pro-
files.27,28 It is thus possible to obtain the whole PSD from a full X-ray examination. Experience
has shown that in most cases the integrated MR parameter measured with visible light is up
to 3 times smaller than the MR obtained by X-ray scattering, because the two methods cover
a different range of the spatial frequencies.29 This empirical fact must be taken into account in
mirror specification. Also, atomic force microscopy (AFM) has been applied that shows rela-
tively good agreement with X-ray results.

26.4 THE HEAT LOAD PROBLEM

The heat load on mirrors can represent a major problem even though the angle of incidence
is small and the heat is spread out over a certain length. The main difficulty is to keep the mir-
ror straight when it needs to be cooled. This can be achieved to some extent by efficient cool-
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ing through internal channels,30 but for very high heat loads of up to 15 kW total power31 it
might be necessary to apply active-adaptive techniques that are complex and thus not very
straightforward to utilize.32 In many cases, however, side-cooling is still satisfactory. The mir-
ror body has to be more than 10 cm thick and the heat is extracted by copper blocks that are
attached along both sides close to the surface. Good thermal contact is ensured by a liquid (In
75 percent–Ga 25 percent) eutectic metal interface.

Efficient cooling is a whole chapter in itself and its detailed description is beyond the scope
of this section. Regular conferences and workshops are devoted to this subject and interested
readers are referred to the literature given here and to the publications cited therein. A
related matter is mirror surface damage due to hydrocarbon cracking and carbon deposit on
the highly polished and thus delicate surface. To avoid problems it is mandatory that mirrors
are kept under ultrahigh vacuum.

26.5 FOCUSING WITH MIRRORS

This section would not be complete without mentioning the recent progress achieved in
microfocusing X-ray beams. Whenever a wide bandpass, relative ease in alignment, and high
focusing efficiency (gain factors) are required, mirrors are desirable. Many types of mirror
benders have been developed and are frequently applied on beamlines.14,33,34 Aberrations and
other issues related to imaging have been extensively discussed.35 The most widely used type
of focusing mirror is a toroid that is in most cases obtained by elastic bending of a cylindrically
shaped mirror. By applying different bending moments to the two ends of a beam, shapes
other than circular can be obtained, such as elliptical and parabolic.

The capability to create aspherical shapes with a very high precision is of vital importance
for the strong demagnification required for the microfocusing methods applied to micro-
diffraction or microfluorescence that are techniques of major industrial potential. Three fol-
lowing methods are presently in use and under further development to achieve ultimate
performance:

1. Bending a very flat plate whose lateral profile is shaped to achieve the best matching to the
ideal (elliptical) shape.36,37

2. Grooving an ellipse into a flat substrate by conventional machining followed by ion-beam
figuring.38

3. Grooving an approximate elliptical shape into a flat substrate followed by differential
deposition of a metal to correct residual shape errors.39

All three approaches seem very promising. Because the synchrotron source is very
anisotropic, the most adapted double-focusing scheme is the well-known Kirkpatrick-Baez
optics. Presently, submicron spot sizes and gain factors exceeding 104 are obtained, and in a
few years the 100 nm limit should be reached.
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CHAPTER 27

THE SCHWARZSCHILD OBJECTIVE

F. Cerrina
Department of Electrical and Computer Engineering
University of Wisconsin, Madison
Madison, Wisconsin

27.1 INTRODUCTION

The Schwarzschild objective is based on the use of two almost concentric spherical surfaces: a
small convex mirror and a larger concave facing each other as shown in Fig. 1.

While this design is widely attributed to Schwarzschild, previous descriptions of the opti-
cal system had already been analyzed and published by Paul and Chretien. The design is sim-
ple and elegant, and well suited for optical systems with small field of view and high
resolution. The Schwarzschild objective is an evolution of the Cassegrain telescope, where the
primary and secondary are both nonspherical elements, providing good aberration correction
and large field of view. Aspherical optics are, however, difficult and expensive to manufac-
ture, and simpler designs are desirable. The Schwarzschild objective replaces the aspheres
with spherical elements, as shown in Fig. 1.

The Schwarzschild objective has found its primary use in microscopy and astronomy at
wavelengths where glass lenses are not suitable or where a truly achromatic optical is needed,
like in microspectroscopy systems. The applications are thus mainly in the Infrared (FTIR
microscopes) and the UV; recently, the Schwarzschild objective has been extended to the
Extreme UV region (≈13 nm) for microscopy1,4–7 and for the development of advanced lithog-
raphy.3 Some of the first X-ray images of the sky were also acquired using Schwarzschild
objectives.4

In the Schwarzschild objective each spherical surface forms an aberrated image, and it is a
simple exercise in third-order expansion to show that the aberrations can be made to com-
pensate each other. This is because the surfaces have curvatures of different sign, and hence
each aberration term is of the opposite sign. All the third-order Seidel aberrations are exactly
zero on axis, and only some fifth-order coma is present. However, the focal plane of the
Schwarzschild objective is not flat; because of the spherical symmetry, the focal plane forms a
spherical surface. Thus, the Schwarzschild objective has excellent on-axis imaging properties,
and these extend to a reasonably large field. It is ideally suited for scanning systems, where
the field of view is very narrow.

The excellent imaging properties of the Schwarzschild objective are demonstrated by an
analysis of the objective’s modulation transfer function (MTF). In Fig. 2 one can see the excel-
lent imaging property of the Schwarzschild objective, essentially diffraction limited, as well as
the effect of central obscuration (increase of side wings). As shown in Fig. 3 the curve extends
to the diffraction limit and remains very close to the ideal (diffraction limited) MTF curve
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FIGURE 1 Layout of a Schwarzschild objective used as a microscope objective.

FIGURE 2 Image of a Schwarzschild objective used
as a microscope objective at a wavelength of 13 nm. ε
refers to the amount of obstruction.

FIGURE 3 Modulation transfer function (MTF) of
the previous Schwarzschild objective used as a micro-
scope objective. Notice that in this figure the dotted
line corresponds to ε = 0 (no obstruction).

even at wavelengths as short as 13 nm. However, in the midspatial frequency region, the MTF
deviates considerably from the ideal. This behavior is typical of optical systems with central
obstruction, and in general does not affect the ultimate resolution of the objective.

27.2 APPLICATIONS TO X-RAY DOMAIN

The high resolution of the microscope is achieved through the use of near normal-incidence
optics; off-axis systems of comparable speed have unacceptable aberrations. This poses a big
problem in the soft X-ray (EUV) region, where normal-incidence reflectivity is essentially
negligible. The development of interference multilayer coatings for the soft X-ray region
[now often called Extreme UV (EUV)] has in part solved this problem and made possible
sophisticated optics.4 (Also, see Chap. 24 of this handbook.) The combination of
Schwarzschild objective and multilayer coatings, in its simplicity, is a very appealing design for
the EUV region. Because the difference in optical path is so small, it is possible to achieve
diffraction-limited performance even at wavelengths of 13 nm with good overall transmission.



At wavelengths longer than about 2d = 40 Å (300 eV) it is possible to use interference filters
to increase the reflectivity of surfaces in the soft X rays. These filters, often called “multilay-
ers,” are, in effect, synthetic Bragg crystals formed by alternating layers with large optical con-
trast.4 From another point of view, they are a λ/4 stack in the very short X-ray region. The
possibility of using near normal optical surfaces clearly simplifies the design and allows
greater freedom to the optical designer. Furthermore, the relatively high reflectivity of the
multilayers (up to 60 percent) allows the design of multiple surface optics.

Several microscopes have been built at synchrotron facilities, and are operated success-
fully.5 Nonsynchrotron sources do not have enough brightness to deliver the flux required for
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FIGURE 4 Mirrors forming a Schwarzschild objective during assembly.

FIGURE 5 Schwarzschild objective in its mount with in situ adjustments.



practical experiments. The best resolution achieved with a Schwarzschild objective is of the
order of 90 nm at the MAXIMUM microscope2 at the Advanced Light Source. For a numer-
ical aperture of 0.2 at the sample, the diffraction-limited resolution is approximately given by
the Rayleigh criterion; at a wavelength of 13 nm, we have δ = λ/2 NA = 32 nm. However, one
is limited by the flux (i.e., by the finite brightness of the source) and by mounting and surface
errors.5 Diffraction limit operation has not yet been demonstrated.

High resolution is particularly easy to achieve if only a small imaging field is required as in
the case of a scanning microscope. The requirement of UHV conditions for the surface
physics experiments forced the design of in situ alignment systems, by including piezodriven
actuators in the mirror holders. During the alignment procedure, the use of an at-wavelength
knife edge test made it possible to reach the ultimate resolution of approximately 900 Å.6

Excellent reflectivities were achieved by using Mo-Si multilayers for the region below 100 eV,
and Ru-B4C for the region around 135 eV.

An example of a Schwarzschild objective is shown in Fig. 4. The two mirrors are coated
with a Mo-Si multilayer for 92 eV operation. Notice the groove on the large concave mirror
for stress-free clamping. These mirrors are then mounted in the casing shown in Fig. 5, which
includes piezoelectric adjustments suitable for ultrahigh vacuum operation. Finally, Fig. 6
shows some images acquired using this objective in a scanning X-ray microscope.2,7

27.4 X-RAY AND NEUTRON OPTICS

FIGURE 6 Images acquired from an Al-Cu intercon-
nect wire in an integrated circuit after failure using the
Schwarzschild objective as part of a scanning photo-
emission microscope.7 The images correspond to differ-
ent electron kinetic energy and show chemical contrast.
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CHAPTER 28

ASTRONOMICAL X-RAY OPTICS

Marshall K. Joy
Dept. of Space Sciences, NASA/Marshall Space Flight Center
Huntsville, Alabama

28.1 INTRODUCTION

Over the past two decades, grazing incidence optics have transformed observational X-ray
astronomy into a major scientific discipline at the cutting edge of research in astrophysics and
cosmology. This review summarizes the design principles of grazing incidence optics for astro-
nomical applications, describes the capabilities of the current generation of X-ray telescopes,
and explores several avenues of future development.

The first detection of a cosmic X-ray source outside of our solar system was made dur-
ing a brief rocket flight less than 40 years ago (Giacconi et al., 1962). Numerous suborbital
and Spacelab experiments were deployed over the next 15 years to follow up on this excit-
ing discovery (Giacconi et al., 1981), and in 1978 the first general purpose X-ray telescope
(the Einstein Observatory) was placed into orbit, followed by EXOSAT, the Roentgen
satellite (ROSAT), the Advanced Satellite for Cosmology and Astrophysics (ASCA), and
very recently, the Chandra X-ray Observatory and the X-ray Multimirror Mission (XMM).
All of these observatories employ grazing incidence X-ray optics of the type investigated
by Wolter (1952). The design of Wolter optics and the technologies for fabricating them
are presented in Sec. 28.2 following. Kirkpatrick-Baez optics are described in Sec. 28.3, and
the development of very high angular resolution X-ray optics is discussed in Sec. 28.4.

28.2 WOLTER X-RAY OPTICS

Optical Design and Angular Resolution

Wolter optics are formed by grazing-incidence reflections off of two concentric conic sections
(a paraboloid and hyperboloid, or a paraboloid and ellipsoid). The most common case
(Wolter type I) is conceptually similar to the familiar Cassegrain optical telescope: the incom-
ing parallel beam of X-rays first reflects from the parabolic section and then from the hyper-
bolic section, forming an image at the focus (Fig. 1). To increase the collecting area, reflecting
shells of different diameters are nested, with a common focal plane (Fig. 2).

A Wolter-I optic can be described by four quantities:
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1. The focal length, Z0 (defined as the distance from the intersection of the paraboloid and
hyperboloid to the focal point).

2. The mean grazing angle, α, which is defined in terms of the radius of the optic at the inter-
section plane, r0:

α � arctan (1)

3. The ratio of the grazing angles of the paraboloid and the hyperboloid, ξ, measured at the
intersection point.

4. The length of the paraboloid, Lp.

Wolter optics produce a curved image plane, and have aberrations that can cause the angu-
lar resolution of the optic to be significantly worsened for X-ray sources that are displaced
from the optical axis of the telescope; for these reasons, designs are usually optimized using
detailed ray-trace simulations. However, a good approximation to the optimum design can be
readily obtained using the results of Van Speybroeck et al. (1972). The highest X-ray energy
that the optic must transmit largely determines the mean grazing angle (see Sec. 28.3), which
in turn constrains the focal ratio of the optic [Eq. (1)]. The grazing angles on the parabolic and
hyperbolic sections are usually comparable, so ξ ≈ 1. With the diameter and length of the optic
as free parameters, the curves in Van Speybroeck et al. can be used to estimate the angular
resolution and the collecting area for different designs. Very high resolution and good off-axis
performance are possible with Wolter-I optics: an image with subarcsecond angular resolu-
tion from the Chandra X-ray Observatory is shown in Fig. 3, and Fig. 4 summarizes the image
quality across the field of view of the detector.
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FIGURE 1 Geometry of a Wolter type I X-ray optic. Parallel light incident from the right is reflected at graz-
ing incidence on the interior surfaces of the parabolic and hyperbolic sections; the image plane is at the focus of
the hyperboloid.
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FIGURE 2 An X-ray optics module for the XMM observatory.
Fifty-eight electroformed nickel Wolter-I optics are nested to
increase the effective X-ray collecting area. (Photo courtesy of
ESA.)

FIGURE 3 High resolution X-ray image of the Cassiopeia A (Cas A) supernova remnant. This 5000-s image
was made with the Advanced CCD Imaging Spectrometer (ACIS) on the Chandra X-ray Observatory; the field
of view is 6.3 arcmin. (Photograph courtesy of the Chandra X-ray Observatory Center and NASA.)



Mirror Figure and Surface Roughness

Irregularities in the mirror surface will cause light to be scattered out of the core of the X-ray
image, degrading the angular resolution of the telescope. If an incoming X ray strikes an area
of the mirror surface that is displaced from the ideal height by an amount σ, the resulting
optical path difference (OPD) is given by

OPD = 2σ sin α (2)

and the corresponding phase difference is

∆ = (3)

where α is the grazing angle and λ is the X-ray wavelength. For a uniformly rough mirror sur-
face with a Gaussian height distribution, rms values of σ and ∆ can be used to calculate the

4πσ sin α
��

λ
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FIGURE 4 Histogram of the angular resolution achievable with the ACIS-I instrument on the Chandra 
X-ray Observatory. (Chandra X-ray Observatory Guide, 2000.)



scattered intensity relative to the total intensity (Aschenbach, 1985; Beckmann and Spiz-
zichino, 1963):

= 1 − e−∆2
rms (4)

This result implies that high quality X-ray reflectors must have exceptionally smooth sur-
faces: in order for the scattered intensity IS to be small, ∆rms must be << 1. For a grazing angle
of 0.5° and a wavelength of 1 Å, a surface with an rms microroughness of 4 Å will scatter ∼20
percent of the incident intensity. A surface roughness of 8 Å will scatter more than 50 percent
of the incident intensity at this X-ray wavelength and grazing angle.

To calculate the effect of surface imperfections on the X-ray point spread function in
detail, it is necessary to measure the distribution of the deviations on all spatial scales of the
optic, from the microroughness on submicron scales to the overall slope error of the full mir-
ror. The surface deviations are characterized by the power spectral density, and the resulting
X-ray scattering can be calculated using the methods described by Church (1979), Aschen-
bach (1985), O’Dell et al. (1993), and Hughes et al. (1993).

X-Ray Reflectivity

For most astronomical applications, X-ray telescopes are required to have high reflection effi-
ciency across the operational energy band, and also to function at the highest possible energy
for a given focal length and diameter. The overall reflection efficiency and the high energy
response can both be increased by applying a high density coating to the polished reflecting sur-
faces of the optics, such as nickel, gold, platinum, or iridium [the latter element having the high-
est density and the best reflectivity (Elsner et al., 1991)]. As discussed above, the uniformity and
smoothness of the reflective coating is critical to the imaging performance of the optic.

The reflection efficiency of an X-ray optic is strongly dependent on energy, due to the pres-
ence of atomic absorption edges and the rapid decrease in efficiency at high energies. The
reflectivity can be readily calculated using the Fresnel reflection formulas expressed in terms
of the complex dielectric constant of the reflecting surface, κ (Elsner et al., 1991). Dielectric
constants can be easily derived from experimentally determined atomic scattering factors, f,
using the relation

κ = 1 − λ2f (5)

where re is the classical electron radius, NA is Avogadro’s number, and ρ and AW are the den-
sity and molecular weight of the reflecting material. An extensive compilation of atomic scat-
tering factors for elements 1 through 92 over the energy range from 50 eV to 30 keV is given
by Henke et al. (1993) and in the appendix to this part, following Chap. 37.

Effective Collecting Area

The useful collecting area of a grazing incidence optic depends on several factors: the size and
number of mirror shells, the projection of the grazing incidence mirrors onto the sky, blockage
of the aperture by support structures, X-ray reflection efficiency, and vignetting of off-axis
sources. The effective collecting area (Ae) is the convolution of all of these terms; it is highly
energy dependent due to the mirror reflectivity, and falls to zero at the high energy cutoff of the
optic. The on-axis effective area of several astronomical telescopes is shown in Fig. 5. The effec-
tive collecting area of the XMM observatory is notably larger by virtue of the large number of
thin Wolter optics that are packed into each of the three optics modules. There is, however, con-
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siderable room for improvement: all of the current X-ray observatories have effective areas that
are from 2 to 3 orders of magnitude lower than the premier ground-based optical telescopes.

Technologies for Fabricating Astronomical Optics

There are currently three primary methods for fabricating nested Wolter X-ray optics for astro-
nomical applications. The approach that has produced the highest angular resolution involves
the fabrication of Zerodur glass shells, a few cm thick, which are ground, figured, highly pol-
ished, and coated on the interior reflecting surface. Optics of this type have been built and flown
on the Einstein observatory (Giacconi et al., 1979), ROSAT (Aschenbach, 1988, 1991), and the
Chandra X-ray Observatory (Chandra X-ray Observatory Guide, 2000). Einstein and ROSAT
each had ∼5 arcsec angular resolution, while Chandra has subarcsecond on-axis resolution.

A different approach has been employed for the EXOSAT and XMM optics (Gondoin et
al., 1998). The required parabolic and hyperbolic surfaces are machined into the outer surface
of a mandrel, which is then highly polished and coated. A thin nickel shell is electroplated
onto the mandrel; the shell and mandrel (which have different coefficients of thermal expan-
sion) are then separated by cryogenic cooling. The XMM observatory has three optics mod-
ules, each containing 58 replicated Wolter-I shells (Fig. 2), which provide a high effective
collecting area and 15 arcsec angular resolution (Stockman et al., 1999).

The X-ray optics fabricated for the BBXRT, ASCA, and ASTRO-E missions consist of a
very large number of thin foil segments (Fig. 6) which are replicated off of a highly polished
cylindrical mandrel; the foil segments are mounted so that they approximate the parabolic
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FIGURE 5 Effective on-axis collecting area of X-ray observatories as a function of energy.



and hyperbolic figure of a Wolter-I optic. The resulting optics modules are compact, densely
nested, and very lightweight, and have ∼100 to 200 arcsec angular resolution.

28.3 KIRKPATRICK-BAEZ OPTICS

The first demonstration of grazing incidence X-ray imaging was performed by Kirkpatrick
and Baez (1948) using mirrors with one-dimensional parabolic curvature (Fig. 7a). An optic
of this type focuses in one plane only, so two mirrors are mounted orthogonally to each other
to achieve 2-dimensional imaging (Fig. 7b); they can also be nested to increase the effective
collecting area (Fig. 7c). Design studies of multi-element Kirkpatrick-Baez systems have been
carried out by Van Speybroeck et al. (1971), Weisskopf (1973), and Kast (1975).

Kirkpatrick-Baez optics have not been widely used in astronomical applications because
the required grazing angles are a factor of 2 larger than those of a Wolter design, for the same
optic diameter and focal length. (This can be seen from Fig. 7b: an X-ray reflecting in the hor-
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FIGURE 6 Replicated foil optics: (a) a full 2-reflection
module, (b) a single replicated foil segment. (Photo cour-
tesy of NASA.)

(a)

(b)
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FIGURE 7 Kirkpatrick-Baez optics: (a) mirrors with one-
dimensional parabolic curvature focus in one plane only, producing
a line image, (b) two mirrors mounted orthogonally to each other
can produce 2-dimensional imaging, (c) parabolic Kirkpatrick-
Baez optics can be nested to increase the effective collecting area.

(c)

(b)

(a)



izontal plane receives the full angular displacement in a single reflection, while a Wolter optic
achieves the same angular displacement via two half-angle reflections.) The larger grazing
angles in the Kirkpatrick-Baez design significantly reduce the high-energy efficiency of the
optic. However, optimal packing schemes and ease of manufacture may eventually permit
Kirkpatrick-Baez designs to overcome this disadvantage; for example, mass-produced flat
plates can be substituted for the curved optics in cases where the curvature of the mirrors is
small (Fig. 8). In the small angle approximation the projected width of the flat plate is
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FIGURE 8 Flat plates can be substituted for the parabolic Kirkpatrick-Baez optics in cases where the
curvature of the mirrors is small, and 2-dimensional imaging can be achieved by stacking two orthogonal
sets of flat reflectors.



δ = (6)

where L is the length of the plate, r0 is the distance of the plate from the optical axis, and F is
the focal length. The limiting angular resolution due to the flat plate geometry, ∆θ, is

∆θ(arcsec) ∼ 105 (7)

Equation (7) indicates that the error introduced by the flat plate approximation can be
made reasonably small: ∆θ = 10 arcsec for a mirror 0.1 meters in length and r0 = 0.1 meters
away from the axis of a 10 meter focal length optic. Analytic expressions for the number of
flat plates, their spacing, and the resulting packing fraction are given by Weisskopf (1973).

28.4 HIGH ANGULAR RESOLUTION X-RAY OPTICS

It is difficult to construct grazing incidence X-ray optics that combine very high angular reso-
lution and large effective area. The Chandra X-ray Observatory currently delivers subarcsec-
ond angular resolution, a superlative achivement for an X-ray telescope, but still an order of
magnitude below the resolution achieved by optical observatories, and more than three
orders of magnitude below the diffraction limit. Improving conventional Wolter X-ray optics
to produce milliarcsecond (or better) angular resolution is a formidable technical challenge.
One alternative is to exploit an approach that is widely used in the radio and optical spectral
regions: interferometry.

Several fundamental questions about the feasibility of X-ray interferometry are immedi-
ately apparent. First, interferometry requires that the phase errors be controlled to a fraction
of a wavelength; is it possible to shape and control optics for X-ray wavelengths on the scale
of Angstroms? Second, cosmic X-ray sources are notoriously faint (especially the cosmologi-
cally interesting sources at high redshift), and the effective collecting areas of X-ray tele-
scopes are low; is it possible to build an X-ray interferometer that would collect a sufficient
number of photons to construct a useful image in a finite amount of time?
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FIGURE 9 Schematic drawing of a grazing-
incidence X-ray interferometer.
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The scientific case for very high angular resolution X-ray imaging proves to be strong.
Many of the most interesting objects in the universe (including active galactic nuclei, accre-
tion disks, and the black holes that power them) are very small (<1 milliarcsec), very hot (T >
108 Kelvin), and radiate a large amount of thermal energy (Bv ∝ T4) primarily in the X-ray
spectral region (Cash, 1999; Cash et al., 2000).

Figure 9 shows a schematic drawing of an X-ray interferometer, in which the beams from
two X-ray telescopes are mixed to form fringes. Grazing-incidence mirrors are used for both
the telescope optics and the beam combining optics.

How accurately must the grazing-incidence optics be figured and controlled in order to
achieve an acceptable phase error at X-ray wavelengths? For a 1⁄2 degree grazing incidence
optic, λ = 2 Å, and a λ/10 path difference, Eq. (2) indicates that the tolerance on surface devi-
ations is large compared to the wavelength; σ ≈ 10 Å. Thus, for typical grazing angles, the fac-
tor of sin α in Eq. (2) relaxes the tolerances on the mirror surface by ∼2 orders of magnitude.
Significantly, this brings the required X-ray optics and metrology solidly into a regime that

FIGURE 10 Flat-plate grazing-incidence optics and beam com-
biners can be used to create an X-ray interferometer; fringes are
produced on the detector where the two wavefronts cross.



has been demonstrated in the laboratory, and is soon to be flight tested, for the optical Space
Interferometry Mission (Space Interferometry Mission Information Document, 1996).

The practicality of an astronomical X-ray interferometer is beginning to be explored. One
approach involving an array of grazing-incidence flat-plate collectors (Fig. 10) has been suc-
cessfully demonstrated in the laboratory at extreme ultraviolet and X-ray wavelengths (Joy et
al., 2000). Further details and other approaches are described by Shipley et al. (2000), Cash et
al. (2000), and in the Microarcsecond X-ray Imaging Mission Study Report (2000).
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CHAPTER 29

SINGLE CAPILLARIES
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29.1 BACKGROUND

Monocapillary X-ray optics can be used to increase the X-ray intensity onto the sample and
control the divergence and profile of an X-ray beam. These optics collect and transport X rays
of all energies up to a cutoff energy that is dependent on the capillary material and shape. The
past decade has seen the rapid development of figured monocapillary optics that are designed
to condense an X-ray beam or image and demagnify the X-ray source. These optics are being
used as high-gain optical devices for both synchrotron radiation as well as X-ray tube sources.

29.2 DESIGN PARAMETERS

Monocapillary optics relies on total external reflection of the X rays from the internal surface
of the tube to transport X rays. To keep the X rays from being absorbed in the wall of the cap-
illary, the angle of incidence must be kept below the critical angle. Typical glass materials that
have been used to fabricate capillary optics are borosilicate (Pyrex), lead-based, and silica
glasses. The composition of these glasses is shown in Table 1. The critical angle, θc, is equal to
(2δ)1/2, where δ is the refractive index decrement of the material at the energy of the X-ray
photon. For borosilicate glass (Corning 7740) with a density of 2.23 g/cm3, θc is approximately
(3.8 × 10−2)/E radians, where E is the X-ray energy in kilo-electronvolts (keV). Lead-based
glasses have a greater electron density and, consequently, can have a larger value of θc com-
pared with borosilicate glasses. This advantage, however, can be offset by increased absorp-
tion and the production of interfering lead fluorescence radiation.

The simplest form of a monocapillary optic is a straight-glass tube, as shown in Fig. 1. This
was first used in the 1920s when Jentzch and Nähring demonstrated that X-rays could be prop-
agated through glass tubes with minimal losses.1 These optics rely on the multiple reflection of
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X rays, at constant angle, from the inner glass surface to guide them down the length of the tube.
They can be used to transport X rays from the anode of an X-ray tube to the sample surface, par-
tially eliminating the 1/r2 losses that would otherwise occur. The intensity of the beam is pro-
portional to the solid angle subtended by the capillary entrance or to (di/L1)2.1 The ideal intensity
gain over a pinhole at the exit is proportional to [(L + L1)/L1]2, provided that the glancing angle
at entrance of the capillary is less than or equal to θc. These properties have been used by sev-
eral investigators to create small beams of X rays that ranged from 10 to 200 µm in diameter.2–10

Condensing capillary optics are figured so that the X-ray beam is compressed with each
reflection, producing a gain in intensity. These optics produce a smaller, more intense beam at
the expense of divergence. Stern et al.11 were the first to quantitatively describe how X rays
would propagate down a linearly tapered, or conical, optic. The design parameters for this
optic are shown in Fig. 2 and are primarily driven by the following parameters:

� Divergence of the exit beam, standoff distance, and spot size
� Distance from the source, source dimensions, and source beam divergence

The acceptance angle, at a given X-ray energy, of the capillary is 2θc. Upon reflection, the
angle of incidence increases by 2γ, and only those photons for which the angle of incidence is
less than the critical angle will emerge from the capillary. The emerging beam has a diver-
gence that is generally less than 2θc, and the sample must be placed close to the exit end of the
capillary to preserve the small spot size. The beam is smallest at the tip and the sample should
be positioned no further away than 20 to 100 times the exit diameter.12

The design of condensing capillary optics relies on the use of ray-tracing computer models
that allow the capillary shape, figure errors, surface roughness, materials, and source parame-
ters to be included.13–15

29.2 X-RAY AND NEUTRON OPTICS

TABLE 1 Typical Glass Starting Materials

Softening
Glass Density point Weight percent (%)

code Type (g/cm3) (°C) SiO2 Na2O K2O CaO MgO PbO B2O3 Al2O3

0080 Soda Lime 2.47 696 73.6 16 0.6 5.2 3.6 0 0 1.0
7050 Borosilicate 2.25 703 67.3 4.6 1.0 0 0.2 0 24.6 1.7
7740 Borosilicate 2.23 820 80.5 3.8 0.4 0 0 0 12.9 2.2
7900 96% Silica 2.18 1500 96.3 0.2 0.2 0 0 0 2.9 0.4
7910 99% Silica 2.18 1500 99.5 0 0 0 0 0 0 0
8870 High Lead 4.28 580 35 0 7.2 0 0 58 0 0

Source: From Corning Glass Works, Corning, NY.

FIGURE 1 Design parameters of a straight capillary optic.



Advanced condensing capillary designs are being investigated that include using elliptical
and hybrid combinations of capillary shapes.16–19 A simple extension is the combination of a
straight-glass tube that is then rapidly tapered at the end.18,19

Imaging capillary optics produce an image of the X-ray source at a well-defined focus. A
single hollow, tapered tube is used in a single-bounce geometry that resembles a parabolic or
elliptical curve rotated about an axis of symmetry. For synchrotron applications, the source is
typically located many meters away from the optic and the incident radiation has a low diver-
gence. Figure 3 shows the design parameters for an elliptical imaging capillary. The two key
parameters in the design of these optics are as follows:

1. The source demagnification that determines the spot size on the sample and the working
distance

2. The divergence of the X-ray beam incident upon the sample

This form of imaging optics was first developed at the University of Melbourne in Australia,
and has demonstrated the ability to produce a focused spot of 40 to 50 µm with monochro-
matic light, and a gain factor of 700 (the increase in flux through a small 5 µm × 5 µm aperture
with the optic) with a convergence angle of approximately 6 mrad.20,21

A typical imaging optic uses a large bore tube, with a 1-mm input diameter, an output
diameter of 0.3 mm, and a length of 25 cm. The optic produces a demagnified image of the
source in the image plane located 25 to 50 mm from the exit.20–22 The real size and divergence
of the X rays in the image plane depend on the size of the source, the shape of the glass tube,

SINGLE CAPILLARIES 29.3

FIGURE 2 Design parameters for a condensing capillary optic.

FIGURE 3 Design parameters for an imaging elliptical capillary.



and the figure errors introduced during the manufacture. Also, because of the spread in focal
lengths of rays reflecting from different locations along the optic, there is no single image of
the source. Instead, the single-bounce imaging optic acts like a series of extended demagnify-
ing lenses. The rays closest to the exit tip have the strongest focusing and those closest to the
input end have the weakest focusing (or smallest angular deflection).

29.3 FABRICATION

Capillary optics are typically fabricated by heating the glass tube and then pulling the glass
out of the furnace in a controlled rate. The shape is varied by changing the rate at which the
glass is fed into and pulled out of the furnace and by the effects of surface tension. A
schematic of a typical puller is shown in Fig. 4.22 This puller, located at the Cornell High
Energy Synchrotron Source (CHESS), controls the furnace motion, glass tension, and the
rate at which the glass enters and leaves the furnace. This puller has been used to fabricate
condensing and imaging capillary optics that are 7 to 40 cm in length starting with tubing
diameter up to 3 mm. The furnace limits the peak temperature to about 900°C, so that low-
temperature glasses, such as leaded glass, borosilicate glass, soda lime glass, and the like can
be pulled with the present equipment.

The fabrication of high-efficiency capillary optics requires three factors:

1. A diameter-versus-length profile that approaches an ideal taper
2. A concentric capillary bore
3. A glass that is smooth on an atomic scale

Other glass pullers have been fabricated for capillary drawing.23,24

A second method has been recently developed to fabricate capillary optics from metals. In
this technique, the capillary optic is replicated from an ultrasmooth mandrel through sputter-
ing, vacuum evaporation, or other coating techniques, followed by electroforming.25 The man-
drel is expendable and is formed by the precision etching of a glass or metal wire into the
shape of the desired bore of the capillary optic. This technique has been successfully used to
fabricate gold and copper paraboloidal imaging optics that produce a focused spot size of less
than 10 µm in diameter with a collimated synchrotron radiation source. Advantages of this
technique include wide latitude in the selection of materials compromising the optics, good
control of the figure and straightness of the part, and high thermal conductivity.

Applications of Imaging Capillary Optics

The largest application for imaging optics is as a beam conditioner for crystallography exper-
iments. Focusing capillaries have been used in application areas such as protein crystallogra-
phy.21,26 At CHESS, an imaging capillary optic has been used downstream of a 1.5 percent
energy bandpass multilayer mirror on a bending magnet beamline to produce a 50-µm full
width at half-maximum (FWHM) beam with a total X-ray flux of 6 × 1011 photons/s. Mea-
surements that can make use of the wide bandpass and angular spread of the beam include
small- and wide-angle scattering from partially ordered liquid systems such as phospholipids,
proteins, synthetic, and natural fibers.22

Applications of Condensing Capillary Optics

Condensing capillary optics are used to produce small spots of X rays whose diameter ranges
from 1 to about 25 µm with X-ray tubes and from 0.1 to 10 µm with synchrotron sources. A
major application area is in determining the composition and structure of heterogeneous sam-
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ples through X-ray fluorescence and diffraction. In this technique, capillaries are used to
increase the flux density of the X-ray beam onto the sample. By scanning a sample through the
beam and recording the resulting X-ray fluorescence spectra, one can obtain the spatial distri-
bution of major, minor, and trace elements that are contained within the sample. The
diffracted radiation can be used to identify the crystallographic structure of particular regions
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FIGURE 4 Schematic of the CHESS capillary puller. A hollow glass tube is placed in a vertical tube
furnace. Fish line anchors the bottom of the glass to a strain gauge. The top is connected to a motor that
can take up the drawn glass, which is kept under constant tension. The furnace is programmed to move
based on the amount of glass extension to produce the appropriate glass shape (linear, parabolic, ellip-
tical taper).



of the sample. Diffraction data has been obtained with X-ray beams from 0.8 to 0.05 µm in
diameter.17,27–29 Yamamoto developed an integrated spectrometer that he used for the simulta-
neous measurement of local strain and trace metal contaminants in integrated circuits.17,28,30–33

York has developed and implemented multiple capillary-based microdiffractometers for
defect analysis in magnetic disk read heads.27 Capillary-based microbeams have been used to
study the impact of crystallographic structure on the sensitivity of IC interconnects to the
effects of electromigration.28,30–35 Other laboratory-based microfluorescence instruments have
been developed to produce X-ray microbeams that range from 200 to approximately 5 µm in
diameter.7–10,16,31–33,37

29.4 CONCLUSION

Imaging and condensing monocapillary optics are still in the developmental stage. Usable, but
not yet perfected, prototype optics are being produced and evaluated. Perhaps one of the
most serious problems to be overcome in their production is to produce optics whose center-
line is straight enough to not limit the calculated flux gains. One advantage these grazing inci-
dence devices have over many other competing microbeam optics (e.g., zone plates, etc.) is
that they work over a wide energy range without changing the position to which the beam
focuses. The condensing monocapillary has the potential to produce very small beams, even
at hard X-ray energies, because the beam size is produced by the exit hole diameter in the
glass where hole sizes down to 10 nm diameter have been previously reported.38 A potential
drawback of the condensing optics for submicron beams is that the sample has to be placed
near the tip, generally within 20 to 100 times the exit tip inside diameter. Nonetheless, con-
densing monocapillaries are an exciting way to produce some of the smallest possible diame-
ter X-ray beams.
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CHAPTER 30

POLYCAPILLARY AND
MULTICHANNEL PLATE 
X-RAY OPTICS*

Carolyn A. MacDonald and Walter M. Gibson
University at Albany, State University of New York
Albany, New York

30.1 INTRODUCTION

Polycapillary and multichannel plate optics are both arrays of a large number of small hollow
glass tubes and both depend on total reflection at the glass surface to transport X rays. The
critical angle for borosilicate glass is approximately

θc ≈ mrad (1)

which is 30 mrad (1.7°) for 1-keV photons and 1.5 mrad (0.086°) for 20-keV photons. The
angles are somewhat larger for leaded glass. The resemblance between polycapillary and mul-
tichannel plate optics is largely superficial. Multichannel plate optics are thin sheets of glass
perforated with holes, with length to diameter ratios less than 100. They are designed to
depend on a single horizontal and vertical bounce to deflect the ray towards the desired direc-
tion and so, in operation, resemble elements of a series of nested mirrors. Polycapillary optics
are collections of long hollow tubes, with length to diameter ratios of order 10,000. X rays are
guided down these curved or tapered tubes by multiple reflections in a manner analogous to
the way fiber optics guide light (see Chap. 29).

30
�
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30.2 MULTICHANNEL PLATE OPTICS

The basic principle of operation1 of multichannel plate (MCP) optics is shown in Fig. 1. X rays
are reflected from the source to the focal point, so long as the maximum angle at the outer
edge of the optic is less than the critical angle. This limits the usable radius of the optic to f θc,
where f is the distance from the optic to the focal point. Similarly, several considerations limit
the thickness for practical optics. Although a thicker optic intercepts a larger fraction of the
incident beam, multiple reflections, which remove energy from the focal spot, become possi-
ble at thicknesses greater than the channel diameter divided by the incident angle. Addition-
ally, the spread in the focal spot along the beam axis is roughly twice the optic thickness. The
optic is optimized for a channel-diameter-to-thickness ratio equal to the critical angle.1

The schematic in Fig. 1 shows only the vertical reflections from the horizontal faces. A sin-
gle horizontal reflection also occurs from the vertical faces. Square pores, as shown in Fig. 2,2

are more efficient3 than circular pores, shown in Fig. 3.4 The optics are produced by assem-
bling fibers with an inner core and outer clad glass and drawing the assembly down to the
desired pore diameter. The assembly is then sliced into thin sheets and the inner core glass is
etched away, leaving the hollow channels. The technology was developed for multichannel
plate electron multipliers (see Chap. 35), hence the name of the optics. Because the optics are
single bounce devices, the relatively rough surface produced by etching yields adequate
reflectivity. Measured surface roughnesses are from 2.5 to 5 nm.5
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FIGURE 1 Focusing from a point source using a multichannel
plate optic.

FIGURE 2 Square pore multichannel plate with 13.5-µm pore
size, magnified at right. (From Ref. 2.)



To use the optic to focus a parallel beam, for example for astronomical applications, or to
produce a quasiparallel beam from a point source, the plate must be curved, as shown in Fig.
4.1,6 This can be achieved by thermally slumping the optic onto a spherical mandrel. Slumped
multichannel plate optics closely resemble the structure of the eyes of lobsters, which do not
have lenses, but convey light to the retina by arrays of reflective surfaces. Thus, multichannel
plate optics are often termed lobster-eye optics. A curved microchannel plate has a relation-
ship between input and output distances analogous to the thin lens equation,

− = (2)

where ls is the source-to-optic distance, lf is the optic-to-focal-spot distance, and Rslump is the
radius of the microchannel plate, as shown in Fig. 4.3

The results of a focusing experiment using low energy X rays are shown in Figs. 5 and 6.
The cross pattern seen in Fig. 5 is typical of square channel MCP optics, and is predicted by
the simulations. Used with a point source at focus, slumped MCP optics may be useful as col-
limators for X-ray lithography.3,5,7

2
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ls
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FIGURE 3 Circular pore microchannel plate. (From
Ref. 4.)

FIGURE 4 Creating a collimated beam with a slumped multichannel plate. (From Ref. 6.)



30.3 POLYCAPILLARY OPTICS

Introduction

Description. Systems involving the use of a large number of capillary channels for shaping
X-ray beams were first suggested by M. A. Kumakhov and his collaborators in 1986.8 The
development and study of polycapillary optics and its applications in X-ray lithography,9

X-ray astronomy,10,11 diffraction analysis,12,13 X-ray fluorescence,14 and medicine1–18 have been
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FIGURE 5 Output image from MCP with 11-µm
square pores and thickness to diameter ratio of 40:1
illuminated with 1.74-keV Si K X rays. (From Ref. 2.)

FIGURE 6 Scan of image with same MCP as in Fig.
5, taken with 0.28-keV C K X rays. (From Ref. 2.)



pursued since 1990.19–21 Polycapillary optics are well-suited for broadband divergent radia-
tion. Like multichannel plates, they differ from single-bore capillaries in that the focusing or
collecting effects come from the overlap of the beams from hundreds of thousands of chan-
nels, rather than from the action within a single tube.

X rays can be transmitted down a curved fiber as long as the fiber is small enough and bent
gently enough to keep the angles of incidence less than the critical angle. As shown in Fig. 7,
the angle of incidence for the ray near one edge increases with tube diameter. The require-
ment that the incident angles remain less than the critical angle necessitates the use of tiny
tube diameters. However, mechanical limitations prohibit the manufacture of capillary tubes
with outer diameters smaller than about 300 µm. For this reason, polycapillary fibers, an
example of which is shown in Fig. 8, are employed. Typical channel sizes are between 2 and 
12 µm. Thousands of such fibers are strung through lithographically produced metal grids to
produce a multifiber lens, such as is shown in Fig. 9. Alternatively, a larger-diameter polycap-
illary fiber can be shaped into a monolithic optic, as shown in Fig. 10.

Polycapillary Fiber Measurements and Numerical Simulations. Detailed measurements
of polycapillary fibers, including transmission, absorption, and exit divergence, have been
performed as a function of length, bend radius, X-ray source position, X-ray source geometry,
and X-ray energy.22,23 Computer automated systems for measuring fiber quality have been
developed. Repeatability of transmission measurements performed with such systems is
within 1 percent.24

Extensive modeling programs describe the propagation of X rays along capillaries with
complex geometries. These computer codes are based on Monte Carlo simulations of geo-
metrical optics trajectories and provide essential information on performance, design, and
potential applications of capillary optics. The geometric algorithm for the simulations is
approximated in two dimensions by projecting the trajectory onto the local fiber cross sec-
tion.25 Reflectivities are computed from standard tables.26 Simulation results are compared to
experimental data taken on a nominally straight fiber in Fig. 11. The transmission drops off
above 45 keV partly due to unintential bending. However, the model cannot fit the entire
spectra with bending alone. A bending radius smaller than 100 m would be necessary to fit the
midrange energies, but underestimates the high energy transmission. Accurate simulation
requires the roughness27,28 and waviness23,29 of the capillary walls to be taken into account.

Capillary surface oscillations with wavelengths shorter than the capillary length and longer
than the wavelength of the roughness are called waviness. The detailed shape of waviness is
unknown. Its average effect can be considered as a random tilt of the glass wall. It is assumed
that these tilt angles, φ, are normally distributed in the range (−π/2, π/2) with the mean value
equal to zero. For high-quality optics, the standard deviation of this normal distribution, σ, is
much smaller than the critical angle, θc. The model with waviness alone is shown in Fig. 12.
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FIGURE 7 X-rays traveling in a bent capillary tube. The ray entering at the bottom
(closest to the center of curvature) strikes at a large angle. (Adapted from Ref. 15.)
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FIGURE 9 Multifiber collimating lens constructed from over a thou-
sand individual polycapillary fibers strung though a metal grid. The
lens is 10-cm long with an output of 20 mm × 20 mm. The fibers are par-
allel at the output end (shown) and at the input end point to a common
focal spot.

FIGURE 8 Cross-sectional scanning electron micrograph of a
polycapillary fiber with 0.55-mm outer diameter and 50-µm diame-
ter channels.



Both bending and waviness are required, as shown in Fig. 13. Very good agreement is found
between simulation and experimental results for a wide range of geometries.

Measured polycapillary fiber transmissions are in excess of 60 percent at 15 keV and bet-
ter than 50 percent from 1 to 45 keV for 10- to 12-cm-long fibers. At higher energies the fibers
must be rigid; if they are thin and flexible, as for fiber A in Fig. 13, the fibers are difficult to
hold straight in a groove and their transmissions are poor. However, deliberate bending of the
fiber allows deflection of the X-ray beam. Transmission at 20 keV as a function of angular
deflection is shown in Fig. 14.30 Transmission greater than 50 percent is achieved for angular
deflections greater than 25 times the critical angle.

For high-quality fibers, transmission varies slowly with fiber length, as shown in Fig. 15 for
8-keV photons. A standard technique for assessing capillary surface quality is to move the
source off-axis. As the source is moved off-axis, the X-ray entrance angle and the number of
reflections increase, while the transmission through the capillary rapidly decreases. A com-
parison of the measured and simulated transmission efficiency versus source position in the
energy range from 10 to 80 keV is shown in Fig. 16. The data and the simulation are in
extremely good agreement. The width of a source scan performed with a small spot source, as
shown in Fig. 16, gives a measurement of the input acceptance spot size for the fiber or optic.

The low transmission of off-axis rays is responsible for the extremely high scatter rejection
of capillary optics. The scatter transmission of two fibers, which is measured by moving the
source off-axis to an angle much larger than the critical angle, is shown in Fig. 17.
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FIGURE 10 Sketch of the interior channels of a monolithic polycap-
illary optic. Monolithic optics can be focusing, as shown, or collimating,
as in Fig. 9. (Sketch from Ref. 12.)

FIGURE 11 Transmission spectra of fiber C simulated with dif-
ferent bending curvature alone and compared with experimental
data. (From Ref. 29.)



Collimation

As shown in Fig. 18, the output from a multifiber polycapillary collimating optic has both
global divergence, α, and local divergence, β. Even if the fibers are parallel (α = 0), the output
divergence, β, is not zero, but is determined by the critical angle and therefore the X-ray
energy. The exit divergence from capillary optics is measured by rotating a high-quality crys-
tal in the beam and measuring the angular width of a Bragg peak. Since the Darwin width and
mosaicity of the crystal are typically much smaller than the exit divergence from the optic, the
measurement yields the divergence directly. The result at 8 keV, for a 5-mm-diameter mono-
lithic collimating optic, is a full width at half maximum of 3 mrad, which is approximately
given by the critical angle for total reflection.12 A large multifiber optic similar to that in Fig.
9 has a measured divergence width of 3.8 mrad at 8 keV over the full 3-cm-diameter field.13

The small difference between the output divergence from a small optic and a large multifiber
optic requires good alignment of the individual fibers.

The divergence of the beam, and therefore the angular resolution of the diffraction mea-
surement when using polycapillary optics, does not depend on the source size, unlike the case
for pinhole collimation. Thus, larger, higher-power sources may be used without adversely
affecting the resolution of the measurement. The maximum useful X-ray source spot size is
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TABLE 1 Parameters for Best-Fit Simulations

Fiber description Model

Outer Channel
Fiber diameter size Length R σ
no. (mm) (µm) Area (mm) (m) (mrad)

A 0.5 12 65% 105 60 0.225
C 0.75 22 50% 136 225 0.2

Note: R is the bending radius and σ is the standard deviation of the waviness.

FIGURE 12 Simulations of transmission spectra with wavi-
ness only compared with the experimental data. Large values of
waviness underestimate the low energy transmission. (From Ref.
29.)

FIGURE 13 Simulations of transmission spectra of
fiber A and fiber C with their best-fit parameters com-
pared with the experimental data. The fiber and fitting
parameters are listed in Table 1.



limited by the acceptance area of the collimating lens, which is about 1 mm wide by 15 mm
long for a multifiber lens, well matched for a typical rotating anode with a line focus viewed
at a small takeoff angle.

The transmission of a 3-cm-square multifiber collimating lens developed for astronomical
applications is shown as a function of photon energy in Fig. 19. The output of the lens is shown
in Fig. 20.

Gain. The gain obtained from any optic ultimately should be a figure of merit defined by a
particular application. For a diffraction measurement which requires 2-D collimation (e.g.,
strain measurements), the intensity ratio delivered within a given output divergence angle is
a reasonable figure.

The flux output from a collimating lens is given by
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FIGURE 14 Measured (stars) and simulated (boxes) transmis-
sion at 8 keV as a function of deflection angle for uniform circu-
lar bending. (From Ref. 30.)

FIGURE 15 Measured transmission at 8 keV, as a
function of length, for a borosilicate polycapillary
fiber, with 17-µm channels. Solid line is an exponential
fit with decay length = 120 cm. (Adapted from Ref. 16.)

FIGURE 16 Simulated source scan curves compared with experimental data at four different photon energies. Parameters: 
R = 125 m, σmax = 0.35 mrad, roughness height = 0.5 nm. (From Ref. 29.)



Pout = T P = tan2 � �P (3)

where P is the source power, T is the transmission of the lens, r is the input radius, f is the
source to lens distance, and Ω0 is the capture angle, Ω0 = 2 tan−1(r/f). The simple power gain,
compared to a pinhole designed to have an output divergence of 2θc, similar to the optic, is thus

output power gain = ≈ T� �
2

(4)

For a lens with 2-cm output area, 132-mm focal distance (source-to-lens distance), 7° capture
angle, 25 percent transmission, and 8-keV operation, the predicted gain is 66. Kennedy et al.
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FIGURE 17 High-angle transmission through cap-
illary walls as a function of photon energy. (From Ref.
23.)

FIGURE 18 The output divergence from a multifiber
collimating optic is characterized by global (α) and local
(β) divergence. (From Ref. 21.)

FIGURE 19 Simulated10 (circles) and measured31 (squares) transmission of a
3-cm-square multifiber collimating lens with 2-m focal length. (Simulation from
Ref. 10.)



used this lens to measure diffraction gains.32 An out-of-plane Ψ diffraction scan of a Si (100)
test specimen across a <111> reflection gave a measured count rate a factor of 20 higher with
the optic than with a 1.35-mm pinhole at 155 mm from the source. The resolution with the
optic was 0.34° compared to 0.5° with the pinhole. Because the optic was retrofitted to the
Philips X-Pert-MRD diffractometer without optimization, the detector was 7 mm by 9 mm,
smaller than the output beam of the collimating optic, resulting in a substantial reduction of
gain. A measurement with a 2-cm-diameter detector, matched more optimally to the optic,
would have yielded a gain of 60, compared to the gain of 66 calculated from Eq. (4). A mea-
surement with a 3-cm-diameter lens, detector, and sample would yield a gain of ∼100.

Measurements were performed by Matney et al. with a similar optic on a complex multi-
layer magnetic film with very thin interlayer thickness.33 Intensity increases of more than 100
with signal-to-background improvement of more than an order of magnitude were obtained,
as shown in Fig. 21. The parallel beam geometry also provides insensitivity to sample prepa-
ration, shape, position, and transparency as described in Chap. 35 of this volume.

Collimation for Small Samples. For small beams, for example as required for protein crys-
tallography, the monolithic lens construction, shown in Fig. 10, is employed. This results in a
smaller optic, with smaller focal distance and smaller source acceptance spot. The 0.19° diver-
gence from the optic is less than the ω crystal oscillations typically employed to increase the
density of reflections captured in a single image in protein crystallography. The quality of the
data with the optic was as good as for the standard measurement.34 Using a low-power X-ray
source which allows close access to the beam spot, giving a much larger collection angle, the
X-ray intensity for a quasiparallel output beam 0.3 mm in diameter obtained with a 20-W 
X-ray source was comparable to that achievable with a 3.5-kW rotating anode source with
pinhole collimation. Chicken egg white lysozyme data taken with a 20-W source and a mono-
lithic collimating lens in 20 minutes per frame produced an R-factor (variance between the
measured and model structure factors) of 5.1 percent and resolution to 1.6 Å, as good as
equivalent rotating anode data taken with the same or longer exposure time. The data shown
in Fig. 22 were taken in 10 minutes with the collimating optic and 20-W source.

Slightly Convergent Protein Crystallography. Even slightly focusing the beam can result in
a large intensity increase compared to collimation. Protein crystallography does not require
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FIGURE 20 X-ray micrograph of multifiber collimator,
exposed 5 min at 60 keV and 0.4 mA with a tungsten source
and Polaroid film. (From Ref. 38.)



highly parallel beams. The effects of slight convergence on full protein crystallographic data
sets were studied.34,35 A 4-mm diameter focusing lens with output focal length 150 mm was
placed in a standard 40-kV, 35-mA rotating anode crystallography system. The lens gave a
direct beam intensity increase of a factor of 20, and an average diffracted beam intensity
increase of 21.6 for the spots in common for the two datasets. Data from the same sample of
chicken egg white lysozyme were taken with and without the optic. Both datasets had a reso-
lution of 1.6 Å. The dataset collected for 30 minutes per frame in the standard system without
the optic had an R-factor of 6.4 percent. Data collected for 4 minutes per frame with the optic
had an R-factor of 6.9 percent.
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FIGURE 21 Spin Valve Stack. 40 Å NiFe / 10 Å Co/30 Å Cu/12 Å
Co/20 Å NiFe. Dark line is measurements with optic; gray line is with
horizontal slit and equal counting time. Note log intensity scale. Thin
film peaks at 10, 30, 65, and 100° are not apparent without the optic.
(From Ref. 33.)

FIGURE 22 Lysozyme diffraction image taken with
a 20-W microfocus source and collimating polycapil-
lary optic in 10 minutes. (From Ref. 34.)



Energy Filtering

The critical angle for reflection from a surface at grazing incidence is inversely proportional
to photon energy, as given by Eq. (1). This drop in reflectivity can be applied to the bent cap-
illary channel of Fig. 1, which has a maximum incidence angle dependent on the bending
radius and channel diameter. Above a certain photon energy, the critical angle for reflection
will be smaller than the maximum incident angle, and X rays will no longer be efficiently
guided down the channel, as shown in Fig. 11. Capillary optics can be used as a low-pass filter
to remove high-energy bremsstrahlung photons above a given energy threshold. Thus high
anode voltages can be used to increase the intensity of the characteristic lines without increas-
ing the high-energy background. An example of the effect of a monolithic optic designed to
pass 8-keV Cu Kα radiation is shown Fig. 23.36 The lens reduces the Cu Kβ 9-keV peak and
suppresses the high-energy bremsstrahlung. For low-resolution diffraction applications, the
energy filtration provided by the optic allowed the monochromator to be replaced with a sim-
ple filter.12 The removal of the monochromator significantly reduces alignment complexity.

Focusing

Polycapillary lenses can be used to collect broadband divergent radiation and redirect it
toward a focal spot. The first Kumakhov capillary lens was built to demonstrate focusing. It
had channel sizes of 300 µm and was about 1 m long.8,37 Smaller channel sizes allow for tighter
bending and shorter lenses.

Intensity Gain. Focusing the beam increases the intensity on a small sample, compared to
pinhole collimation. The intensity gain depends on the spot size produced by the optic, which
is determined by the capillary channel size, c, output focal length, f, and X-ray critical angle, θc,

dspot ≈ 	c2 + (1
.3 ⋅ fout
 ⋅ θc)2
 (5)

The factor 1.3 is an experimentally determined parameter that arises from the fact that most
of the beam has a divergence less than the maximum possible divergence of 2θc produced by
reflection. Because of the divergence, lenses with small focal lengths used at high energies
have the smallest spot sizes. The critical angle, θc, at 20 keV is 1.5 mrad. A lens with c = 3.4 µm
and fout = 9 mm has a predicted spot size of 18 µm. An intensity distribution measurement, by
scanning a small pinhole, gave a full width at half-maximum (FWHM) of 21 µm.38

For the case of a very small sample, the gain, relative to pinhole collimation, is given by

gain = = � �TLens� �
2

(6)
Lsource-sample
��

σ
d2Lens
�

f 2
in

Plens
�
Ppinhole
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FIGURE 23 Spectrum of a copper tube source with and
without a slightly focusing optic. The optic suppresses the
high-energy bremsstrahlung. The nickel filter suppresses the
Kβ peak. (From Ref. 36.)



For the slightly convergent lens used to produce lysozyme diffraction data,12 the computed
gain for a 0.5-mm pinhole is 124. The measured intensity gain is 110. The intensity gain for the
more highly convergent lens with the output focal spot of 21 µm is 2400 at a source-to-sample
distance of 100 mm.

The intensity gain yields a real and dramatic ability to downsize the source, as evinced by
the data of Fig. 22. The diffraction signal from high-z inorganics would be even stronger. The
theory of convergent beam microdiffraction is discussed in Chap. 35 of this volume.

Microanalysis. Focused X-ray beams provide a similar benefit for microfluorescence anal-
ysis.14 In addition, a second optic could be used to collect the fluorescent radiation, as shown
in Fig. 24.39 This would provide the double benefit of enhanced signal intensity and 
3-dimensional spatial resolution. The 3-dimensional resolution arises from the overlap of the
cone of irradiation of the first lens and the cone of collection of the second, as shown in Fig.
24. Microfluorescence with polycapillary optics is discussed in Chap. 35.

Synchrotron Focusing. Polycapillary optics can be used with both point source and syn-
chrotron radiation. A 5-mm diameter focusing lens with a 17-mm focal length was measured
using knife-edge scans in a synchrotron beam.40 The measured spot size, transmission, and
gain are shown in Table 2, along with calculated gains. Gains of two orders of magnitude were
measured.

Radiation Damage

Use of polycapillary optics with intense sources such as synchrotrons raises the question of
radiation damage. Because the X-ray optical properties of materials depend on total electron
density,41 the optical constants are insensitive to changes in electronic state. Color centers that
form rapidly in glass during exposure to intense radiation are not indicative of a change in the
X-ray transmission of a polycapillary optic. In addition to darkening, thin fibers exposed to
intense beams undergo reversible deformation. However, rigid optics, if annealed in situ at
100° C, were shown to withstand in excess of 2 MJ/cm2 of white beam bending magnet radia-
tion without measurable change in performance at 8 keV.42
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FIGURE 24 Sketch of microfluorescence experi-
ment, showing that overlap of irradiation and collec-
tion volumes yields 3-dimensional spatial resolution.
(From ref. 21.)



Discussion and Conclusions

Polycapillary X-ray optics are a powerful, relatively new control technology for X-ray beams.
Using polycapillary optics to collimate the output from a point source provides in most cases
much higher intensity than pinhole collimation, particularly if 2-dimensional collimation is
required. Collimating optics collect from 6 to 15° (from 0.7 to 3 millisteradian) of a divergent
beam. Output diameters range from 1 to 6 mm for a monolithic optic to ≥3 cm for a multifiber
collimating optic. Output divergence varies inversely with the photon energy, and is around
0.17° (3 mrad) at 8 keV.

Focusing the beam yields even higher-intensity gains. Measured focused beam gains for
sample sizes from 0.3 to 0.5 mm are around a factor of 100, and agree well with computations.
Computed gains for smaller samples are even higher.

Polycapillary optics can also be used to perform low pass spectral filtering, which allows
the use of increased source voltage. Further, the optics also remove the connection between
source size and resolution, which allows the use of increased source current. Increasing the
voltage and current of the source increases the useful intensity.

While not true imaging optics, polycapillary fibers can transmit an image in the same man-
ner as a coherent fiber bundle. Polycapillary optics can be used to magnify and demagnify
images and to remove the high-angle Compton scattering which can otherwise result in sub-
stantial image degradation. Medical applications are discussed in Chap. 35 of this volume.
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CHAPTER 31

ELECTRON IMPACT SOURCES

Johannes Ullrich
Carolyn A. MacDonald
University at Albany, State University of New York
Albany, New York

31.1 INTRODUCTION

An X-ray measurement system includes a source, optics (at least pinhole optics or apertures),
and a detector. To optimize the system, the requirements of the application and the proper-
ties of the available sources and detectors must be considered. Chapter 34 summarizes detec-
tor properties and Chap. 35 the requirements of a few sample applications. This chapter
begins the discussion of source properties and how they affect optics optimization with the
oldest and most common X-ray sources, electron beam impact sources.

31.2 SPECTRA FROM ELECTRON BEAM IMPACT X-RAY SOURCES

Electron beam impact X-ray sources generate X rays by accelerating electrons and directing
them toward a target. Figure 1 shows a sketch of a typical X-ray source. Either the anode or the
filament (cathode) is grounded. Many sources employ some electrostatic or magnetic optics to
focus and steer the electron beam to impact only within a given area of the target. Other fila-
ment types, such as dispenser cathodes or field emission cathodes, can also be used and can be
beneficial for low power, high brightness sources. Two basic processes convert the kinetic
energy of the electrons into X rays: bremsstrahlung radiation and characteristic emission.

Bremsstrahlung Continuous Radiation

As electrons interact with the nuclei within the target material, they are decelerated, causing
the kinetic energy to be converted into electromagnetic energy. X rays generated by this
mechanism have a broad energy spectrum, with any energy up to the kinetic energy of the
electron. The efficiency of conversion of electrical energy into continuum radiation is approx-
imately

η = 1.1 × 10−9ZV (1)
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where Z is the atomic number of the anode material and V is the electron voltage, in volts.1,2

For thin anodes the bremsstrahlung intensity is independent of the X-ray energy up to the
maximum energy. For thick anodes, with multiple scattering of the electrons, the
bremsstrahlung continuum spectrum has a characteristic triangular shape,

l(ν) = C(νmax − ν) (2)

where ν is the photon frequency and νmax is the maximum frequency, given by the incident
electron energy.3

Characteristic Radiation

If the kinetic energy of the impacting electrons exceeds the binding energy of the electrons
within the target material, the bound electrons can be removed. The resulting vacancy can be
filled by a free electron or a bound electron from an upper shell with the emission of a photon.
For inner shell electrons, the energy of the photon emitted by the electron is nearly equal to the
binding energy of the electron. Inner shell vacancies (from s or p electrons) of common anode
materials can release enough energy to generate X rays. Because these emitted X rays have an
energy that depends on the core levels of the material, they are known as characteristic X rays.
The lines are enumerated according to the vacancy core level, with K levels having principal
quantum number n = 1, L levels n = 2, and M levels n = 3. α transitions have ∆n = 1; β transi-
tions ∆n = 2. The energy of the core atomic level with quantum number n is given by

E = −E0 (3)

where

E0 = = 13.5 eV (4)

Z is the atomic number of the anode material, and σ is a screening constant that describes the
reduction in effective nuclear charge experienced by outer shell electrons, σ ∼ 1 for K-level
electrons and σ ∼ 7.5 for L-level electrons. For copper, with Z = 29, the energy of a K shell
electron is 8.98 keV. The 1/n2 dependence results in bunching of the upper levels. The separa-
tion of the Kβ line from the Kα line (8.9 and 8.0 keV for copper) is due to the energy differ-

me4

�
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�
n2
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FIGURE 1 Typical electron impact source.



ence between the n = 3 and n = 2 initial levels since both have n = 1 as the final level. This sep-
aration is much less than the separation of the Kβ and Lα lines (8.9 and 0.9 keV for copper),
which is due to the energy difference between the n = 2 and n = 1 final levels since both are
from an n = 3 initial level. Another consequence of Eq. (3) is that the square of the energy, or
frequency, of a specific emission line is linearly proportional to the atomic number of the
anode. This is Moseley’s law. Thus, increasing the atomic number of the anode slowly
increases the emission frequency of, for example, the Kα line. The Kα energy for Mo, with 
Z = 42, is 17 keV. Tables of characteristic lines are found in the appendix, following Chap. 37.
Efficiencies for the production of characteristic X rays as a function of incident electron beam
energy are tabulated in the International Tables for X-Ray Crystallography.4 No characteristic
emission is possible unless the impacting electron kinetic energy is larger than the binding
energy of the core electron, Ei, given by Eq. (3). Above that energy the intensity, I, increases
with voltage roughly as

I ∝ (eV − Ei)p (5)

where V is the tube voltage.2 The exponent, p, is a measured value approximately equal to 1.6,
and is smaller at high voltages where the penetration of the electrons into the target (and thus
the reabsorption of X rays) is higher.

A typical spectrum from a copper anode displaying both the characteristic lines and the
continuum Bremsstrahlung radiation is shown in Fig. 2.5

31.3 EFFECT OF CURRENT ON SOURCE SIZE AND BRIGHTNESS

A basic limitation of any optic is Liouville’s theorem,6 which states that no optic can increase
the brightness of a beam, and so limits the brightness delivered by an optic to that of the
source. For electron impact sources, which emit X rays isotropically, source size and power
determine the brightness of the source. The maximum power of an electron impact source is
limited by the melting of the anode material. The power delivered to the anode by the elec-
tron beam is almost entirely converted into heat and must be dissipated by a cooling system.
Only a few choices of cooling systems exist, as the electron beam must be operated in vacuum
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FIGURE 2 Spectrum from a copper tube. The width of the charac-
teristic lines is determined by the resolution of the HPGe detector.
(From Ref. 5.)



and the anode material has to be thick enough to separate the cooling medium from the vac-
uum. Most commonly, water jets are sprayed at the backside of the anode. As shown by
Müller,7 this causes the maximum possible power of an X-ray source to increase linearly with
the diameter of the X-ray spot, not linearly with the area as one may expect. A plot showing
the linear relationship of electrical energy to spot radius is shown in Fig. 3. This effect presents
an opportunity for X-ray optics. Smaller, low power sources can be brighter and allow for the
generation of brighter X-ray beams. These sources are more easily designed with short
source-to-optic distances, which allow for larger solid angles to be collected by the optic. For
the same solid angle to be collected from the source, optics with larger source-to-optic dis-
tances must have larger diameters. For sealed tube copper X-ray sources, the power of an 
X-ray source is about 1 kW/mm electron beam diameter, as shown in Fig. 3. For high power
sources, the anode is often rotated at high speed under the electron beam, continually expos-
ing the cooled anode to the beam. This increases the limiting power to 11 kW/mm for rotat-
ing anodes. Rotating anode systems typically are larger and have greater maintenance costs
than fixed anode systems.

Effective Source Size

An important distinction has to be made when applying Liouville’s theorem. The source size
with respect to the optic is not the actual spot size of the X-ray source, but the area over which
the optic can collect photons. Therefore, in order to use the advantage gained from a small,
bright X-ray source, the optic has to be designed to only collect photons from that small area.
On the other hand, large source sizes do not detract from beam brightness if the power density
is maintained and the optic only collects from a small area. For sources with high peak bright-
ness in a central region and lower brightness over an extended penumbral region, the optic has
to be carefully optimized to collect X rays from the smallest possible region that will provide
sufficient power for the selected application. As the optic will accept X rays within a specific
angular range, increasing the source-to-optic distance increases the effective source size.
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FIGURE 3 Electrical power versus source spot radius for a number of commercial sources.
The linear fit for the sealed tube sources has a slope of 511 W/mm-radius, and for the rotating
anode sources 5613 W/mm-radius. For spots with a noncircular shape, an equivalent radius to
give the same area was taken.



Source Shape

Many sources have the electron beam focused to a line rather than a spot. The X rays are then
collected at a small takeoff angle, resulting in a nearly square or circular apparent source, as
shown in Fig. 4. Because the apparent size of the beam is reduced by a factor of the sine of the
takeoff angle, the brightness is increased as

brightness ∝ = (6)

where A is the actual electron beam spot area and α is the takeoff angle. This can consider-
ably improve the brightness for some applications. However, X rays are not produced at the
surface of the anode, but at the depth of a few microns, depending on the electron stopping
power of the anode material and the electron voltage. Absorption of the X rays traveling out
of the anode material will eventually reduce the source brightness at small grazing angles. The
transmitted power is reduced exponentially with the path length,

brightness ∝ = (7)

where d is the production depth and D the absorption length for the X rays. The factor on the
right is plotted in Fig. 5 for the case that d/D = 10, which is approximately the case for a typi-
cal Cu Kα system. The brightness is usually maximized at from 6 to 12°. Excessively small
takeoff angles are more affected by surface roughness, which may increase with use.

Optics with sufficient depth of field to collect from the entire length of the line source can
take advantage of the increased power emitted by line-focus sources compared to a smaller
square source. Optics designed for very short source-to-optic distances often do not have
large depths of field.

e[(−d/sin α)/D]

��
sin α

power
�

A
power out
��

A sin α

power
�
A sin α

power
��
apparent area
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FIGURE 4 Apparent beam size from line focus
source viewed at an angle.

FIGURE 5 Source brightness as a function of takeoff angle for an X-ray pro-
duction depth to absorption length ratio of 10.



31.4 EFFECT OF ANODE MATERIAL

As shown in Eq. (3), changing the anode material can be used to tune the energy of the char-
acteristic emission to the desired value. According to Eq. (1), increasing the atomic number
also increases the efficiency of continuum production. This may be a negative consideration
for applications in which a high ratio of characteristic to continuum emission is desired, or a
positive effect for applications such as imaging or white beam diffraction, where a large total
X-ray power is desired. Equally important for high power density sources are the thermal
properties of the anode, which prevent the anode from melting. Metals with good thermal
conductivity and high melting temperatures, such as tungsten, are generally chosen.

31.5 EFFECT OF SOURCE VOLTAGE

According to Eqs. (1) and (5), both the characteristic and the continuum radiation intensities
increase monotonically with tube voltage. The total bremsstrahlung continuum intensity for a
given electrical power increases linearly with increasing voltage. For a fixed current rather than
fixed power, the total bremsstrahlung intensity increases as the square of the tube voltage. The
width of the output spectrum increases linearly with voltage, so that the bremsstrahlung inten-
sity within a narrow spectral region increases roughly linearly with voltage. The characteristic
intensity is low near the minimum energy for core shell ionization, but increases rapidly with
increasing voltage. The intensity in a characteristic line becomes equal to the portion of
bremsstrahlung intensity in a narrow range around the characteristic line, such as that passed by
a monochromator crystal, at some voltage that depends on the monochromator bandwidth. The
ratio of the characteristic intensity to the bremsstrahlung within a narrow bandpass increases
monotonically with tube voltage. Using Eqs. (1) and (5), the ratio of the characteristic intensity
to the total bremsstrahlung intensity (at all energies) peaks at a tube voltage corresponding to

eV = Ei (8)

roughly five times the ionization energy, for example, about 45 kV for Cu K radiation. The
ideal tube voltage may depend on whether the optics will pass undesirable high energy com-
ponents, for example integral multiples of the characteristic energy. At a fixed current,
increasing the tube voltage increases the power that must be dissipated in the anode, and so
the comments on source size versus power above are relevant.

31.6 GENERAL OPTIMIZATION

Parallel Beam

As a result of Liouville’s theorem, the X-ray source has to be smaller than the desired paral-
lel beam diameter in order to achieve an intensity gain. The gain is produced by collecting
over a solid angle from the source that is larger than the output divergence of the collimated
beam. Therefore, it is particularly challenging to provide intense, small-cross-section, nearly
parallel beams, as are required for some microdiffraction applications.

Focussed Beam

An optic can achieve a gain if it collects a diverging beam from a point source and refocuses it
into a converging beam. The diameter of the optic is not limited by the application, but by man-

2
�
2 − p
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ufacturing and integration constraints. For any optic, the minimum focal spot size will be
smaller for a smaller optic-to-focus distance, as the output divergence of the optic is never zero;
and therefore, the best spatial definition of the beam will occur for smaller focal distances.

31.7 EFFECT OF DIFFERENT OPTICS TYPES ON BRIGHTNESS

Imaging optics such as pinholes and mirrors are able to conserve brightness. Pinholes are the
most basic optic and can be used to define unity gain. They are also useful to further condi-
tion the beam and eliminate scatter at the sample location. A straight, untapered, single cap-
illary tube preserves the beam condition across its length if transport losses are ignored.
Therefore, it is identical in performance to placing a pinhole at the input of the capillary.
Straight single capillaries can be useful as improved pinholes or to provide more convenient
geometries.8 (Capillaries are discussed in Chap. 29.)

Mirrors are imaging optics and can preserve brightness. An ideal symmetric mirror produces
a focal spot size equal to the source spot size. In order to demagnify, the output focal distance
has to be reduced. Diffractive optics are a special case of mirrors with the ability to discriminate
with respect to energy. Therefore, the same considerations as for regular mirrors are valid, with
the exception that the Bragg condition must be met for the characteristic energy of the anode
material. (Mirrors are discussed in Chaps. 26–28, and diffraction optics in Chaps. 21 and 22.)

Tapered single capillary tubes can provide a significantly enhanced flux. If shaped appro-
priately, they can serve as imaging micromirrors and fall under the mirror category. Polycap-
illary optics use many consecutive reflections to achieve a large overall deflection. The
acceptance from the multiple capillary tubes can be overlapped so that the optic collects from
a large solid angle with correspondingly large total power. However, polycapillary optics are
not imaging and cannot conserve brightness. (Polycapillary optics are discussed in Chap. 30.)

31.8 CHOOSING A SOURCE/OPTIC COMBINATION

The requirements of the application for photon energy, energy bandwidth, beam size, beam
divergence, and total power must be carefully analyzed. If total X-ray power is the only con-
sideration, a large spot source with high Z anode material, high voltage, high current, small
source-to-sample distance, and no optic is the most appropriate choice. If an optic is to be
employed, it must be carefully optimized with the designed source parameters. Large spot
sources with large source-to-output window distances are not well matched with optics
designed to produce small bright beams. Detector properties, discussed in Chap. 34, also
affect the system optimization.
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CHAPTER 32

SYNCHROTRON RADIATION
SOURCES

S. L. Hulbert and G. P. Williams
National Synchrotron Light Source
Brookhaven National Laboratory
Upton, New York

32.1 INTRODUCTION

Synchrotron radiation is a very bright, broadband, polarized, pulsed source of electromag-
netic radiation extending from the infrared to the X-ray region. Brightness, defined as flux
per unit area per unit solid angle, is normally a more important quantity than flux or intensity,
particularly in throughput-limited applications, which include those in which monochroma-
tors are used.

It is well known from classical theory of electricity and magnetism that accelerating
charges emit electromagnetic radiation. In the case of synchrotron radiation, relativistic elec-
trons are accelerated in a circular orbit and emit electromagnetic radiation in a broad spectral
range. The visible portion of this spectrum was first observed on April 24, 1947, at General
Electric’s Schenectady facility by Floyd Haber, a machinist working with the synchrotron
team, although the first theoretical predictions were by Liénard1 in the latter part of the 1800s.
An excellent early history with references is presented by Blewett,2 and a history covering the
development of the utilization of synchrotron radiation is presented by Hartman.3

Synchrotron radiation covers the entire electromagnetic spectrum from the infrared
region through the visible, ultraviolet, and into the X-ray region up to energies of many tens
of kilovolts (kV). If the charged particles are of low mass, such as electrons, and if they are
traveling relativistically, the emitted radiation is very intense and highly collimated, with
opening angles, which depend inversely on the energy of the particle, on the order of 1 milli-
radian (mrad). In electron storage rings there are two distinct types of sources of synchrotron
radiation: dipole (bending) magnets and insertion devices. Insertion devices are further classi-
fied either as wigglers, which act like a sequence of bending magnets with alternating polari-
ties, or as undulators, which are also multiperiod alternating magnet systems, but in which the
beam deflections are small, resulting in coherent interference of the emitted light.

In typical storage rings that are used as synchrotron radiation sources, several bunches of
up to ∼1012 electrons circulate in vacuum, guided by magnetic fields. The bunches are typically
several tens of centimeters long, so that the light is pulsed, being on for a few tens to a few
hundreds of picoseconds, and off for several tens to a few hundreds of nanoseconds depend-
ing on the particular machine and the radio-frequency cavity that restores the energy lost to
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synchrotron radiation. For example, the revolution time for a ring of circumference 30 m is
100 ns, so that each bunch of 1012 electrons is seen 107 times per second, giving a current of ∼1
ampere (A).

The most important characteristic of accelerators built specifically as synchrotron radia-
tion sources is that they have a magnetic focusing system that is designed to concentrate the
electrons into bunches of very small cross section and to keep the electron transverse veloci-
ties small. The combination of high intensity with small opening angles and small source
dimensions results in the very high brightness.

The first synchrotron radiation sources to be used were operated parasitically on existing
high-energy physics or accelerator development programs. These were not optimized for
brightness, and were usually accelerators rather than storage rings, meaning that the electron
beams were constantly being injected, accelerated, and extracted. Owing to the successful use
of these sources for scientific programs, a second generation of dedicated storage rings was
built starting in the early 1980s. In the mid-1990s, a third generation of sources was built, this
time based largely on insertion devices, especially undulators of various types. A fourth gen-
eration is also under development based on what is called multiparticle coherent emission, in
which coherence along the path of the electrons, or longitudinal coherence, plays the major
role. This is achieved by microbunching the electrons on a length scale that is comparable to
or smaller than the scale of the wavelengths emitted. The emission is then proportional to the
square of the number of electrons, N, which, if N is 1012, can be a very large enhancement.
These sources can reach the theoretical diffraction limit of source emittance (the product of
solid angle and area).

32.2 THEORY OF SYNCHROTRON RADIATION EMISSION

General

The theory describing synchrotron radiation emission is based on classical electrodynamics
and can be found in the works of Tomboulian and Hartman,4 Schwinger,5 Jackson,6 Winick,7

Hofmann,8 Krinsky, Perlman, and Watson,9 and Kim.10 A quantum description, presented by
Sokolov and Ternov,11 is quantitavely equivalent.

Here we present a phenomenological description to highlight the general concepts
involved. Electrons in circular motion radiate in a dipole pattern as shown schematically in
Fig. 1a. As the electron energies increase and the particles start traveling at relativistic veloc-
ities, this dipole pattern appears different to an observer in the rest frame of the laboratory.
Special relativity tells us that angles θt in a transmitting object are related to those in the
receiving frame, θr, by

tan θr = (1)

with γ, the ratio of the mass of the electron to its rest mass, being given by E/m0c2—E being
the electron energy, m0 the electron rest mass, and c the velocity of light. β is the ratio of elec-
tron velocity (v) to the velocity of light (c). Thus, for electrons at relativistic energies, β ≈ 1 so
the peak of the dipole emission pattern in the particle frame, θt = 90°, transforms to θr ≈ tan 
θr ≈ γ−1 in the laboratory frame as shown in Fig. 1b. Thus, γ−1 is a typical opening angle of the
radiation in the laboratory frame. For an electron viewed in passing by an observer, as shown
in Fig. 2, the duration of the pulse produced by a particle under circular motion of radius ρ will
be ρ/γc in the particle frame, or ρ/γc × 1/γ2 in the laboratory frame owing to time dilation. The
Fourier transform of this function will contain frequency components up to the reciprocal of
this time interval. For a storage ring with a radius of 2 m and γ = 1000, corresponding to a
stored electron beam energy of ∼500 MeV, the time interval is 10−17 s, which corresponds to
light of wavelength 30 Å.

sin θt
��
γ (cos θt − β)
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Bending Magnet Radiation

For an electron storage ring, the relationship between the electron beam energy E, bending
radius ρ, and field B is

ρ = = m (2)
E (GeV)
��
0.300B(T)

ecE
�

B

SYNCHROTRON RADIATION SOURCES 32.3

FIGURE 1 Conceptual representation of the radiation pattern from a charged particle undergoing circu-
lar acceleration at (a) nonrelativistic and (b) relativistic velocities.

FIGURE 2 Illustration of the derivation of the spectrum emitted by a charged particle in a stor-
age ring.

(a) (b)



γ, the ratio of the mass of the electron to its rest mass is given by γ = E/m0c2 = E/0.511 MeV =
1957E (GeV), and λc, which is defined as the wavelength for which half the power is emitted
above and half below, is

λc = = 5.59 Å = (3)

The critical frequency and photon energy are

ωc = = , εc (eV) = �ωc (eV) = 665.5 [E2 (GeV2)][B (T)] (4)

The angular distribution of synchrotron radiation flux emitted by electrons moving through a
bending magnet with a circular trajectory in the horizontal plane is given9 by

= γ 2 � �
2

(1 + γ 2ψ2)2 �K2
2/3 (ξ) + K2

1/3 (ξ)�
= 1.326 × 1013 photons s�1 mrad�2 ⋅ 0.1% bandwidth 

× [E2 (GeV2)][I (A)] (1 + γ 2ψ2)2 � �
2

�K2
2/3 (ξ) + K2

1/3 (ξ)� (5)

where θ is the observation angle in the horizontal plane, Ψ the observation angle in the verti-
cal plane, α the fine-structure constant (1/137), ω the light frequency, I the beam current, and
ξ = (ω/2ωc)(1 + γ 2ψ2)3/2. The subscripted Ks are modified Bessel functions of the second kind.
The K2/3 term represents light linearly polarized parallel to the electron orbit plane, while the
K1/3 term represents light linearly polarized perpendicular to the orbit plane.

If one integrates over all vertical angles, then the total intensity is

= αγ �∞

ω/ωc

K5/3 (y)dy

= 2.457 × 1013 photons s�1 mrad�1 0.1% bandwidth × [E (GeV)][I (A)] �∞

ω/ωc

K5/3 (y)dy (6)

The Bessel functions can be computed easily using algorithms of Kostroun12:

Kν(x) = h� + �
∞

r = 1

e−x cosh (rh) cosh (νrh)� (7)

and

�∞

x

Kν (η)dη = h� + �
∞

r = 1

e−x cosh (rh) � (8)

for all x and for any fractional order ν, where h is some suitable interval such as 0.5. In evalu-
ating the series, the sum is terminated when the rth term is small, <10−5 for example.

In Fig. 3 we plot the universal function G1(ω/ωc) = (ω/ωc) �∞
ω/ωc

K5/3 (y)dy from Eq. (6), so
that the photon energy dependence of the flux from a given ring can be calculated readily. It
is found that the emission falls off exponentially as e−λc/λ for wavelengths shorter than λc, but
only as λ−1/3 at longer wavelengths.

The vertical angular distribution is more complicated. For a given ring and wavelength,
there is a characteristic natural opening angle for the emitted light. The opening angle
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increases with increasing wavelength. If we define ψ as the vertical angle relative to the
orbital plane, and if the vertical angular distribution of the emitted flux is assumed to be
Gaussian in shape, then the root mean square (rms) divergence, σψ is defined as 1/	2π
 times
the ratio of Eqs. (5) and (6) evaluated at ψ = 0:

σψ = � � �
−1

(9)

In reality, the distribution is not Gaussian, especially in view of the fact that the distribu-
tion for the vertically polarized component vanishes in the horizontal plane (ψ = 0). However,
σψ, defined by Eq. (9), is still a simple and useful measure of the angular divergence. The pho-
ton energy (ω) dependence of the electron-energy-independent quantity γσψ is plotted in Fig.
4. At ω = ωc, σψ = 0.647/γ. The asymptotic values of σψ can be obtained from the asymptotic
values of the Bessel functions and are

σψ ≈ � �
−1/3

; ω << ωc (10)

and

σψ ≈ � �
−1/2

; ω >> ωc (11)

In Fig. 5 we show examples of the normalized vertical angular distributions of both paral-
lel and perpendicularly polarized synchrotron radiation for a selection of wavelengths.

ω
�
ωc

0.58
�

γ

ω
�
ωc

1.07
�

γ

�∞

ω/ωc

K5/3(y)dy
��
K2

2/3 (ω/2ωc)
ω
�
ωc

1
�
γ

2π
�
3

SYNCHROTRON RADIATION SOURCES 32.5

FIGURE 3 Universal synchrotron radiation output curve.



Circular Polarization and Aperturing for Magnetic Circular Dichroism

Circularly polarized radiation is a valuable tool for the study of electronic, magnetic, and geo-
metric structure of a wide variety of materials. The dichroic response in the soft X-ray spec-
tral region (100–1500 eV) is especially important because in this energy range almost every
element has a strong dipole transition from a sharp core level to its lowest unoccupied state.13

The production of bright sources of circularly polarized soft X rays is, therefore, a topic of
keen interest, and is a problem that has seen a multitude of solutions, from special insertion
devices (crossed undulators, helical undulators, elliptically polarized undulators/wigglers) to
optical devices (multiple-bounce reflectors/multilayers and quarter-wave plates). However,
standard bending magnet synchrotron radiation sources are good sources of elliptically polar-
ized soft X rays when viewed from either above or below the orbital plane.

As discussed by Chen,13 a practical solution involves acceptance of a finite vertical angular
range, ψoff − ∆ψ/2 < ψ < ψoff + ∆ψ/2, centered about any vertical offset angle ψ = ψoff or, equiva-
lently, about ψ = −ψoff. This slice of bending magnet radiation exhibits a circular polarization14

Pc = − (12)

where Ah = K2/3 (ξ) and Av = γψ/(1 + γ2ψ2)1/2 K1/3(ξ) are proportional to the square roots of the
horizontally and vertically polarized components of bending magnet flux [Eq. (5)], that is, Ah

2AhAv
��
(A2

h + A2
v)
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FIGURE 4 Plot of the normalized vertical opening angle γσψ for bending magnet radiation.



and Av are proportional to the horizontal and vertical components of the electric field, respec-
tively. Pc depends on the vertical angle ψ, electron energy γ, and, through ξ, the emitted pho-
ton energy ω/ωc. In Fig. 6 we plot values of Pc versus γψ and ω/ωc for γ = 1565 (E = 0.8 GeV)
and ρ = 1.91 m (hνcrit = 594 eV).

Magnetic circular dichroism (MCD) measures the normalized difference of the absorption
of right circular and left circular light. Assuming no systematic error, the signal-to-noise ratio
in such a measurement defines a figure of merit

MCD figure of merit = (average circular polarization) × (flux fraction)1/2 (13)

where

average circular polarization = (14)

and the fraction of the total (vertically integrated) flux emitted into the vertical slice ψ = ψoff ±
∆ψ/2 is:

flux fraction = �ψoff + ∆ψ/2

ψoff − ∆ψ/2

dψ (15)
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FIGURE 5 Normalized intensities of horizontal and vertical polarization components, as func-
tions of the vertical observation angle for different photon energies.



Here d2Fbm(ω)/dθdψ is the angular dependence of the bending magnetic flux from Eq. (5) and
dFbm(ω)/dθ is the vertically integrated flux from Eq. (6). For an 0.8-GeV storage ring [e.g., the
VUV ring at the National Synchrotron Light Source (NSLS), New York], the best choices of
ψ and ∆ψ are 0.5 mrad and 0.66 mrad, respectively. This yields a flux fraction ∼ 0.3, a circular
polarization ∼ 0.65, and a figure of merit ∼ 0.35.

Bending Magnet Power

Integration of (I/e)�ω(d2Fbm(ω)/dθdψ) from Eq. (5) over all frequencies ω yields the angular
distribution of power radiated by a bending magnet:

= �∞

0

�ω dω = F(γψ)

= 18.082 W/mrad2 × F(γψ) (16)

which is independent of the horizontal angle θ as required by symmetry, and the vertical
angular dependence is contained in the factor

F(γψ) = �1 + � (17)
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FIGURE 6 Pc versus γψ versus ω/ωc for E = 0.8 GeV, ρ = 1.91 m.



The first term in F(γψ) represents the component of the bending magnet radiation parallel to
the orbital plane, whereas the second represents the perpendicular polarization component.
F(γψ) and its polarization components are plotted versus γψ in Fig. 7. Note that the area
under the Fparallel curve is approximately seven times greater than that for Fperpendicular.

Integrating Eq. (17) over the out-of-orbital-plane (vertical) angle ψ yields the total power
radiated per unit in-orbital-plane (horizontal) angle θ:

= = 14.08 W/mrad × (18)

For example, a 1.0-GeV storage ring with 2-m radius bends generates 7.04 W mrad−1 A−1

of stored current. By contrast, a 2.5-GeV machine with 7-m radius bends generates 
78.6 W mrad−1 A−1, and a 7-GeV machine with 39-m radius bends generates 867 W mrad−1 A−1.

Bending Magnet Brightness

Thus far, we have calculated the emitted flux in photons per second per milliradian2 of solid
angle. To calculate the brightness, we need to include the source size. In these calculations, we

[E4 (GeV4)][I (A)]
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ρ (m)
hcαγ4

�
3πρ
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�
e
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dθ
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FIGURE 7 Vertical angle dependence of bending magnet power, F(γψ) versus γψ.



calculate the central (or maximum) brightness, for which we use the natural opening angle to
define both the horizontal and vertical angles. Using vertical angles larger than this will not
increase the flux, as there is no emission. Using larger horizontal angles will increase the flux
proportionately as all horizontal angles are filled with light, but owing to the curvature of the
electron trajectory, the average brightness will actually be less. The brightness expression15,16 is:

Bbm = (19)

where

�
x

= [εxβx + η2
xσ2

E + σr
2]1/2, and �

y

= �εyβy + σr
2 + � (20)

εx and εy are the electron beam emittances in the horizontal and vertical directions, respec-
tively, βx and βy are the electron beam beta functions in the horizontal and vertical planes, ηx

is the dispersion function in the horizontal plane, and σE is the rms value of the relative energy
spread. All the electron beam parameters are properties of a particular storage ring. The
diffraction-limited source size is σr = λ/4πσψ. The effective source sizes (�x and �y) are photon
energy dependent via the natural opening angle σψ and the diffraction-limited source size σr.

Insertion Devices (Undulators and Wigglers)

General Insertion devices are periodic magnetic structures installed in straight sections of
storage rings, as illustrated in Fig. 8, in which the vertical magnetic field varies approximately
sinusoidally along the axis of the undulator. The resulting motion of the electrons is also
approximately sinusoidal, but in the horizontal plane. One can understand the nature of the
spectra that is emitted from these devices by again studying the electric field as a function of
time, and this is shown in Fig. 9. This shows that the electric field and hence its Fourier trans-
form, the spectrum, depend critically on the magnitude of the beam deflection in the device.
At one extreme, when the magnetic fields are high, as in Fig. 9a, the deflection is large and the
electric field is a series of pulses similar to those obtained from a dipole. Such a device is

ε2
y + εyγyσr

2
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FIGURE 8 Schematic of an insertion device.
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termed a wiggler. The Fourier transform for the wiggler is N times that from a single dipole.
At the other extreme, as in Fig. 9b, the deflection of the electron beam is such that the electric
field as a function of time is sinusoidal, and the Fourier transform is then a single peak with a
width proportional to the inverse of the length of the wavetrain, L*, according to λ2/∆λ = L*.
L* is obtained by dividing the real length of the device, L, by γ2 because of relativistic effects.
Thus, for a meter-long device emitting at a wavelength λ = 10 nm in a machine of energy 0.5
GeV (γ ∼ 1000), we get λ2/∆λ = 10−6 m, and λ/∆λ = 1000. Interference occurs in an undulator
because the electric field from one part of the electron path is added coherently to that from
adjacent parts.

Formal Treatment We assume that the motion of an electron in an insertion device is sinu-
soidal, and that we have a magnetic field in the vertical (y) direction varying periodically
along the z direction, with

By = −B0 sin (2πz/λu), 0 ≤ z ≤ Nλu (21)

where B0 is the peak magnetic field, λu is the wiggler or undulator period length, and N the
number of periods. By integrating the equation of motion, the electron transverse velocity cβx

is found to be

βx = cos (2πz/λu) (22)

where

K = eB0λu/2πmc = [0.934λu(cm)][B0 (T)] (23)

is a dimensionless parameter that is proportional to the deflection of the electron beam. The
maximum slope of the electron trajectory is δ = K/γ. In terms of δ, we define an undulator as
a device in which δ ≤ γ−1, which corresponds to K ≤ 1. When K is large, the device is called a
wiggler. In most insertion devices, the field can be changed either electromagnetically or
mechanically, and in some cases K can vary between the two extremes of undulator and wig-
gler operation.

Wigglers For the wiggler, the flux distribution is given by 2N (where N is the number of
magnetic periods) times the appropriate bending magnet formulas in Eqs. (5) and (6). How-
ever, ρ or B must be taken at the point in the path of the electron that is tangent to the direc-
tion of observation. For a horizontal angle θ,

εc(θ) = εc max 	1 − (θ/
δ)2
 (24)

where

εc max(keV) = [0.665E2 (GeV2)][B0 (T)] (25)

from Eq. (4). Integration over θ, which is usually performed numerically, gives the wiggler flux.
The calculation of the brightness of wigglers needs to take into account the depth-of-field

effects (i.e., the contribution to the apparent source size from different poles). The expression
for the brightness of wigglers is:

Bw = �
±

�
(1/2)N

n = (−1/2)N

× (26)

where zn± = λw(n ± 1/4), λw is the wiggler period, and σψ is identical to Eq. (9), but evaluated,
in the wiggler case, as the instantaneous radius at the tangent to the straight-ahead (θ = ψ = 0)
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direction (i.e., minimum ρ, maximum εc), σx = 	εxβx
 and σy = 	εyβy
 are the rms transverse
beam sizes, whereas σ′x = 	εx/βx
 and σ′y = 	εy/βy
 are the angular divergences of the electron
beam in the horizontal and vertical directions, respectively. The exponential factor in Eq. (26)
arises because wigglers have two source points that are separated by 2x0, where

x0 = (27)
λw
�
2π

K
�
γ
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FIGURE 9a Conceptual representation of the electric fields emitted as a function of time by an elec-
tron in a wiggler, with the corresponding spectra.
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The summations in Eq. (26) must be performed for each photon energy because σψ is photon
energy dependent.

Undulators The interference that occurs in an undulator [i.e., when K is moderate (K ≤ 1)],
produces sharp peaks in the forward direction at a fundamental (n = 1) and all odd harmon-
ics (n = 3, 5, 7, . . .) as shown for a zero-emittance (ε = 0) electron beam in Fig. 10a (dotted
line). In the ε = 0 case, the even harmonics (n = 2, 4, 6, . . .) peak off-axis and do not appear in
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FIGURE 9b Conceptual representation of the electric fields emitted as a function of time by an elec-
tron in an undulator, with the corresponding spectra.



the forward direction. For real (ε ≠ 0) electron beams, the spectral shape, angular distribution,
and peak brightness are strongly dependent on the emittance and energy spread of the elec-
tron beam, as well as the period and magnitude of the insertion device field.

In general, the effect of electron beam emittance is to cause all harmonics to appear in the
forward direction (solid line in Fig. 10a). The effect of angle integration on the spectrum in
Fig. 10a is shown in Fig. 10b, a spectrum that is independent of electron beam emittance
except for the presence of “noise” in the zero-emittance case. The effect of electron beam
emittance on the angular distribution of the fundamental, second, and third harmonics of
this device is shown in Fig. 10c, which also nicely demonstrates the dependence on harmonic
number.

The peak wavelengths of the emitted radiation, λn, are given by

λn = �1 + + γ2θ2� (28)

where λu is the undulator period length. They soften as the square of the deviation angle θ
away from the forward direction.

K2

�
2

λu
�
2nγ2
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FIGURE 10a Spectral output and angular distribution of the emission from the NSLS In-
Vacuum UNdulator (IVUN) for K = 0.75. Spectral output in the forward direction, with (solid
line) and without (dotted line) the effect of electron beam emittance. 



Of main interest is the intense central cone of radiation. An approximate formula for flux
integrated over the central cone is (for the odd harmonics)

Fu(K,ω) = παN Qn(K), n = 1, 3, 5

= 1.431 × 1014 photons s−1 0.1% bandwidth × [I(A)][NQn(K)] (29)

where

Qn(K) = �1 + � , n = 1, 3, 5 (30)

and

Fn(K) = �J(n − 1)/2� � − J(n + 1)/2� ��
2

(31)
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FIGURE 10b Spectral output and angular distribution of the emission from the NSLS In-Vacuum
UNdulator (IVUN) for K = 0.75. Angle-integrated spectral output with (solid line) and without (faint
solid line) the effect of electron beam emittance, and the decomposition into harmonics (n = 1, 2, 3, 4)
(dotted lines). 



To calculate the undulator flux angular distribution and spectral output into arbitrary solid
angle, one can use freely available codes such as Urgent.17 To include magnetic field errors
(e.g., measured values), use Ur,18 or SRW.19

The brightness of an undulator, Bu, is approximated by dividing the central cone flux by
the effective angular divergence, �′x (�′y), and by the effective source size, �x (�y), in the hor-
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FIGURE 10c Spectral output and angular distribution of the emission from the NSLS In-Vacuum
UNdulator (IVUN) for K = 0.75. Angular distribution of the first three harmonics (n = 1, 2, 3), with and
without the effect of electron beam emittance. The emittance of the NSLS X-ray ring is 94 nm hori-
zontal and 0.1 nm vertical.



izontal (vertical) directions. These are given by convolution of the Gaussian distributions of
the electron beam and the diffraction limited photon beam, in both space and angle:

�
x′

= 	σ2
x′ + σ
2

r′
, �
y′

= 	σ2
y′ + σ
2

r′
 (32)

�
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r

2
 (33)

Thus, Bu is given by

Bu = (34)

The diffraction-limited emittance of a photon beam is the minimum value in the inequality

ε = σrσr ′ ≥ = (35)

where ε is the photon emittance and λ is the wavelength, in direct analogy to the Heisenberg
uncertainty principle in nonrelativistic quantum mechanics. The space-versus-angle separa-
tion of this minimum emittance is both energy and harmonic dependent.20 For the exact har-
monic frequency in the forward direction, given by Eq. (28) with θ = 0, there appears to be
consensus that σr and σr′ are given by

σr ′ = � and σr = (36)

On the other hand, at the peak of the angle-integrated undulator spectrum, which lies a fac-
tor of [1 − (1/nN)] below the exact harmonic energy, σr and σr′ are given by

σr ′ = � and σr = (37)

It is clear from Eqs. (32) and (33) that the choice of expression for σr and σr′ can have a non-
negligible effect on the undulator brightness value, especially for small beam size and open-
ing angle. Lacking a functional form for σr and σr′ as a function of photon energy, we shall use
Eq. (37) in evaluating the expression for undulator peak spectral brightness from Eq. (34).

Insertion Device Power The Schwinger5 formula for the distribution of radiated power from
an electron in a sinusoidal trajectory, which applies with reasonable approximation to undu-
lators and, to a lesser extent, wigglers, reduces21 to

= Ptotal G(K)fK(γθ, γψ) (38)

where the total (angle-integrated) radiated power is

Ptotal = γ2K2 = 633.0 W × [E2 (GeV2)][B2
0 (T2)][L (m)] I [(A)] (39)

N is the number of undulator or wiggler periods, Z0 is the vacuum impedance (377 Ω), I is the
storage ring current, e is the electronic charge, c is the speed of light, L = Nλu is the length of
the insertion device,
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G(K) = �K6 + K4 + 4K2 + � (40)

and

fK(γθ, γψ) = �π

−π
dα� − � sin2 α (41)

where

D = 1 + γ2ψ2 + (γθ − K cos α)2 (42)

The integral in the expression for fK is best evaluated numerically.
For K > 1, which includes all wigglers and much of the useful range of undulators, an

approximate formula for the angle dependence of the radiated power is

fK(γθ, γψ) = �1 − ��
2 F(γψ) (43)

where F(γψ) is the bending magnet formula from Eq. (17). This form clearly indicates the
strong weakening of insertion device power as θ increases, vanishing at θ = ±K /γ.

Because fK(0,0) is normalized to unity, the radiated power density in the forward direction
(i.e., along the undulator axis) is

(θ = 0, ψ = 0) = Ptotal G(K) 

= 10.84 W/mrad2 × [B0 (T)][E4 (GeV4)][I (A)][NG (K)] (44)

Polarization of Undulators and Wigglers The polarization properties of the light that is
emitted by wigglers is similar to that of dipoles. For both sources, the radiation is elliptically
polarized when observed at some angle away from the orbital plane as given by Eq. (5). For
radiation from planar undulators, however, the polarization is always linear. The polarization
direction, which is in the horizontal plane when observed from that plane, rotates in a com-
plicated way at other directions of observation. A comprehensive analysis of the polarization
from undulators has been carried out by Kitamura.22 The linear polarization of the undulator
radiation is due to the symmetry of the electron trajectory within each period. The polariza-
tion can in fact be controlled by a deliberate breaking of this symmetry. Circularly polarized
radiation can be produced by a helical undulator, in which the series of dipole magnets is
arranged, each rotated by a fixed angle with respect to the previous one. For a variable polar-
ization capability, one can use a pair of planar undulators oriented at right angles to each
other. The amplitude of the radiation from these so-called crossed undulators is a linear
superposition of two parts, one linearly polarized along the x direction and another linearly
polarized along the y direction, x and y being orthogonal to the electron beam direction. By
varying the relative phase of the two amplitudes by means of a variable-field magnet between
the undulators, it is possible to modulate the polarization in an arbitrary way. The polarization
can be linear and switched between two mutually perpendicular directions, or it can be
switched between left and right circularly polarized. For this device to work, it is necessary to
use a monochromator with a sufficiently small bandpass, so that the wave trains from the two
undulators are stretched and overlap. Also, the angular divergence of the electron beam
should be sufficiently small or the fluctuation in relative phase will limit the achievable degree
of polarization. A planar undulator whose pole boundaries are tilted away from a right angle
with respect to the axial direction can be used as a helical undulator if the electron trajectory
lies a certain distance above or below the midplane of the device.
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Transverse Spatial Coherence

As shown by Kim23 and utilized in the earlier brightness formulas, in wave optics the phase-
space area of a radiation beam is given by the ratio of flux (F0) to brightness (B0). A diffrac-
tion-limited photon beam (no electron size or angular divergence contribution) occupies the
minimum possible phase-space area. From Eqs. (32) through (37), this area is

(2πσrσr ′)2 = (2πε)2 = � �
2

(45)

Thus, the phase space occupied by a single Gaussian mode radiation beam is (λ/2)2, and
such a beam is referred to as completely transversely coherent. It then follows that the trans-
versely coherent flux of a radiation beam is

Fcoherent = � �
2

B0 (46)

and the degree of transverse spatial coherence is

= � �
2

(47)

Conversely, the number of Gaussian modes occupied by a beam is

= (48)

Transverse spatial coherence is the quantity that determines the throughput of phase-
sensitive devices such as Fresnel zone plates used for X-ray microscopy.

Fourth-Generation Sources

For completeness, we discuss fourth-generation sources at least conceptually. These sources are
of even higher brightness than the devices discussed in the preceeding text and are based on
multiparticle coherence that can be understood as follows. In Fig. 1 the electric field induced by
one electron, and hence the intensity, is proportional to the charge on an electron. If N electrons
are circulating together in a storage ring, the emission is simply proportional to N times the
emission of a single electron. However, when the electrons circulating in the storage ring, or
passing through an insertion device, are close together compared with the wavelength of the
light being emitted,24 the electric fields add coherently, so that the intensity scales like N2. The
electrons can be forced to microbunch when they are in the presence of the electric field of a
superimposed light beam and a magnetic field. The degree of multiparticle enhancement
depends on the degree to which the microbunching occurs. In these devices, a light beam either
from a seed laser, or from back-reflection of light that is spontaneously emitted from the same
electrons in a previous pass through the device, causes the electrons to microbunch. New, even
brighter sources of VUV radiation are being planned based on these principles.25

32.3 CONCLUSION

We have attempted to compile the formulas needed to calculate the flux, brightness, polar-
ization (linear and circular), and power produced by the three standard storage ring syn-
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chrotron radiation sources: bending magnets, wigglers, and undulators. Where necessary,
these formulas have contained reference to the emittance (ε) of the electron beam, as well as
to the electron beam size (σ) and its divergence (σ′). For all three types of sources, the source
phase space area [i.e., the spatial and angular extent of the effective (real) source], is a con-
volution of its electron and photon components. For a more detailed description of these
properties, see Ref. 26 and references therein.
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CHAPTER 33

NOVEL SOURCES

Alan Michette
King’s College London
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33.1 INTRODUCTION

The impetus behind the development of most novel sources, with the exception of X-ray
lasers, is to bring something approaching the power of a synchrotron into a compact, essen-
tially single-user, source. Of course, this cannot be done with the full versatility of a syn-
chrotron, but such sources can be much cheaper and therefore more suited to a university,
research, or industrial laboratory. Examples of novel sources include laser-generated or pinch
plasmas, and typical output characteristics of these sources are summarized in Table 1. Other
processes that could be used to provide compact X-ray sources include channeling radiation,
transition radiation, and parametric radiation but, although these have been demonstrated,
sources utilizing these phenomena have not yet been built.

X-ray lasers generally require the use of large facilities. They can be produced through the
generation of plasmas by ultra-high-power, longer-wavelength lasers (e.g., NOVA, GEKKO,
VULCAN) or by the use of an optical cavity in a synchrotron undulator, known as a free-
electron laser (FEL). Typical output characteristics of X-ray lasers are summarized in Table 2,
although it should be stressed that rapid advances are taking place and these parameters may
therefore change in the very near future.

33.2 LASER-GENERATED PLASMAS

Laser plasmas are produced by focusing a pulsed laser beam (typically Nd:YAG at 1.064 µm,
possibly frequency multiplied, or KrF excimer at 249 nm) onto a solid (tape1), liquid-droplet,2

or gas-jet target.3 The irradiance (focused intensity per unit area per unit time) required is
typically from approximately 1017 to approximately 1019 W m−2, which heats the target mate-
rial to approximately 106K, thereby ionizing it to produce the plasma. The requirement for
high irradiance means that high-beam energies, small focused-spot sizes, and short pulse
lengths are needed. Typically, for repetitive systems,1 pulse energies in the range of approxi-
mately 10 mJ to 1 J are used, with pulse lengths of several nanoseconds down to a few picosec-
onds and focal spot sizes of about 10 µm. For single-pulse systems, using lasers with much
higher pulse energies, focal spot sizes can be much larger.

33.1
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The spectral emission characteristics depend mainly on the target material, with the pro-
viso that the irradiance must be high enough to produce the ionic state required to give a par-
ticular spectral feature. The use of a tape target, compared with those using liquid droplets or
gas jets, allows a wider range of materials to be used, but the effects of increased debris emis-
sion must be alleviated by using a low-pressure buffer gas. For low-Z materials, it is common
to nearly strip the atoms, and emission is then from H- and He-like ions. The spectrum largely
consists of characteristic line emission, with small contributions of continuum radiation
(bremsstrahlung or recombination radiation). A suitable material for many purposes is Mylar
(C10H8O4), in plentiful and cheap supply as the substrate of audio- and videotapes. This gives
a spectrum with characteristic lines of H- and He-like carbon and oxygen, shifted compared
with neutral hydrogen and helium into the soft X-ray region due to the nuclear charge, with
some recombination radiation. The lines typically have a bandwidth of ∆λ/λ ∼ 10−4.

For a repetitive source operated at about 100 Hz, the brightness (photons s−1 mm−2mrad−2

in 0.1 percent bandwidth) in a particular line [e.g., the H-like carbon Lyman-α line (λ = 3.37
nm)] can be comparable with that of a synchrotron like the National Synchrotron Light
Source (NSLS), albeit only at this wavelength. Use of a higher-Z target (e.g., copper or iron)
means that the ions are less fully stripped, and the emission from many closely spaced ionic
energy levels merges into a quasi-continuum. The overall emission is higher than that of a
low-Z target, but considerably less than that of a synchrotron, whereas the peak emission is
much less than that of a low-Z material.

Choice of Optic

For applications requiring high spatial resolution, such as X-ray microscopy (Chap. 35, Sec.
35.3) or X-ray microprobes for studies of cellular radiation response, the optic of choice is a
zone plate, which requires monochromatic radiation with high flux (for imaging microscopy) or
brightness (for scanning microscopy). Thus, assuming efficient spectral conversion, a low-Z tar-
get should be used, with individual spectral lines selected by filters,1 with the zone plate suffi-
ciently far from the source that the demagnified source size is less than the outer zone width, so
that the resolution is not compromised. For a zone plate diameter of 200 µm with an outer zone
width of 50 nm, the focal length is approximately 3 mm at λ = 3.37 nm, and assuming a source
size of 20 µm, a demagnification of about 300 is required for equality of the source-limited and
zone plate–limited resolutions, necessitating a source distance of about 1 m. For applications
such as X-ray lithography, needing high flux but with no strict monochromaticity requirements,
the optic of choice would be a high-bandpass multilayer or a grazing incidence system.

33.2 X-RAY AND NEUTRON OPTICS

TABLE 1 Characteristics of Plasma Sources

Source Nature Duration Spectral Emission Source Size Divergence

Laser-generated Repetitive ∼fs–ns <∼2 keV, line or ∼10–100 µm 2π–4π
plasma (LGP) (<∼kHz) or quasi-continuum steradians

single shot
Pinch plasma Single shot ∼ns Line or >∼100 µm 4π

quasi-continuum steradians

TABLE 2 Characteristics of X-Ray Lasers

Source Nature Duration Spectral Emission Source Size Divergence

LGP X-ray laser Normally single shot ∼fs–ns Line (not tunable), ∼0.1–1 µm ∼mrad
<∼0.5 keV

FEL Quasi-continuous — Line (tunable), <∼0.5 keV ∼10–100 µm ∼µrad



33.3 PINCH PLASMAS

In pinch plasmas, an ionized gas is compressed by a magnetic field to form a hot dense plasma
that can, just like an LGP, be a strong emitter of soft X rays. The various types of pinch plasma
(e.g., z-pinch,4 and θ-pinch5) differ primarily in the direction of the magnetic field. Compared
with LGPs, pinch plasmas have higher overall conversion efficiency of input electrical power
to X-ray emission, but the spatial repeatability is worse and the range of available materials is
smaller. In addition, pinch plasmas tend to be single-shot systems. Thus, LGPs are more ver-
satile, but a pinch plasma may be preferred for experiments requiring very high peak fluxes in
single shots.

Choice of Optic

It is unlikely that pinch plasmas will be widely used in applications such as X-ray microscopy,
which require the use of zone plates. The optic of choice, therefore, would tend to be a multi-
layer or a grazing incidence system.

33.4 CHANNELING RADIATION

Channeling radiation occurs when a charged particle moves along channels formed by crystal
planes, and is deviated slightly by the periodic electric field in the crystal.6 The spectrum of emit-
ted energies depends on the characteristics of the particle and of the crystal, and the energies
can be tuned by varying the particle energy or the incidence angle. For electrons or positrons of
energy Ee passing through silicon, a rather broad X-ray emission spectrum is obtained, with
peaks at a few tenths of Ee. The intensity scales rather rapidly with energy, meaning that it is of
most interest in the hard X-ray region, where crystal optics are most suitable.

33.5 TRANSITION RADIATION

Transition radiation occurs when a relativistic charged particle crosses an interface between
two materials of different dielectric properties.7 The intensity of the radiation is roughly pro-
portional to the particle energy, and the total irradiated energy depends on the squared dif-
ference of the plasma frequencies of the two materials. The angular distribution is peaked in
the forward direction with an angular divergence of approximately 1/γ, where γ is the usual
relativistic factor, and the average number of radiated photons is about αγ, where α is the fine
structure constant. These properties mean that transition radiation can usually only be used
to produce hard X rays, and so could be used with crystal optics.

33.6 PARAMETRIC RADIATION

Parametric radiation (PXR) is emitted when relativistic electrons pass through a single crystal,
and is generated by the polarization of the lattice atoms by the electrons.8 Parametric radiation
can be considered to be due to the diffraction of virtual photons, and so the energy and emis-
sion angle of the emitted X rays must satisfy the Bragg law. Thus, two peaks, corresponding to
positive and negative diffraction orders, are obtained, which in general are of different intensi-
ties. The absolute intensities are about three orders of magnitude smaller than in channeling
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radiation, but so are the linewidths, and thus the spectral densities are comparable. Similar
comments concerning the choice of X-ray optics apply as made for transition radiation.

33.7 X-RAY LASERS

The most common form of X-ray laser is a particular type of LGP, in which the spontaneous
emission from a collection of ions in population-inverted states is linearly amplified by the
same ions. If the plasma is formed by focusing the laser beam to a line focus, with a cylindrical
lens, then appreciable gain can be observed along the axis, provided that the target consists of
a suitable material raised to suitable ionic levels.9 Normally, the target will be irradiated simul-
taneously from several directions, by splitting the laser beam, to ensure that the plasma column
forms evenly. The minimum X-ray wavelength that can be achieved is limited by three factors:
(1) gain decreases rapidly, (2) pumping powers increase rapidly, and (3) cavity mirrors (even
multilayers) become increasingly inefficient with decreasing wavelength. Because of this last
point, most X-ray lasers are designed around single passes of the lasing plasma.

An alternative to this type of inversion X-ray laser is based on high-order parametric con-
version of visible or UV laser radiation.10

Choice of Optic

Essentially the same comments apply as for LGPs, with the extra condition that the optic
must be robust enough to withstand the extremely high pulse powers that can be achieved
with current X-ray lasers.

33.8 FREE-ELECTRON LASERS

A free-electron laser11 (FEL) produces laser radiation by passing a relativistic electron beam
through an array of magnets that are arranged to produce an undulating field. In this sense,
an FEL can be considered to be an undulator (see Chap. 32 on synchrotron radiation) in an
optical cavity. The advantages of FELs over “conventional” X-ray lasers include the wave-
length tunability (by varying the electron energy or the magnetic field strength) and the
quasi-continuous time structure. A disadvantage, for some applications, is the somewhat
larger source size.

Choice of Optic

To take advantage of the wavelength tunability, the most likely choice of optic is a grazing
incidence system, as the focal length is independent of wavelength (unlike a zone plate) and,
at angles below the critical angle, the reflectivity is roughly constant.
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CHAPTER 34

X-RAY DETECTORS

Walter M. Gibson
University at Albany, State University of New York
Albany, New York

34.1 INTRODUCTION

X rays can interact with gases, liquids, or solids to produce electronic, atomic, molecular, or
collective excitations. Measurement of these excitations can be used to determine the X-ray
intensity, energy, and position. A large variety of phenomena have been used for such detec-
tion. These include ionization of atoms and molecules, production of electrons and holes in
semiconductors, excitation of both short-lived and metastable electronic states in liquids and
solids, and excitation of phonons and Cooper pairs in superconductors. Selection of the detec-
tor or detectors to be used for a given application depends on the particular requirements and
constraints inherent in that application, and will typically involve such factors as intensity,
energy resolution, position resolution, size, convenience, and cost. To help with consideration
of the kinds of trade-offs involved in selection of a particular detector, and, in the context of
this handbook, the factors that influence the optimization of a particular optic-detector sys-
tem, this chapter summarizes the detector choices in terms of their type and function. There
are no comprehensive reviews specifically devoted to X-ray detectors. Most books cover
detectors for several types of ionizing radiation.1–4 A useful summary specifically devoted to
X-ray detectors is given by Buckley,5 and a summary of X-ray detectors for astronomy is given
by Fraser.6

34.2 DETECTOR TYPE

Ionization

Ionization Chamber. Ionization chambers contain a gas in a region of high electric field,
usually produced with flat plates. X rays incident on a gas can excite bound electrons, result-
ing in their separation from the atom with energy equal to the difference between the
absorbed X-ray energy and the binding energy of the electron. The emitted electron can, if it
has sufficient energy, result in further ionization. The average X-ray (actually secondary elec-
tron, because these produce most of the ionization) energy loss to produce an electron-ion
pair depends on the gas, but it is typically about 30 electronvolts (eV). This is considerably in
excess of the energy needed to ionize the atom, with the difference going into dissociation and
excitation of molecules. The electrons and positive ions can then be separated by an applied
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electric field. The resulting charge current in the external circuit is a measure of the number
of electron-ion pairs produced. Because the electrons move much faster than the heavy posi-
tive ions, the short-term charge pulse is primarily a measure of the electron motion. Ioniza-
tion chambers have frequently been used as spectrometers for energetic ions, such as alpha
particles or fission fragments, because they have shorter range than X rays, permitting an
electrode configuration that allows only electron motion to be measured.

The longer range of X rays precludes easy separation of electron and ion motion. Also, the
statistical fluctuations are larger than in some other spectrometers, so ion chambers are infre-
quently used to measure X-ray energy distributions. However, ion chambers are the basis of
frequently used radiation-monitoring devices, such as the pencil-type electrometers that are
used as personal monitors. Another widespread application is to measure the X-ray beam
intensity in synchrotron-based experiments. In this application, the ion chamber can be rela-
tively thin (absorbing only a very small but proportional fraction of the incident X-rays), and
the resulting current flow in the external circuit is used to measure the X-ray intensity. For
example, an ion chamber before a sample and one after can be used to measure the X-ray
absorption in the sample as in X-ray absorption fine structure (EXAFS)7,8 and X-ray absorp-
tion near-edge structure (XANES)9 experiments. The gas in an ion chamber can just be air at
atmospheric pressure as in monitoring devices. Frequently, a rare gas such as helium or argon
is used to suppress electron-ion recombination, often with added methane or other gas to
increase the electron drift velocity. A general discussion of ionization chambers can be found
in reviews of radiation detectors.1–4

Proportional Counter. If the electric field gradient in an ionization chamber is increased
high enough, even low-energy electrons released during the X-ray energy loss process can be
accelerated enough to produce further ionization. Although, for charged particles or elec-
trons, a parallel plate geometry is frequently used, for X-rays, thin wires are often used as the
positive electrode so that the acceleration takes place in a relatively confined space, close to
the anode. Over a relatively wide applied voltage range, the charge multiplication increases
with applied field and is constant at a given applied field. This multiplication results in charge
amplification that is fast, low noise, and because it takes place close to the anode, provides
effective separation from the ion current. The multiplication factor can be large, typically in
the range between 104 and 106. The multiplication gain can be stabilized and made less sensi-
tive to the bias voltage as well as the particle energy or counting rate by addition of a small
amount of a polyatomic gas to the rare gas. A typical gas mixture is 10 percent methane and
90 percent argon, known as “P-10 gas.” Proportional counters have been extensively used as
X-ray spectrometers. They are particularly useful for low-energy X rays because the intrinsic
detector amplification reduces the effects of external amplifier noise, and because they can be
used in a windowless mode. Measurements have been made for energies less than 1 kiloelec-
tronvolt (keV).10 At high X-ray energies, the sensitivity is limited by the reduced absorption
of X rays in the gas, although the energy discrimination for even high-energy X rays that are
absorbed remains good so long as the secondary electrons are stopped in the detector. The
effective energy range is dependent on the gas pressure and type, the detector size and shape,
and on the presence of applied magnetic or electric fields, which can cause the secondary elec-
trons to adopt spiral paths. X rays with energy as high as 100 keV have been measured with
special detector designs.11

One of the most useful applications of proportional counters for X rays is position deter-
mination.12 If the charge current in an anode wire is collected from both ends of the wire,
resistive separation in the wire can be used to determine the position along the wire at which
the charge is collected. Position resolution of fractions of millimeters can be achieved this
way. Furthermore, if a number of parallel anode wires are used, the relative charge collection
on adjacent wires can be used to determine the position of the X-ray absorption between the
wires. In this way, two-dimensional position determinations can be achieved. At the same
time, energy discrimination can be obtained by combining the charge signal for a given event
from both ends of the anode wire and from adjacent wires. This has been used for a number
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of applications, notably measurement of X-ray diffraction distributions and imaging of astro-
physical X-ray sources.13

Geiger Counter. If the electric field in an X-ray proportional counter is increased beyond
the proportional region (often by making the diameter of the anode wire smaller), the elec-
tron multiplication increases catastrophically, resulting in large-current pulses that are no
longer proportional to the X-ray energy. This is called the Geiger region. In fact, the multipli-
cation is large enough that it is usually necessary to include components in the gas mixture
that will quench the resulting electrical discharge. One benefit of this mode of detection is the
large amplification that makes it possible to detect X rays with simplified electronics. This is
why the most common use of such detectors is in portable or remote radiation monitors.

Semiconductor Detector. In gases, X-ray absorption can produce electrons and positive ions
that can be separated and measured by an applied electric field. In solids, the situation is some-
what different. In a conductor, the electrons that are excited by absorption of X rays are quickly
dissipated in energy and lost among the abundant conduction electrons in the material, and the
positive charge is almost immediately neutralized by conduction electrons. Furthermore, an
electric field cannot be maintained in the material. In an insulator, it is easy to establish an elec-
tric field to sweep out excited electrons. However, the positive charge remains behind, trapped
and immobile. The electric field due to this trapped charge quickly cancels the applied field. As
a result, initial charge pulses from incident X rays decrease in size and intensity as a result of
such polarization effects.14 However, for semiconductors, the situation is much more favorable.
By doping with an appropriate impurity or formation of a surface barrier, a rectifying pn junc-
tion can be formed that allows an electric field to be established in the solid. The thickness of the
field region, called the depletion layer because it is free of mobile charge carriers, depends on the
applied voltage and on the resistivity of the bulk semiconductor.

X rays absorbed within the depletion layer ionize bound electrons with energy equal to the
difference between the absorbed X ray and the binding energy of the electron. These ener-
getic electrons are free to move in the solid and produce further ionization by interaction with
bound electrons. In this sense, the situation is similar to X-ray absorption in ionization cham-
bers. Indeed, semiconductor detectors are sometimes referred to as solid-state ion chambers.
However, there is an important difference. Instead of the ionization producing a heavy, slow-
moving positive ion as in a gas, or an immobile positive charge as in an insulator, it produces
a positively charged “hole.” The hole is a vacancy in the electronic valence band of the solid,
with low effective mass and high mobility, closer to that of free or conduction electrons than
to positive ions. The negatively charged electrons and positively charged holes are swept
apart by the electric field in the depletion layer, producing a current pulse in the external cir-
cuit. Contrary to the ion chamber, both the electron and hole motion contribute to the short-
term charge pulse. The amplitude of the charge pulse is proportional to the energy of the
absorbed X ray. The energy resolution depends on the statistics of the ionization process and
on the electronic noise in the associated electronics, which depends in part on the capacitance
of the semiconductor pn junction. Detailed reviews of semiconductor detectors are given in
Refs. 1, 15, and 16.

To increase the depletion layer thickness and therefore the sensitive volume of the detec-
tor, very high-resistivity semiconductor material is required. For silicon, this is achieved by
drifting lithium ions through the diode at an elevated temperature in the presence of an elec-
tric field.17–19 The lithium compensates bound impurities in p-type silicon. Such detectors are
called lithium-drifted silicon, or Si(Li), detectors. An alternative is to use very high-purity ger-
manium (HpGe). Both Si(Li) and HpGe detectors are cooled (typically by liquid nitrogen) to
reduce electronic noise due to thermally generated electrons and holes [and for Si(Li) to pre-
vent out diffusion of the compensating lithium ions]. Typically, the energy resolution for such
detectors is between 120 and 140 eV.

Wide bandgap semiconductors, such as CdZnTe or CdTe, have been used because of their
stronger absorption and the possibility of room temperature operation. Such materials fre-
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quently exhibit trapping of minority carriers (typically holes) and therefore can show
reduced resolution and sometimes polarization effects. They are of particular interest for use
in arrays (typically by segmentation of one of the electrodes) for medical or astrophysical
applications.20,21

Channel Electron Multipliers. X-ray and visible photons can be detected by photocathodes
and electron multipliers. Photoelectrons that are released from thin films or surfaces, acceler-
ated, and electrostatically focused on another surface produce increasing numbers of sec-
ondary electrons as they move from surface to surface, until they are collected on an anode
and measured as a charge pulse in an electronic circuit. The first such multipliers, similar to
photomultiplier tubes, were introduced in the early 1960s. These were largely replaced with
simpler and more stable semiconducting glass or ceramic tubes with a voltage applied
between the input and output of the tube. These can be thought of as continuous-dynode elec-
tron multipliers. Modern channel electron multipliers (CEM) are made from lead glasses,
which contain PbO, SiO2, and several weight percent of alkali metal oxides. These are light,
compact, and quite rugged and are used in X-ray pulse-counting detectors in applications
ranging from electron microscopy to X-ray astronomy. The electron gain depends on the sec-
ondary electron yield of the surfaces employed, the applied voltage, and the channel diame-
ter and length. If gas is present in the channel, ionization can take place, resulting in further
electron multiplication and higher apparent gain. However, ionization can lead to feedback
resulting from positive ions accelerating back up the channel, leading to long-term “ringing”
of the signal due to electrons released by accelerated ions. Ion feedback can be suppressed if
the channel is operated at very high vacuum. A more convenient solution is to curve the chan-
nel so that positive ions do not accelerate to high-enough velocity to produce secondary elec-
trons before they strike the channel wall. Gain saturation results when the supply of charge to
the channel wall lags the depletion rate by secondary electron emission. In practice, opera-
tional gains of from 104 to 106 are possible.4

Very high counting rates, and especially imaging of X rays, are possible by the use of
microchannel plates (MCP), which are arrays of very fine bore CEMs, typically with channel
diameters and channel separations of a few tens of micrometers.22 Curving the channels in
MCPs to suppress ion feedback is difficult and expensive, so two (or more) tilted channel
MCPs are put together to form “chevron” multipliers in modern detectors. Energy resolution
in CEM detectors is poor, and their efficiency decreases with increasing X-ray energy. Their
simplicity, low cost, and, for MCPs, high spatial resolution make them very useful for many
applications. Microchannel plates are also used as electron multipliers for low-noise amplifi-
cation when used with scintillation detectors.

Scintillation

Incident X rays can excite electrons in atoms or molecules to excited electronic states, which
then deexcite by returning to their ground state with accompanying photon emission. The
excitation can be caused directly by the X ray or, more usually, by secondary energetic elec-
trons excited by the X ray. The emitted photons (usually in the optical region of the spectrum)
can be measured by film and also by photomultiplier tubes or by other electron multipliers
such as MCPs. Various plastics, liquids, organic crystals, inorganic crystals, and gases can act
as scintillators.23 Polycrystalline solid light-emitting materials are sometime called phosphors.
The deexcitation (and therefore, light emission) can be almost instantaneous or delayed. Both
types are used for X-ray detectors.

Activated Phosphor. The most-used scintillator detectors that also give the photon energy
spectrum involve scintillating crystals with rapid response. These are often single crystals of
sodium or cesium iodide with thallium added to activate the photo response and shift emis-
sion into the visible range. Because alkali halides are frequently hygroscopic, they must be
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sealed. Scintillators are almost never used for measurement of X rays with energy less than
about 1 keV. The scintillating crystal is commonly mounted directly onto the face of the vac-
uum photomultiplier tube, which provides photoelectron conversion, and low-noise amplifi-
cation of the electrons. The conversion efficiency, η, which is the fraction of incident energy
that appears as scintillation, is typically about 5 percent for CsI(Tl) and 12 percent for
NaI(Tl).24 The quantum detection efficiency (QDE) is defined as the number of photoelec-
trons produced per incident photon and depends on absorption in the cladding, the thickness
and absorption coefficient of the scintillator, and the nature of the photocathode of the pho-
tomultiplier tube.5 The energy resolution of a well-matched NaI(Tl) system is ∆E/E ∼ 1.7E−1/2.
Activated alkali halide scintillation detectors have working ranges of a few kiloelectronvolts
to a few megaelectronvolts. They have good dynamic range with upper detection rates limited
by the scintillator decay time, which is approximately 1 µs for NaI(Tl). Organic scintillators
have faster (nanosecond) decay times but have lower efficiency and energy resolution. Scin-
tillation detectors are convenient to use, can be large (several square centimeters), are read-
ily available commercially, and are used for a large number of X-ray applications.

Scintillators are often used for X-ray imaging applications. In such cases, energy discrimi-
nation is often not important, and other phosphors, such as rare-earth oxides activated with
terbium [e.g., Gd2O2S(Tb), La2O2(Tb), Y2O2(Tb)] or organic phosphors [e.g., tetraphenyl
butadiene (TPB)] are used. The phosphor is deposited as a thin layer (1–10 µm) directly on a
glass plate, which is viewed by a sensitive television camera, or directly on the face of a fused-
glass fiber optic, which is tapered to allow the intensity distribution to match the size and
shape of a charge-coupled (CCD) or charge-injected (CID) imaging camera.

Restimulable Phosphor. In the last few years, a different type of scintillation detector has
become widely used for X-ray imaging.25,26 This makes use of phosphor materials in which the
electron excitation is to a metastable state that can have long (minutes to hours) decay time.
After exposure, the plate is scanned by a laser beam that stimulates the metastable excited
states to deexcite, producing light that is detected by a photomultiplier tube. The time of the
light emission gives the position of the X-ray exposure and the intensity of the light, the X-ray
intensity. Such detectors have a number of useful features:

1. They produce a digital record that leads conveniently to computer processing, transmis-
sion, and storage.

2. They have a linear response (as opposed to film) with a large dynamic range.
3. The thickness and nature of the phosphor used can be varied to accommodate the need

(e.g., low-energy X rays, high-energy X rays, neutrons, etc.), and the size of the plate can
be adapted to existing systems. For example, such plates are frequently used to replace
photographic film.

4. The photostimulable plates can be reused by “erasing” the stored image by exposure to
intense white light for a few seconds. At the present time, a restimulable scanning plate
system (including exposure plates, scanner, and eraser) can be less expensive and more
flexible than other commercially available position-sensitive detectors, although some
with automatic readout features are comparable or more expensive. Such systems,
although faster than film-based systems, do not have the rapid readout needed for some
applications.

Film

The oldest, and still the most widely used X-ray detector, is silver halide–based photographic
film. Indeed, the mysterious exposure of light-protected film led to discovery of X rays by
Roentgen in 1895, and to demonstration of their use for medical imaging, still the most widely
used and important application. Metastable excitation of grains of silver halide crystals is
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induced by X rays or secondary electrons. The resulting latent image is developed by chemi-
cal reduction of the excited grains to produce the familiar photographic image. Sometimes a
phosphor coating or an adjacent phosphor plate is used to increase the sensitivity to the pen-
etrating X radiation, with the halide excitation being produced by the secondary light emis-
sion from the phosphor. An extensive discussion of the use of film for optical imaging is given
in Vol. I of this handbook. Much of that discussion also applies to X-ray excitation. Detailed
discussion of the use of film for X-ray detection and imaging is given in Refs. 1 and 5.

Cryogenic

Recent development of superconducting cryogenic X-ray detectors provides opportunity for
important new applications, particularly in materials analysis and astrophysics. These make
use of techniques to reach and maintain very low temperature (30–70 mK) for long periods of
time.27 They use the measurement of the temperature rise (microcalorimeter),28–31 or tunnel
junction current32 in superconducting materials.

Microcalorimeter. Measurement of the temperature rise induced by absorption of an X-ray
photon has been demonstrated by the use of semiconductor (typically Si or Ge) thermistors
whose electrical conductivity is temperature dependent, and with bimetallic transition-edge
sensors (TES). Of these, the TES detectors are the most studied and appear to have the high-
est potential for X-ray spectrometry. They operate by holding the temperature of the metal-
lic absorber at the transition edge between the superconducting and normal state. At the
transition edge, the conductivity is extremely temperature sensitive. The temperature rise
that is induced by an absorbed X ray is detected by measuring the conductivity with a super-
conducting quantum (SQUID) detector. The transition-edge temperature is typically about
50 mK and is stabilized by thermoelectric feedback. Energy resolution as low as 2 eV and
counting rates as high as 500 counts per second (cps) have been reported.33,34 Both the energy
resolution and the thermal recovery time (therefore the counting rate) are affected by the
thermal capacitance of the absorber, which must be as low as possible. Absorber sizes of 300 ×
300 × 50 µm are typical for a very high-resolution detector. Detector arrays are under devel-
opment to increase the effective area, the count rate capability, and to provide imaging for
astrophysical applications.26 Alternatively, polycapillary focusing optics35 have been used to
increase the effective area (to >7 mm2 ).

34.8 X-RAY AND NEUTRON OPTICS

TABLE 1 Typical Parameters That Affect Detector Choice, Including Counting Rate 
Limitations, Availability of Current Mode Operation, and Energy Resolution

Intensity measurements Energy
Detector Pulse counting (cps) Current mode resolution

Ionization
Ionization chamber 1–10k Yes 1–10 keV
Proportional counter 10 k 2–20 keV
Geiger counter 50 k

Semiconductor 0–100k
Si(Li) 120 eV
HpGe 140 eV
CdZnTe 250 eV
Pin diode Yes

Scintillation Detector 100–500 k 20–50%
Cryogenic

Microcalorimeter detector 100–500 k 2–10 eV
STJ detector 2–20 k 20–50 eV



Superconducting Tunneling Junction (STJ). Another type of cryogenic detector involves
X-ray-induced breakup of superconducting Cooper Pairs, which leads to decreased tunneling
current across a superconducting Josephson junction. Although such detectors must also be
small and maintained at low temperature to keep the thermally induced current across the
junction low, the dependence of the counting rate on the thermal capacitance is relaxed. Such
detectors have demonstrated energy resolution <20 eV and counting rate >20,000 cps.32

Again, arrays or optics have been used to increase the effective area.

34.3 SUMMARY

A list of properties of a number of single-pixel X-ray detectors is provided in Table 1 for com-
parative purposes. Spatial resolution for typical position-sensitive or imaging detectors is
given in Table 2.
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APPLICATIONS REQUIREMENTS
AFFECTING OPTICS SELECTION
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35.1 INTRODUCTION

X rays have a century-long history of medical and technological application. Optics have
come to play an important role in many capacities. This chapter examines how various X-ray
optics enable typical applications, and the factors that influence optics choices. It is not feasi-
ble in this chapter to discuss every possible utilization of X-ray optics. Rather, a representa-
tive selection has been included. Some applications, such as X-ray astronomy, have been
thoroughly addressed in previous chapters.1,2 There is, in addition, a class of applications for
which the primary requirement is adequate intensity in an extremely narrow frequency band-
width. These include the absorption spectroscopy tools, such as extended X-ray absorption
fine structure (EXAFS) and X-ray absorption near-edge structure (XANES). These mea-
surements are typically performed with multiple crystal monochromators3 on a synchrotron
beam line;4 however, the discussions of intensity gain from X-ray optics in the following fluo-
rescence, diffraction, and microscopy sections can be applied to these applications as well,
which in some cases are then made feasible using laboratory sources.

35.2 COHERENCE AND FLUX REQUIREMENTS

X-ray optics are used over an extremely large range of X-ray fluxes, from the detection of flu-
orescence emission from part-per-billion impurities to beam shaping for third-generation syn-
chrotrons. For a number of synchrotron and other high-flux applications, radiation hardness
and thermal stability are important considerations. A large body of experience has been
developed for high-heat-load synchrotron mirrors and crystals. (See, for example, Chap.
26.)5,6 In addition, testing has been performed on a variety of other optics. Many optics such
as zone plates, microscopy objectives, and glass capillary tubes are routinely used in syn-
chrotron beam lines and are stable over acceptable flux ranges.

Another consideration with synchrotron sources is transverse coherence. Using classical
geometric optics, the requirement in slit separation or beam radius, a, to observe diffraction
effects is

a∆θ << λ (1)

35.3
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where λ is the wavelength of the radiation, and ∆θ is the angle subtended by the source. For
typical laboratory sources, the coherent beam radius is too small to have sufficient count rate
for measurements. However, for synchrotron sources, ∆θ is much smaller and the radius a is
large enough to encompass optics such as zone plates, which require coherent superposition.
On third-generation synchrotron beam lines, coherence effects such as speckle are routinely
seen. Speckle patterns can be employed to measure time-dependent correlations in fluctuat-
ing samples.7 When effects such as speckle are undesirable, coherence can be removed with
multiple bounce or rough-surface optics.

35.3 MICROSCOPY

Diffraction effects limit the resolution of optical systems to within an order of magnitude of
the wavelength of the light. Thus, in principle, X-ray microscopy systems could have resolu-
tion many orders of magnitude better than optical light systems. Electrons also have very
small wavelength, and electron microscopes have extremely high resolution. However, elec-
trons are charged particles and necessarily have low penetration lengths into materials. X-ray
microscopy is capable of very high resolution imaging of relatively thick objects, including wet
samples. However, diffraction-limited optics for X rays do not currently exist. In practice, 
X-ray microscopy covers a range of several orders of magnitude in wavelength and spot size.

The best resolutions are obtained by Schwarzschild objectives8 or zone plates.9 Because
Schwarzschild objectives are used in normal incidence, they are essentially limited to the
extreme ultraviolet (EUV) region. Near-diffraction-limited resolution of 90 nm at a wave-
length of 13 nm has been demonstrated with a Schwarzschild objective. Synchrotron sources
are required to provide adequate flux.

The resolution of zone plates is limited by the width of the outermost zone, typically
around 20 to 40 nm. Zone plates are easiest to make for soft X rays, where the thickness
required to absorb the beam is small. However, zone plates with high-aspect ratio have been
demonstrated for hard X rays. Because the diameters of imaging zone plates are only a few
hundred microns, and the efficiencies are no more than 10 percent for amplitude zone plates
and 40 percent for phase zone plates, synchrotron sources are required.

Single capillary tubes can also have output spot sizes on the order of 100 nm or less, and
thus can be used for scanning microscopy or microanalysis. Capillary tubes with outputs this
small also require synchrotron sources. 

Refractive optics are true imaging optics, with the potential for very small spots.
For larger spot sizes, a wider variety of sources and optics are applicable. Microscopes have

been developed for laser-plasma sources with both Wolter2,10 and bent-crystal optics3,11 with
resolutions of a few microns. These optics, and also capillary and polycapillary optics and
nested mirrors, with or without multilayer coatings,12 can produce spot sizes of a few tens of
microns with laboratory e-beam sources. Optics designed to collect over large solid angles,
such as bent crystals, graded multilayers, or polycapillary optics, will produce the highest
intensities. Multilayers have very small Bragg angles for short-wavelength X-ray radiation.
Bent crystals will yield monochromatic radiation; polycapillary optics can be used to produce
higher-intensity, but broader-band radiation. Polycapillary optics have spot sizes no smaller
than tens of microns, independent of source size. Mirrors and crystals will have smaller focal
spot sizes for smaller sources and larger spot sizes for larger sources. Clearly, the optimal optic
depends on the details of the measurement requirements and the sources available.

35.4 PROXIMITY LITHOGRAPHY

Just as there are inherent limits in the resolution that can be achieved with optical microscopes,
the feature size that can be printed on a circuit using current technology will be limited by the
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resolution that can be achieved with ultraviolet light. X-ray lithography is an appealing alterna-
tive to produce smaller feature sizes. EUV projection lithography systems are also a current
research and development area. Future EUV projection systems will produce small feature
sizes and obviate some mask manufacturing issues by reducing the feature size from the mask
to the substrate. In X-ray proximity lithography, the mask is placed close to the substrate and
the mask-to-feature ratio is 1:1. X-ray lithography systems are expected to have higher depth of
field and, therefore, greater applicability for complex multilayer chip processing than current
UV systems. Because wafer throughput is a priority for a chip fabrication facility, high X-ray
intensity is required. However, synchrotron sources are regarded as having too high an integra-
tion cost because of the difficulty of incorporating such sources in an existing fabrication line.
Point sources of X rays, however, necessarily have global divergence. The effect of global diver-
gence is shown in Fig. 1. To reduce the lateral shift (runout) and tilt errors to acceptable values,
the divergence must be reduced13 to less than (perhaps much less than) 20 mrad. For a point
source without an optic and a field size of 22 mm, 20-mrad divergence would require a source to
mask distance of more than 55 cm. Such large source distances would unacceptably reduce the
intensity on the resist due to the 1/r2 divergence of the beam. A collimating optic is essential.

Challenges facing optic design are the need for uniformity in magnification, intensity, and
divergence across the field as well as high intensity gain and inexpensive manufacture. An
advantage of a point source/optic combination over a synchrotron source, aside from cost, is
that some minimal local divergence is required to blur edge diffraction effects and prevent
“ringing” of the image on the resist. Several optics designs have been considered, including a
parabolic mirror14 coated with a graded multilayer,12 a slumped multichannel plate,15 co-
encentric nested conical or parabaloidal mirrors, a scanned aspherical mirror, and a flat mir-
ror array.13 Features of 200-nm width have been printed using laser plasma sources and
scanned parabaloidal mirrors or polycapillary optics.16 The parabaloidal mirror system had a
more uniform field when scanned with a carefully designed mask, but lower gain than the
polycapillary optic. It is expected that both the uniformity of the polycapillary optic and the
gain of the scanned system will be increased.
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FIGURE 1 Effect of global divergence on lithographic feature (dark gray area on
resist). Figure shows both feature tilt (edges of feature are not perpendicular to sub-
strate) and the lateral shift produced by gap error (dotted lines).



35.5 DIFFRACTION

Introduction

In 1914, Max von Laue was awarded the Nobel prize in physics for the discovery of the
diffraction of X rays by crystals. The following year, the William Braggs were awarded the
prize for the analysis of crystal structure from X-ray diffraction data. For most of the last cen-
tury, X-ray diffraction analysis has been used as the primary tool for structural analysis of
materials. X-ray optics can be used to monochromate the beam, to increase the diffracted
beam intensity, and to provide a parallel beam geometry from a divergent point source.

Kinematical Theory of Diffraction. X-ray diffraction is the coherent superposition of
Rayleigh scattering from planes of atoms in the crystal. The conditions necessary to assure
that the superposition in phase occurs are illustrated in Fig. 2 for the Bragg and Ewald con-
structions.17 In the Bragg construction, the condition that rays from sequential planes arrive
in-phase requires that

λ = 2d sin θ (2)

where d is the plane spacing, θ is the grazing angle between the incoming beam and the plane,
and λ is the X-ray wavelength, and where the slight refraction that occurs at the sample sur-
face has been neglected. The incoming and outgoing wavevectors, ko and kf, both have mag-
nitude 2π/λ because the scattering is elastic. In the Ewald sphere construction, the identical
requirement becomes

kf − ko = G (3)

where G is the vector of magnitude 2π/d in the direction perpendicular to the planes. The end-
points of the G vectors associated with the different sets of planes in the crystal are repre-
sented by the array of “reciprocal lattice” points in Fig. 2. Diffraction occurs when the sphere
of possible final wavevectors with magnitude 2π/λ, the Ewald sphere, intersects one of the
reciprocal lattice points. Equation (3) can be shown to be equivalent to Eq. (2).

G = kf − ko

G2 = kf
2 + k2

o − 2kokf cos 2θ
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2

= 2� �
2

− 2� �
2
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FIGURE 2 Bragg construction (left) and Ewald sphere construction (right). The construc-
tions are shown for the same set of planes, with spacing d and reciprocal lattice vector G = 2π/d.



Formally, the diffraction amplitude is the three-dimensional spatial Fourier transform of
the electron density in the material. Unfortunately, in measuring the X-ray intensity, the
phase information is lost. This prevents a direct transformation to electron density from the
diffraction pattern. To circumvent this problem, the intensity distribution that would occur
from an assumed crystallographic structure can be computed and compared with the mea-
sured data. Alternatively, multiple-beam or standing-wave interference techniques can be
used to infer the phase.18

Optimizing with Optics
The Ideal Plane Wave. Clearly, analysis of the structure from the diffraction pattern would

be simplest if the incoming beam were completely monochromatic and parallel. In practice,
because all X-ray sources produce a distribution of angles and energies, selecting too narrow a
range would leave one with a beam of zero intensity. Further, in examining Fig. 2, it is clear that
there would be, at most, only a few accidental intersections of the reciprocal lattice with the
Ewald sphere if a monochromatic parallel beam is used with a stationary perfect single crystal.
In practice, a variety of techniques are used to force an intersection. The crystal can be rotated,
thus rotating the reciprocal lattice points about the origin, as in a θ-2θ diffractometer, or oscil-
lated, as is commonly done in protein crystallography. All possible rotations of the crystal can
be presented by thoroughly grinding the crystal into a powder. Alternatively, in Laue diffrac-
tometry, a stationary single crystal is used with white radiation, giving a range of possible X-ray
energies and thus Ewald sphere radii, and so a solid Ewald sphere.

Theoretical Limitations to Collimation. As shown in Fig. 3, the output from a collimating
optic has both global divergence, α, and local divergence, β. Even if the global divergence is
made very small by employing an optic, the local divergence is usually not zero. For grazing
incidence reflection optics, the local divergence is generally given by the critical angle for
reflection and can be increased by profile errors in the optic. The degree of collimation
achieved by the optic is limited not only by technology, but by the thermodynamic constraint
that the beam brightness cannot be increased by any optic.19 Liouville’s theorem states that
increasing the density of states in phase space is a violation of the second law of thermody-
namics. This implies that the six-dimensional real space/momentum space volume occupied
by the photons cannot be decreased. More simply, the angle-area product (i.e., the cross sec-
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FIGURE 3 For either a slit collimator (top left and right) or an optic such as a polycapillary optic (bottom),
the local divergence, β, seen at a point A is different than the angle subtended by the beam, α.



tional area of the beam multiplied by the divergence of the beam) cannot be decreased with-
out losing photons. The beam can never be brighter than the source. An idealized point
source of X rays has isotropic emission and occupies zero area. X rays from such a source
could theoretically be perfectly collimated into any chosen cross section. However, a real
source has a finite size and so limits the degree of possible collimation. This explains the need
for small spot sources to produce bright, well-collimated beams.

Resolution and Count Rate. The accuracy with which the planar d spacing of a sample can
be determined can be calculated from Eq. (2) in terms of the uncertainty in measured angle θ
and the spread of wavelengths λ

d = ⇒ ∆d = − ⇒ = − (5)

Thus, high-resolution measurements require nearly parallel, extremely monochromatic beams,
as can be created from multiple crystal monochromators using high-quality crystals. However,
because any source has finite brightness, selecting a small angular range, ∆θ, and small wave-
length range, ∆λ, results in a decreased count rate. As X-ray measurements are usually count
rate limited, the signal-to-noise ratio (SNR) is determined by Poisson statistics, ∆N ∼ 	N
, so
that the SNR = N/∆N ∼ 	N
. Thus, there is a trade-off between resolution, which is improved
by limiting the beam, and SNR, which is improved by increasing the number of counts.
Extremely high resolution measurements require high-brightness sources, such as undulator
synchrotron lines, to have adequate SNR. It is generally a mistake to design a diffraction mea-
surement to have much higher resolution than is actually required. A measurement of a sam-
ple to determine whether a suspected impurity is present, usually does not require high
resolution, but may require high beam intensity to detect the impurity at low concentrations.
Thus, a low-resolution monochromator, or even a simple filter, may be optimal. Conversely, an
accurate measurement of strain in a large sample requires high resolution at the expense of
beam intensity. For laboratory measurements, employing a more powerful source with higher
beam current can increase the intensity and therefore the SNR. However, increased beam cur-
rents mean larger source sizes to avoid melting the anode, and as shown in Fig. 3, the global
divergence of a beam defined by pinhole collimation depends on the source size. Thus, there is
again a trade-off between intensity and resolution. However, the divergence of some optics,
particularly multiple-bounce optics, does not depend on the source size. Thus, larger, higher-
power sources may be used without adversely affecting the resolution of the measurement.

Peak-to-Background Ratio. The detectability of a peak depends on both the SNR, which
is based on the total number of counts in the peak, and also the peak-to-background ratio.
Increasing the total beam intensity improves the counting statistics and the SNR, but does not
necessarily affect the peak-to-background ratio. Alternatively, soller slits, arrays of flat metal
plates arranged parallel to the beam direction, or other antiscatter optics, placed after the
sample, serve to remove scattered radiation and reduce background, thus increasing the
peak-to-background ratio without increasing the SNR.

Intensity Gain

A variety of X-ray optics choices exist for collimating or focusing X-ray beams. The best
choice of the optic depends to a large extent on the geometry of the sample to be measured,
the information desired from the measurement, and the source geometry and power. No one
optic can provide the best resolution, highest intensity, easiest alignment, and shortest data
acquisition time for all samples.

Five commonly used optics are nested cones (Chaps. 26 and 28), bent crystals (Chap. 22),
multilayers (Chap. 24), single capillaries (Chap. 29), and polycapillary optics (Chap. 30). Bent
crystals collect radiation from a point source and diffract it into a nearly monochromatic col-
limated beam. They collect from a solid angle of typically a few millisteradians and produce a
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beam with a bandwidth of a few electronvolts. Thus, bent crystals are an ideal choice for very
high resolution measurements. However, for laboratory sources, the flux from such bent crys-
tals is relatively low, because the collection angle is relatively small and because only a small
fraction of the input beam will be within the energy bandwidth of the crystal. Typically, the
alignment required for the bent-crystal geometries (Johansson, for example, which gives a
wider bandwidth than Johann) is quite exacting and time consuming. Doubly bent crystals or
two singly bent crystals are required for two-dimensional collimation or focusing.

Multilayer optics also work by diffraction, although in this case from the periodicity of the
artificial compositional variation imposed in the multilayer. The beam is less monochromatic
than for bent crystals. “Supermirrors,” or “Goebel mirrors,” are multilayers with graded or
irregular spacing, and have wider energy bandwidths, larger output divergences, and smaller
capture angles than multilayers.

Single capillaries are tubes which pipe radiation into a small output area. They have very
short working distances but can have extremely small spot sizes and are the most practical
choice for nanometer scale samples.

Polycapillary optics are arrays of hundreds of thousands of glass tubes that collect radia-
tion and deflect it into a parallel or focused beam. Because the focal spot is produced by over-
lap, the spot sizes and working distances are larger than for single capillary tubes.

Curved mirrors utilize the same total external reflection employed by polycapillary optics.
Because they are single-bounce optics, their maximum angular deflection is limited to the
critical angle for their metallic coating, which can be about 10 mrad at 8 keV. The total cap-
ture angle is then determined by the length of the mirror. The output divergence is deter-
mined by the length of the optic and the source size. Because of the small grazing incidence
angle, conical mirrors collect only a small annulus of the radiation from the source. One solu-
tion is to “nest” multiple optics. A series of even straight conical mirrors can be useful. At a
source distance of 100 mm, a straight cone of 2.4-mm input radius, 3.4-mm output radius, and
length 100 mm would have an output divergence of 7 mrad. This single cone would only col-
lect an annulus of radiation from the source, with cone angle from 16.5 to 23.5 mrad. To fill in
the annulus, smaller cones are “nested” inside the first. The divergence of the output beam
would be a function of position within the beam, which can make interpretation of diffraction
results more difficult. Nested parabolic mirrors are also used and have smaller output diver-
gences, dependent on the source size.

Typical parameters for four optics types are listed in Tables 1 and 2. The relative X-ray
intensity from each optic is

P̃ � = η (6)
Ω
�
4π

Pout
�
Psource
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TABLE 1 Typical Optics Parameters Needed to Compute Optic Output Power at 8 keV

Capture angle Efficiency (η)

Solid angle R or T over
(Ω, milli- input

Optic Degrees Radians steradians) bandwidth (%) Bandwidth

Polycapillary 15 0.26 50 40 (20% To 8 keV
for focusing
optic)

Multilayer 2 0.04 1 30 100 eV
Bent crystal 4 0.07 4 10 10 eV
Nested mirrors 2 0.04 1 50 To 8 keV

Note: Parameters are approximate and may vary considerably for optics designed for different applications. Quoted
reflectivities, transmissions, and capture angles assume the source size is small enough to be efficiently utilized by the
optic and that the optic can be put close enough to the source.



where Ω is the capture angle of the optic, and η is the transmission or reflection efficiency of
the optic over the whole input spectrum, and thus includes the fraction of the input spectrum,
which is within the bandwidth of the optic. The resultant diffracted signal intensity, S, from a
strongly diffracting sample of radius, s, with angular acceptance, ∆θ, assuming two-dimensional
collimation, is

S̃ = =P̃� �
2

� �
2

F = η� �
2

� �
2

F (7)

where R is the radius and β the output divergence of the beam. The equation assumes that 
s < R, that the output field is of uniform intensity, and that ∆θ < α. F is a factor representing
the fraction of the optic output that is in the necessary energy bandwidth for the measure-
ment, multiplied by the efficiency of any necessary monochromator or absorption filter.

A true comparison of two optics for a particular application requires careful analysis of the
sample and measurement requirements, and adjustment of the source and optic design for the
application. No global comparison of all optics for all applications is possible. For the pur-
poses of comparing intensity gain alone, power and signal outputs for four collimating optics
have been computed assuming 3- and 0.5-mm radii single-crystal samples. The results are
given in Table 3.20,21 Two different angular acceptance widths were assumed, ∆θ = 0.25° =
4 mrad (which is less than the sample oscillation often used in protein crystallography), and
∆θ = 0.1 mrad. Because very small samples would probably be used with focusing optics, the
columns for r = 3 mm are the most appropriate comparison for the collimators. For the mea-
surement with the high angular acceptance, the polycapillary optic gives the largest signal. For
the high-resolution measurement with the small angular acceptance, the multilayer or bent-
crystal optic give the highest signals.

Comparison of focusing optics requires a detailed analysis of the effect of the convergence
angle on the diffracted signal intensity and so is very sample and measurement dependent.
Decreasing the angle of convergence onto the sample improves the resolution and decreases
the SNR, but also decreases the diffracted signal intensity relative to a large angle.22 Conven-
tional practice is to use a convergence angle that is less than the mosaicity of the sample. How-
ever, as discussed in the section entitled “Focused Beam Diffraction,” which follows,
convergent beams produce one-dimensional tangential streaking in a single-crystal diffrac-
tion pattern and so do not affect the radial resolution.23 It is necessary that the beam cross sec-
tion at the sample be larger than the sample to avoid the difficulty of correcting for intensity
variations with sample angle. For some geometries, it may be possible to move the sample
along the beam until the entire volume is illuminated.

A simple comparison of focused beam flux can be made using the result that

F̃ � = η� �
2

F (8)

where f is the radius of the focal spot from the optic, and F again accounts for an absorption
filter, if any. These results are also presented in Table 3 for a 25-µm radius sample. It should
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TABLE 2 Typical Factors to Compute the Usable Fraction of the Output

Collimating optic Focusing optic

Output
divergence (β, Output beam Need energy Focused-beam

Optic mrad) radius (R, mm) filter spot size

Polycapillary 5 3 Filter 40–300 µm
Multilayer 0.2 0.5 No Size of source
Bent crystal 0.02 0.5 No Size of source
Nested mirror 3 3 Filter Not applic.



be taken into consideration in the comparison of intensities that the output of highly focused
optics may be broader in angle than is usable.

Advantages of Parallel Beams

An important reason to use a collimating optic, aside from intensity gain, is that a parallel
beam geometry provides insensitivity to sample preparation, shape, position, and trans-
parency. An example of the insensitivity to sample position is shown in Fig. 4, which shows a
silicon powder diffraction peak measured with and without a polycapillary optic for different
sample positions.24 Second, the symmetric beam profile and enhanced flux gives much
improved particle statistics and measurement statistics. The constant peak width and resolu-
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TABLE 3 Approximate Relative Signal Intensity for Various Optics and Samples

Signal intensity (S̃)

Sample
radius (r) 0.15 mm 3 mm 0.15 mm 3 mm Focused

X-ray Angular beam power
power acceptance (F̃) on 25-µm

Optic output (P̃) (∆θ) 4 mrad 4 mrad 0.1 mrad 0.1 mrad radius sample

Polycapillary 1.6 × 10−3 7.6 × 10−8 3.0 × 10−5 4.8 × 10−11 1.9 × 10−8 5 × 10−5

Multilayer 6.4 × 10−7 5.8 × 10−8 6.4 × 10−7 1.4 × 10−8 1.6 × 10−7 4 × 10−8

Bent crystal 1.9 × 10−7 1.7 × 10−8 1.9 × 10−7 1.7 × 10−8 1.9 × 10−7 1 × 10−8

Nested mirrors 4.0 × 10−5 3 × 10−9 1.2 × 10−6 3.3 × 10−12 1.3 × 10−9 NA

Note: For the multilayer and single crystal optics, a pair of optics for two-dimensional collimation was assumed, so the reflectivity is used
twice. These optics are used without a filter or monochromator. The nested cone and polycapillary optic are assumed to be used with a nickel
filter for Kβ suppression, with transmission of 30 percent. The source is assumed to be a copper anode, with 6 percent of its radiation in the
8-keV copper Kα1 characteristic line of width 3 eV, 3 percent in the Kα2 doublet line, and 10 percent in the range required for the measure-
ment.20,21 The factor ∆θ/α was set equal to unity when the output divergence of the optic was less than the sample requirements. The quoted
intensity for the “nested mirror” is highly dependent on the capture angle, which depends on the number of cones.

FIGURE 4 Silicon powder diffraction peak shift due to sample displacement with no optic (Bragg-Bretano geometry), left,
and with a polycapillary collimating optic (parallel beam), right. Note that in addition to the peak shift, in the Bragg-Bretano
case the peaks are asymetric due to the presence of the copper Kα doublet. The resolution of the system in both cases was lim-
ited by the monochromator. (From Ref. 24.)



tion throughout the diffraction space facilitates very high precision residual stress and texture
analysis and reciprocal space mapping. An example of the uniform peak shape in parallel
beam geometry is shown in Fig. 5.24 The peak shape is ideally suited to phase identification
and full pattern analysis of phase content using wavelet transforms. The parallel beam geom-
etry also greatly simplifies alignment.

Focused Beam Diffraction

For focused beam diffraction, the volume of reciprocal space that is accessed in a single mea-
surement is greatly increased compared with parallel beam geometries. Additionally, the
small irradiation spot on the sample reduces angular broadening due to sample size effects
and allows the detector to be placed close enough to the sample that a small imaging detector
will intercept diffracted beams at high 2-theta angles. The reduction in angular broadening
due to the small source size is significant because the diffraction spot is not isotropically
broadened by the convergence of the focused beam.23

Figure 6 displays a sketch of the diffraction condition for a single crystal with a monochro-
matic convergent beam. Diffraction conditions are satisfied for the two incident beam direc-
tions, k0 and k1, when they make the same angle with the reciprocal lattice vector, G. Thus,
changing from k0 to k1 rotates the diffraction triangle of k0, G, and kf about the vector G by an
angle φ. This results in the diffracted beam, kf, moving to trace out a tangential line on the
detector. The resultant streak, shown in Fig. 7, has length

x = 2z tan � � = 2 tan � � (9)

The maximum value of φ is the convergence angle. There is no broadening in the radial
direction. The straight-through beam shown as the vector D will vary within the range of
incoming beam directions for different reciprocal lattice vectors. The effects of the one-
dimensional streaking are shown in Fig. 8 for a single-crystal egg-white lysozyme diffraction
pattern taken with a 2.1° focusing angle.25 Comparisons of this measured pattern with a simu-
lation based on the analysis of Eq. (9) give good results.26 Serious overlap problems were not
encountered except in low index directions, which are of less interest for structure determina-
tion. So long as the streaked diffraction spots are narrow compared with their separation, they
can in principle be analyzed. Comprehensive analysis programs for convergent beam protein
crystallography have been developed and the first stages reported. The initial convergent
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FIGURE 5 Strain measurements in a relaxed aluminum disk with no optic (Bragg-Bretano geometry), left,
and with a polycapillary collimating optic (parallel beam), right. In the Bragg-Bretano geometry the peak
intensity drops markedly with increasing psi angle. (From Ref. 24.)



beam diffraction measurements have utilized polycapillary focusing optics and are therefore
limited by their local divergence. However, other focusing optics can also in principle be used.
A particularly attractive possibility is the use of doubly curved crystal diffraction optics, which,
in addition to reduced local divergence, would produce a highly monoenergetic X-ray beam.

Protein diffraction patterns taken with smaller convergence can be analyzed with standard
commercial software.27 Patterns from inorganic crystals with smaller, less complex, unit cells will
have lower diffraction spot density and, therefore, less potential overlap than for protein crys-
tals. For polycrystalline samples, a small (≈20 µm) focused-beam spot on the sample increases
the probability that a small number of grains will be simultaneously irradiated, simplifying the
diffraction analysis, and relaxing the required angular resolution compared with normal powder
diffraction analysis. The small spot size and high intensity of focused beams should make possi-
ble X-ray microdiffraction in laboratory, industrial, or field settings in ways that can currently
only be realized at synchrotrons. These potential applications include: for thin films—scanning
studies of thickness, composition, and crystallinity; for mineralogy, metallurgy, and pharmaceu-
ticals—microphase analysis; for forensics and environmental science—field analysis. Indeed, a
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FIGURE 6 Ewald sphere description of focused beam
diffraction on a single crystal.

FIGURE 7 Diffraction streak due to beam focusing.



system for simultaneous microfluorescence and microdiffraction for planetary lander/rover
applications utilizing a 1- to 2-W X-ray source has been proposed.

Protein Crystallography

One of the most dramatic and most important uses of X rays in recent years has been their
application to elucidation of the detailed structure of biological macromolecules. This has not
only led to discovery of the structure of DNA, RNA, and other essential biological building
blocks, but also to development of protein structural analysis as a basis for drug design and
the study of diseases. Nearly all synchrotron sources have dedicated macromolecular struc-
ture facilities where intense, monochromatic, collimated X-ray beams, together with modern
position-sensitive detectors and powerful software analysis programs produce more new pro-
tein structures every week than were produced in a year, only a decade ago. Although beam-
line optics in the form of monochromators and mirrors of the type discussed in Chaps. 22 and
26 are important components of such systems, the central developments have been in sources,
detectors, and software. It is generally accepted that final, high-resolution detailed structure
determinations will nearly always be made with such facilities.

Even as hundreds, even thousands, of protein structures are determined, much more needs
to be done. The most serious bottleneck in protein analysis is purification and growth of the
protein crystals to be measured. Protein crystal growth is still a labor-intensive, arduous, com-
plex, and uncertain process, sometimes taking weeks, months, or even years of effort to grow
usable crystals of new proteins. This is such a sensitive and demanding process that NASA, in
collaboration with many academic and industrial laboratories, has invested a great deal into
study and application of microgravity as an enabling environment for protein crystal growth,
and foresee this as an important activity on the planned Space Lab. The crucial need for lab-
oratory-based measurements, which can provide rapid turnaround and fast feedback to the
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FIGURE 8 Lysozyme diffraction image taken in 5 min with a 
1-m A tube source and a focusing polycapillary optic. (From Ref.
26.)



crystal growers, has resulted in active development of sources, optics, and detectors to
increase the sensitivity and efficiency of laboratory analysis. These developments have basi-
cally followed two paths: high-power rotating anode generators, and high-brightness micro-
focus sources with closely coupled concentrating optics.

In the first of these, a number of manufacturers have developed water-cooled rotating
anodes with line-focused beam spots that can be observed at small takeoff angles, allowing the
electrical power in the electron bombardment beam to be increased from the 1 or 2 kW maxi-
mum for air-cooled tube sources to as much as 15 kW. Typically, such systems are operated at
3 to 6 kW. Such systems have continued to evolve with, for example, double-mirror optics sim-
ilar to the Kirkpatrick-Baez optics described in Chaps. 26 and 28, and more recently with
graded multilayer optics (Chap. 24) to give up to an order of magnitude intensity increase.
Together with digital detectors (multiwire proportional counters, stimulated phosphor, and
more recently, CCD), and integrated software analysis packages, such systems have become
standard protein structural analysis systems. The principle concerns about such systems are
their cost ($250K–400K), complexity, and size and maintenance requirements. The second,
more recent, approach involves the use of a microfocus source with a grounded anode that
allows close access of an optic that can collect over a large solid angle and produce either a par-
allel or weakly focusing output beam. Both elliptical single reflection28 and polycapillary
optics27,29 have been used. Using a polycapillary focusing optic, the intensity through a 350-µm-
diameter collimator was 16 times higher with a 40-W microfocus source than that obtained
with a 2.8-kW rotating anode source with a graphite monochromator. The optic had a 20-µm-
diameter focal spot with an input focal length of 3.5 mm and an output beam size of 450 µm
diameter. An 8-µm-thick Ni filter was used with the optic to reduce the Cu Kβ intensity to 1⁄25

of the Cu Kα line intensity. Analysis of a lysozyme protein crystal gave comparable quality
diffraction for both the microfocus and the rotating anode system. The notable feature of this
result was 16 times higher intensity with 76 times lower X-ray power.29 A weakly focusing poly-
capillary optic was determined to produce even higher intensity—5 times that of a collimating
optic, while giving similar statistical quality measures for full data sets with lysozyme crystals.30

The use of weakly focused beams has also become commonplace with curved-crystal and mul-
tilayer optics used with rotating anode generators. The lower cost, smaller size, reduced com-
plexity, and lower maintenance of the microfocus system along with its low power requirement
make it attractive for laboratory or remote (Space Lab, etc.) use. An important limitation in
the use of polycapillary optics for protein crystallography measurements arises from the local
divergence inherent in such optics. For 8 keV Cu Kα radiation, the local divergence is about 3
mrad. For protein crystals with unit cell dimensions <200 Å, such as lysozyme, this does not
preclude structural determinations. However, for cell dimensions >200 Å, the diffraction spots
are not completely separated. As discussed in the previous section, it may be possible to obtain
even higher intensity on smaller samples by using strongly convergent beam diffraction.

35.6 FLUORESCENCE

Introduction

The use of secondary X rays that are emitted from solids bombarded by X rays, electrons, or
positive ions to measure the composition of the sample is widely used as a nondestructive ele-
mental analysis tool. Such secondary X rays are called fluorescence X rays. The “characteris-
tic rays” emitted from a solid irradiated by X rays or electrons31 were shown in 1913 by
Moseley to have characteristic wavelengths (energies) corresponding to the atomic number
of specific elements in the target.32 Measurement of the wavelength of the characteristic X
rays, as well as observation of a continuous background of wavelengths, was made possible by
use of the single-crystal diffraction spectrometer first demonstrated by Bragg.33 There was
active development by a number of workers and by the late 1920s X-ray techniques were well
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developed. In 1923, Coster and von Hevesey34 used X-ray fluorescence to discover the
unknown element hafnium by measurement of its characteristic line in the radiation from a
Norwegian mineral, and in 1932 Coster and von Hevesey published the classical text “Chem-
ical Analysis by X-Ray and its Applications.” Surprisingly, there was then almost no further
activity until after World War II. In 1947 Friedman and Birks converted an X-ray diffrac-
tometer to an X-ray spectrometer for chemical analysis,35 taking advantage of work on
diffraction systems and detectors that had gone on in the previous decade. An X-ray fluores-
cence measurement in which the energy (or wavelength) spectrum is carried out by the use of
X-ray diffraction spectrometry is called wavelength-dispersive X-ray fluorescence (WDXRF).
There was then rapid progress with a number of companies developing commercial X-ray flu-
orescence (XRF) instruments. The early developments have been discussed in detail by Gil-
frich.36 During the 1960s, the development of semiconductor particle detectors that could
measure the energy spectrum of emitted X rays with much higher energy resolution than pos-
sible with gas proportional counters or scintillators resulted in an explosion of applications of
energy-dispersive X-ray fluorescence (EDXRF). Until recently, except for the flat or curved
diffraction crystals used in WDXRF, X-ray optics have not played an important role in X-ray
fluorescence measurements. This situation has changed markedly during the past decade. We
will now review the current status of both WDXRF and EDXRF with emphasis on the role of
X-ray optics without attempting to document the historical development.

Wavelength-Dispersive X-Ray Fluorescence (WDXRF)

There are thousands of XRF systems in scientific laboratories, industrial laboratories, and in
manufacturing and process facilities worldwide. Although most of these are EDXRF systems,
many use X-ray diffraction spectrometry to measure the intensity of selected characteristic 
X-rays. Overwhelmingly, the excitation mechanism of choice is energetic electrons, and many
are built onto scanning electron microscopes (SEMs). Electron excitation is simple and can
take advantage of electrostatic and magnetic electron optics to provide good spatial resolu-
tion and, in the case of the SEM, to give elemental composition maps of the sample with high
resolution. In general, the only X-ray optics connected with these systems are the flat or
curved analyzing crystals. Sometimes there is a single analyzing crystal that is scanned to give
the wavelength spectrum (although multiple crystals, usually two or three, are used to cover
different wavelength ranges). However, some systems are multichannel with different (usu-
ally curved) crystals placed at different azimuthal angles, each designed to simultaneously
measure a specific wavelength corresponding a selected element or background wavelength.
Sometimes a scanning crystal is included to give a less sensitive but more inclusive spectral
distribution. Such systems have the benefit of high resolution and high sensitivity in cases
where the needs are well defined. In general, WDXRF systems have not been designed to
take advantage of recent developments in X-ray optics, although there are a number of pos-
sibilities and it is expected that such systems will be developed. One important role that X-ray
optics can be used in such systems is shown in Fig. 9.

In this arrangement, a broad angular range of X-ray emission from the sample is converted
into a quasi-parallel beam with a much smaller angular distribution. A variety of collimating
optics could be used, for example, polycapillary (as shown), multilayer, nested cone, and so
on. The benefit, represented as the gain in diffracted intensity, will depend on the optic used,
the system design (for example, the diffracting crystal or multilayer film), and the X-ray
energy. With a polycapillary collimator, 8-keV X-rays from the sample with divergence of up
to approximately 12°, can be converted to a beam with approximately 0.2° divergence. With a
diffraction width of 0.2° and a transmission efficiency for the optic of 50 percent, the gain in
the diffracted beam intensity for flat crystal one-dimensional diffraction would be typically
more than 30. Further discussion of the gains that can be obtained in X-ray diffraction mea-
surements can be found in Sec. 35.5. Another potential benefit from the arrangement shown
in Fig. 9 is confinement of the sampling area to a small spot defined by the collection proper-
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ties of the optic as discussed in Chap. 30. Scanning of the sample will then give the spatial dis-
tribution of selected elements. This is also useful in so-called environmental, or high-pressure,
SEMs where the position of the exciting electron beam is not so well defined.

Fine Structure in WDXRF Measurements. As noted previously, most of the WDXRF sys-
tems in use involve electron excitation either in SEM systems or in dedicated electron micro-
probe systems. Photon emission from electron excitation systems contains, in addition to the
characteristic lines, a continuous background due to bremsstrahlung radiation resulting from
slowing down of the electrons in the solid. Although this background does not seriously inter-
fere with many measurements of elemental composition, it can limit the measurement sensi-
tivity, and can preclude observation of very low intensity features. If the fluorescence X rays
are excited by incident X rays, or energetic charged particles, the bremsstrahlung background
can be avoided. It should be noted that a continuous background still is present when a broad
X-ray spectrum is used as the exciting beam due to scattering of low-energy X rays. This can
be largely avoided if monoenergetic X rays are used.37

A dramatic illustration of the value of a low background in XRF measurements is con-
tained in recent studies in Japan of fine structure in fluorescence spectra.38–41 Accompanying
each characteristic X-ray fluorescence peak is an Auger excitation peak displaced typically
approximately 1 keV in energy and lower in intensity by nearly 1000 times. This peak is not
usually observable in the presence of bremsstrahlung background from electron excitation.
By using X-ray excitation to get a low background and WDXRF to get high-energy resolu-
tion, Kawai and coworkers38–41 measured the Auger excitation peaks from Silicon in elemen-
tal Si and SiO2 and from Al. They showed that the observed structure corresponds to X-ray
absorption fine structure (EXAFS) and X-ray absorption near-edge structure (XANES) that
has been observed in high-resolution synchrotron studies. Very long measurement time was
necessary to obtain sufficient statistical accuracy. This type of measurement could presumably
be considerably enhanced by the use of collimating optics as shown in Fig. 9.

Energy-Dispersive X-Ray Fluorescence (EDXRF)

During the 1960s, semiconductor detectors were developed with dramatic impact on energy
and later position measurement of energetic charged particles, electrons, and X rays.42–43

Because of their high efficiency, high count rate capability, high resolution compared with gas
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FIGURE 9 Schematic representation of collimating optic in
WDXRF system.



counters, and their improved energy resolution compared with scintillation counters, these
new detectors virtually revolutionized radiation detection and applications including X-ray
fluorescence. Initially, the semiconductor junction detectors had a thin active area and, there-
fore, were not very efficient for X rays. However, by use of lithium compensation in the active
area of the detector, it was possible to make very thick depletion layers44 (junctions) and,
therefore, to reach a detection efficiency of 100 percent for X rays. Later, high-purity germa-
nium was used to make thick semiconductor junctions. Such large-volume semiconductor
junctions need to be cooled to obtain the highest energy resolution (typically, 130–160 eV).

There are now thousands of XRF systems that use cooled semiconductor detectors, most
of them mounted on SEMs. Most SEM-based XRF systems do not use any X-ray optics. The
detectors can be made large enough (up to 1–2 cm2) and can be placed close enough to the
sample that they collect X-rays over a relatively large solid angle.

As pointed out previously, electron excitation produces a background of bremsstrahlung
radiation that sets a limit on the signal-to-background ratio and, therefore, the minimum
detection limit for impurities. This background can be avoided by using X rays or energetic
charged particles as the excitation source. Consequently, it is common to see cooled lithium-
drifted silicon Si(Li) or high-purity germanium (HpGe) detectors mounted on accelerator
beamlines for materials analysis. The ion beam– (usually proton or helium ion) based tech-
nique is called particle-induced X-ray emission (PIXE). Again, these do not require optics
because the detector can be relatively close to the sample. As with the electron-based systems,
optics necessary for controlling or focusing the exciting beam are electrostatic or magnetic
and will not be discussed here. When the exciting beam is composed of photons from a syn-
chrotron or free-electron laser (FEL) source, the situation is virtually the same, with no optics
required between the sample and the detector. Mirrors and monochromators used to control
the exciting beam are discussed in Chaps. 22 and 26.

Monocapillary Micro-XRF (MXRF) Systems. However, if the excitation is accomplished
by X rays from a standard laboratory-based X-ray generator, X-ray optics have a very impor-
tant role to play. In general, the need to obtain a high flux of exciting photons from a labora-
tory X-ray source requires that the sample be as close as possible to the source. Even then, if
the sample is small or if only a small area is irradiated, practical geometrical considerations
usually limit the X-ray flux. The solution has been to increase the total number of X rays from
the source by increasing the source power, with water-cooled rotating anode X-ray generators
becoming the laboratory-based X-ray generator of choice. (For a discussion of X-ray sources,
see Chap. 31.) To reduce the geometrical 1/d2 reduction of X-ray intensity as the sample is dis-
placed from the source (where d is the sample/source separation), capillaries (hollow tubes)
have been used since the 1930s.45 Although metal capillaries have been used,46 glass is the over-
whelming material of choice,47–49 because of its easy formability and smooth surface. In most of
the studies reported earlier, a straight capillary was placed between the X-ray source and the
sample, and aligned to give the highest intensity on the sample, the capillary length (6–20 mm)
being chosen to accommodate the source/sample spacing in a commercial instrument.

In 1988, Stern et al.50 described the use of a linearly tapered or conical optic that could be
used to produce a smaller, more intense but more divergent beam. This has stimulated a large
number of studies of shaped monocapillaries. Many of these are designed for use with syn-
chrotron beams for which they are especially well suited, but they have also been used with
laboratory sources. A detailed discussion of monocapillary optics and their applications is
given in Chap. 29.

In 1989, Carpenter51 built a dedicated system with a very small and controlled source spot
size, close-coupling between the capillary and source and variable distance to the sample
chamber. The sample was scanned to obtain spatial distribution of observed elemental con-
stituents. A straight 10-µm diameter, 119-mm-long capillary showed a gain of 180 compared
to a 10-µm pinhole at the same distance and measurements were carried out with a much
lower power X-ray source (12 W) than had been used before.
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Polycapillary-Based MXRD. As discussed in Chap. 30, a large number of capillaries can be
combined to capture X rays over a large angle from a small, divergent source and focus them
onto a small spot. This is particularly useful for microfocus X-ray fluorescence (MXRF) appli-
cations.52–54

Using the system developed by Carpenter, a systematic study was carried out by Gao55 in
which standard pinhole collimation, straight-capillary, tapered-capillary, and polycapillary
focusing optics could be compared. A schematic representation of this system with a poly-
capillary focusing optic is shown in Fig. 10. The X rays were generated by a focused electron
beam, which could be positioned electronically to provide optimum alignment with whatever
optical element was being used.51

The target material could be changed by rotating the anode as shown in Fig. 10. Measure-
ment of the focal spot size produced by the polycapillary focusing optic was carried out by
measuring the direct beam intensity while moving a knife edge across the focal spot. The
result of such measurements for Cu Kα and Mo Kα X rays are shown in Fig. 11.

The intensity gain obtained from the polycapillary focusing optic depends on the size of
the X-ray emission spot in the X-ray generator, on the X-ray energy, and on the input focal
distance (distance between the source spot and the optic). This is because the effective col-
lection angle for each of the transmitting channels is controlled by the critical angle for total
external reflection (see Chap. 30). For the system shown, the flux density gain relative to the
direct beam of the same size at 100 mm from the source, is shown in Fig. 12 for Cu Kα and Mo
Kα X rays. The maximum gain is about 4400 at 8.0 keV and 2400 at 17.4 keV, respectively.

A secondary X-ray spectrum obtained by irradiating a standard NIST thin-film XRF stan-
dard sample, SRM1833, is shown in Fig. 13. Zirconium and aluminum filters were used before
the optic to reduce the low-energy bremsstrahlung background from the source. The flux den-
sity of the beam at the focus was calculated to be 1.5 × 105 photons⋅s⋅µm2 for Mo Kα from the
12-W source operated at 40 kV. The minimum detection limits (MDLs) in picograms for 100-s
measurement time were as follows: K, 4.1; Ti, 1.5; Fe, 0.57; Zn, 0.28; and Pb, 0.52. The MDL val-
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FIGURE 10 Schematic representation of microfocus X-ray fluorescence system. (Source: From
Ref. 52.)



ues are comparable with those obtained by Engstrom et al.,56 who used a 200-µm diameter
straight monocapillary and an X-ray source with two orders of magnitude more power (1.7 kW)
than the 12-W source used in the polycapillary measurements.

By scanning the sample across the focal spot of the polycapillary optic, the spatial distri-
bution of elemental constituents was obtained for a ryolithic glass inclusion in a quartz phe-
nocryst found in a layer of Paleozoic altered volcanic ash. This information is valuable in
stratigraphic correlation studies.57,58 The results are shown in Fig. 14. Also shown are the
images obtained from Compton scattering (Comp) and Rayleigh scattering (Ray).
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FIGURE 11 Measurement of the focal spot size for Cu
and Mo X rays. (From Ref. 55.)

FIGURE 12 Flux density gain as a function of source size. (From Ref 26.)
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FIGURE 13 Spectrum of SRM 1833 standard XRF thin-film sample.
(From Ref. 52.)

FIGURE 14 MXRF images of various elements in a geological sample that contains small volcanic glass
inclusions (tens of microns in dimension) within a quartz phenocryst. The last two images are the Compton
(energy-shifted) and Rayleigh (elastic) scattering intensity maps. (From Ref. 55.)



MXRF with Doubly Curved Crystal Diffraction. Although X-ray-induced fluorescence
has a significantly lower background than electron-induced fluorescence, there is still back-
ground arising from scattering of the continuous bremsstrahlung radiation in the sample. This
can be reduced by filtering of high-energy bremsstrahlung in polycapillary focusing optics
(see Chap. 30) and by use of filters to reduce the low-energy bremsstrahlung as done for the
spectrum shown in Fig. 13. Recently, efficient collection and focusing of characteristic X rays
by Bragg diffraction with doubly bent single crystals has been demonstrated by Chen and
Wyttry.59 The arrangement for this is shown in Fig. 15.60

Energy spectra taken with a thin hydrocarbon (acrylic) film with a polycapillary focusing
optic, and with doubly curved crystal optics with a mica and with a silicon crystal are shown in
Fig. 16.60 The background reduction for the monoenergetic excitation is evident. Various
order reflections are observed with the mica crystal. The angle subtended by the mica crystal
is approximately 20° × 5°, giving an X-ray intensity only about a factor of three lower than
that obtained with the polycapillary lens.

Ultra-High Resolution EDMXRF. As discussed earlier, EDMXRF utilizing cooled semicon-
ductor junction detectors is widely used in science and industry. The energy resolution of semi-
conductor detectors is typically 140 to 160 eV. During the past few years, very high resolution
X-ray detectors based on superconducting transition-edge sensor (TES) microcalorimeters,61

semiconductor thermistor microcalorimeters,62–64 and superconducting tunnel junctions65 have
been developed. Although these detectors are still under active development, there have been
demonstrated dramatic benefits for MXRF applications.

At the time of preparation of this review, TES microcalorimeter detectors have the best
reported energy resolution (∼2 eV at 1.5 keV).66 A schematic representation of a TES micro-
calorimeter detector is shown in Fig. 17 and energy spectra for a titanium nitride thin film is
shown in Fig. 1866 and for a tungsten silicide thin film is shown in Fig. 19.61 In each case, the spec-
trum in the same energy region from a silicon junction detector is also shown for comparison.

Because the absorbing element on microcalorimeter detectors must have a low thermal
capacitance to achieve high resolution and short recovery time (for higher counting rates),
and cannot operate closer than 5 mm to the sample (because of thermal and optical shield-
ing), the sensitivity is low. However, by using a collecting and focusing optic between the sam-
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FIGURE 15 Doubly curved crystal MMEDXRF setup. (Courtesy of XOS Inc. From Ref. 60.)



ple and the detector, the effective area can be greatly increased.67 A schematic of such an
arrangement with a polycapillary focusing optic is shown in Fig. 20. With such a system, the
effective area can be increased to approximately 7 mm2, comparable with the area of high-
resolution semiconductor detectors.

Figure 21 shows a logrithmic plot of the energy spectrum for an aluminum-gallium-
arsenide sample.61 This shows the bremsstrahlung background that is present when electrons
(in this case, 5 keV) are used as the exciting beam. It is clear that X-ray excitation (especially
with monochromatic X-rays) will be important in order to use such detectors to observe the
low-intensity fine structure to get microstructure and microchemical information with high-
resolution energy-dispersive detectors.
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FIGURE 16 Energy spectrum obtained from a thin acrylic sample, measured with a
mica doubly bent crystal, a silicon doubly bent crystal, and a polycapillary focusing optic.
(From Ref. 60.)

FIGURE 17 A schematic representation of a TES microcalorimeter detector. The operating
temperature is ∼50 mK. (From Ref. 61.)



35.7 MEDICAL APPLICATIONS

Introduction

The earliest announcements of the discovery of X rays included a radiograph of a human
hand.68 Within a few months, X radiation was being used to diagnose broken limbs on the
other side of the Atlantic.69 Within 3 years there had already been attempts to treat lupus by
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FIGURE 18 Energy spectrum for a TiN thin film on silicon.
(From Ref. 66.)

FIGURE 19 Energy spectrum for a Wsi2 film on SiO2. (From Ref. 61.)



exposure to soft X rays, and so began the field of X-ray therapy.70 One hundred years after its
first use, despite the advent of ultrasound and magnetic resonance imaging (MRI), X-ray
imaging is still the most common medical imaging modality. The relative simplicity of the
required apparatus and the speed with which the image is obtained (and the resultant rela-
tively low cost) make X-ray imaging an extremely important diagnostic tool. For example,
despite decades of research on causes and cures, simple mammography has proven to be the
most effective means of reducing breast cancer mortality.71
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FIGURE 20 Schematic representation of focusing optic for microcalorimeter
detector. (From Ref. 67.)

FIGURE 21 Energy spectrum from aluminum-gallium-
arsenide sample measured with a TES microcalorimeter spec-
trometer. (From Ref. 61.)



Imaging

Theory. The effectiveness of a medical image to be used in diagnosis depends on its contrast
and resolution. For example, the detection of breast cancer from a mammogram relies upon
the observation of either image contrast between the normal tissue and the only slightly
denser cancerous lesion or observation of the existence of clusters of small, irregularly shaped
microcalcifications. This requires both good contrast and good resolution. For mammography
to be feasible for a screening modality, it must also be inexpensive, rapid, and require an
extremely low radiation dose.

Contrast. Three years after Roentgen’s discovery of the X ray, his observations included
a discussion of the proper hardness of the vacuum tube to obtain the best contrast:72

With a very soft tube [one with a poor vacuum, which discharges at a low potential and pro-
duces low energy X rays] a picture is obtained in which the bones are only partially shown; by
employing a harder tube the bones become very clear and visible in every detail; and with a very
hard tube only very weak shadows of the bones are obtained. From what has been said, it follows
that the choice of tubes must be regulated by the composition of the object to be radiographed.

Contrast is defined as

C = ln ≈ (10)

where Eobj is the X-ray exposure obtained behind the object of interest, and Eprim is the expo-
sure obtained at an adjacent location.73 For example, if the object of interest consists of a small
cylinder of length L and absorption coefficient α′, embedded in a rectangular block of absorp-
tion α and uniform thickness t, as shown in Fig. 22, then

Eprim = E0e−αt

Eobj = E0e−α(t − L)e−α′L = E0e−α te(α − α′)L (11)

where E0 is the incident fluence. Thus, the contrast is proportional to the difference in absorp-
tion coefficients,

C = ln � � = (∆α)L (12)
E0e−α te∆αL

��
E0e−αt

∆E
�
Eprim

Eobj
�
Eprim
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FIGURE 22 Model contrast-producing object.



Absorption coefficient differences, and therefore contrasts, are larger for soft than for hard 
X rays. However, the absorption coefficient itself is also larger for soft X rays, and conse-
quently so is the absorbed patient dose, and also the Poisson quantum noise, which varies with
the square root of the number of detected photons. There is thus a trade-off between contrast
and absorption that determines the best photon energy for the application.

Scatter. At diagnostic energies (20–120 keV), the primary interactions between X rays
and tissue are due to the photoelectric effect and Compton scattering. The two processes have
about equal probabilities in tissue at the lowest energies, with Compton scattering dominat-
ing at high energies. Both remove photons from the primary beam and are included in the
coefficient α when calculating contrast. However, those photons that are Compton scattered
in the direction of the detector contribute to a general background fog on the film. If the flu-
ence of scattered photons is Es, then the contrast becomes

Cs = ln ≈ = (13)

The scatter-to-primary ratio, Es/Eprim, is typically from 40 to 90 percent for mammography,
resulting in a contrast reduction of a factor of 1.4 to 1.9.74 In current conventional radiogra-
phy, a lead grid is placed after the patient to reduce the amount of scattered radiation incident
on the film. The grid consists of lead strips about 20 µm across, separated by about 300 µm of
carbon fiber resin. The thickness of the grid in the beam direction is about 5 to 12 times the
strip spacing. A thicker grid, with a larger lead strip-height-to-spacing ratio, would more
effectively stop high-angle scattered photons, but would also have a lower transmission for
the primary beam. A conventional 5:1 grid transmits about 60 percent of the primary beam
and only 20 percent of the scattered beam at 20 keV.

Resolution. Diagnosis often requires the detection of the existence and even the shape of
tiny objects, such as microcalcifications in mammography. A good film/screen mammography
system has a resolution of 15 line pairs/mm (lp/mm), or about 33 µm. Other, higher-energy
imaging typically uses lower-resolution systems. A computed radiography (CR) plate for chest
radiography has a resolution of between 4 and 5 lp/mm.

Contrast Enhancement. Contrast can be enhanced by removing the photons that have been
Compton scattered out of the primary beam. These photons can be essentially eliminated from
the image by inserting, between the patient and the detector, an optic with a low angular accep-
tance. For example, because polycapillary optics have an angular acceptance that is limited by
the critical angle (1.5 mrad at 20 keV), scattered photons are not transported down optics
channels that are aligned with the primary beam direction. These scattered photons are largely
absorbed by the glass walls of the capillary optic. Measurements of absorption and transmis-
sion as a function of entrance angle on a 30-mm-diameter polycapillary prototype optic yielded
full-scale scatter transmissions of less than 1 percent.75 This was confirmed by scatter fraction
measurements performed on a Lucite phantom with a smaller (3.6 mm) prototype optic.75

Scatter transmission was 0.5 percent. This resulted in an average contrast enhancement for the
Lucite phantom of a factor of 1.4 compared with a conventional antiscatter grid, with a maxi-
mum enhancement of more than a factor of two in regions of low contrast or high scatter. The
image produced from the scan of the Lucite contrast phantom using the polycapillary optic is
shown in Fig. 23, and using a conventional grid in Fig. 24. The measured contrast is shown in
Fig. 25. Primary transmission for this optic was 45 percent. The primary transmission is
expected to increase somewhat as more manufacturing experience is achieved.

Abdominal imaging and chest radiography are performed at higher photon energies than
mammography. Typical abdominal images are produced using a tungsten target with a char-
acteristic energy of 60 keV and maximum tube potential just slightly higher. Chest radiogra-
phy is performed with a tungsten target and tube potential of 120 kV, producing a spectrum
with a peak around 80 keV.

The potential performance of polycapillary optics at these energies has been calculated.76

Performance estimates of three hypothetical lenses are given in Table 4. The ideal borosilicate

C
��
1 + (Es/Eprim)

∆E
��
Eprim + Es

Eobj + Es
��
Eprim + Es
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FIGURE 23 Image of contrast phantom made with
scanned optic. (From Ref. 75.)

FIGURE 24 Image of contrast phantom produced
with conventional grid. (From Ref. 75.)

FIGURE 25 Contrast enhancement measured for a small scanned poly-
capillary optic using a phantom consisting of a Lucite block with drilled
holes. (From Ref. 8.)

lens is scaled up from the center part of a measured polycapillary lens. Simulated transmission
was used for the lead glass lens. The performance of the three lenses was compared with the
performance of the conventional grids described in Table 5. The primary and scattered trans-
missions of the different grids in Table 5 were measured at 69 keV.77

The contrast after an optic depends on both the primary and scatter transmission of the
optic. For example, if the scatter fraction before the capillary lens is F, then the scatter frac-
tion after the lens, Foptic, is

Foptic = = (14)

where Tp-optic is the primary transmission of the lens and K is the ratio

K = (15)
Ts-optic
�
Tp-optic

KF
��
1 − F(1 − K)

F ⋅ Ts-optic
���
F ⋅ Ts-optic + (1 − F) ⋅ Tp-optic



The contrast enhancement achieved by using the optic is

= = (16)

The contrast enhancement alone is not the only relevant quality factor. The signal-to-noise
ratio (SNR) is another important quality factor. According to the Rose model,

k2 = C2ΦA (17)

where k is the SNR, C is the contrast, Φ is the photon flux, and A is the area of the target. To
compare the SNR for different scatter rejection devices, relative SNR was used. Relative
SNR is the SNR normalized by the SNR without any scatter rejection device,

kr
2 = = (FTs + (1 − F)Tp) (18)

where kr is the relative SNR. C and C0 are the contrast with and without the scatter rejection
device, respectively. Ts is the scatter transmission and Tp is the primary transmission of the
device. The contrast enhancement and relative SNR were calculated for different scatter frac-

C2

�
C 2

0

k2

�
k2

0

1
��
FK + (1 − F)

1 − Foptic
�

1 − F
Coptic
�
Cno-optic
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TABLE 4 Transmissions for Three Polycapillary Optics

Photon Primary Scatter
Lens Length energy transmission transmission
no. Lens type (mm) (keV) (Tp-optic) (Ts-optic)

1 Ideal 166 20 0.6 0.0
borosilicate
optic; scaled 45 0.55 0.002
up from the
center part of 60 0.55 0.005
the prototype
lens 70 0.45 0.03

2 Actual 166 20 0.33 0.0
borosilicate
prototype optic

3 Lead glass 30 69 0.63 0.0076
polycapillary
optic

Note: The results for the ideal borosilicate optic are measured results for the center part of a prototype lens. The
results for lead glass lens are simulated with 120 kVp spectrum and a W target.

TABLE 5 Performance for Several Commercial
Grids, Measured at a Scatter Fraction of 85 Percent77

Primary Scatter
Grid transmission transmission
ratio at 69 keV at 69 keV

6 0.73 0.27
8 0.64 0.13

12 0.61 0.071



tions and plotted in Fig. 26 and Fig. 27. The performance of the grids is assumed to be energy
independent. For high scatter fractions, which occur at high energies where Compton scatter-
ing dominates, the optics could result in significantly enhanced SNRs.

Resolution Enhancement. Magnification can improve image resolution, particularly if the
image resolution is limited by the detector resolution, as is the case for some solid-state detec-
tors and for computed radiography plates. Magnification is conventionally performed by
increasing the air gap between the patient and the detector. This results in a loss of resolution
due to the geometrical blurring from the finite source size, as shown in Fig. 28. However, mag-
nification using X-ray optics, even with a large focal spot, would not be subject to a loss in res-
olution, as shown in Fig. 28 for a polycapillary optic. Although polycapillary optics are not
true imaging optics in the full theoretical sense, images can be transported in the optics in the
same manner as in a coherent optical fiber bundle. By changing the diameter of the mono-
lithic bundle, images can be magnified. Measured modulation transfer functions (MTF) for
CR plates using a magnifying polycapillary optic are compared with airgap magnification in
Fig. 29. Computed radiography is a cheap, convenient digital medium, with a high dynamic
range, readily available in a hospital environment. However, the resolution of CR is too poor
for mammography. The modulation transfer function (MTF) of CR falls to 5 percent at a spa-
tial frequency of 5 lp/mm. Using a tapered optic with a magnification factor of 1.8, the 5 per-
cent MTF frequency was increased to 9.2 lp/mm.75 The resolution was not degraded by the
capillary structure, which was on a smaller scale (20-µm channel size) than the desired reso-
lution. The optic yields an MTF increase at all spatial frequencies, which may be diagnosti-
cally more significant than the increase in limiting MTF. Magnifying capillary optics provide
simultaneous contrast enhancement and resolution increase.

Demagnification and Digital Detectors. In almost all radiological systems, detection of X
rays is performed by the use of a phosphor screen, which converts absorbed X rays into visible-
light photons. The visible light is then recorded on an analog medium, such as film, or
detected by a digital detector. The phosphor screen is used because most detectors, including
film, are not particularly sensitive to X rays. The use of a screen-film combination reduces the
radiation requirement compared with direct-exposure film by a factor of 50 to 100.78 This
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FIGURE 26 Contrast improvement versus scatter fraction
for the two simulated polycapillary optics. The results were
compared with the performance of two commercial grids.
(From Ref. 76.)



increase in sensitivity occurs at the expense of resolution. The MTF of a good film-screen
combination drops to less than 0.1 at a frequency of 15 lp/mm.78 The choice of phosphor
screen thickness is a trade-off between detected quantum efficiency, which improves with
increasing thickness, and resolution, which is degraded by light blur in a thick screen.79 Effi-
cient direct X-ray detection virtually eliminates the trade-off between spatial resolution and
sensitivity because of the elimination of the phosphor screen. Direct X-ray detectors can pro-
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FIGURE 27 Relative signal-to-noise ratio (SNR) versus scatter frac-
tion for two hypothetical optics. The results were compared with the per-
formance of two commercial grids. (From Ref. 76.)

FIGURE 28 Airgap magnification (top) showing degradation of image
due to finite source size. Capillary optic magnification (bottom) showing
no increased blurring after the exit plane of the patient.



vide resolution of 20 lp/mm or better with nearly 100 percent detector quantum efficiency
(DQE).

A technical difficulty with many direct X-ray detectors is that they are difficult to manu-
facture with large enough areas for medical imaging. With the use of X-ray optics, demagnifi-
cation could be used to match the image size to a CCD, CID,80 or other digital detector. A
common digital imaging modality is the use of a fused fiber optic following a phosphor screen
to demagnify the resulting visible-light image for recording with CCD technology. The use of
capillary X-ray optics to demagnify the X-ray image in connection with direct X-ray-sensitive
detectors may be more efficient and would avoid the loss of resolution in the optical conver-
sion process.

In addition to the problem of resolution, conventional film/screen radiography suffers
from limited dynamic range and from film granularity, which can reduce the sensitivity of
detection of microcalcifications. Digital detection provides high dynamic range, improving
contrast, and greatly increases the tolerance of the final image to under- or overexposure.
Digital images can be enhanced and are amenable to computer-aided diagnosis. Spectral
information can be included if it is available. Finally, digital images can be quickly transported
for skilled consultation.

Advantages of Parallel Beams. Typical radiography uses divergent beams from point sources.
The use of a uniform parallel beam would eliminate the variations in resolution from the dif-
ferent apparent source sizes viewed from different parts of the X-ray field and the image dis-
tortion arising from the different magnification of objects on the entry and exit side of the
patient. In addition, scatter can be virtually eliminated by the large airgap made possible by a
parallel beam. A parallel beam would also relax geometrical constraints that have affected
system design. After collimation, changes in optic to patient distances would not affect mag-
nification or resolution. Although X-ray beams from point sources can be made nearly paral-
lel using large source-to-patient distances, only a small fraction of the output from the source
is used. Large high-current sources are required. However, increasing the spot size of the
source then adversely affects the resolution. Collecting X rays more efficiently by employing
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FIGURE 29 Modulation transfer function of a computed radiog-
raphy plate with no optic, with airgap magnification, and with a
polycapillary optic. (From Ref. 75.)



X-ray optics reduces the required source power, or the time required to obtain an image for
a given source power, thus reducing potential motion anomalies.

For a variety of small sample volume applications, such as specimen biopsy and small-
volume computed tomography, the X-ray source is also utilized inefficiently (i.e., only a small
fraction of the total solid angle of X-ray emission is collected). These applications can also
benefit from a collimating optic, which collects from a larger solid angle and redirects the
photons toward the sample.81

Monochromatization. Monochromatic beams could be produced from ordinary point
sources by diffraction from a single crystal monochromator. Single-crystal silicon wafers, 
20 cm in diameter, are routinely used in semiconductor manufacturing; such wafers with irrel-
evant electronic defects are available quite cheaply. However, diffraction from such a crystal
is so selective in angle and energy that isotropic radiation from a point source, such as a con-
ventional radiography tube, would not be reflected efficiently. This would result in insuffi-
cient intensity to produce an image quickly enough to prevent motion anomalies. For that
reason, monochromatic imaging has been restricted to research sources such as synchrotrons
and free-electron lasers. Use of a collimating optic could resolve the problem of delivering
sufficient beam intensity.82,83 Monochromatizing a conventional X-ray source with the combi-
nation of a collimating optic and a diffracting crystal would allow routine radiography to take
advantage of the enhanced contrast produced by monochromatic radiation.84 Dose reduction
would result from the elimination, before exposure to the patient, of low-energy photons that
would be heavily absorbed in the patient without contributing to contrast. The resulting par-
allel, tunable, monochromatic source would facilitate the use of a number of innovative imag-
ing techniques such as refraction contrast,85 K-edge tuning,86 and dual-energy imaging.87

Refraction contrast is observed for highly monochromatic beams when a second crystal is
placed after the specimen. Gradients in the index of refraction deflect the beam at the edges
of features. The deflected beams are not diffracted by the second crystal, resulting in greatly
enhanced contrast in the vicinity of feature edges. K-edge tuning is the selection of a photon
energy just above the absorption edge for an element that is preferentially concentrated in,
for instance, cancerous tissue. Dual-energy imaging uses the tunability of the source to make
a subtraction image taken at energies just above and below the critical edge.

Therapy

X-Ray Therapy. Conventional X-ray radiation therapy is currently performed with high-
energy X-ray or gamma radiation. The patient is exposed to multiple parallel beams, pro-
duced with slit collimators, with an intersection at the tumor. High-energy photons are chosen
to minimize the absorbed skin dose relative to the dose at the tumor, although energies as low
as 100 keV are employed in the orthovoltage modality. The choice of high energies to reduce
skin dose is necessary because in an unfocused beam the intensity is necessarily higher at the
point of entry than at the tumor site. Use of focusing optics at energies less than 100 keV might
substantially increase the tumor dose relative to the skin dose.

An X-ray optic designed to focus X rays with an absorption length in tissue of L = 20 mm
(about 30 keV) can have an output radius r0 = 20 mm, 50-mm output focal length, and focal
spot radius of rf = 0.25 mm. The optic could be focused on a tumor centered 25 mm under the
surface. The radius of the beam at the surface is rs = 25/50 ⋅ 20 = 10 mm. The ratio of intensity
at the focal spot to the intensity at the surface is then

= = 460 (19)
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ignoring Compton scattering. The ratio of the dose in a sphere of diameter t = 1 mm centered
at the focal point compared with the surface dose in a 1-mm-thick layer is
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A 12-kW X-ray source with a 0.3 percent electrical-to-X-ray conversion efficiency and an
optic with a transmission of 20 percent will deliver 4.5 Gy of radiation to the central 1-mm
diameter sphere in 3 min.

Neutron Therapy. Neutron beams can also be focused.88–91 A focused neutron beam could
be used in boron neutron capture therapy (BNCT). Boron neutron capture therapy is based
on the selective delivery of a boronated pharmaceutical to cancerous tissue followed by irra-
diation with thermal neutrons.92 The reaction products (alpha and lithium particles) have a
short range in tissue and a high relative biological effectiveness. Therefore, thermal neutrons
are very effective at killing boronated cells while sparing healthy, unboronated tissue. Per-
rung93 has described a BNCT system using capillary optics. The entrance of the lens accepts
neutrons from the cooled moderator of a reactor and the exit of the lens directs a cold neu-
tron beam into a hollow treatment tube. The treatment tube could be positioned against a sur-
face of the patient or inserted to a depth to irradiate a volume. This approach limits the
treatment to small volumes that are accessible by the tube without significant irradiation to
other regions. An experimental study using a monolithic capillary optic has been performed
to determine the radiation dose introduced by focusing a cold neutron beam through a tissue
equivalent mass.94 With the use of radiochromic images, it was found that neutron scattering
within the material did not significantly alter the focal image. As a result, the deposition of
dose peaks quickly at the depth of the focal point. This procedure could be useful in treating
near-surface regions, such as ocular melanomas.
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CHAPTER 36

NEUTRON OPTICS

David Mildner
Nuclear Methods Group
National Institute of Standards and Technology
Gaithersburg, MD 20899

36.1 INTRODUCTION

The neutron is a subatomic particle with zero charge, a mass of m = 1.00897 atomic mass units,
a spin of 1⁄2, and a magnetic moment of µn = −1.9132 nuclear magnetons. These four basic prop-
erties make thermal and cold neutrons not only such a rich and useful scientific tool for the
investigation of condensed matter, but also a means for observing many beautiful optical phe-
nomena with remarkable properties,1 as well as for constructing numerous optical devices.2

Because neutrons are quantum particles, a de Broglie wavelength, λ, is associated with a
beam of thermal neutrons of energy, E, given by

E = (2π2�2/(mλ2) (1)

that is comparable with interatomic distances within materials. This gives rise to the phe-
nomenon of neutron diffraction, analogous to X-ray diffraction. Additionally, the mass and
energy are such that the frequency of the radiation is comparable with the vibrational fre-
quencies found in materials, which gives rise to neutron inelastic scattering. Hence, neutrons
are ideally suited for the study of the atomic structure and dynamics in condensed matter. The
magnetic moment of the neutron interacts with unpaired electrons in magnetic materials, giv-
ing rise to magnetic diffraction and inelastic scattering. Again, the wavelength and energy of
thermal neutrons are ideal for the study of the magnetic structure and dynamics of spin sys-
tems. As a result of zero charge, the neutron has only a short-ranged interaction with the
nucleus. This means that the amplitude of the interaction is small, so that neutrons penetrate
into the bulk of most materials. In fact, the interaction probability of neutrons varies irregu-
larly with the nuclear isotope, unlike X rays whose amplitudes increase monotonically with
the atomic number. Finally, the neutron spin of 1⁄2 enables a neutron beam to exist in one of
two polarized states. When the neutron scatters from a nucleus of nonzero spin, the strength
of the interaction depends on the relative orientation of the neutron and the nuclear spin.

The propagation of neutron de Broglie waves in a potential field is analogous to the prop-
agation of light waves in a medium with a continuously variable refractive index. The poten-
tial can be gravitational, magnetic, or nuclear. For example, slow neutrons have a parabolic
path under the effect of gravity as in classical mechanics. There are magnetic interactions
because the magnetic dipole moment of the neutron gives rise to a potential in a magnetic
field that depends on whether the neutron spin is parallel or antiparallel to the magnetic field.
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The magnetic field is a birefringent medium for an unpolarized neutron beam, with results
analogous to the Stern-Gerlach experiment. Neutrons can be focused by refraction in an
inhomogeneous magnetic field provided by a magnetic hexapole. Neutrons in bulk nonmag-
netic materials interact with the atomic nuclei. Generally, the interaction gives rise to 
an isotropic spherical wave reradiation of the incident neutron beam. The potential of the
neutron-nucleus interaction has an imaginary part that represents neutron absorption. The
scattering of a beam of neutrons is described by a scattering length (b) that depends on a
pointlike interaction potential. Generally, b is positive (but not always) and varies with dif-
ferent isotopes.

The similarity of the mathematical description for neutron wave propagation to photon
propagation gives rise to phenomena that are analogous to those of classical optics. In fact,
virtually all the well-known classical optical phenomena that are characteristic of light and X
rays have also been demonstrated with neutrons. In geometric optics, there are not only the
refraction and reflection of neutrons by materials, but also special properties in magnetic
media. In wave optics, there is Bragg diffraction from crystalline materials, and so on, as for
X rays, but there are also other phenomena completely analogous to classical optics. Various
neutron optics experiments have demonstrated the quantum-mechanical phenomena on a
macroscopic scale. For example, the perfect crystal neutron interferometer can measure the
relative phase between two plane wave states, with the large separation of the beams enabling
easy access for material phase-shifting devices and magnetic fields. These provide both quan-
titative verification of various fundamental quantum-mechanical principles applied to neu-
trons and accurate measurements of neutron scattering lengths. Finally, neutron optical
devices have been developed to transport, collimate, focus, monochromate, filter, polarize, or
otherwise manipulate neutron beams for applications in both basic and applied research, such
as the study of the microscopic structure and dynamics of materials.

The optical phenomena arise from coherent elastic scattering of neutrons in condensed
matter.3–5 The neutron wave function, Ψ(r), can be described by a one-body Schrödinger
equation, upon which all neutron optics is based, viz.,

[−(�2/2m) ∇ + V(r)] Ψ(r) = E Ψ(r) (2)

in which E is the incident neutron energy. The optical potential V(r) represents the effective
interaction of the neutron with the medium. The scattering of a neutron by a single bound
nucleus is based on the Born approximation and uses the Fermi pseudopotential, V(r) =
(2π�2/m)bδ(r), where r is the neutron position relative to the nucleus, to represent the effec-
tive interaction between the neutron and the nucleus. Coherent elastic scattering is not the
only collision process than can occur. There are other scattering processes collectively
referred to as diffuse scattering. In addition, the incident neutron might be absorbed by the
nucleus. Both of these cause attenuation of the coherent wave, Ψ(r), in the medium, so that
the potential V(r) and the bound scattering length, b, are in general complex.

The Schrödinger equation is a macroscopic equation that describes coherent elastic scat-
tering and all neutron optical phenomena in terms of the interaction of the neutron wave with
a potential barrier. The general solution in a medium of constant potential, V0, can be
expressed as a superposition of plane waves where the magnitudes of the wave vectors can be
determined by the incident neutron energy,

E = (�k)2/2m = (�k′)2/2m + V0 (3)

where k and k¢ are the incident and secondary wave vectors. The directions of the various
wave vectors and their corresponding amplitudes are determined by requiring Ψ(r) and 
∇Ψ(r) to be continuous at the boundary between media. Some neutron optical phenomena
are well described by the kinematic theory of diffraction. In geometric optics, neutron trajec-
tories obey the same laws of reflection and refraction as in classical optics, though true mirror
reflection only occurs for ultracold neutrons. Other phenomena require the dynamical
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diffraction theory that takes into account the interchange between the transmitted and
reflected waves. Sears has shown1 from the theory of dispersion that, with respect to neutron
optics, all materials behave like a continuous macroscopic medium with a refractive index, n.

36.2 INDEX OF REFRACTION

All isotopes have a scattering length that characterizes the neutron-nucleus interaction
(albeit some have a complex value).6 Consequently, all materials have an index of refraction
that depends on the scattering length of the isotopes that compose the material. The basic dif-
ference is that, as for X rays, the index of refraction for neutrons has a value of n < 1, whereas
n > 1 for light. Moreover, the neutron wavelengths are about three orders of magnitude
smaller than for visible light. This means much larger instruments are required in general to
observe the optical phenomena with the same spatial resolution. In addition, the most intense
thermal neutron sources are orders of magnitude weaker than conventional light and X-ray
sources. This means that the phenomena are generally not as easy to observe, nor is the reso-
lution as good. However, successful neutron optical devices have been developed and are
now commonplace in instrumentation for scientific research studies, particularly those that
use cold- or long-wavelength neutrons.

The index of refraction of a medium is defined by n = k′/k, and for slow neutrons is given by

n2 = 1 − λ2ρb/π (4)

where λ = 2π/k is the incident neutron wavelength, and ρ is the average atom density of the
material. For thermal neutrons with wavelength λ > 0.1 nm, the refractive index for most
materials differs from unity by about a part in 106. Consequently, the various optical features
are similar to those in X-ray optics, and various analogous features have been demonstrated.
A critical wavelength is defined by λc = (π/ρb)1/2. If b is real and positive, the index of refrac-
tion is real if λ < λc and imaginary if λ > λc. The value of λc for materials is typically ≈140 nm.
At the boundary between two media, A and B, the relative index of refraction is given by

n2 = 1 − (λ2/π)(ρAbA − ρBbB) (5)

where ρb is the scattering length density of a given medium.

Refraction and Mirror Reflection

The total external reflection of neutrons from material surfaces has been demonstrated, anal-
ogous to the total external reflection of X rays and the total internal reflection of light. Because
the index of refraction is close to unity, total reflection is possible only at glancing incident
angles, θ, on a material surface when cos θ > n. This is analogous to Snell’s law in light (the con-
tinuity of the tangential component of the wavevector). From this we may define a critical
angle, θc = λ (ρb/π)1/2, for nonmagnetic materials. The measurement of the critical angle for var-
ious surfaces using monochromatic neutrons can be used for the determination of scattering
lengths with an accuracy ≈0.2 percent. The reflectivity, R, is given by Fresnel’s law,

R = |{1 − [1 − (θc/θ)2]1/2}/{1 + [1 − (θc/θ)2]1/2}|2 (6)

where θc = λ /λc = λ(ρb/π)1/2. If b > 0, R = 1 for θ < θc, the critical angle for total reflection.
Because (1 − n2) ≈ 10−5 for thermal neutrons, θc ≈ 3 mrad ≈ 0.2°. Hence, the measurement of
the reflectivity can be used to determine both the magnitude and sign of the bound coherent
scattering length.
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The mean optical potential of neutrons in most materials is comparable in magnitude with
the gravitational potential energy corresponding to a height difference of order of 1 m. This is
the principle of the gravity refractometer,7 in which neutrons from a well-collimated initial
horizontal beam fall under gravity in a long flight path onto the horizontal surface of a liquid.
If the height of the fall exceeds a certain value, h0, the neutrons will penetrate the mirror; oth-
erwise, they will be totally reflected by the mirror and be detected in the counter. Conse-
quently, h0 is a measure of the quantity ρb, and hence of the scattering length, b. This
experiment, illustrated in Fig. 1 demonstrates the unique particle-wave properties of neutron
optics, with the motion obeying classical physics and the diffraction obeying quantum physics.
The significant point is that the measurement is independent of the neutron wavelength.

Prisms and Lenses

The prism deflection of neutrons has been observed.8 Because the refractive power, (n − 1), is
negative for most materials, prism deflection is in the opposite direction compared with ordi-
nary light optics. Deflection angles of a few seconds of arc can be measured with high accu-
racy, allowing the measurements of refractive indices to 1 part in 104. Because (n − 1) is
proportional to λ2, prism deflection of neutrons is highly dispersive. It has been used in a
fused-quartz converging lens (which is concave in shape) and the focusing of 20-nm neutrons
has been demonstrated.9 More recently,10 the focusing of shorter- (9–20 nm) wavelength neu-
trons has been demonstrated using a series of many closely spaced symmetric biconcave
lenses, with gains ≈15 and focal lengths of 1 to 6 m, well matched to small-angle neutron scat-
tering.

Neutron Polarization

It is the spin of 1⁄2 of the neutron that results in neutron optics having phenomena different
from X-ray optics. The neutron spin, s, interacts with the nuclear spin, I, and the optical
potential, V(r), and the bound scattering length, b, are both spin-dependent for I ≠ 0. The total
spin, J = I + s, is a constant of the motion with eigenvalues J = I ± 1⁄2. The index of refraction
may be written

n2 = 1 − λ2 [ρb/π ± m/(2π2�2) µnB] (7)

The sign of the magnetic scattering length depends on the neutron spin orientation relative
to magnetic field, B, in the medium. The spins of neutrons may be oriented such that their pro-
jections are either parallel (+) or antiparallel (−) to the magnetic field. Because there are two
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FIGURE 1 A schematic diagram of the neutron gravity spectrometer. A neutron of initial horizontal
velocity, v, falls a vertical distance, h, and strikes the liquid surface at a grazing angle of φ = √(2gh)/v after
traveling a horizontal distance v√(2h/g). The critical height for total reflection is h0 = (2π�2/m2g)ρb, inde-
pendent of v or λ.



possible spin states, a beam with a fraction, φ+, of its neutrons in the spin “up” state and a frac-
tion, φ−, in the “down” state has a magnitude of its polarization, P, in the field direction given by

|P| = φ+ − φ− = 2φ+ − 1 = 1 − 2φ− (8)

This polarization property of a neutron beam gives many extraspecial capabilities to neu-
tron scattering and neutron optics.11 For instance, magnetic mirrors have two critical glancing
angles, and this property is used in polarizing mirror and polarizing guides. The reflection of
neutrons from magnetized mirrors is widely used for obtaining polarized neutrons. From Eq.
(7), if ρb < mµnB/(2π�2), neutrons with spins antiparallel to the magnetization are not
reflected, and only those neutrons with parallel spin orientation are in the reflected beam.

36.3 NEUTRON SCATTERING LENGTHS

The general theory of neutron scattering lengths and cross sections have been summarized by
Sears.6,12 The bound scattering length is in general complex, b = b′ − ib″. For thermal neutrons,
the scattering cross section is independent of the neutron wave vector, k, whereas the absorp-
tion cross section is inversely proportional to k, and therefore increases linearly with wave-
length. For most nuclides, V(r) is a strongly attractive potential and, therefore, the scattering
length is positive. Indeed, there are only a few nuclides, such 1H, 7Li, 48Ti, and 55Mn, plus a few
others, that have negative scattering lengths.

The scattering cross section is given by σs = 4π<|b|2>, where the brackets denote a statis-
tical average over neutron and nuclear spin states. The absorption cross section is given by 
σa± = (4π/k)b″±. In practice, the imaginary part of the scattering length is of the same order
of magnitude as the real part only when the absorption is large (σa ≈ 104σs). Furthermore,
the absorption is usually large for only one spin state of the compound nucleus. For
nuclides such as 113Cd, 155Gd, or 157Gd, the absorption is large only in the J = I + 1⁄2 state,
and b″− = 0. For nuclides such as 3He or 10B, the absorption is large only in the J = I − 1⁄2 state,
b″+ = 0. For a few nuclides such as 6Li, the absorption is large for both J = I ± 1⁄2 states. Finally,
the dependence of the scattering length on the particular isotope means that there is a fur-
ther incoherence for a given element dependent on the abundance of the various con-
stituent isotopes.

Neutron Attenuation

Finally, Lambert’s law exp (−µL) for the transmission of radiation through matter also applies
to the attenuation of a neutron beam in a given medium of length, L, though the absorption
coefficient, µ, is usually written using a macroscopic cross section Σ = ρσt, where σt = σa + σs is
the total cross section. Because the cross sections vary irregularly between elements in the
periodic table, neutron radiography can give good contrast between neighboring elements,
unlike X-ray radiography. In particular, the anomalously large scattering cross section for
hydrogen makes neutron radiography important for the location of hydrogenous regions
within materials.

Refractive Index Matching

The matching of the index of refraction of a material with the liquid in which it is immersed
gives rise to a sharp minimum in the diffuse scattering.13 This technique allows the measure-
ment of the refractive index of a wide range of materials by matching the value of the neutron
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scattering density, ρb, of the material with a mixture of H2O and D2O, which can cover a wide
range as shown in Fig. 2. This is analogous to the Christiansen filter in classical optics. This
refractive index matching has become an important method for determining the macro-
molecular structure of biological systems using neutron scattering by varying the contrast
between different parts of the structure and the supporting medium. This is now the standard
method for small-angle neutron scattering from biological macromolecules.14 This technique
of refractive index matching is also available for nuclear and magnetic components of the
refractive index by matching one of the two spin states to the nonmagnetic material in order
to highlight the other.

36.4 NEUTRON GUIDES

Total reflection gives rise to guide tubes15 that are used to transport thermal neutron beams
over relatively long distances with only small losses in intensity, and are analogous to light
pipes in ordinary optics. A neutron entering the guide tube with an angle of incidence at the
wall that is less than the critical angle for its particular wavelength is transported along the
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FIGURE 2 The scattering density of water as a function of the fraction that is deuterated. The scattering
lengths of H and D are very different (−0.37 10−12 cm and 0.66 10−12 cm). The scattering densities of all bio-
logical molecules lie between the limits of pure H2O (−0.56 10−12 cm−2) and pure D2O (6.3 10−12 cm−2) and
can therefore be matched by some fraction of deuterated water.



hollow tube by multiple total reflection. The guides are usually highly polished nickel-plated
glass tubes of rectangular cross section, though the greater scattering length for isotopically
pure 58Ni gives a 40 percent increase in transmission. Further increases are obtained by using
glass coated with supermirror of nickel-titanium layers on top of nickel. The supermirror can
extend the range of total reflection to a critical angle, θc, three or more times that of nickel.
The effective collimation achieved by rectangular neutron guides corresponds in 2θc in each
orthogonal direction, and therefore depends on wavelength. If the guide has a gentle curva-
ture (often a polygonal approximation to a curved guide), only those neutrons with wave-
lengths greater than some minimum are transported. Fast neutrons and gamma rays pass
through the glass wall and are eliminated from the beam, so that guides can transport clean
and highly collimated beams of thermal neutrons to regions of low-background far from the
source.

36.5 ULTRACOLD NEUTRONS

The phenomenon of total reflection for all angles of incidence occurs when n is purely
imaginary, that is when λ > λc. Typically, λc ≈ 140 nm, which corresponds to a neutron
energy of 4 × 10−8 eV or a temperature of 0.5 mK. It is therefore only for ultracold neu-
trons16 that true mirror reflection can occur. Mirror reflections for ultracold neutrons can
be used to confine neutrons in material cavities or bottles. Smooth, clean surfaces are
needed for good storage, though this is limited by β decay of the free neutron (about 937 s).
In practice, this time is shorter because of losses caused by inelastic scattering from surface
impurities. Ultracold neutrons are useful for precision measurements of the free neutron
lifetime, the neutron magnetic dipole moment and the search for its electrical dipole
moment.

36.6 DIFFRACTION

The Bragg diffraction by single crystals, powders, amorphous materials, and liquids is anal-
ogous to that for electromagnetic waves, with formulas similar to those for X-ray diffraction
except the magnitude is determined by the coherent scattering lengths. The diffraction pat-
tern is simply a function of scattering angle and is proportional to the square of the Fourier
transform of the structure of the diffracting sample. The small-angle neutron scattering
from inhomogeneous materials also has expressions similar to those for X rays. The avail-
ability of the (partial) substitution of hydrogen by deuterium allows the ability to change
the relative scattering powers for different features within the structure. These are standard
techniques, and we now briefly review special measurements showing the wave nature of
neutrons.

Fraunhofer Diffraction

Schull17 has demonstrated Fraunhofer diffraction using a monochromatic beam of neutrons
diffracted from a perfect single crystal of silicon that was analyzed by a similar crystal. The
diffraction broadening of the transmitted beam was shown for several very narrow slit widths
to agree with the classical formula (sin x/x)1/2 for diffraction from a single slit. Further exper-
iments18 with greater precision performed for single slit and double slit showed excellent
agreement with wave diffraction theory. The diffraction of thermal neutron by ruled gratings
at grazing incidence has also been demonstrated.19
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Fresnel Diffraction

The Fresnel diffraction of an opaque straight edge20 has been found to be in excellent
agreement with theory. The focusing of slow neutrons by zone plates (phase gratings of
variable spacings) has been demonstrated.9,21 Conventional zone plates use constructive
interference of diffracted waves through open zones, with absorption of radiation in dark
zones. Neutron zone plates use phase reversing in alternate zones and can achieve greater
focusing efficiency. Zone plates can be produced by photolithography on silicon wafer
substrates from a computer-drawn pattern. The resolution is limited by the inherent chro-
matic aberration of the zone plate. Cylindrical zone plates have been used as a condens-
ing lens.22

36.7 INTERFERENCE

There have been various demonstrations of the interference of coherent beams using ther-
mal, cold, and ultracold neutrons.23,24 Two beam interferometers allow the determination of
the relative phases of two coherent wavefronts and the investigation of different influences,
such as force fields and material media, on the phase of a wave. This is again analogous with
classical optics. When neutrons are incident on perfect crystals under Bragg conditions, there
is a dynamic interchange of flux between the incident beam and the Bragg diffracted beam
inside the crystal medium. The radiation density traveling in either the Bragg or the forward
direction is a periodic function of depth in the crystal. This results in extinction effects, with
an associated extinction length of order 1 to 100 µm. The dynamical theory of diffraction
leads to anomalous transmission effects, and there have been numerous experiments using
perfect crystals to observe these special effects of neutron wave propagation in periodic
media. For example, Schull25 has observed the Pendellösung interference fringe structures in
the diffraction from single-crystal silicon.

Interference by Wavefront Division

The superposition of two spatially separated parts of one coherent wavefront produces inter-
ference patterns from which the relative phases of the two parts can be deduced. The effec-
tive source for the original wavefront is a beam that is given spatial coherence by passage
through a narrow slit from which a partially coherent cylindrical wave emerges. This beam
illuminates a pair of closely spaced narrow slits, and the diffracted radiation gives rise to inter-
ference fringes in the plane of observation,18 analogous to Young’s slits in classical optics.

A similar experiment26 has shown the interference of two spatially separated parts of one
wavefront using the boundary between two domains of opposite magnetization in a crystal of
Fe-3%Si. In traversing the ferromagnetic foil on either side of a domain wall in the sample,
the spin of the neutron precesses in opposite directions. The two parts of the wavefunction
acquire a relative phase shift that shows up in the interference pattern in the plane of obser-
vation. The expected pattern is the superposition of two Fresnel straight-edge patterns that
for zero phase shift combine to give a uniform distribution. For π phase shift, destructive
interference occurs in the center of the pattern, giving a deep minimum. The relative phase
shift depends on the angle of precession of the neutron spin, which is proportional to the
thickness of the region of the magnetic field traversed. The results of the experiment demon-
strate that a phase shift of π (destructive interference) occurs when the spin is rotated by odd
multiples of 2π, verifying the peculiar behavior of spin 1⁄2 particles under rotation, that the
neutron is a spinor.
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Interference by Amplitude Division

The coherent splitting of the amplitude of a wave by means of partial reflection from thin
films gives rise to interference effects in visible light. For neutrons this partial reflection from
the front and back surfaces of various thin films occurs at glancing angles close to critical
reflection. The resultant interference phenomena give valuable information about the struc-
ture of the interfaces involved.27 Various neutron optical devices based on thin-film interfer-
ence have been developed, such as bandpass monochromators, supermirrors that are highly
efficient neutron polarizers,28 reflectivity and polarizing characteristics of Fe-Ge multilayers,29

and devices involving multiple-beam interference effects, analogous to classical optics. 
Multiple-beam interference has been demonstrated29 with ultracold neutrons in which thin
films of copper and gold are used in the construction of a resonant structure analogous to a
Fabry-Perot cavity.

Perfect Crystal Interferometers

Bonse and Hart30 have pioneered the X-ray interferometer that uses Bragg reflection at crys-
tal flats for splitting and recombining two interfering beams that are cut from a monolithic
piece of large, highly perfect single-crystal silicon. This idea has been applied to neutron inter-
ferometry, and involves triple Laue transmission geometry optics.31 This is analogous to the
Mach-Zehnder interferometer of classical optics. The interferometer illustrated in Fig. 3 con-
sists of three identical, perfect crystal slabs cut perpendicular to a set of strongly reflecting
planes, with distances between slabs usually a few centimeters. There are of order 109 oscilla-
tions of the neutron wave function in each beam path, so that there are stringent require-
ments on the microphonic and thermal stability of the device. This requires vibrational
isolation of the interferometer from the reactor hall, plus thermal isolation. The three crystal
slabs must be aligned within the Darwin width of less than a second of arc for thermal neu-
trons in silicon. The precise definition of the wavelength is accomplished by the Bragg diffrac-
tion of the interferometer. Placing an object of variable thickness in one of the beams leads to
interference contrast due to the spatially varying phase shift. The path difference must be
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FIGURE 3 A schematic diagram of the triple Laue neutron interferometer cut from a monolithic per-
fect crystal of silicon in which the first slab splits the incident beam into two coherent parts, with the sec-
ond slab acting as a mirror to bring the beams together at the third slab. Interference fringes are observed
in the detectors by rotating the phase shifter in one of the paths.



small compared with the coherence length of the beam that depends on the degree of beam
monochromatization. There have been many applications of neutron interferometry in fun-
damental physics, such as gravitationally induced quantum interference and nonstandard
quantum mechanics.23,24

The analog of the classical Rayleigh interferometer is a two-crystal monolithic device cut
from a large silicon crystal.32 The incident beam is restricted by a narrow entrance slit and is
Bragg-reflected by the first silicon crystal slab. Inside the crystal, the diffracted neutron beam
fills the entire Bormann triangle, and the beam that leaves the back face of the crystal is
broad, having a width that is dependent on the crystal thickness. There is a conjugate focal
point on the exit face of the second crystal, from which neutrons along the complementary
interfering rays leave the device in the incident and diffracted beam directions. If the central
rays are blocked by a cadmium absorber, the parallelogram ray diagram is analogous to the
three-crystal interferometer. Another variant uses Bragg reflection geometry rather than
Laue transmission geometry. The incident beam reflected from the front surface of the first
crystal is brought back to interfere with the beam originating from the back face of this crys-
tal by using a second parallel Bragg reflecting crystal. The advantage is that the spatial defi-
nition of the outgoing interfering beam is as sharp as the beam incident on the interferometer.

Interferometric Measurement of Scattering Lengths

Perfect crystal neutron interferometry is a convenient and precise technique for measuring
neutron-nuclear scattering lengths. The period of the intensity oscillations as a function of the
orientation of a slab of material that is rotated about an axis perpendicular to the plane of the
interferometer enables the determination of the refractive index and, hence, the scattering
length of the scattering slab material. There is also a differential technique using a phase
shifter in one of the beams. Neutron interferometry measures the difference in the average
neutron-nuclear potential of the sample traversed by the two beams. Intensity oscillations are
observed by varying the atom density, with more rapid interference oscillations for larger
scattering lengths. The sensitivity of the technique allows a measurement of the hydrogen
content in various transition metals at a level of about 0.05 at%.33

36.8 NEUTRON SOURCES

There are several types of thermal neutron beam sources with adequate fluxes for useful mea-
surements.34,35 Thermal nuclear reactors produce neutrons using the fission reaction, and are
generally steady-state sources, though there are also pulsed reactors. However, pulsed
sources are generally either electron accelerators producing neutrons through the
bremsstrahlung, photoneutron reaction, or proton accelerators producing neutrons through
spallation in heavy metal targets (though these may also be in a continuous mode). These
sources produce fast neutrons that must be slowed down or moderated to thermal energies
with velocities useful for neutron optics work. When in thermal equilibrium with the moder-
ator, neutrons have an energy spectrum characteristic of the Maxwellian temperature of the
moderator. In fact, it is best to have a cold moderator to produce large amounts of long-
wavelength neutrons for optics work. Indeed, the greater availability of cold neutrons has
increased the number of experiments involving neutron optics.

These beams must be transported from the moderator to the experimental hall, either
through beam tubes, or better, through neutron guides using total reflection. This allows
both thermal and subthermal beams to be brought to a region of much lower background.
Because straight guides also transport fast neutrons and gamma rays from the source,
either curved guides or neutron filters must be used. The various filters that are used are
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either Bragg cutoff filters (such as the liquid nitrogen–cooled polycrystalline beryllium fil-
ter), or single-crystal filters (such as the single-crystal sapphire filter that can be used at
room temperature).

Though for some experiments the wide energy spectrum of the polychromatic beam after
filtration is sometimes used, generally a monochromatic beam is used for neutron spec-
troscopy. The pulsed sources require special considerations because time-of-flight tech-
niques are used to determine the neutron wavelength, and the neutron moderation time
must be kept to a minimum. Though steady-state sources can also use time of flight using
mechanical velocity selectors, monochromation produced by diffraction from a single crystal
is generally preferred. The most appropriate beam for use depends on the particular mea-
surement envisaged, though most neutron optics research has been performed on cold
sources at reactors.

36.9 EXPERIMENTAL TECHNIQUES

Besides collimators, filters, crystal monochromators, and neutron choppers placed in the
beam paths between the source, the sample, and the detector, various neutron optical
devices36 can also be inserted, such as neutron guides, beam benders, and polarizing mirrors.

Neutron Polarization

Because the neutron spin is 1⁄2, neutron beams can be polarized.11 Beside polarizing
monochromators such as Co0.92Fe0.08, magnetite Fe3O4, and Heusler alloy crystal Cu2MnAl,
polarized beams are obtained using total reflection from magnetized iron and cobalt mirrors.
In addition, thin (≈100 nm) evaporated films of magnetic alloys have been used. Two-
dimensional multilayer structures have alternate layers of a (magnetized) magnetic material
whose refractive index for the (−) spin neutrons is matched to the second (nonmagnetic)
layer, for example, in Fe-Ge multilayers. Supermirrors can produce a broadband-polarized
beam using evaporated multilayer films deposited to provide a lattice spacing gradient. The
reflectivity profile extends in angle beyond the simple mirror critical glancing angle through
thin-film interference.

Larmor Precession

The direction of the neutron spin precesses in a homogeneous magnetic field, B, with a Lar-
mor frequency given by ωL = 2|µnB|/�. This phenomenon has given rise to the spin echo spec-
trometer,37 in which the incoming and outgoing velocities of the neutron are measured, so that
small changes in velocity that may take place on scattering can be inferred from the shift in
phase in the Larmor precession angle. This is effectively a time-of-flight method in which
polarized neutrons precess in the magnetic field to provide its own clock. Such a technique
enables energy resolution in the neV region, orders of magnitude smaller than for conven-
tional instruments.

Neutron Collimation

Neutrons may be collimated by defining the beam path with material of high cross section,
such as cadmium or gadolinium. The transmission may be calculated using phase space accep-
tance diagrams indicating the position and angle in each of the two orthogonal transverse
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directions. The maximum angle transmitted relative to the beam centerline is given by the col-
limation angle. The transmission may be increased by the use of highly polished reflecting sur-
faces, such that transmission is uniform in position and angle up to θc, the critical angle,
provided the device, now a guide, is sufficiently long. The principle of multiple-mirror reflec-
tion from smooth surfaces at small grazing angles enables the transport of high-intensity,
slow-neutron beams to locations of low background for neutron scattering experiments and
to provide facilities for multiple instruments. These neutron guides are common at research
reactors, particularly those with cold sources. Originally coatings of nickel with a critical angle
of 17.3 mrad nm−1 were used. Now 58Ni guides with 20.4 mrad nm−1 are preferred with a 40 per-
cent increase in transmission. Further increase in transmission is obtained with nickel-
titanium supermirror coatings. Some guides are curved to take the beam away from the fast
neutrons and gammas, and have good transmission for slow neutrons above a characteristic
wavelength. Others are straight and require filters to obtain good transmission characteristics
without the unwanted radiation.

Optical Filter

A new concept is the neutron optical filter,38 in which the beam may be deflected by a small
angle with a high transmission above a cutoff wavelength, without the spatial asymmetry of
the curved guide. This is illustrated in Fig. 4. An initial long nickel guide is followed by a short
length of supermirror guide, offset by a small angle, ξ, after which the nickel guide continues
at a further small angle, ξ. The length of the intermediate supermirror guide is such that there
is no direct line of sight through the entire system. The advantage of such a geometry is that
it has the property that a parallel beam is transported unchanged, unlike the case of a curved
guide. The supermirror critical angle must be at least twice that of nickel. A modification is to
have the central section tapered and with a different critical angle. Consequently, this type of
filter can be designed for particular experimental arrangements.

Converging Guides

The current density of a neutron beam may be increased by the use of a converging guide. The
gain of the converging guide depends on three factors: (1) the convergence factor of 
the guide, (2) the ratio of the critical angles on the converging and straight guides, and (3) the
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FIGURE 4 A schematic drawing of a neutron optical filter in which the initial long guide of nickel, of
width w, is followed at an angle, ξ, by a short length of supermirror guide, and then another nickel guide at
a further angle, ξ. If the angle ξ is made equal to the critical θc of nickel at the shortest wavelength of inter-
est, then the supermirror must have a critical angle of at least 2θc.



neutron wavelength. The greatest gains are achieved when the critical angle of the converg-
ing guide is much greater than the divergence of the incoming beam defined by the critical
angle of the straight guide. Even with supermirror coatings, intensity gains for the two-
dimensional converging guide are limited to perhaps an order of magnitude on account of the
increase in absolute angle that a neutron trajectory makes with the device axis upon succes-
sive reflections.39

Polycapillary Optics (See Chap. 30)

Capillary optics provides a better method for increasing the neutron current density by using
many narrow guides. This allows the possibility of a greater curvature than for macroguides
for a given wavelength because the transmission characteristics of a curved guide depend on
the ratio of the transverse to longitudinal dimensions of the guide. These miniature versions
of neutron guides can be used to transport, bend, and even focus thermal neutron beams.
Glass polycapillary fibers (see Fig. 8 of Chap. 30) with thousands of hollow channels recently
developed for transporting and focusing X rays can also be used for cold (≈0.4 nm) neutron
beams. The advantage of the narrow (≈10 µm) channels is that the neutron beam can be bent
more sharply than for the wide (≈50 mm) guides. The transmission properties of the capillar-
ies depend on the internal diameter and bending radius of the channels, the glass composi-
tion, and the surface smoothness.

The focusing of neutrons comes at a price. Liouville’s theorem requires that an increase in
neutron current density is obtained with a necessary increase in beam divergence. This means
that real-space focusing has limited applications in neutron scattering for which angular
divergence is important, whereas neutron absorption techniques in analytical and materials
research do not require a monochromatic neutron beam or a small angular divergence. Con-
sequently, a high-intensity beam focused by a neutron capillary lens onto a small sample area
can be useful for improving both the detection limits of individual elements and the spatial
resolution of the measurement. Polycapillary fiber lenses (see Fig. 9 of Chap. 30) have been
produced and tested for analytical applications.40 The gain depends on the divergence and the
energy spectrum of the incident beam. Within the focus of typical size of 0.5 mm, limited by
the outer diameter of the fibers, the gain can be nearly two orders of magnitude. For the
monolithic lens, a fused version of the polycapillary lens, the focus is less than 200 µm with a
gain of about 10.

There are other modes of focusing available for neutrons. Focusing of neutrons in momen-
tum space becomes important for diffraction and scattering applications. There is also time
focusing for improving the resolution for time-of-flight measurements on instruments when
the source, sample, analyzer (if any), and detector have extended areas.

36.10 NEUTRON DETECTION

Because neutrons are uncharged, they cannot be detected directly but need a converter using
a nuclear reaction that results in the emission of a charge particle.34,41 The three most common
reactions used for the detection of slow neutrons all have cross sections that increase linearly
with wavelength. The 10B(n,α) reaction has a thermal (velocity of 2200 m s−1, or wavelength of
λ = 0.179 nm) cross section of 3840 barns and a Q value of 2.79 MeV to the ground state (6
percent, or a Q of 2.31 MeV and the emission of a 478-keV gamma (94 percent). This reaction
is used in BF3 gas proportional counters or in B-loaded scintillators. The 6Li(n,α) reaction
with a thermal cross section of 940 barns and a Q value of 4.78 MeV emits no gamma and is
often the crucial ingredient of neutron scintillator detectors. The 3He(n,p) reaction, with a
thermal cross section of 5330 barns and a Q value of 0.764 MeV, is used in 3He gas-
proportional counters. These reactions are also used in the one- and two-dimensional detec-
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tors, and often form the basis of other detection methods, such as imaging detectors and neu-
tron imaging plates. In general cadmium and gadolinium, or other rare earth elements, that
have large thermal neutron cross sections are not considered good detector materials,
because they result in the copious production of gammas.
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CHAPTER 37

SUMMARY OF X-RAY AND
NEUTRON OPTICS

Walter M. Gibson and Carolyn A. MacDonald
University at Albany, State University of New York
Albany, New York

Although discovered more than 100 years ago, X-ray science and technology has undergone
a renaissance during the past 2 decades. This renewal of interest and activity has been led by
the development of dedicated synchrotron sources of intense, coherent, polarized beams of
photons in the ultraviolet to hard X-ray spectral range (30–0.025 nm, 0.040–50 keV). These
sources have in turn led to development of a veritable alphabet soup of new tools for investi-
gation of the structure and dynamics of atomic, molecular, and condensed systems (e.g.,
EXAFS, XANES, XPS, etc.) During the past decade, laboratory-based X-ray studies and
applications have also advanced rapidly, with new developments in X-ray sources, detectors,
and especially optics. These developments have allowed many of the synchrotron-developed
tools to be applied in laboratory settings and increasingly in industrial analysis and process
applications. In addition, the greatly increased efficiency with which X rays can be used is
resulting in new in situ and remote applications of the unique properties of X rays. This X-ray
and neutron optics part of the Handbook is intended to summarize the recent progress and
the current state of these ongoing developments.

The next decade will almost certainly be as rich with new developments in X-ray optics as
the past one has been. In addition to innovative new optics approaches and applications, we
expect that numerous advances will be based on modifications and technological progress in
existing optics. These should include improved fabrication and scaling of capillary optics, new
applications in medicine and industry, increased effective area and energy range for astro-
nomical optics, increased aperture and control for refractive optics, and increased specular
and angular range for multilayer optics. Closer coupling and joint development of optics,
sources, and detectors will also be important. Also important will be the development of
many hybrid systems, which take advantage of the unique aspects of different optics. Some
combinations that already appear to provide important benefits are polycapillary optics and
bent crystal, tapered monocapillary, or refractive optics. There are undoubtedly many others,
with combinations that will be surprising and exciting. A factor that will continue to drive
optics and application development is the recent intense rapid development in simulation
capability due to the increases in available microcomputing power.

Neutron optics and applications are also advancing. The crucial need for increased effi-
ciency in neutron diffraction studies, especially of protein structure, has led to development of
time-of-flight (TOF) Laue diffraction techniques and facilities. Comparable efficiency bene-
fits are potentially possible from convergent beam neutron diffraction using the neutron
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focusing optics discussed in Chap. 36, in which two orders of magnitude intensity increase for
thermal and cold neutrons have been reported. An important benefit from convergent beam
diffraction is that it is particularly well suited to small samples, in the range available for pro-
tein studies. In fact, it should be possible to combine both TOF Laue and convergent beam
diffraction to obtain remarkable gains in efficiency and, therefore, to enable revolutionary
new advances in the use of neutron diffraction for a variety of applications.

We hope that this attempt to summarize the advancements and current status of X-ray and
neutron optics will stimulate new and important developments.
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APPENDIX

X-RAY PROPERTIES OF MATERIALS

E. M. Gullikson
Center for X-Ray Optics
Lawrence Berkeley National Laboratory
Berkeley, California

The primary interaction of low-energy X rays within matter, namely, photoabsorption and
coherent scattering, have been described for photon energies outside the absorption thresh-
old regions by using atomic scattering factors, f = f1 + if2. The atomic photoabsorption cross
section, µ, may be readily obtained from the values of f2 using the relation,

µ = 2r0λf2 (1)

where r0 is the classical electron radius, and λ is the wavelength. The transmission of X rays
through a slab of thickness, d, is then given by,

T = exp (−Nµd) (2)

where N is the number of atoms per unit volume in the slab. The index of refraction, n, for a
material is calculated by,

n = 1 − N r0λ2( f1 + if2)/(2π) (3)

The (semiempirical) atomic scattering factors are based upon photoabsorption measure-
ments of elements in their elemental state. The basic assumption is that condensed matter
may be modeled as a collection of noninteracting atoms. This assumption is, in general, a good
one for energies sufficiently far from absorption thresholds. In the threshold regions, the spe-
cific chemical state is important and direct experimental measurements must be made. Note
also that the Compton scattering cross section is not included. The Compton cross section
may be significant for the light elements (Z < 10) at the higher energies considered here
(10–30 keV).

The atomic scattering factors are plotted in Figs. 1 and 2 for every 10th element. Tables 1
through 3 are based on a compilation of the available experimental measurements and theo-
retical calculations. For many elements there is little or no published data, and, in such cases,
it was necessary to rely on theoretical calculations and interpolations across Z. To improve
the accuracy in the future, considerably more experimental measurements are needed.1 More
data and useful calculation engines are available at www-cxro.lbl.gov/optical_constants/.
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FIGURE 1 The atomic scattering factor f1 as a function of photon energy from 30 to 30,000 eV for
atomic numbers 10 (Ne), 20 (Ca), 30 (Zn), 40 (Zr), 50 (Sn), 60 (Nd), 70 (Yb), 80 (Hg), and 90 (Th).

FIGURE 2 The atomic scattering factor f2 as a function of photon energy from 30 to 30,000 eV for
atomic numbers 10 (Ne), 20 (Ca), 30 (Zn), 40 (Zr), 50 (Sn), 60 (Nd), 70 (Yb), 80 (Hg), and 90 (Th).



A.1 ELECTRON BINDING ENERGIES, PRINCIPAL K- AND L-SHELL
EMISSION LINES, AND AUGER ELECTRON ENERGIES

X-RAY PROPERTIES OF MATERIALS A.3

TABLE 1 Electron Binding Energies in Electronvolts (eV) for the Elements in Their Natural Forms*

Element K1s L12s L22p1/2 L32p3/2 M13s M23p1/2 M33p3/2 M43d3/2 M53d5/2 N14s N24p1/2 N34p3/2

1 H 13.6
2 He 24.6†

3 Li 54.7†

4 Be 111.5†

5 B 188†

6 C 284.2†

7 N 409.9† 37.3†

8 O 543.1† 41.6†

9 F 696.7†

10 Ne 870.2† 48.5† 21.7† 21.6†

11 Na 1070.8‡ 63.5‡ 30.4‡ 30.5†

12 Mg 1303.0‡ 88.6† 49.6‡ 49.2‡

13 Al 1559.6 117.8† 72.9† 72.5†

14 Si 1838.9 149.7† 99.8† 99.2†

15 P 2145.5 189† 136† 135†

16 S 2472 230.9† 163.6† 162.5†

17 CI 2833 270.2† 202† 200†

18 Ar 3205.9† 326.3† 250.6† 248.4† 29.3† 15.9† 15.7†

19 K 3608.4† 378.6† 297.3† 294.6† 34.8† 18.3† 18.3†

20 Ca 4038.5† 438.4‡ 349.7‡ 346.2‡ 44.3‡ 25.4‡ 25.4‡

21 Sc 4492.8 498.0† 403.6† 398.7† 51.1† 28.3† 28.3†

22 Ti 4966.4 560.9‡ 461.2‡ 453.8‡ 58.7‡ 32.6‡ 32.6‡

23 V 5465.1 626.7‡ 519.8‡ 512.1‡ 66.3‡ 37.2‡ 37.2‡

24 Cr 5989.2 695.7‡ 583.8‡ 574.1‡ 74.1‡ 42.2‡ 42.2‡

25 Mn 6539.0 769.1‡ 649.9‡ 638.7‡ 82.3‡ 47.2‡ 47.2‡

26 Fe 7112.0 844.6‡ 719.9‡ 706.8‡ 91.3‡ 52.7‡ 52.7‡

27 Co 7708.9 925.1‡ 793.3‡ 778.1‡ 101.0‡ 58.9‡ 58.9‡

28 Ni 8332.8 1008.6‡ 870.0‡ 852.7‡ 110.8‡ 68.0‡ 66.2‡

29 Cu 8978.9 1096.7‡ 952.3‡ 932.5‡ 122.5‡ 77.3‡ 75.1‡

30 Zn 9658.6 1196.2† 1044.9† 1021.8† 139.8† 91.4† 88.6† 10.2† 10.1†

31 Ga 10367.1 1299.0† 1143.2‡ 1116.4‡ 159.5‡ 103.5‡ 103.5‡ 18.7‡ 18.7‡

32 Ge 11103.1 1414.6† 1248.1† 1217.0† 180.1† 124.9† 120.8† 29.0† 29.0†

33 As 11866.7 1527.0† 1359.1† 1323.6† 204.7† 146.2† 141.2† 41.7† 41.7†

34 Se 12657.8 1652.0† 1474.3† 1433.9† 229.6† 166.5† 160.7† 55.5† 54.6†

35 Br 13473.7 1782.0† 1596.0† 1549.9† 257† 189† 182† 70† 69†

36 Kr 14325.6 1921.0 1730.9† 1678.4† 292.8† 222.2† 214.4 95.0† 93.8† 27.5† 14.1† 14.1†

37 Rb 15199.7 2065.1 1863.9 1804.4 326.7† 248.7† 239.1† 113.0† 112† 30.5† 16.3† 15.3†

38 Sr 16104.6 2216.3 2066.8 1939.6 358.7‡ 280.3‡ 270.0‡ 136.0‡ 134.2‡ 38.9‡ 20.3‡ 20.3‡

39 Y 17038.4 2372.5 2155.5 2080.0 392.0† 310.6† 298.8† 157.7‡ 155.8‡ 43.8† 24.4† 23.1†

40 Zr 17997.6 2531.6 2306.7 2222.3 430.3‡ 343.5‡ 329.8‡ 181.1‡ 178.8‡ 50.6‡ 28.5‡ 27.7‡

41 Nb 18985.6 2697.7 2464.7 2370.5 466.6‡ 376.1‡ 360.6‡ 205.0‡ 202.3‡ 56.4‡ 32.6‡ 30.8‡

42 Mo 19999.5 2865.5 2625.1 2520.2 506.3‡ 410.6‡ 394.0‡ 231.1‡ 227.9‡ 63.2‡ 37.6‡ 35.5‡

43 Tc 21044.0 3042.5 2793.2 2676.9 544† 445† 425† 257† 253† 68† 39‡ 39†

44 Ru 22117.2 3224.0 2966.9 2837.9 586.2‡ 483.3‡ 461.5‡ 284.2‡ 280.0‡ 75.0‡ 46.5‡ 43.2‡

45 Rh 23219.9 3411.9 3146.1 3003.8 628.1‡ 521.3‡ 496.5‡ 311.9‡ 307.2‡ 81.4† 50.5‡ 47.3‡

46 Pd 24350.3 3604.3 3330.3 3173.3 671.6‡ 559.9‡ 532.3‡ 340.5‡ 335.2‡ 87.6† 55.7‡ 50.9‡

47 Ag 25514.0 3805.8 3523.7 3351.1 719.0‡ 603.8‡ 573.0‡ 374.0‡ 368.0‡ 97.0‡ 63.7‡ 58.3‡

48 Cd 26711.2 4018.0 3727.0 3537.5 772.0‡ 652.6‡ 618.4‡ 411.9‡ 405.2‡ 109.8‡ 63.9‡ 63.9‡

49 In 27939.9 4237.5 3938.0 3730.1 827.2‡ 703.2‡ 665.3‡ 451.4‡ 443.9‡ 122.7‡ 73.5‡ 73.5‡

50 Sn 29200.1 4464.7 4156.1 3928.8 884.7‡ 756.5‡ 714.6‡ 493.2‡ 484.9‡ 137.1‡ 83.6‡ 83.6‡
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TABLE 1 Electron Binding Energies in Electronvolts (eV) for the Elements in Their Natural Forms* (Continued)

Element K1s L12s L22p1/2 L32p3/2 M13s M23p1/2 M33p3/2 M43d3/2 M53d5/2 N14s N24p1/2 N34p3/2

51 Sb 30491.2 4698.3 4380.4 4132.2 946‡ 812.7‡ 766.4‡ 537.5‡ 528.2‡ 153.2‡ 95.6‡ 95.6‡

52 Te 31813.8 4939.2 4612.0 4341.4 1006‡ 870.8‡ 820.8‡ 583.4‡ 573.0‡ 169.4‡ 103.3‡ 103.3‡

53 I 33169.4 5188.1 4852.1 4557.1 1072† 931† 875† 631† 620† 186† 123† 123†

54 Xe 34561.4 5452.8 5103.7 4782.2 1148.7† 1002.1† 940.6† 689.0† 676.4† 213.2† 146.7 145.5†

55 Cs 35984.6 5714.3 5359.4 5011.9 1211† 1071† 1003† 740.5† 726.6† 232.3† 172.4† 161.3†

56 Ba 37440.6 5988.8 5623.6 5247.0 1293† 1137† 1063† 795.7† 780.5† 253.5‡ 192178 .6‡

57 La 38924.6 6266.3 5890.6 5482.7 1362† 1209† 1128† 853† 836† 247.7† 205.8 196.0†

58 Ce 40443.0 6548.8 6164.2 5723.4 1436† 1274† 1187† 902.4† 883.8† 291.0† 223.2 206.5†

59 Pr 41990.6 6834.8 6440.4 5964.3 1511.0 1337.4 1242.2 948.3† 928.8† 304.5 236.3 217.6
60 Nd 43568.9 7126.0 6721.5 6207.9 1575.3 1402.8 1297.4 1003.3† 980.4† 319.2† 243.3 224.6
61 Pm 45184.0 7427.9 7012.8 6459.3 — 1471.4 1356.9 1051.5 1026.9 — 242 242
62 Sm 46834.2 7736.8 7311.8 6716.2 1722.8 1540.7 1419.8 1110.9† 1083.4† 347.2† 265.6 247.4
63 Eu 48519.0 8052.0 7617.1 6976.9 1800.0 1613.9 1480.6 1158.6† 1127.5† 360 284 257
64 Gd 50239.1 8375.6 7930.3 7242.8 1880.8 1688.3 1544.0 1221.9† 1189.6† 378.6† 286 270.9
65 Tb 51995.7 8708.0 8251.6 7514.0 1967.5 1767.7 1611.3 1276.9† 1241.1† 396.0† 322.4† 284.1†

66 Dy 53788.5 9045.8 8580.6 7790.1 2046.8 1841.8 1675.6 1332.5 1292.6† 414.2† 333.5† 293.2†

67 Ho 55617.7 9394.2 8917.8 8071.1 2128.3 1922.8 1741.2 1391.5 1351.4 432.4† 343.5 308.2†

68 Er 57485.5 9751.3 9264.3 8357.9 2206.5 2005.8 1811.8 1453.3 1409.3 449.8† 366.2 320.2†

69 Tm 59398.6 10115.7 9616.9 8648.0 2306.8 2089.8 1884.5 1514.6 1467.7 470.9† 385.9† 332.6†

70 Yb 61332.3 10486.4 9978.2 8943.6 2398.1 2173.0 1949.8 1576.3 1527.8 480.5† 388.7† 339.7†

71 Lu 63313.8 10870.4 10348.6 9244.1 2491.2 2263.5 2023.6 1639.4 1588.5 506.8† 412.4† 359.2†

72 Hf 65350.8 11270.7 10739.4 9560.7 2600.9 2365.4 2107.6 1716.4 1661.7 538† 438.2‡ 380.7‡

73 Ta 67416.4 11681.5 11136.1 9881.1 2708.0 2468.7 2194.0 1793.2 1735.1 563.4‡ 463.4‡ 400.9‡

74 W 69525.0 12099.8 11544.0 10206.8 2819.6 2574.9 2281.0 1871.6 1809.2 594.1‡ 490.4‡ 423.6‡

75 Re 71676.4 12526.7 11958.7 10535.3 2931.7 2681.6 2367.3 1948.9 1882.9 625.4 518.7‡ 446.8‡

76 Os 73870.8 12968.0 12385.0 10870.9 3048.5 2792.2 2457.2 2030.8 1960.1 658.2‡ 549.1‡ 470.7‡

77 Ir 76111.0 13418.5 12824.1 11215.2 3173.7 2908.7 2550.7 2116.1 2040.4 691.1‡ 577.8‡ 495.8‡

78 Pt 78394.8 13879.9 13272.6 11563.7 3296.0 3026.5 2645.4 2201.9 2121.6 725.4‡ 609.1‡ 519.4‡

79 Au 80724.9 14352.8 13733.6 11918.7 3424.9 3147.8 2743.0 2291.1 2205.7 762.1‡ 642.7‡ 546.3‡

80 Hg 83102.3 14839.3 14208.7 12283.9 3561.6 3278.5 2847.1 2384.9 2294.9 802.2‡ 680.2‡ 576.6‡

81 Tl 85530.4 15346.7 14697.9 12657.5 3704.1 3415.7 2956.6 2485.1 2389.3 846.2‡ 720.5‡ 609.5‡

82 Pb 88004.5 15860.8 15200.0 13035.2 3850.7 3554.2 3066.4 2585.6 2484.0 891.8‡ 761.9‡ 643.5‡

83 Bi 90525.9 16387.5 15711.1 13418.6 3999.1 3696.3 3176.9 2687.6 2579.6 939‡ 805.2‡ 678.8‡

84 Po 93105.0 16939.3 16244.3 13813.8 4149.4 3854.1 3301.9 2798.0 2683.0 995† 851† 705†

85 At 95729.9 17493 16784.7 14213.5 4317 4008 3426 2908.7 2786.7 1042† 886† 740†

86 Rn 98404 18049 17337.1 14619.4 4482 4159 3538 3021.5 2892.4 1097† 929† 768†

87 Fr 101137 18639 17906.5 15031.2 4652 4327 3663 3136.2 2999.9 1153† 980† 810†

88 Ra 103921.9 19236.7 18484.3 15444.4 4822.0 4489.5 3791.8 3248.4 3104.9 1208† 1057.6† 879.1†

89 Ac 106755.3 19840 19083.2 15871.0 5002 4656 3909 3370.2 3219.0 1269† 1080† 890†

90 Th 109650.9 20472.1 19693.2 16300.3 5182.3 4830.4 4046.1 3490.8 3332.0 1330† 1168† 966.4‡

91 Pa 112601.4 21104.6 20313.7 16733.1 5366.9 5000.9 4173.8 3611.2 3441.8 1387† 1224† 1007†

92 U 115606.1 21757.4 20947.6 17166.3 5548.0 5182.2 4303.4 3727.6 3551.7 1439† 1271† 1043.0‡

48 Cd 11.7‡ 10.7‡

49 In 17.7‡ 16.9‡

50 Sn 24.9‡ 23.9‡

51 Sb 33.3‡ 32.1‡

52 Te 41.9‡ 40.4‡

53 I 50† 50†

54 Xe 69.5† 67.5† — — 23.3† 13.4† 12.1†

55 Cs 79.8† 77.5† — — 22.7 14.2† 12.1†

56 Ba 92.6‡ 89.9‡ — — 30.3‡ 17.0‡ 14.8‡

57 La 105.3† 102.5† — — 34.3† 19.3† 16.8†

58 Ce 109† — — — 37.8 19.8† 17.0†

59 Pr 115.1† 115.1† — — 37.4 22.3 22.3
60 Nd 120.5† 120.5† — — 37.5 21.1 21.1
61 Pm 120 120 — — — — —



X-RAY PROPERTIES OF MATERIALS A.5

TABLE 1 Electron Binding Energies in Electronvolts (eV) for the Elements in Their Natural Forms* (Continued)

Element K1s L12s L22p1/2 L32p3/2 M13s M23p1/2 M33p3/2 M43d3/2 M53d5/2 N14s N24p1/2 N34p3/2

62 Sm 129 129 — — 37.4 21.3 21.3
63 Eu 133 127.7† — — 31.8 22.0 22.0
64 Gd 140.5 142.6† — — 43.5† 20 20
65 Tb 150.5† 150.5† — — 45.6† 28.7† 22.6†

66 Dy 153.6† 153.6† — — 49.9† 29.5 23.1
67 Ho 160† 160† — — 49.3† 30.8† 24.1†

68 Er 167.6† 167.6† — — 50.6† 31.4† 24.7†

69 Tm 175.5† 175.5† — — 54.7† 31.8† 25.0†

70 Yb 191.2† 182.4† — — 52.0† 30.3† 24.1†

71 Lu 206.1† 196.3‡ 8.9† 7.5† 57.3† 33.6† 26.7†

72 Hf 220.0‡ 211.5‡ 15.9‡ 14.2‡ 64.2‡ 38† 29.9†

73 Ta 237.9‡ 226.4‡ 23.5‡ 21.6‡ 69.7‡ 42.2† 32.7†

74 W 255.9‡ 243.5‡ 33.6† 31.4‡ 75.6‡ 45.3† 36.8†

75 Re 273.9‡ 260.5‡ 42.9† 40.5‡ 83‡ 45.6† 34.6†

76 Os 293.1‡ 278.5‡ 53.4‡ 50.7‡ 84‡ 58† 44.5‡

77 Ir 311.9‡ 296.3‡ 63.8‡ 60.8‡ 95.2† 63.0† 48.0‡

78 Pt 331.6‡ 314.6‡ 74.5‡ 71.2‡ 101‡ 65.3† 51.7‡

79 Au 353.2‡ 335.1‡ 87.6‡ 83.9‡ 107.2† 74.2‡ 57.2‡

80 Hg 378.2‡ 358.8‡ 104.0‡ 99.9‡ 127‡ 83.1‡ 64.5‡ 9.6‡ 7.8‡

81 Ti 405.7‡ 385.0‡ 122.2‡ 117.8‡ 136† 94.6‡ 73.5‡ 14.7‡ 12.5‡

82 Pb 434.3‡ 412.2‡ 141.7‡ 136.9‡ 147† 106.4‡ 83.3‡ 20.7‡ 18.1‡

83 Bi 464.0‡ 440.1‡ 162.3‡ 157.0‡ 159.3† 119.0‡ 92.6‡ 26.9‡ 23.8‡

84 Po 500† 473† 184† 184† 177† 132† 104† 31† 31†

85 At 533† 507† 210† 210† 195† 148† 115† 40† 40†

86 Rn 567† 541† 238† 238† 214† 164† 127† 48† 48† 26
87 Fr 603† 577† 268† 268† 234† 182† 140† 58† 58† 34 15 15
88 Ra 635.9† 602.7† 299† 299† 254† 200† 153† 68† 68† 44 19 19
89 Ac 675† 639† 319† 319† 272† 215† 167† 80† 80† — — —
90 Th 712.1‡ 675.2‡ 342.4‡ 333.1‡ 290† 229† 182† 92.5‡ 85.4‡ 41.4‡ 24.5‡ 16.6‡

91 Pa 743† 708† 371† 360† 310† 232† 232† 94† 94† — — —
92 U 778.3‡ 736.2‡ 388.2† 377.4‡ 321† 257† 192† 102.8‡ 94.2‡ 43.9‡ 26.8‡ 16.8‡

* Electron binding energies for the elements in their natural forms, as compiled by G. P. Williams, Brookhaven National Laboratory, in Chap. 1, Ref. 1. The ener-
gies are given in electronvolts (eV) relative to the vacuum level for the rare gases and for H2, N2, O2, F2, and Cl2; relative to the Fermi level for the metals; and rel-
ative to the top of the valence bands for semiconductors. Values are based largely on those given by J. A. Bearden and A. F. Barr, “Reevaluation of X-Ray Atomic
Energy Levels,” Rev. Mod. Phys. 39:125 (1967).

† Values are from M. Cardona and L. Lay (eds.), Photoemission in Solids I: General Principles, Springer-Verlag, Berlin, 1978.
‡ Values are from J. C. Fuggle and N. Mårtensson, “Core-Level Binding Energies in Metals,” J. Electron. Spectrosc. Relat. Phenom. 21:275 (1980). For further

updates, consult the website http://www-cxro.lbl.gov/optical_constants/.
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TABLE 2 Photon Energies, in Electronvolts (eV), of Principal K- and L-Shell Emission Lines*

Element Kα1 Kα2 Kβ1 Lα1 Lα2 Lβ1 Lβ2 Lγ1

3 Li 54.3
4 Be 108.5
5 B 183.3
6 C 277
7 N 392.4
8 O 524.9
9 F 676.8

10 Ne 848.6 848.6
11 Na 1,040.98 1,040.98 1,071.1
12 Mg 1,253.60 1,253.60 1,302.2
13 Al 1,486.70 1,486.27 1,557.45
14 Si 1,739.98 1,739.38 1,835.94
15 P 2,013.7 2,012.7 2,139.1
16 S 2,307.84 2,306.64 2,464.04
17 CI 2,622.39 2,620.78 2,815.6
18 Ar 2,957.70 2,955.63 3,190.5
19 K 3,313.8 3,311.1 3,589.6
20 Ca 3,691.68 3,688.09 4,012.7 341.3 341.3 344.9
21 Sc 4,090.6 4,086.1 4,460.5 395.4 395.4 399.6
22 Ti 4,510.84 4,504.86 4,931.81 452.2 452.2 458.4
23 V 4,952.20 4,944.64 5,427.29 511.3 511.3 519.2
24 Cr 5,414.72 5,405.509 5,946.71 572.8 572.8 582.8
25 Mn 5,898.75 5,887.65 6,490.45 637.4 637.4 648.8
26 Fe 6,403.84 6,390.84 7,057.98 705.0 705.0 718.5
27 Co 6,930.32 6,915.30 7,649.43 776.2 776.2 791.4
28 Ni 7,478.15 7,460.89 8,264.66 851.5 851.5 868.8
29 Cu 8,047.78 8,027.83 8,905.29 929.7 929.7 949.8
30 Zn 8,638.86 8,615.78 9,572.0 1,011.7 1,011.7 1,034.7
31 Ga 9,251.74 9,224.82 10,264.2 1,097.92 1,097.92 1,124.8
32 Ge 9,886.42 9,855.32 10,982.1 1,188.00 1,188.00 1,218.5
33 As 10,543.72 10,507.99 11,726.2 1,282.0 1,282.0 1,317.0
34 Se 11,222.4 11,181.4 12,495.9 1,379.10 1,379.10 1,419.23
35 Br 11,924.2 11,877.6 13,291.4 1,480.43 1,480.43 1,525.90
36 Kr 12,649 12,598 14,112 1,586.0 1,586.0 1,636.6
37 Rb 13,395.3 13,335.8 14,961.3 1,694.13 1,692.56 1,752.17
38 Sr 14,165 14,097.9 15,835.7 1,806.56 1,804.74 1,871.72
39 Y 14,958.4 14,882.9 16,737.8 1,922.56 1,920.47 1,995.84
40 Zr 15,775.1 15,690.9 17,667.8 2,042.36 2,039.9 2,124.4 2,219.4 2,302.7
41 Nb 16,615.1 16,521.0 18,622.5 2,165.89 2,163.0 2,257.4 2,367.0 2,461.8
42 Mo 17,479.34 17,374.3 19,608.3 2,293.16 2,289.85 2,394.81 2,518.3 2,623.5
43 Tc 18,367.1 18,250.8 20,619 2,424.0 — 2,536.8 — —
44 Ru 19,279.2 19,150.4 21,656.8 2,558.55 2,554.31 2,683.23 2,836.0 2,964.5
45 Rh 20,216.1 20,073.7 22,723.6 2,696.74 2,692.05 2,834.41 3,001.3 3,143.8
46 Pd 21,177.1 21,020.1 23,818.7 2,838.61 2,833.29 2,990.22 3,171.79 3,328.7
47 Ag 22,162.92 21,990.3 24,942.4 2,984.31 2,978.21 3,150.94 3,347.81 3,519.59
48 Cd 23,173.6 22,984.1 26,095.5 3,133.73 3,126.91 3,316.57 3,528.12 3,716.86
49 In 24,209.7 24,002.0 27,275.9 3,286.94 3,279.29 3,487.21 3,713.81 3,920.81
50 Sn 25,271.3 25,044.0 28,486.0 3,443.98 3,435.42 3,662.80 3,904.86 4,131.12
51 Sb 26,359.1 26,110.8 29,725.6 3,604.72 3,595.32 3,843.57 4,100.78 4,347.79
52 Te 27,472.3 27,201.7 30,995.7 3,769.33 3,758.8 4,029.58 4,301.7 4,570.9
53 I 28,612.0 28,317.2 32,294.7 3,937.65 3,926.04 4,220.72 4,507.5 4,800.9
54 Xe 29,779 29,458 33,624 4,109.9 — — — —
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TABLE 2 Photon Energies, in Electronvolts (eV), of Principal K- and L-Shell Emission Lines* (Continued)

Element Kα1 Kα2 Kβ1 Lα1 Lα2 Lβ1 Lβ2 Lγ1

55 Cs 30,972.8 30,625.1 34,986.9 4,286.5 4,272.2 4,619.8 4,935.9 5,280.4
56 Ba 32,193.6 31,817.1 36,378.2 4,466.26 4,450.90 4,827.53 5,156.5 5,531.1
57 La 33,441.8 33,034.1 37,801.0 4,650.97 4,634.23 5,042.1 5,383.5 5,788.5
58 Ce 34,719.7 34,278.9 39,257.3 4,840.2 4,823.0 5,262.2 5,613.4 6,052
59 Pr 36,026.3 35,550.2 40,748.2 5,033.7 5,013.5 5,488.9 5,850 6,322.1
60 Nd 37,361.0 36,847.4 42,271.3 5,230.4 5,207.7 5,721.6 6,089.4 6,602.1
61 Pm 38,724.7 38,171.2 43,826 5,432.5 5,407.8 5,961 6,339 6,892
62 Sm 40,118.1 39,522.4 45,413 5,636.1 5,609.0 6,205.1 6,586 7,178
63 Eu 41,542.2 40,901.9 47,037.9 5,845.7 5,816.6 6,456.4 6,843.2 7,480.3
64 Gd 42,996.2 42,308.9 48,697 6,057.2 6,025.0 6,713.2 7,102.8 7,785.8
65 Tb 44,481.6 43,744.1 50,382 6,272.8 6,238.0 6,978 7,366.7 8,102
66 Dy 45,998.4 45,207.8 52,119 6,495.2 6,457.7 7,247.7 7,635.7 8,418.8
67 Ho 47,546.7 46,699.7 53,877 6,719.8 6,679.5 7,525.3 7,911 8,747
68 Er 49,127.7 48,221.1 55,681 6,948.7 6,905.0 7,810.9 8,189.0 9,089
69 Tm 50,741.6 49,772.6 57,517 7,179.9 7,133.1 8,101 8,468 9,426
70 Yb 52,388.9 51,354.0 5,937 7,415.6 7,367.3 8,401.8 8,758.8 9,780.1
71 Lu 54,069.8 52,965.0 61,283 7,655.5 7,604.9 8,709.0 9,048.9 10,143.4
72 Hf 55,790.2 54,611.4 63,234 7,899.0 7,844.6 9,022.7 9,347.3 10,515.8
73 Ta 57,532 56,277 65,223 8,146.1 8,087.9 9,343.1 9,651.8 10,895.2
74 W 59,318.24 57,981.7 67,244.3 8,397.6 8,335.2 9,672.35 9,961.5 11,285.9
75 Re 61,140.3 59,717.9 69,310 8,652.5 8,586.2 10,010.0 10,275.2 11,685.4
76 Os 63,000.5 61,486.7 71,413 8,911.7 8,841.0 10,355.3 10,598.5 12,095.3
77 Ir 64,895.6 63,286.7 73,560.8 9,175.1 9,099.5 10,708.3 10,920.3 12,512.6
78 Pt 66,832 65,112 75,748 9,442.3 9,361.8 11,070.7 11,250.5 12,942.0
79 Au 68,803.7 66,989.5 77,984 9,713.3 9,628.0 11,442.3 11,584.7 13,381.7
80 Hg 70,819 68,895 80,253 9,988.8 9,897.6 11,822.6 11,924.1 13,830.1
81 Tl 72,871.5 70,831.9 82,576 10,268.5 10,172.8 12,213.3 12,271.5 14,291.5
82 Pb 74,969.4 72,804.2 84,936 10,551.5 10,449.5 12,613.7 12,622.6 14,764.4
83 Bi 77,107.9 74,814.8 87,343 10,838.8 10,730.91 13,023.5 12,979.9 15,247.7
84 Po 79,290 76,862 8,980 11,130.8 11,015.8 13,447 13,340.4 15,744
85 At 8,152 7,895 9,230 11,426.8 11,304.8 13,876 — 16,251
86 Rn 8,378 8,107 9,487 11,727.0 11,597.9 14,316 — 16,770
87 Fr 8,610 8,323 9,747 12,031.3 11,895.0 14,770 1,445 17,303
88 Ra 8,847 8,543 10,013 12,339.7 12,196.2 15,235.8 14,841.4 17,849
89 Ac 90,884 8,767 10,285 12,652.0 12,500.8 15,713 — 18,408
90 Th 93,350 89,953 105,609 12,968.7 12,809.6 16,202.2 15,623.7 18,982.5
91 Pa 95,868 92,287 108,427 13,290.7 13,122.2 16,702 16,024 19,568
92 U 98,439 94,665 111,300 13,614.7 13,438.8 17,220.0 16,428.3 20,167.1
93 Np — — — 13,944.1 13,759.7 17,750.2 16,840.0 20,784.8
94 Pu — — — 14,278.6 14,084.2 18,293.7 17,255.3 21,417.3
95 Am — — — 14,617.2 14,411.9 18,852.0 17,676.5 22,065.2

* Photon energies in electronvolts (eV) of some characteristic emission lines of the elements of atomic number 3 ≤ Z ≤ 95, as compiled by
J. Kortright, “Characteristic X-Ray Energies,” in X-Ray Data Booklet (Lawrence Berkeley National Laboratory Pub-490, Rev. 2, 1999). Val-
ues are largely based on those given by J. A. Bearden, “X-Ray Wavelengths,” Rev. Mod. Phys. 39:78 (1967), which should be consulted for a
more complete listing. Updates may also be noted at the website www-cxro.lbl.gov.
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TABLE 3 Curves Showing Auger Energies, in Electronvolts (eV), for Elements of Atomic Number 3 ≤ Z ≤ 92

Only dominant energies are given, and only for principal Auger peaks. The literature should be consulted for detailed tabulations, and for
shifted values in various common compounds.2–4 (Courtesy of Physical Electronics, Inc.2)
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I.1

INDEX 

Index notes: This index is cumulative; it incorporates Vols. I through IV. The f after 
a page number refers to a figure, the n to a note, and the t to a table.

Abbe condenser, II.17.2
Abbe illumination, III.2.23–III.2.24, III.2.24f

lens arrays in, III.2.35, III.2.36f
Abbe number, II.18.40, II.33.27
Abbe prism, II.4.7f–II.4.8f
Abbe sine condition, I.1.34–I.1.35, II.7.3, II.18.38,

II.18.40
ABC (K correlation) model, I.7.9, I.7.11
Abelès’ condition, I.5.16, II.3.40
Abelès’ method, I.5.9
Aberration:

chromatic (see Chromatic aberration)
coefficients, I.34.12
correcting, III.10.6–III.10.12, III.27.1
and étendue preservation, III.2.19
fifth-order, I.34.11
higher-order, II.18.41, III.10.1, III.10.3–III.10.5,

III.10.7, III.10.9
lateral (see Aberration curves, transverse)
low-order, III.10.1, III.10.4
monochromatic (see Monochromatic aberra-

tion)
oblique spherical, II.18.41
ocular, III.8.3, III.9.7, III.10.1, III.10.8
in point images, I.1.92–I.1.93
ray, I.1.95, I.1.95f, I.1.96
in reflection gratings, III.21.8–III.21.9
Seidel, I.1.98, I.34.10
spherical (see Spherical aberration)
in spherical lenses, III.2.8–III.2.9
third-order, I.1.98, I.34.12, II.18.42
wavefront (see Wavefront aberration)
and Zernike polynomials, III.1.12, III.10.4
and zone plates, III.23.3

Aberration curves, I.33.1–I.33.6
field plots, I.33.2, I.33.4–I.33.5
H-tan U curves, I.33.5
third-order, II.7.3f
transverse, I.33.2

Aberration variation, I.1.100
Absolute accuracy, II.24.22–II.24.23

Absolute detectors, II.24.29
Absolute instrument, I.1.33
Absolute measurements, II.24.22–II.24.23
Absolute presbyopia, III.11.3
Absolute sources, II.24.25
Absorbance, I.43.10
Absorbing substrate (AS) chips, I.12.7
Absorptance, I.43.10, II.25.4, II.25.8, II.35.41

measurement of, II.25.11
vs. temperature, for molybdenum, II.35.53f
vs. wavelength

for aluminum, II.35.42f
for copper, II.35.42f
for gold, II.35.43f
for iron, II.35.43f
for molybdenum, II.35.44f
for nickel, II.35.44f
for platinum, II.35.45f
for silicon carbide, II.35.45f–II.35.46f
for silver, II.35.47f
for tungsten, II.35.47f

Absorptance-emittance relations, II.25.9t
Absorption, II.25.4, II.36.37

bio-optical models for, I.43.27, I.43.29–I.43.30
chlorophyll-specific curve of, I.43.30
coefficient, I.16.8, I.16.9f, I.43.11
in crystals, I.9.30f, I.9.32
damage, I.42.18
defect, II.36.37–II.36.38
EL2, II.36.39, II.36.39f
and fiber attenuation, IV.1.10, IV.1.44, IV.2.2
impurity, II.36.37
index, I.5.4
interband, I.9.28

in semiconductors, I.9.24
laser amplifiers and, I.11.9
linear, IV.17.20, IV.17.22–IV.17.24
measurement of, II.28.20
microwave, in germanium, II.36.50f
multiphonon, II.33.18–II.33.19, II.33.19f
multiphoton, I.9.31
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Absorption (Cont.):
OH vibrational impurity, II.33.20n
in optical molasses, IV.28.12
polarized, II.20.16, II.20.16f, II.20.17
processes, I.11.8f
in quantum theory, I.9.24, IV.26.8–IV.26.9,

IV.26.9f, IV.27.16, IV.28.2, IV.28.5
and quantum well lasers, IV.4.29, IV.4.30f
radiative processes and, I.11.7–I.11.8
Smith and Baker values of, I.43.22–I.43.23
in spectroscopic systems, II.36.65–II.36.67
temperature dependence of, II.35.41, II.35.46
in the transparent region, II.33.19
(See also Nonlinear absorption (NLA); Two-

photon absorption (2PA); specific topic)
Absorption coefficient, II.20.3, II.35.4, II.36.9

effects of polarization on, II.20.19
spectral, I.43.28f

Absorption edge, II.36.26, II.36.26f–II.36.27f
fundamental, II.36.23–II.36.24, II.36.24f,

II.36.25, II.36.25f
infrared room-temperature

equation constants, ultraviolet and,
II.33.82t–II.33.83t

parameters for, II.33.83t–II.33.84t
Absorption/luminescence spectra,

II.20.9–II.20.10, II.20.10f, II.20.17
polarized, II.20.17, II.20.19

Absorption saturation, IV.17.22–IV.17.23,
IV.17.23f, IV.17.24

Absorption spectra, II.28.13, II.36.30f–II.36.31f
of Cr3+, II.28.20, II.28.20f, II.28.21–II.28.22
of photopigments, I.25.7
of semiconductors, II.36.12, II.36.12f
ultraviolet, of rare earth ions, II.28.12f

Accelerators, as neutron beam source, III.36.12
Acceptance, in étendue, I.1.25
Acceptance bandwidth, in parametric generation,

IV.22.62
Accommodation response, ocular, I.24.27–I.24.28,

I.24.29f, I.24.31f
accuracy of, I.24.30
and age, I.24.33, I.24.33f, I.24.34,

III.12.30–III.12.31, III.13.4, III.13.9,
III.13.9f, III.16.5

application to instrumentation and, I.24.32
and computer work, III.16.5
and convergence, III.12.24, III.12.29, III.12.32
definition of, III.12.1
differential, III.12.19
dynamics of, I.24.29, I.24.29f, I.24.30
as extraretinal information, III.12.3
and head-mounted display systems,

III.12.31–III.12.32, III.18.10–III.18.13
in human eye, III.11.2, III.11.6, III.11.18,

III.12.25

Accommodation response, ocular (Cont.):
miosis, I.24.28
and pupil diameter, III.15.9
stability of, I.24.30
tonic level of, I.24.32
vergence input and, I.24.32

Accommodative convergence/accommodation
(AC/A) ratio, III.12.24

Accommodative hysteresis, III.16.5
Accommodative vergence, III.12.24–III.12.25
Accordion solutions, IV.18.29
Accuracy, II.29.2
Accurate traceability, II.24.22
Achromatic doublet lenses, II.1.23, II.1.23f,

II.1.24, II.1.24f, II.1.25, II.1.25t, II.1.26
spherical aberration in, II.1.24

Achromaticity, in coupling, IV.8.3–IV.8.4, IV.8.4f
Achromatic layout, I.32.13–I.32.14
Achromatic rhombs, II.3.56, II.3.56t
Achromatism, I.32.14–I.32.15, I.32.15f
Achromats, athermal optical glass, I.39.13–I.39.14,

I.39.14t
AC loss, IV.6.7
Acoustic attenuation, II.12.15, II.12.25
Acoustic beam height, II.12.22

decreasing, II.12.25
Acoustic beam steering, II.12.22, II.12.24f, II.12.25
Acoustic filters, II.39.27
Acousto-optic bandshapes, II.12.12f–II.12.13f
Acousto-optic deflectors, II.12.15,

II.12.19–II.12.21, II.12.21f, II.12.26f
high-resolution cell, II.12.34–II.12.35
laser scanning, II.12.36–II.12.37
multichannel cells, II.12.36
optically-rotated, II.12.35
time aperture of, II.12.25
wide bandwidth cell, II.12.35

Acousto-optic devices, I.30.11, I.30.13
figures of merit for, II.12.19t

Acousto-optic diffraction, II.12.2, II.12.5, II.12.7f,
II.12.8, II.12.20, II.12.26

in an anisotropic medium, II.12.7
birefringent, II.12.30
in birefringent crystals, II.12.22
plane wave analysis and, II.12.4
suppression of multiple, II.12.25

Acousto-optic figures of merit, II.12.14–II.12.15
Acousto-optic interaction:

of finite geometry, II.12.11–II.12.12
frequency characteristics of, II.12.10
momentum mismatch in, II.12.11f

Acousto-optic materials, II.12.14, II.12.18t–II.12.19t
diffraction efficiency and, II.12.21
properties of, II.12.16

Acousto-optic modulation bandwidth, II.12.28,
II.12.28f, II.12.29
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Acousto-optic modulators (AOM), I.28.14,
II.12.15, II.12.26, II.12.27f, II.12.29,
II.12.37–II.12.38, II.12.38t, II.12.39, IV.12.31,
IV.27.4, IV.27.16–IV.27.19, IV.28.11, IV.12.31

Acousto-optic receiver, II.12.45, II.12.46f, II.12.47
Acousto-optic scanners (see Scanners, acousto-

optic)
Acousto-optic signal processor, II.12.43–II.12.44,

II.12.44f
Acousto-optic tunable filter (AOTF),

II.12.29–II.12.30, II.12.31f–II.12.32f, IV.13.23
angle of deflection in, II.12.33–II.12.34
angular aperture in, II.12.33
drive power of, II.12.40–II.12.41
fiber optic communication in, II.12.43
infrared, II.12.34
multispectral imaging in, II.12.42–II.12.43
out-of-band rejection in, II.12.41
performance of, II.12.40t
rapid-scan spectrometers, II.12.42
resolution in, II.12.33
sidelobe suppression in, II.12.41
spectral resolution in, II.12.41
spectral tuning range in, II.12.39–II.12.40
transmission and drive power in, II.12.34

Actinic effects, II.24.7
Actinometry, II.24.7, II.24.12–II.24.13
Action spectra:

for cataract, III.15.5
in photochemical injuries, III.15.3, III.15.4f
photometric units for, III.7.18

Activated-phosphor light sources, I.10.46
Active pixel sensor (APS), III.4.2, III.4.8, III.4.8f,

III.4.9
Active scanning, II.19.5, II.19.9
Acuity chart, in vision testing, III.11.5
Acutance, I.20.19–I.20.21

of color photographic film, III.6.2, III.6.5
Adams, Ansel, III.6.25
Adaptive optics (AO):

applications of, III.1.4, III.10.3, III.10.12–III.10.14
and atmospheric turbulence, III.1.5, III.1.6f,

III.1.8–III.1.23
definition of, III.10.1
and higher-order wavefront sensing,

III.1.25–III.1.28, III.1.37–III.1.38
in imaging systems, III.1.5–III.1.8
laser beacons in, III.1.28–III.1.35
real-time processors for, III.1.35–III.1.37
retinal microscopy with, III.10.9
system design for, III.1.40–III.1.48
tracking hardware for, III.1.23–III.1.25
and vision correction, III.10.3,

III.10.7–III.10.12, III.10.12f
wavefront correction in, III.1.38–III.1.40

Adaptive optics camera, III.10.6f, III.10.7

Add-drop multiplexer (ADM), IV.13.12,
IV.13.13f, IV.13.15, IV.13.25, IV.13.25f

Addition, analog, I.30.4
Additive pulse mode locking (AMPL), I.14.15,

I.14.15f, I.14.16, IV.25.14
Adiabatic approximation, IV.26.22
Adjustment tasks, I.29.2, I.29.4
ADONIS AO system, III.1.36
Advanced Photo System (APS), III.6.22,

III.6.26–III.6.28
Advanced Satellite for Cosmology and Astro-

physics (ASCA), III.28.1, III.28.6
Advanced television (ATS), III.4.21
Advanced X-ray Astrophysical Facility (AXAF),

II.11.4, II.11.10, II.11.11f
budget error allocation, II.11.11–II.11.12

Aeroglaze, II.37.19–II.37.20, II.37.33f
BRDF of, II.37.49f–II.37.51f
hemispherical reflectance of, II.37.48f
infrared diffuse reflectivity of, II.37.49f
Z series, II.37.34–II.37.35

Affine transformation, I.1.62
Afocal attachments, I.32.8, I.32.9f–I.32.10f
Afocal lenses (see Lenses, afocal)
Afocal optical systems, I.32.7, I.32.7f
Age-related macular degeneration (AMD),

III.13.1, III.13.3, III.13.10, III.13.20
Aging:

of global population, III.13.2–III.13.3, III.13.3f,
III.13.4, III.13.25

of human vision system, III.13.5–III.13.19
and ocular diseases, III.13.19–III.13.22

Ahrens prisms, II.3.7, II.3.21
AHU pelloid, III.6.5
Air, refractive index of, III.1.8
Aircraft flight path, I.30.9f
Airy diffraction, II.17.8
Airy disk, II.17.6–II.17.9, II.17.40, II.17.42

in diffractive contact lenses, III.11.13
size of, as optical resolution measure,

III.4.15–III.4.16
Airy-disk-type distribution, I.3.29–I.3.30
Airy-Drude formula, II.27.7
Airy equation, I.5.8
Airy pattern, II.17.7f–II.17.8f

in circular apertures, II.11.9
Akhieser loss, II.12.15
Akzo paints, II.37.35
Akzo 463-3-8 (see Bostic 463-3-8)
Algebra, matrix, I.26.44
Aliasing, III.4.17–III.4.19

definition of, III.10.1
and frame grabbers, III.4.20
by human photoreceptors, III.10.11
of laser frequency, IV.27.3
and walkoff, IV.3.7
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Alkali halides, F-center in, II.28.13
Allan deviation, IV.27.2–IV.27.3
Allan Variance method, IV.27.2–IV.27.3
Allelotropia, III.12.6
All-Optical Network (AON) Consortium, IV.13.16
All-optical switching, IV.12.36–IV.12.38, IV.12.38f,

IV.17.14, IV.17.33, IV.21.1–IV.21.2
device geometries for, IV.21.5, IV.21.5f, IV.21.6
materials for, IV.21.2–IV.21.3, IV.25.24
operation of, IV.21.3–IV.21.7, IV.25.22

Altenhof objectives, II.18.36, II.18.36f
Aluminum:

BRDF in, II.37.54f
extinction coefficient for, II.35.13t

vs. photon energy, II.35.21f–II.35.22f
flame-sprayed, II.37.60
index of refraction in, II.35.13t

vs. photon energy, II.35.22f
penetration depth, vs. wavelength, II.35.52f
reflectance of, II.35.29t–II.35.30t

vs. wavelength, II.35.42f, II.35.49f, II.35.51f
scatter profiles in, II.37.55f
specific heat of, II.35.70f
thermal conductivity of, II.35.62f–II.35.63f

Amblyopia, I.25.37
American Conference of Governmental Indus-

trial Hygienists (ACGIH), III.15.6,
III.15.9–III.15.10, III.15.14

American National Standards Institute (ANSI),
III.7.3, III.15.10, III.15.13, III.18.4

American Optometric Association, III.16.1
American Society for Testing and Materials

(ASTM), III.14.12
Ames 24E, II.37.28–II.37.29

BRDF of, II.37.32f
Ametrope, III.12.1
Ametropia, III.11.2, III.12.18, III.12.26
Amici lenses, II.1.11, II.1.11f
Amici prism, II.4.11, II.4.12f, II.5.6f
Amici-type objective, II.17.1, II.17.3f
Amorphous substances, structural characteristics

of, II.33.6
Ampere, III.7.2
Amplification without inversion, IV.23.10,

IV.23.17–IV.23.18
Amplified spontaneous emission (ASE), IV.2.12,

IV.3.11
in Raman generators, IV.18.4
with rare-earth doped amplifiers, IV.5.2–IV.5.3,

IV.5.5–IV.5.6
Amplifiers, I.18.11

chirped pulse, I.14.22
differential, I.18.12
in digital systems, IV.2.9
fiber, II.6.29

Amplifiers (Cont.):
fiber Raman, IV.3.5, IV.5.2
high bandwidth, I.18.11
high input impedance, I.18.11
high-repetition-rate, I.14.22
laser, I.11.3, I.11.9–I.11.10, I.13.47, I.14.21,

IV.2.12
limiting, IV.12.40
lock-in, I.18.14, I.18.16
low offset drift, I.18.11
low-repetition-rate, I.14.22
moderate input impedance, I.18.11
noise generated by, IV.7.6
optical (see Optical amplifier)
photorefractive, II.39.5
in point-to-point communications links,

IV.1.27–IV.1.28, IV.1.28f–IV.1.29f
properties of, I.11.3
regenerative, I.14.22

Ti:sapphire, I.14.22f
transconductance, I.18.12–I.18.13
transformer inputs, I.18.11
variable-gain, IV.12.40
voltage, I.18.11–I.18.12

Amplitude division, I.2.14, II.22.6
in neutron interferometry, III.36.10–III.36.11

Amplitude scattering matrix, I.6.11
Amplitude-shift-keyed transmission (ASK),

II.6.28, II.10.34–II.10.36, IV.1.36–IV.1.37,
IV.1.37t, IV.1.38

Amplitude zone plate, III.23.4, III.23.4f, III.23.5,
III.23.5f

Analog communications systems:
communication rate in, IV.2.7
optical fiber for, IV.2.14–IV.2.15
signal-dependent noise in, IV.2.9
signal-to-noise ratio in, IV.6.2

Analog fiber-optic links, distortions in,
IV.6.5–IV.6.7

Analog optical signal and image processing,
I.30.3–I.30.24

Analog signal:
noise on, IV.12.10
reconstructed, IV.12.5–IV.12.6, IV.12.7f
sampling of, IV.12.4–IV.12.6, IV.12.6f, IV.12.9f
transmission of, IV.12.6, IV.12.7f

Analog-to-digital (A-to-D) conversion, IV.12.11
Analog-to-digital converter (ADC), IV.12.4
Analyzer, II.22.6

left circular, II.22.13–II.22.14
vs. polarizer, II.22.13

Anamorphoser, II.2.16, II.2.16f
keplerian, II.2.19

Anastigmatic, II.18.40
Angle measurements, II.29.12
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Angle tuning, in optical parametric generation,
IV.22.62

Angular correlation function, I.4.6, I.4.7f
Angular dilution, III.2.6
Angular frequency, III.10.1
Angular spectrum representation, I.4.15, I.4.15f
Aniseikonia, III.11.15, III.12.1, III.12.18–III.12.19,

III.12.21, III.12.26–III.12.27, III.13.19, III.18.1
Anisometropia, III.11.14, III.12.18–III.12.21,

III.12.23, III.12.26–III.12.27,
III.12.29–III.12.31

Anisophoria, III.11.15, III.12.21,
III.12.26–III.12.27

Anisoplanatism, III.1.21
centroid, III.1.17
focus, III.1.29–III.1.30, III.1.30f–III.1.32f,

III.1.42, III.1.44
Anisotropic diffraction, II.12.8–II.12.9, II.12.9f
Anisotropy, IV.9.3
Annealed proton exchange (APE) process, II.6.15
Anode current, II.20.7
Anomalous diffraction, I.6.12

approximation, I.6.6, I.6.7f
Anomalous dispersion, II.33.15, IV.1.11,

IV.25.12–IV.25.14
in optical fibers, II.10.9
range of, II.35.5

Anomalous scatter, II.35.28
Antenna remoting, II.6.30, II.6.31f, II.6.32
Anterior chamber phakic lens implants

(ACPLIs), III.11.17
Antiblooming, I.22.9–I.22.10, I.22.10f, I.22.11,

I.22.32
Antihalation undercoat (AHU), in color photo-

graphic film, III.6.5
Antireflection coatings, I.2.24–I.2.25, I.42.23

of absorbing media, I.42.30
achromatic, I.42.33
additive/subtractive method, I.42.28
of amplifying media, I.42.30
broadband, I.42.28f, I.42.31f
high-efficiency, I.42.27f
from homogeneous layers, I.42.21–I.42.22,

I.42.22f, I.42.23
infrared materials, transmissions of, I.42.25,

I.42.29f
inhomogeneous, I.42.25–I.42.27,

I.42.29f–I.42.30f, I.42.31
at nonnormal angles of incidence, I.42.32,

I.42.32f, I.42.33, I.42.33f, I.42.34, I.42.34f
of opaque metals, I.42.31f
performance of, I.42.26f

effects of surface reflections on,
I.42.19–I.42.20, I.42.20f, I.42.21

refractive index of, I.42.22–I.42.23, I.42.23f

Antireflection coatings (Cont.):
single-surface transmittance of, I.42.32f
structured, I.42.25
of thin-film surfaces, I.42.32
types of, I.42.20–I.42.21, I.42.21f,

I.42.24t–I.42.25t, I.42.27f
ultraviolet, I.42.28f

Antiresonance Fabry-Perot saturable absorber
(A-FPSA), IV.25.11

Anti-Stokes four-wave mixing, IV.18.2, IV.18.2f,
IV.18.3, IV.18.5f, IV.18.7, IV.18.33

Anti-Stokes Raman laser, IV.18.33
Anti-Stokes scattering, IV.3.5, IV.17.5t, IV.17.7,

IV.17.7f, IV.18.2, IV.18.32–IV.18.33, IV.18.33f,
IV.18.34–IV.18.35, IV.18.35f

phase matching in, IV.18.7
spontaneous versus stimulated, IV.18.3–IV.18.4

Anti-Stokes shifted Brillouin scattering, IV.17.17,
IV.17.20, IV.18.44

Anti-Stokes shifted Raman scattering, IV.17.17,
IV.17.17f, IV.17.18, IV.18.1–IV.18.2, IV.18.2f,
IV.18.3, IV.18.3t

APART, I.38.12, I.38.27, II.37.21
Mini-, I.38.28

APD excess noise, IV.2.7
Aperiodic gratings, IV.9.7
Aperture:

in biological eye, III.9.3–III.9.4, III.9.8, III.9.13,
III.13.7, III.15.9

change of, I.1.81f
with clipped Lambertian distribution, III.2.4
division of, II.22.5
full, paraxial invariant for, I.1.84
and image size, III.1.22
nonideal, II.24.39, II.24.39f
numerical (see Numerical aperture (NA))
optical transfer function for, III.1.21
rectangular, I.3.17, I.3.17f, I.3.24f
and telecentric distribution, III.2.18
telescope, in adaptive optics, III.1.7, III.1.15,

III.1.17
Aperture flash mode, III.2.8
Aperture stop, I.1.81, I.38.6–I.38.7, II.1.8, II.18.5,

II.18.40, II.24.20
Aphakic correction, III.11.13–III.11.14, III.12.19,

III.12.27, III.13.1, III.13.23
Aplanatic, definition of, II.18.40
Aplanatic lenses, II.1.6, II.1.10

spherical, III.2.8–III.2.9, III.2.9f
Apochromatic objective, II.17.1, II.17.3f,

II.17.12–II.17.13
Apodization, III.9.1, III.9.7, IV.9.7, IV.9.8f
Apodization data, III.2.7
Apophyllite, II.3.53
Apostilb, III.7.8

INDEX I.5



Apo-vertex surfaces, for conic reflectors, III.2.11
Aqueous humor, III.13.7, III.13.21–III.13.22
Architecture dilation, in WDM network, IV.13.26
Archives de la République (Paris), III.7.2
Area-solid-angle-product, I.1.25
Argon arc lamps, I.10.11
Arperture, I.34.4
Array functions, II.12.25
Arrays, I.19.7

coherent vs. incoherent, I.6.3
color filter, III.4.18
ferroelectric bolometer, I.19.11, I.19.12f
high-power laser, I.13.31
lens, III.2.33–III.2.38
melted-resin, II.7.27–II.7.28, II.7.28f
microlens, II.7.2
mode selection, I.13.31
MOS, I.22.13
noise equivalent temperature difference

(NETD), I.19.8–I.19.9
photodiode (PDAs), I.21.2
pyroelectric hybrid, I.19.11, I.19.12f
resistive bolometer, I.19.10, I.19.11f
solid-state, III.4.3–III.4.6, III.4.9–III.4.13,

III.4.20–III.4.21
theoretical limits of, I.19.9, I.19.10f
thermoelectric, I.19.12, I.19.13f
(See also specific type)

Arrhenius relationship, I.16.14
Artificial neural networks, III.1.38
ASAP, I.38.28, II.37.21
ASK envelope detection, IV.1.38, IV.1.38f
Aspheric lenses, III.2.9, III.2.10f
Aspheric surfaces, I.40.6–I.40.7, II.18.3,

II.34.9–II.34.10
centration tolerance of, II.7.11
cutting, I.41.8

Assembly specifications, for optical systems, I.35.1
Associative memories, II.39.30
Astigmatic dial, III.11.5, III.11.6f
Astigmatic difference, I.1.48
Astigmatic imaging, of a point, I.1.47f
Astigmatic keratotomy (AK), III.11.16
Astigmatism, I.33.3, I.33.3f, II.18.40–II.18.41,

III.10.4, III.11.3
contact lenses for, III.11.10, III.11.12
of cornea, III.11.4
correction of, III.10.2, III.10.9, III.10.11,

III.11.3, III.11.6, III.11.17,
III.12.17–III.12.18, III.12.27, III.13.24

determining, III.11.5–III.11.6
in gain-guided laser output, IV.4.14
and head-mounted display image quality,

III.18.6, III.18.10
in micro-optics, II.7.3

ASTRO-E mission, III.28.6
Astronomy:

adaptive optics applications for, III.1.4
Schwarzschild objective applications for, III.27.1
X-ray applications for, III.19.6,

III.28.1–III.28.12, III.30.4, III.37.3
Zernike polynomial use in, III.10.4

Asymmetric concentrators, III.2.18
Asynchronous transfer mode (ATM),

IV.16.6–IV.16.7
and LED response time, IV.4.44

Athermalization, I.32.15–I.32.16, I.32.16f
by image processing, I.39.13
intrinsic, I.39.7, I.39.8f
mechanical, I.39.7

active, I.39.1f, I.39.8–I.39.10, I.39.12
active/passive, I.39.12, I.39.12f
passive, I.39.7–I.39.9, I.39.9f–I.39.11f

optical, I.39.13
diffractive optics in, I.39.16

in optical polymers, II.34.10
of separated components, I.39.16

Athermal solutions, three-material,
I.39.14–I.39.15, I.39.15t

ATM Forum, IV.16.6
Atmosphere:

aerosols and particulates in, I.44.5–I.44.6,
I.44.6f, I.44.8f–I.44.9f, I.44.38, I.44.40f

interaction with light in, I.44.10
molecular absorption of, I.44.11–I.44.14
molecular gas concentration of, I.44.4, I.44.5t
ozone in, I.44.8f
pressure of, I.44.4
radiance measurement, of Earth’s, II.25.14
standard, I.44.4
temperature, I.44.4

vs. altitude in, I.44.7f
transmission spectrum of, I.44.2f, I.44.3
water vapor in, I.44.8f

Atmospheric optics, I.44.2–I.44.3
Atmospheric tilt, III.1.15–III.1.17, III.1.44
Atmospheric transmission software, I.44.3, I.44.21
Atmospheric turbulence:

in adaptive optics, III.1.5, III.1.6f,
III.1.8–III.1.23, III.10.3

ensemble averaging of, III.1.36
light source for sensing, III.1.28–III.1.29
optical strength of (C2

n), III.1.9–III.1.11f, III.1.41
Zernike modes of, III.1.12–III.1.15, III.10.4

Atomic beam:
brightness of, IV.28.24–IV.28.25, IV.28.25f
collimation of, IV.28.13–IV.28.14, IV.28.14f
slowing in, IV.28.9–IV.29.10, IV.29.10f, IV.29.11,

IV.29.11t
Atomic clock, IV.28.27
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Atomic coherence, IV.23.3–IV.23.5
dephasing of, IV.23.12–IV.23.13
maximal, and nonlinear optics, IV.23.26,

IV.23.26f, IV.23.27
Atomic emission lines, analysis of, II.28.5
Atomic energy levels, spectroscopic measure-

ments of, II.28.2
Atomic force microscopy (AFM), III.26.5
Atomic fountain, IV.28.27
Atomic funnel, IV.28.26
Atomic motions (see Lattice vibrations)
Atomic movement:

and laser cooling, IV.28.32, IV.28.32f, IV.28.33
in magneto-optical trapping, IV.28.23–IV.28.24
in momentum space, IV.28.9
nonadiabatic following in, IV.28.15–IV.28.16
optical control of, IV.28.1–IV.28.4, IV.28.31
in optical molasses, IV.28.12–IV.28.13
in optical trapping, IV.28.22
quantum effects on, IV.28.35–IV.28.36

Atomic noise, IV.26.35–IV.26.36
Atomic oxygen environment, II.37.14

and black surfaces, II.37.18–II.37.19
Atomic photoabsorption of X-rays in matter,

III.A.1, III.A.2f
Atomic radiative decay, IV.20.6
Atomic scattering of X-rays in matter, III.A.1,

III.A.2f
Atomic spectra, II.28.14
Atomic systems, three-level, IV.23.4–IV.23.6,

IV.23.6f, IV.24.5
and lasing without inversion, IV.26.42, IV.26.42f,

IV.26.43
and stimulated photon echo, IV.24.16, IV.24.16f,

IV.24.17
Atomic transitions, IV.28.2

and Doppler temperature, IV.28.3, IV.28.13
and magneto-optical trapping, IV.28.23
in photo-associative spectroscopy, IV.28.30
and polarization gradient cooling, IV.28.17

Atom interaction with radiation field, IV.24.3,
IV.24.12

longitudinal velocity in, IV.24.20n
Atom interferometer, IV.24.20–IV.24.22, IV.24.23f
Atom laser, IV.28.35
Atoms:

dark states of, IV.28.35–IV.28.38
lithium (Li), term diagram of, I.8.16f
lithium (Li) and sodium (Na), comparison

between, I.8.15
multielectron, I.8.12–I.8.13

spin orbital in, I.8.12
multiple-level structure of, IV.28.2, IV.28.15
1-electron, spectroscopy of, I.8.10–I.8.12
photo-association of, IV.28.29

Atoms (Cont.):
sodium (Na), term diagram of, I.8.17f
thallium (Tl), term diagram of, I.8.15, I.8.18f

Atoms, two-level:
eigenstates for, IV.28.36–IV.28.37, IV.28.37f
laser cooling limit for, IV.28.18
in laser theory, IV.26.15–IV.26.16, IV.26.16f,

IV.26.17–IV.26.20, IV.26.20f, IV.26.21
in micromaser theory, IV.26.21–IV.26.22
optical force on, IV.28.4–IV.28.5
in quantum mechanics, IV.26.8–IV.26.9, IV.26.9f
at rest, IV.28.5–IV.28.6

Atom trapping, IV.28.2, IV.28.19–IV.28.20
applications for, IV.28.25
and Bose-Einstein condensation,

IV.28.34–IV.28.35, IV.28.36f
magnetic, IV.28.20, IV.28.20f, IV.28.21
magneto-optical, IV.28.22–IV.28.23, IV.28.23f,

IV.28.24, IV.28.25f, IV.28.26–IV.28.28,
IV.28.35

optical, IV.28.21–IV.28.22, IV.28.22f
and optical lattices, IV.28.31

AT&T digital hierarchy, IV.12.21, IV.12.22f
Attenuation:

in infrared fiber, IV.14.2, IV.14.2f
limiting, IV.1.44, IV.6.2
measurement of, IV.1.14–IV.1.16, IV.1.16f
and multimode fiber, IV.1.9
in typical fiber, IV.1.10, IV.1.10f, IV.2.2–IV.2.3,

IV.2.3f, IV.13.2, IV.13.2f
and wavelength, IV.6.7–IV.6.8

Attenuation coefficients, I.43.13, II.35.46
for photons, II.35.53t

Attenuators:
design of, IV.10.8, IV.10.9f
in fiber-optic network, IV.10.2
tapered fiber, IV.8.1, IV.8.5, IV.8.5f
(see also Filters)

Audiotape, I.31.1
Auger energies, III.A.3t–III.A.6t, III.A.8f
Auger recombination, I.13.18, I.13.18f, I.13.19
Autler-Townes splitting, IV.23.4, IV.23.10, IV.23.23
Autocollimator, II.29.14, II.29.14f, II.29.15,

II.29.15f, II.29.17, II.29.19–II.29.20, II.29.21f,
II.29.23, II.29.23f

Autoexposure, II.15.10–II.15.12
Automatic fault detection, in SONET, IV.13.13
Automatic gain control (AGC), IV.12.40
Avalanche multiplication, I.16.10
Avalanche photodetector (APD), IV.1.29–IV.1.30,

IV.1.30f, IV.2.1, IV.2.7, IV.2.9, IV.4.2, IV.4.66,
IV.4.76–IV.4.77

dark current for, IV.4.77
gain in, IV.4.76
noise in, IV.4.77
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Avalanche photodetector (APD) (Cont.):
in OTDM system, IV.12.39
separate absorber and multiplication,

IV.4.76–IV.4.77
speed of, IV.4.77

Avalanche photodiodes (APDs) (see Photodiodes,
avalanche)

Aviator Night Vision Imaging Systems (ANVIS),
III.18.3

Axial ametropia, III.12.18
Axial aniseikonia, III.12.18
Axial color, I.33.2–I.33.3, II.18.9, II.18.41
Axial distances, directed, gaussian, I.1.50t
Axial gradient lenses, II.9.3–II.9.4, II.9.4f
Axial myopia, III.12.18, III.12.26
Axial object, switching, I.1.46
Axial points, gaussian, I.1.50t
Axial preload, I.37.2, I.37.4

acceleration forces and, I.37.10
temperature and:

assembly, I.37.8–I.37.9
elevated, I.37.9
highest survival, I.37.10

torque required to produce, I.37.10
Axial rays, I.1.39
Axial resolution, II.17.9, II.17.12
Axial stigmatism, II.18.38, II.18.41
Axial stress:

and radial stress, combined, I.37.11
reduced temperatures and, I.37.10

Azomethine dyes:
excited state properties of, III.6.12–III.6.13,

III.6.13f
photochemistry of, III.6.11–III.6.12
in photographic materials, III.6.10, III.6.11f

Babcock, Horace, III.1.4, III.10.3
Babinet compensator, II.3.57–II.3.58, II.3.58f,

II.3.59–II.3.60, II.13.21
Babinet principle, I.3.9–I.3.11, I.3.13
Back-conversion, in stimulated Raman scattering,

IV.3.5
Background temperature, I.15.8
Backscattering, of coherent light, III.3.13–III.3.15
Backward Raman amplifier, IV.18.4, IV.18.5f,

IV.18.42
Backward trace, in nonimaging optics, III.2.8
Baffles, I.38.11–I.38.12, II.37.1, II.37.14, II.37.16

black, II.37.18
BRDF of, II.37.21, II.37.62f
for extreme environments, II.37.20–II.37.21
in precision photometry, III.2.25
reflectance in, II.37.59f
secondary, I.38.3, I.38.3f–I.38.4f, I.38.7f

increasing diameter of, I.38.5f
shields, extended, I.38.10f

Baker-Nunn objectives, II.18.24, II.18.24f
Baker relay, II.2.18
Baker super-Schmidt objectives, II.18.23, II.18.23f
Ball Black, II.37.8f–II.37.9f, II.37.17,

II.37.42–II.37.43
Balmer a spectrum, I.8.10, I.8.10f, I.8.11
Balmer a transition, I.8.10, I.8.10f, I.8.11–I.8.12
Balmer b spectrum, I.8.12
Balmer b transition, I.8.12
Bandgap, IV.20.2–IV.20.3

in photonic crystals with 2D periodicity, IV.20.9
3D, IV.20.3–IV.20.5
(See also Photonic bandgap (PBG) materials)

Band limiting, optical, III.4.18
Bandpass filters, I.42.73–I.42.75, I.42.76f–I.42.77f,

IV.12.13–IV.12.14, IV.12.14f, IV.12.15
with evaporated spacers, I.42.86
induced-transmission, I.42.85, I.42.85f
narrow- and medium-, I.42.77–I.42.78
polarization splitting in, little or no, I.42.90,

I.42.91f
rejection region in, I.42.76
square-top multicavity, I.42.80–I.42.81,

I.42.81f–I.42.85f
stability of, I.42.92
temperature dependence of, I.42.92
very narrow, I.42.85
wide-, I.42.87
wide-angle, I.42.91, I.42.91f
for X-ray regions, I.42.92, I.42.93f–I.42.94f
for XUV regions, I.42.92, I.42.93f–I.42.94f

Bandpass interference filters, angular properties
of, I.42.89–I.42.90, I.42.90f

Band spectra, molecular, I.8.21, I.8.23–I.8.24,
I.8.24f, I.8.25

Band splitter, tapered fiber, IV.8.6, IV.8.6f
Band structure, I.9.24, I.9.27, IV.20.3

energy, I.9.25
Bandwidth, IV.12.1

acceptance, in parametric generation, IV.22.63
in ATM, IV.16.6
for broadcast applications, III.4.3
control loop, in AO system, III.1.36
for digital transmission, IV.12.10
and dispersion, IV.2.3
for erbium-doped fiber amplifier, IV.13.21,

IV.13.22f
of fiber Bragg grating, IV.9.4–IV.9.5, IV.15.8
and higher-order phase fluctuations,

III.1.20–III.1.21
for human eye, III.10.10
measurement of, for optical fiber, IV.1.16
in multiplexing, IV.12.4, IV.12.16
and nonlinear transmission, IV.3.1
of optical amplifier, IV.11.2, IV.11.4
for optical fiber, IV.1.16, IV.2.3, IV.13.2
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Bandwidth (Cont.):
in packet switching, IV.13.17
for point-to-point system, IV.1.26
and self-phase modulation, IV.25.12
servo, III.1.18, III.1.24, III.1.40, IV.27.10,

IV.27.18, IV.27.20
as throughput limitation, IV.2.13–IV.2.14
tracking, III.1.17–III.1.19, III.1.20f, III.1.24
for video compatible cameras, III.4.15

Bandwidth normalization, III.7.15–III.7.16,
III.7.16t, III.7.18, III.7.18f

Banning beam splitter, II.3.45
Barium titanate (BaTiO3), II.39.15, II.39.16f, II.39.17

limitation of, II.39.16
Barrel distortion, II.1.30, II.2.12
Barrier, reservoir, and quantum well electron

transfer (BRAQWET), IV.4.2, IV.4.63, IV.4.65
Baryta, in color photographic papers, III.6.5
Base rays (see Rays, central)
Beacons:

artificial (synthetic), III.1.29–III.1.35
brightness of, III.1.40–III.1.41, III.1.46–III.1.47
TIR Fresnel lenses used in, III.2.10
(See also Laser guide star (LGS) sensing; Natu-

ral guide star (NGS))
Beam:

gaussian, IV.22.9, IV.22.10t
(See also Atomic beam)

Beam amplification, photorefractive, II.39.7
Beam attenuation, I.43.42, I.43.42f, I.43.43

chlorophyll concentration and, I.43.43–I.43.44,
I.43.44f

depth dependence of, I.43.43f
spectral, I.43.11

Beam compression, II.19.33
illustration of invariance in, II.19.34f

Beam coupler, mutually incoherent, II.39.9, II.39.9f
Beam coupling, photorefractive, II.39.5
Beam deflection, lens arrays used in, III.2.33
Beam diffraction:

convergent, III.37.3–III.37.4
focused, III.35.12–III.35.13, III.35.13f, III.35.14,

III.35.14f
Beam expansion/compression, II.19.33n
Beam fanning, II.39.29
Beam forming, III.2.23, III.2.34, III.2.35f, III.2.40
Beam modulation distance measurements, II.29.5,

II.29.7, II.29.9
Beam propagation method (BPM), II.6.8, IV.8.4
Beam scanning, II.17.40
Beam separators, I.28.10
Beam shaping, I.31.9–I.31.10, II.8.12, II.8.13f
Beam-shearing interference contrast system,

II.17.32
Beam smearing, III.2.34–III.2.35, III.2.40
Beam spatial profiles, nonlinearity and, II.39.10

Beam splitters (BS), I.28.9–I.28.10, I.31.23, I.42.61
achromatic, I.42.62–I.42.63, I.42.66, I.42.66f
bandpass filters, I.42.66
color-selective, I.42.66, I.42.67f
cube as, IV.10.5, IV.10.6f, IV.10.9, IV.10.9f
nonpolarizing, I.42.63, I.42.65, I.42.65f, I.42.66
pellicle, I.42.62
performance of, I.42.63f–I.42.64f
plate as, IV.10.6, IV.10.7f, IV.10.9
polarized (PBS), I.31.10f, I.31.23, I.31.24f
polarizing, I.42.68–I.42.69, I.42.71–I.42.73,

I.42.73f–I.42.74f, IV.10.7, IV.10.8f
types of, I.42.61f
using, I.42.62f
for the X-ray region, I.42.63

Beam transformer, III.2.18, III.2.19f
Beat length, II.10.12, IV.1.14
Becke lines, II.17.22, II.17.25
Becker’s tables, II.6.55, II.6.55t
Beer-Lambert law, I.25.5, I.44.10, I.44.21
Beer’s law, I.9.7, I.11.10
Bend-and-polish technique, I.40.7
Bending, component, axial forces and, I.37.11,

I.37.11f, I.37.12
Benes switch, II.6.32, II.6.33f
Bent crystals, III.22.4–III.22.6

in microfocus X-ray fluorescence, III.35.22,
III.35.22f–III.35.23f

in microscopes for laser-generated plasmas,
III.35.4

with polycapillary optics, III.37.3
in X-ray diffraction, III.35.8–III.35.9, III.35.9t,

III.35.11t, III.335.10t
Berning’s method of effective indexes, I.5.9–I.5.10
Beryllium:

black surfaces and, II.37.45–II.37.46
extinction coefficient for, II.35.13t

vs. wavelength, II.35.22f
index of refraction in, II.35.13t

vs. wavelength, II.35.22f
reflectance of, II.35.30t–II.35.31t

vs. wavelength, II.35.50f–II.35.51f
specific heat of, II.35.72f
surface, sputtered, II.37.9f
thermal conductivity of, II.35.62f–II.35.63f

Bessel functions, I.6.13, I.6.15–I.6.16, II.10.7f
for step-index fiber, IV.1.9f

Beta-cloth, BRDF of, II.37.62f
Bevel gauge, II.29.13f
Bias, in electroabsorption modulators, IV.4.62
Bidirectional reflectance distribution function

(BRDF), I.7.2–I.7.4, I.38.24, I.38.26f, I.44.18,
II.25.5, II.25.14, II.26.2–II.26.3, II.26.3f,
II.26.4, II.37.7, II.37.15, II.37.22, III.14.10

of Aeroglaze, II.37.49f–II.37.51f
of aluminum, II.37.27f–II.37.29f, II.37.54f
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Bidirectional reflectance distribution function
(BRDF) (Cont.):

of baffle materials, II.37.62f
of beta-cloth, II.37.62f
of black baffles, II.37.21
of black chrome, II.37.60f
of black cobalt, II.37.60f
of Black Kapton, II.37.61f
of black nickel, II.37.25f
in black surfaces, II.37.58f

profiles of, II.37.44f–II.37.47f
of Black Tedlar, II.37.61f
of Boron Black, II.37.59f
of Cardinal black paint, II.37.53f
characteristics of, I.38.24
cosine-corrected, II.26.4
of Cu black, II.37.26f
of glossy surfaces, II.37.52f
of gold iridite, II.37.25f
of Infrablack, II.37.56f–II.37.57f
limitations of, I.38.25f
of Martin Black, II.37.55f–II.37.56f
Mueller (MBRDF), II.22.27
of NSB69–82, II.37.26f
of roughened aluminum, II.37.24f
scatterometer, II.26.5f
of SolarChem, II.37.54f

Bidirectional scattering distribution function
(BSDF), I.7.4–I.7.9, I.7.11, II.26.12

inverse-power-law form of, I.7.9
noise equivalent (NESBDF), II.26.4, II.26.6,

II.26.11t
reduction of, II.26.10–II.26.11

speckle effects in, II.26.12
Bidirectional transmittance distribution function

(BTDF), II.25.4, II.26.4
Bifocal intraocular lenses, III.13.23
Bifocal intraocular lens implants, III.11.14
Bifocal jump, III.12.15–III.12.16, III.12.16f
Bifocal lenses, designing, II.8.13f
Bifocal spectacles, III.11.2, III.11.6–II.11.8,

III.11.8f, III.12.15–III.12.16, III.12.27,
III.12.29–III.12.31, III.13.22–III.13.23,
III.16.6

Big bang, I.4.25
Billet’s split lens, I.2.17, I.2.17f
Bimorph mirrors, III.1.38, III.1.39f
Binary digits:

optical representation of, IV.12.12, IV.12.12f
signal as, IV.12.11
transmission of, IV.12.12–IV.12.14

Binary optics:
advantages of, II.8.2
analytical models of, II.8.3
diffraction efficiency in, II.8.9, II.8.9f, II.8.10,

II.8.10t

Binary optics (Cont.):
element, representation of, II.8.3
fabrication of, II.8.14–II.8.15, II.8.15f–II.8.16f,

II.8.16t
errors in, II.8.17

micromachining techniques in, II.8.17
in micro-optics, II.8.7, II.8.7f, II.8.8
singlet, aberration of, II.8.5
vector diffraction theory and, II.8.14, II.8.14f
wavefront quality in, II.8.9

Binary units, II.13.27f
digital light deflection and, II.13.26

Binocular disparity, I.25.42, III.12.1, III.12.4,
III.12.6, III.12.8–III.12.12, III.12.20,
III.12.23–III.12.24, III.12.28

Binocular fusion, III.12.1, III.12.12–III.12.13,
III.12.19–III.12.20, III.16.5

Binocular parallax, III.12.1, III.12.22–III.12.24
Binocular rivalry, III.12.1, III.12.13,

III.12.19–III.12.20, III.12.34
Binoculars, II.2.10

imaging in, II.2.13, II.2.13f
Binocular vision, III.12.6–III.12.7

and computer work, III.16.5–III.16.6
as optical design consideration, III.12.3
and phoria, III.12.22
single and clear, III.12.25

Biological tissue, light propagation through,
III.3.12

Biotar lenses, II.1.28, II.1.29f
Bi-phase coding, IV.12.12, IV.12.12f

power spectrum for, IV.12.13f, IV.12.14
Birefringence, II.22.6

in optical fiber, IV.1.14
Birefringent diffraction, II.12.10–II.12.12
Birefringent materials, I.5.13, II.3.47t, II.3.53f,

II.3.53n, II.3.54f
Bit error rate (BER), IV.1.26

and clocking, IV.6.16
for datacom systems, IV.6.1
for digital transmission, IV.6.2
and mode partition noise, IV.6.12
and radiation-induced loss, IV.6.18
and received optical power, IV.6.2–IV.6.3,

IV.6.3f, IV.6.4, IV.6.4f
with VGA versus limiting amplifier, IV.12.40

Bit interleaving, IV.12.20f
Bit rate:

distance limits on, IV.2.10
increasing, IV.2.11, IV.2.16
in optical TDMA, IV.12.18
per user, in passive optical network, IV.2.13
for SONET channel, IV.12.22

Bits, IV.12.4
Bit-timing synchronization, IV.12.20
Bi12GeO20 (BGO), II.39.18, II.39.18t
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Bi12SiO20 (BSO), II.39.18, II.39.18t
Bi12TiO20 (BTO), II.39.18, II.39.18t, II.39.19,

II.39.19f
Blackbody:

D-star, I.15.8
EOI, I.10.12f, I.10.14f
goldpoint, I.10.6–I.10.7
Mikron, I.10.13f
responsivity, I.15.8
variable temperature, I.10.7f

Blackbody cavity dimensions, I.10.6f
Blackbody cavity theory, I.10.4
Blackbody detectivity, I.15.8
Blackbody noise equivalent power, I.15.8
Blackbody radiation:

distribution temperature of, III.14.7
infrared fibers to measure, IV.14.4, IV.14.13
and luminance, III.2.3, III.7.13, III.7.13f
and luminous intensity, III.14.3
peak wavelength of, III.14.12
in Planck’s formula, IV.26.7
and spectral irradiance, III.7.14, III.7.15f, III.7.16
and spectral radiance, III.4.11
and X-ray production, III.19.6

Blackbody radiator, II.24.25
Blackbody simulator, I.10.4, I.10.6f, I.10.11,

II.24.25–II.24.28
Black chrome, II.37.47–II.37.48

BRDF of, II.37.60f
Black cobalt, II.37.47

BRDF of, II.37.60f
Black felt paper:

reflectance of, II.37.36f
transmittance of, II.37.40f

Black glass, II.37.60
Black Kapton, II.37.60

BRDF of, II.37.61f
Black-light lamps, I.10.35, I.10.36t, I.10.37
Black paint, electrically conductive, II.37.48
Black surfaces, optical, II.37.1, II.37.6t–II.37.7t,

II.37.15t
anodized, II.37.5t, II.37.37
BRDF profiles of, II.37.44f–II.37.47f
characterization of, II.37.21
coatings, types of, II.37.29–II.37.30
contamination of, II.37.16
creation of, II.37.15, II.37.17–II.37.18
CVD surfaces, II.37.53
as design elements, II.37.16
designer blacks, II.37.16
electrodeposited surfaces, II.37.47–II.37.48
electroless nickel, etching of, II.37.41–II.37.43
environmental resistance of, II.37.15, II.37.18
far-infrared, II.37.23–II.37.24, II.37.27
hemispherical reflectivity of, II.37.22t
high-resistivity coatings, II.37.53

Black surfaces, optical (Cont.):
ion beam-sputtered surfaces, II.37.46
lambertian, II.37.16
multiple-layer approach, II.37.27
painted, II.37.2t–II.37.4t
paints for, II.37.30–II.37.31
plasma-sprayed surfaces, II.37.43,

II.37.45–II.37.46
properties of, II.37.16
selection process for, II.37.12, II.37.12f, II.37.13,

II.37.13f, II.37.14
silicon carbide, II.37.53
specular reflectance spectra of, II.37.30f
sputtered surfaces, II.37.53
substrates, II.37.29–II.37.30
surface contamination of, II.37.18
Teflon overcoat, II.37.27–II.37.28
for ultraviolet applications, II.37.23
(See also specific type)

Black Tedlar, BRDF of, II.37.61f
Black velvet:

reflectance of, II.37.38f
transmittance of, II.37.41f

Blazed gratings, IV.9.7
Blindness:

from age-related macular degeneration, III.13.20
and cataracts, III.13.19
from diabetic retinopathy, III.13.21
from glaucoma, III.13.22
incidence of, III.13.25
temporary, from snow, III.15.4–III.15.5

Blink rate, and computer work, III.16.4
BLIP, in focal plane arrays (FPA), I.23.26
Blip detector, I.15.8
Bloch equations, optical, IV.24.3–IV.24.5,

IV.24.27, IV.28.1, IV.28.4, IV.28.6
Bloch oscillations, in optical lattices, IV.28.33
Bloch’s law, I.25.30
Bloch solution, I.9.26
Bloch sphere, IV.24.4
Bloch’s theorem, IV.28.31
Bloch vector, IV.24.4, IV.24.7, IV.24.7f, IV.24.8

in photon echo, IV.24.11, IV.24.11f, IV.24.12
Blocking filter, II.23.20
Blooming, I.22.6, I.22.9, I.27.6, I.27.20
Blue-light hazard:

action spectrum curve for, III.15.3, III.15.4f,
III.15.10–III.15.11

retinal damage from, III.15.4, III.15.7
Bohr, Niels, IV.26.8, IV.26.10
Bohr magnetron, II.36.41
Bohr theory, I.8.5
Bolometers, I.15.5, I.19.1, I.19.4

capacitive, I.23.10
carbon, I.19.5
cooled, I.15.4
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Bolometers (Cont.):
electrical circuit, I.15.23f
electron (see Bolometers, InSb)
ferroelectric arrays, I.19.11, I.19.12f
Ge, I.15.30f–I.15.31f
Ge(Ga), I.15.27–I.15.28
InSb, I.15.26–I.15.27, I.15.29f–I.15.30f
metal, I.19.4
perfect, I.15.15f
resistive, I.23.10
resistive arrays, I.19.10, I.19.11f
semiconductor, I.19.5
superconducting, I.19.5
thermistor, I.15.22

Border effect, I.20.13
Borescope, II.1.10
Bormann transmission, III.25.2, III.25.3f
Born approximation, I.7.3–I.7.5, I.7.11

definition of, III.9.1
in neutron optics, III.36.4
and single scattering, III.3.4
in vision optics, III.9.15

Born-Oppenheimer approximation, I.8.22–I.8.23,
I.8.25–I.8.26

Boron Black, II.37.43, II.37.45
BRDF of, II.37.59f

Boron Carbide, II.37.45
Boron neutron capture therapy (BNCT), III.35.34
Bose, S., IV.28.34
Bose-Einstein condensation (BEC),

IV.26.40–IV.26.42, IV.28.9, IV.28.25, IV.28.28,
IV.28.34–IV.28.35, IV.28.36f

Bose-Einstein distribution, II.33.19
Bose-Einstein statistics, IV.26.10
Bostic 463-3-8, II.37.52f
Bound electronic Kerr effect, IV.17.5t, IV.17.12,

IV.17.14–IV.17.15
Bound modes, II.6.4
Bowman’s membrane, III.13.5
Boys points, I.28.11
Brace half-shade plate, II.3.60
Bragg, Sir Lawrence, IV.20.5
Bragg, William, III.35.6, III.35.15
Bragg acousto-optic deflector, II.19.46f
Bragg-Brentano geometry, III.35.11f–III.35.12f
Bragg cells, II.12.15, II.12.35

acousto-optic, II.12.35t
birefringent phased-array, II.12.25
frequency-dispersion characteristics of,

II.12.43–II.12.44
high-resolution, II.12.34–II.12.35
intermodulation products (IMPs) in,

II.12.47–II.12.48
multichannel (MCBC), II.12.36
peak diffraction efficiency of, II.12.20
wideband, II.12.35, II.12.47

Bragg cell spectrum analyzer, I.30.12, I.30.12f
Bragg construction, in X-ray diffraction, III.35.6,

III.35.6f
Bragg diffraction, I.30.11, I.30.11f, II.12.5–II.12.6,

II.12.8
in optical lattice, IV.28.32

Bragg-Fresnel optics, III.23.7–III.23.8, III.23.8f
Bragg index grating, II.10.38, II.10.41, IV.12.27

(See also Fiber Bragg grating (FBG))
Bragg-matched volume hologram, II.39.2
Bragg mirror:

reflectivity of:
in DBR lasers, IV.4.34–IV.4.35
in VCSELs, IV.4.46–IV.4.47, IV.4.50

in saturable Bragg reflector, IV.25.11
Bragg planes, III.22.1–III.22.2, III.22.2t, III.22.5
Bragg reflection, III.22.1–III.22.4, III.23.7,

III.24.2, III.25.2–III.25.3, III.25.3f, III.25.4,
III.25.6, III.27.4, III.36.11

and optical lattices, IV.28.33
Bragg reflectors, II.6.8, II.6.28
Bragg’s law, III.19.8–III.19.9, III.19.9f, III.22.1,

III.25.7, III.33.3
Bragg wavelength, IV.9.1, IV.9.3, IV.15.6, IV.15.8
Brashear-Hastings prism, II.4.25f
Bravais biplate, II.3.60
Breadboard documentation system, II.23.20
Bremsstrahlung radiation:

and capillary optics, III.30.13, III.30.13f
in energy-dispersive X-ray fluorescence,

III.35.18
intensity increase for, III.31.10
and laser-generated plasma, III.33.2
in microfocus X-ray fluorescence, III.35.22
in wavelength-dispersive X-ray fluorescence,

III.35.17
and X-ray production, III.19.6, III.31.6–III.31.7,

III.31.7f
Brewster angles, I.5.10, I.5.14, I.5.14f, I.5.15,

I.5.20, I.5.21f, I.5.22
pseudo, I.5.11
reflection polarizers, I.5.16
second, I.5.12
transmittance and extinction ration near, I.5.19f

Brewster plate, in transducer design, IV.27.17
Bridgeman technique, of substrate growth, I.12.22
Bright field microscopy, II.17.22–II.17.24
Brightness, heterochromatic, II.24.44
Brightness matching, I.26.42–I.26.43
Brillouin amplifiers, IV.11.3–IV.11.4
Brillouin-enhanced four-wave mixing (BEFWM),

IV.18.54–IV.18.55, IV.18.55f
Brillouin linewidth, IV.3.8–IV.3.9
Brillouin scattering, I.9.18–I.9.19, II.20.30,

II.33.12f, II.33.29–II.33.30, II.36.77–II.36.78,
IV.18.44–IV.18.45
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Brillouin scattering (Cont.):
vs. Raman scattering, IV.18.1, IV.18.45, 

IV.18.49
stimulated (see Stimulated Brillouin scattering

(SBS))
Brillouin zone, I.9.26, I.9.26f, I.9.31, II.36.15,

II.36.50, II.36.80, IV.20.3–IV.20.5
Broad-area twin-ridge structure (BTRS) lasers,

I.13.21, I.13.23f
Broadband:

optical radiation damage from, III.15.2
in photometric to radiometric conversion, III.7.14

Broadband radiation:
and transient Raman effects, IV.18.29–IV.18.30,

IV.18.30f, IV.18.31–IV.18.32
Broadband visible region phosphors, II.28.12
Broadband WDM, and dispersion flattening,

IV.1.18
Broadband X-ray (BBXRT) telescope, II.11.5,

II.11.12–II.11.13, II.11.13f
mission, III.28.6

Broadening:
Doppler, I.11.6, I.11.7f, I.11.10
homogeneous, I.8.9, I.11.6–I.11.7, I.11.7f, I.11.9
line, I.11.5
types of, I.11.6–I.11.7

Brooks, F. P., I.34.25
Brownian motion, II.17.25
Bruch’s membrane, III.9.1, III.13.20
Bruning interferometers, II.29.10f
Buffer:

in SONET transmission, IV.12.23
in time-division multiple access, IV.12.16,

IV.12.18
Bulk modulus, II.35.8
Bunsen-Roscoe law of photochemistry, III.15.1,

III.15.3, III.15.7
Burch interferometers, II.30.7
Buried-channel charge coupled device (BCCD),

I.22.15, I.23.14, I.23.16
Buried heterostructure (BH) lasers, I.13.9–I.13.10,

IV.4.6, IV.4.14
Buried V-groove-substrate inner stripe (BVSIS)

lasers, I.13.21
Bus configuration, for Ethernet LANs, IV.16.7
Butt-coupling, II.6.18–II.6.19
Byte interleaving, IV.12.20f, IV.12.23, IV.16.5

Cable television (CATV), I.16.12
fiber analog transmission for, IV.2.14–IV.2.15
modulation for, IV.4.2, IV.4.50

CAD programs, I.34.2
Caged compounds, II.17.48
Calcite, II.3.3f

absorption coefficients for, II.3.5t–II.3.6t
characteristics of, II.3.2

Calcite (Cont.):
double refraction in, II.3.2
refractive indices for, II.3.5t–II.3.6t, II.33.70t

Calcium molybdate, refractive index for, II.33.70t
Calibration transfer devices, II.24.34–II.24.35
Call setup, in time-division multiple access,

IV.12.18
Calorimeter, II.25.16, II.25.17f
Camcorders, solid-state camera applications for,

III.4.3
Camera lenses:

back focal length (BFL) in, II.16.2
classification system of, II.16.20
design limitations of, II.16.1–II.16.2
fish-eye, II.16.5
inverted telephoto, II.16.5
microprism focusing in, II.16.1
performance data for, II.16.24t, II.16.25
point-and-shoot, 35–mm F/3.2 for, II.16.6t
polychromatic optical transfer function of,

II.16.20
70–210-mm F/2.8–4 at f=70, II.16.18t
70–210-mm F/2.8–4 at f=210, II.16.19t
spatial frequency of, II.16.20
telephoto, II.16.5, II.16.15
35-mm SLR

15-mm F/2.8 for, II.16.13t
17-mm F/2.8 for, II.16.14t
20-mm F/1.4 for, II.16.9t
24-mm F/2 for, II.16.10t
28-mm F/1.4 aspheric for, II.16.11t
28-mm F/2.8 for, II.16.8t
35-mm F/1.2 aspheric for, II.16.12t
35-mm F/2.8 for, II.16.7t
55-mm F/1.2 for, II.16.3t
90-mm F/2.5 for, II.16.4t
200-mm F/2.8  for, II.16.16t
300-mm F/2 for, II.16.17t

35-mm SLR normal, II.16.2
28–150-mm F/4.1–5.7 at f=28, II.16.21t
28–150-mm F/4.1–5.7 at f=50, II.16.22t
28–150-mm F/4.1–5.7 at f=150, II.16.23t
wide-angle, II.16.2, II.16.5

highly complex extreme, II.16.5
zoom, II.15.11, II.16.15, II.16.20

Cameras:
adaptive optics for, III.10.6f, III.10.7
aerial, II.1.21, II.1.24
astronomical, III.4.3
autoexposure, II.15.10–II.15.12
autofocus systems in

active, II.15.12, II.15.12f, II.15.13
passive, II.15.13

automation in, II.15.10
clandestine, II.1.22
color separation in, I.22.35f, I.26.34
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Cameras (Cont.):
color versus black-and-white, III.4.3, 

III.4.20
day/night, I.21.30
digital, III.6.23
endoscopic, II.1.22, II.1.22f
exposure bracketing in, II.15.12
flash units for, II.15.16–II.15.17
high-speed, II.1.23

microchannel plates in, II.1.23f
II SSA, I.21.2–I.21.6, I.21.6f, I.21.7, I.21.11,

I.21.19–I.21.21
active imaging and, I.21.31
digital, I.21.26–I.21.27
electron-bombarded (EBSSAs), I.21.24,

I.21.24f, I.21.25, I.21.25f, I.21.26
fiber-optic-coupled, I.21.21, I.21.21f
lens-coupled, I.21.23, I.21.23f, I.21.24
modulation transfer function (MTF) of,

I.21.28
mosaic, I.21.30
optical multichannel analyzers (OMAs),

I.21.28, I.21.29t
large format, II.15.19
low-light-level (LLL), I.21.20f, III.4.3
major features of, II.15.20f
multilayer coated mirrors for EUV in, III.24.3,

III.24.6, III.24.8f
output analysis for, III.4.20–III.4.21
panoramic, II.1.26–II.1.27, II.1.27f
periphery, II.1.23
point-and-shoot, II.15.12
retinal, III.8.3
scientific, III.4.3, III.4.21
sewer, II.1.24
single-use, III.6.26–III.6.27
size of, III.4.17
SLR, II.15.8–II.15.9

autofocus (AFSLRs), II.15.13–II.15.14,
II.15.14f, II.15.15

beam splitter, II.15.9, II.15.9f
eye tracking, II.15.15, II.15.15f, II.15.16,

II.15.16f
microprism focusing in, II.16.1

special, II.1.21
stereo, II.1.24, II.1.25f
streak, II.1.24, II.1.26f
television

low-light-levels (LLL), I.21.2–I.21.4
self-scanned array (SSA), I.21.2

thermal imaging, II.1.25–II.1.26
35-mm, II.15.18–II.15.19, II.15.19f
time lag in, II.15.9, II.15.10f
underwater, II.1.26
video, II.15.7–II.15.8

Cameras (Cont.):
vidicon, I.21.22
view, II.1.21, II.15.19
(See also Charge-coupled device (CCD) cam-

eras; Film; Final image; Solid-state camera)
Camouflage, perception of, III.12.8
Canada balsam, II.3.21
Canada-France-Hawaii telescope, III.1.24
Candela, II.29.2, III.7.2, III.7.5–III.7.7, III.7.12,

III.14.1–III.14.3, III.14.4t, III.14.5
Candlepower, II.24.48, III.14.3
Canon EOS A2E, II.15.15, II.15.15f, II.15.16,

II.15.16f, II.15.17 (See under Cameras, SLR)
Capacitor, MOS, I.22.4f, I.22.7–I.22.8, I.22.8n,

I.22.11f
(See also Metal oxide semiconductor (MOS))

Capillary optics:
condensing, III.29.2–III.29.3, III.29.3f,

III.29.4–III.29.6
imaging, III.29.3, III.29.3f, III.29.4
multiple (polycapillary), III.30.1,

III.30.4–III.30.15, III.31.11,
III.35.4–III.35.5, III.35.8–III.35.15,
III.35.19–III.35.21, III.36.15

with neutron beams, III.36.15
progress in, III.37.3
single, III.29.1–III.29.6, III.31.11, III.35.4,

III.35.8–III.35.9
Capillary puller, III.29.4, III.29.5f
Carbon arc lamps, I.10.19, I.10.22f–I.10.23f,

I.10.24t, I.10.25, I.10.25t, I.10.26f
Carbon-black suspension (CBS), optical limiting

in, IV.19.11, IV.19.11f, IV.19.12
Carbon dioxide (CO2) lasers, I.11.17, I.11.17f,

I.11.33
Carbon disulfide molecule, and reorientational

Kerr effect, IV.17.15, IV.17.15f, IV.17.16
Cardboarding effect, in visual perception,

III.12.15
Cardinal Black, II.37.36

BRDF of, II.37.53f
Cardinal points (see Gauss points)
Carey Lea silver (CLS), in color photographic

film, III.6.4
Carlisle objectives, II.18.9
Carlson, Chester, III.5.1
Carl Zeiss Jena infinity-corrected objectives,

II.17.17, II.17.20f
Carl Zeiss prism, II.4.16, II.4.16f
Carrier populations, changing, II.6.10–II.6.11
Carrier sense multiple access with collision detec-

tion (CSMA/CD), IV.16.7
Carrier-to-noise ratio (CNR), I.31.26

in digital vs. analog systems, IV.2.15f, IV.12.14
Carrier transit time, in photodetectors, I.17.6
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Carrier trapping, IV.25.22–IV.25.23, IV.25.23f,
IV.25.24

Cascaded limiter, IV.19.6
Cascaded third-order nonlinearities,

IV.17.22–IV.17.25, IV.17.25f, IV.17.26
Cassegrain design, typical, I.38.3f
Cassegrain-Mersenne telescope, afocal, II.18.10,

II.18.10f
Cassegrain objectives, II.18.7, II.18.7f, II.18.8

dual-focal, II.18.10f
with field corrector, II.18.9, II.18.9f
Schmidt-meniscus, II.18.23, II.18.23f
with Schwarzschild relay, II.18.36, II.18.36f
spherical primary, II.18.10, II.18.10f
three-mirror, II.18.32, II.18.32f, II.18.33,

II.18.33f
Cassegrain telescope, III.27.1, III.28.1
Catadioptric, definition of, II.18.41
Catadioptric lenses, II.2.21

Herschelian, II.18.30, II.18.30f
Catadioptric systems, I.1.10, I.1.36
Cat-a-lac Black, II.37.36

glossy, specular reflection for, II.37.51f
Cataracts:

and aging, III.13.8, III.13.19
correction of, with lenses, III.11.3
definition of, III.13.1
incidence of, III.13.3, III.13.8, III.13.19
infrared, III.15.8, III.15.11
surgical correction of, III.11.13–III.11.14,

III.13.4, III.13.9, III.13.19
and ultraviolet radiation, III.11.10,

III.11.13–III.11.14, III.13.8, III.13.19,
III.15.1, III.15.4–III.15.6, III.15.7f

Cathodeluminescence (CL), II.36.72
Cathode ray tube (CRT), I.28.17, II.15.7, II.19.26

bandwidth, I.27.7
characteristics of light from, I.27.15
characterization characteristics, I.27.35–I.27.36
color

calibration of, I.27.21–I.27.22
design of, I.27.3
viewing environments for, I.27.19–I.27.20

colorimetric standards in, I.27.15
electronics and controls, I.27.7
emission spectra of, I.27.6f
frames and fields in, I.27.10, I.27.10f, I.27.11
gamma correction exponent in, I.27.7f
horizontal scanning in, I.27.11, I.27.11f,

I.27.12
image display setup, I.27.20
input signal, I.27.11
light from, I.27.17f

characteristics of, I.27.16
linearization, I.27.35

Cathode ray tube (CRT) (Cont.):
monochrome, I.27.4, I.27.4f

amplification in, I.27.8–I.27.9, I.27.9f
operation, I.27.9
operational characteristics of, I.27.14
output, stability of, I.27.16–I.27.17
raster generation in, I.27.9–I.27.10
shadowmask, I.27.5, I.27.5f

problems in, I.27.6
spatial uniformity in, I.27.18, I.27.18f, I.27.19,

I.27.19f
synchronization standards in, I.27.14
vertical scanning in, I.27.12, I.27.12f, I.27.13

Cauchy formula, II.33.26
Causality, mathematical expression of, IV.17.11,

IV.17.13
Caustics, I.1.96
Cavities:

emissivities of, I.10.5, I.10.5f
of lasers, I.11.3
temperature gradients in, I.10.6

Cavity dumping, I.11.29
Cavity resonators, I.3.24
CD, linear velocity of, I.31.6n
CD-ROM, I.31.2
Cellulose acetate, I.20.4–I.20.5
Celor lenses, II.1.31f
Center for X-Ray Optics, III.21.3
Center-of-mass motion, of atom, IV.26.46, IV.28.2,

IV.28.32
Center of rotation, III.12.1
Center of symmetry, in optical fiber, IV.1.6, IV.1.43
Central Commission for International Telephone

and Telegraphy (CCITT) (see International
Telecommunications Union (ITU))

Central field potential, I.8.14
Central limit theorem, I.4.9
Centroid anisoplanatism, III.1.17
CEPT digital hierarchy, IV.12.22f
CEPT1 30-channel system, IV.12.21
CGH-Maksutov test, II.31.9, II.31.10f
Cgs gaussian system, II.38.23–II.38.24
Chalcogenide fiber, II.10.45–II.10.46,

IV.1.47–IV.1.48, IV.14.2t–IV.14.3t, IV.14.7,
IV.14.7f, IV.14.8, IV.21.3

Chandra X-ray Observatory, III.28.1, III.28.3f,
III.28.6, III.28.10

Channel add/drop, IV.13.14
Channel capacity, of fiber communications sys-

tems, IV.5.1
Channel electron multipliers (CEMs), III.34.6
Channeling radiation, III.33.1, III.33.3
Channel power, in WDM networks, equalization

of, IV.13.21–IV.13.23, IV.13.23f, IV.13.24,
IV.13.24f
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Channel spacing, unequal, IV.3.10
Channel substrate planar (CSP) lasers, I.13.21,

I.13.23f, I.13.39f
Chaos, II.28.5
Characteristic temperatures, of crystalline materi-

als, II.33.34
Characteristic X-ray radiation, III.31.6–III.31.7,

III.31.7f, III.31.10, III.33.2, III.35.15
Charge-coupled device (CCD), I.16.11–I.16.12,

I.21.2, I.21.6f, I.21.7, I.22.8n, I.22.16f, II.15.7,
III.4.2, III.35.32

array architecture of, III.4.3–III.4.6
backside-illuminated, I.22.8
buried-channel (BCCD), I.22.15, I.23.14, I.23.16
characteristics of, I.22.18–I.22.19, I.22.19f,

I.22.20, I.22.20f
correlated double sampling (CDS) and, 

I.22.21
intensified (see Intensified charge-coupled

device (ICCD))
operation of, I.22.13–I.22.14, I.22.14f, I.22.15
output of, I.22.15–I.22.16
performance of, I.22.34
readout, I.22.22
resolution from, II.15.8
silicon, I.23.14
surface channel (SCCD), I.23.16
transfer inefficiency in, I.22.20–I.22.21
types of, I.22.16–I.22.17, I.22.17f, I.22.18
(See also Image sensors)

Charge-coupled device (CCD) cameras, I.21.20f,
III.2.7, III.4.2–III.4.3, III.4.17

Charged particle accelerators, II.24.29
Charge injection device (CID), III.4.2,

III.4.6–III.4.8
advantages of, III.4.8
functional array layout for, III.4.7f
in medical X-ray imaging, III.35.32
pixel architecture for, III.4.6f
pixel operation for, III.4.7f
signal-to-noise ratio for, III.4.7

Charge-injection devices (CIDs), I.21.2, I.23.16
Charge-sensing elements, antiblooming in,

I.22.9–I.22.10, I.22.10f, I.22.11
Charge spectrograph, III.5.8, III.5.9f
Charge sweep device (CDS), I.23.14
Chemglaze (see Aeroglaze)
Chemical beam epitaxy (CBE), I.13.7,

II.6.16–II.6.17
Chemically assisted reactive ion beam etching

(CAIBE), II.6.18
Chemical vapor deposition (CVD), II.7.14,

II.10.43, IV.1.44–IV.1.45, IV.1.47
plasma-assisted, II.6.17

Chief ray, I.1.82f, II.18.41

Chirp:
parametric enhancement and pulse compres-

sion, I.14.14
in semiconductor lasers, I.13.39

Chirped gratings, IV.9.7
Chirped pulse excitation, IV.24.24–IV.24.25
Chromatic aberration, I.1.100, I.24.17, I.26.39,

I.34.10, I.34.12
correction, in binary optics, II.8.6, II.8.6f
in eyes, I.24.18, I.24.18f, I.24.19
in human eye, III.11.5, III.12.33, III.13.10,

III.13.12
longitudinal (LCA), I.24.17–I.24.18, I.24.18f
off-axis, I.33.3
and retinal microscopy, III.10.9
and Stiles-Crawford effect, III.9.7
transverse (TCA), I.24.18–I.24.19

Chromatic dispersion, IV.6.9–IV.6.11
in optical fiber, IV.13.4–IV.13.5, IV.13.5f,

IV.13.6, IV.13.6f
Chromaticity diagrams, I.26.23–I.26.24

CIE 1931 xy, I.26.23f, I.26.24
Chromatic smearing, III.18.6, III.18.8f
Chromium:

extinction coefficient for, II.35.14t–II.35.15t
vs. wavelength, II.35.23f

index of refraction in, II.35.14t–II.35.15t
vs. wavelength, II.35.23f

reflectance of, II.35.32t–II.35.33t
Chromogenic color film, I.20.15
CIELAB color space, III.8.4
CIELAB coordinates, I.26.37
CIELUV coordinates, I.26.37
CIE standard photometric observer for photopic

vision, III.14.2
CIE 1931 color-matching functions, I.26.13, I.26.14t
CIF, II.8.15
Cilia, III.9.1
Ciliary-type photoreceptors, in vertebrates, 

III.9.3
Circle polynomials, I.1.98
Circuit switching, IV.13.16
Circular absorption dichroism, III.25.5, III.25.5f,

III.25.6
Circular aperture, diffraction image of, II.17.10f
Circular dichroism, II.20.19

magnetic, II.20.20
Circularly polarized light, I.5.24–I.5.25, I.5.26n,

I.5.28
Circularly polarized radiation, II.20.21
Circular phase plate, III.25.6, III.25.7f
Circular polarization, III.25.5–III.25.8

analyzers for, III.25.6–III.25.7, III.25.7f, III.25.8
and bending magnets, III.32.6–III.32.7, III.32.7f,

III.32.8, III.32.8f
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Circulator (see Optical circulator)
Cladding, of optical fiber, IV.1.6–IV.1.7, IV.1.11

fabrication of, IV.1.44, IV.1.47–IV.1.48
and radiative loss, IV.2.2

Cladding layers, I.13.4–I.13.5
Cladding mode coupling device, IV.8.1
Cladding modes, II.10.6, IV.1.7, IV.1.7f
Clausius-Mosotti relationship, II.33.28
Clausius-Mosotti theory, I.6.18
Clear lens exchange (CLE), III.11.17
Cliff effect, IV.6.5
Clipped Lambertian distribution, III.2.4, III.2.6
Clock:

atomic, IV.28.27
and bit error rate, IV.6.4
and jitter, IV.6.15–IV.6.16

Clock recovery:
optical, IV.12.34–IV.12.35, IV.12.35f, IV.12.36,

IV.12.38–IV.12.39
for return-to-zero data stream, IV.12.13,

IV.12.14f
Clock signal:

in demultiplexing, IV.12.9, IV.12.12
and line filtering, IV.12.15

Closed-circuit television (CCTV):
camera output standard for, III.4.20

Closed-loop stability, in laser servo system,
IV.27.8–IV.27.12

Cluster hopping, IV.22.25, IV.22.25f, IV.22.26,
IV.22.30

CMT-Acutance index, I.20.21
Coatings, optical (see Black surfaces, optical; Mul-

tilayer reflective coatings; Optical coatings)
Coaxial combination of lenses, I.1.68–I.1.69,

I.1.69f, I.1.70, I.1.70f
Cochlea, III.9.1

as light guide, III.9.24–III.9.26
organ of Corti in, III.9.2

Coddington’s equations, I.1.48
Code mark inversion (CMI), IV.12.12, 

IV.12.12f
Coding, quantum-dense, IV.26.15
Cohen’s “Matrix R,” I.26.33
Coherence:

area, I.4.3
atomic, IV.23.12–IV.23.13, IV.23.3–IV.23.5,

IV.23.26, IV.23.26f, VI.23.27
complex degree of, I.4.4
degree of, I.2.38
in electromagnetically induced transparency,

IV.23.3–IV.23.5, IV.23.8–IV.23.9
maximal atomic, and nonlinear optics, IV.23.26,

IV.23.26f, IV.23.27
measurements of, I.4.3–I.4.4
in optical fiber, IV.1.14

Coherence (Cont.):
in semiconductor saturable absorber,

IV.25.20–IV.25.21
spatial, I.2.39, I.4.3
spectral, complex degree of, I.4.5, I.4.14, 

I.4.18
temporal, I.2.42
transverse, III.35.3
volume, I.4.3

Coherence collapse, IV.4.25–IV.4.28
Coherence function:

definitions of, I.4.4–I.4.9
higher-order, I.4.9
mutual, I.2.37, I.2.37f, I.2.38, I.4.4, I.4.7
temporal, I.2.37

Coherence length, IV.22.11
Coherence theory, I.2.37, I.4.21f

classical, I.4.1
quantum, I.4.2
sources, of light (see Light, sources of)

Coherence time, I.4.3
Coherency matrix, II.22.8
Coherent adiabatic population transfer,

IV.23.3–IV.23.5, IV.23.7, IV.23.20
Coherent anti-Stokes Raman scattering (CARS),

II.36.58–II.36.59, IV.17.5t, IV.17.19–IV.17.20,
IV.18.3t, IV.18.4, IV.18.5f, IV.18.35, IV.18.43,
IV.18.43t

energy level diagram for, IV.17.7, IV.17.7f
Coherent control, IV.25.22
Coherent coupling, I.24.26
Coherent crosstalk, in WDM network,

IV.13.25–IV.13.25f, IV.13.26, IV.13.26f
Coherent demodulation, II.10.36, IV.1.38–IV.1.39
Coherent image amplification, II.39.27–II.39.28
Coherent interference:

and crystals, III.22.2
and mixing rod applications, III.2.33
and synchrotron radiation, III.32.1
and X rays, III.19.7–III.19.8

Coherent mode function, I.4.21–I.4.22
Coherent optical communications,

II.10.32–II.10.33, II.10.33f, IV.1.34–IV.1.35,
IV.1.35f, IV.1.36–IV.1.38

demodulation in, II.10.36, II.10.36f
fiber requirements in, II.10.37
heterodyne/homodyne detection in, II.10.33,

II.10.33f, II.10.34
modulation formats, II.10.34–II.10.35
receiver sensitivity in, II.10.34, II.10.35t
repeater spacing in, IV.2.11
source requirements in, II.10.35
stimulated Brillouin scattering in, IV.1.40

Coherent optical transients, Bloch equations for,
IV.24.3–IV.24.5
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Coherent population trapping (CPT),
IV.23.3–IV.23.5, IV.23.5f, IV.23.20

classical versus quantum approach to,
IV.23.9–IV.23.10

in lambda three-level atomic scheme,
IV.23.6–IV.23.7

and nonlinear frequency conversion,
IV.23.26–IV.23.27

Coherent radiation, III.2.2, III.19.6, III.32.2,
III.32.19

producing, IV.18.42–IV.18.43, IV.26.19
Coherent receivers, IV.2.11
Coherent scattering, III.3.3, III.3.5–III.3.7,

III.20.8, III.36.4, III.A.1
Coherent spectroscopy, Raman interactions in,

IV.18.43, IV.18.43t, IV.18.44f
Coherent states, of photons, IV.26.13
Coherent Stokes Raman scattering (CSRS),

IV.17.5t, IV.17.19–IV.17.20, IV.18.43t
Coherent Stokes Raman  spectroscopy (CSRS),

II.36.58–II.36.59
Coherent transient spectroscopy,

IV.24.25–IV.24.27
Coherent wave, II.19.10n
Coherent X-ray metrology, III.26.5
Cold cathode lamps, I.10.35, I.10.40
Cold molecules, production of, IV.28.30
Coleoptile, in plant structure, III.9.1, III.9.27,

III.9.27f
Collected volatile condensable materials

(CVCM), II.37.19
Collimation, I.31.9–I.31.10

of atomic beam, IV.28.13–IV.28.14, IV.28.14f
limitations to, III.35.7, III.35.7f, III.35.8
methods for, III.35.9–III.35.11
in multicapillary X-ray optics, III.30.6f,

III.30.8–III.30.11, III.30.11f–III.30.12f,
III.30.15

of neutrons, III.36.13–III.36.14
parallel beams in, III.35.11, III.35.11f, III.35.12,

III.35.12f
and synchrotron radiation, III.32.1

Collinear transformation, I.1.61–I.1.63, I.1.68
matrix representation of, I.1.64
properties of, I.1.67

Collineation, I.1.60–I.1.63
Collisional broadening, I.11.6
Color:

axial, I.33.2, I.33.2f, I.33.3
computational constancy, I.26.34–I.26.35
context effects, I.26.41
lateral, I.33.4, II.18.41
sensitivity regulation in, I.26.42
use of, I.8.4

Color-anomolous observers, I.26.39
Color appearance, I.26.41–I.26.42

Color center, II.28.13
lasers, I.11.36

Color constancy, I.26.42
in imaging, III.17.6

Color coordinate systems, I.26.12
CIELUV and CIELAB spaces, I.26.37–I.26.38
CIE uniform color spaces, I.26.36, I.26.36f
cone modulation space, I.26.15
cone sensitivities in, I.26.14

Smith-Porkorny estimates of, I.26.17t, I.26.18f
Stockman-McLeod-Johnson estimates of,

I.26.18t
DLK color space, I.26.15–I.26.16
opponent and modulation spaces in,

I.26.14–I.26.15
stimulus spaces in, I.26.12
transformations between color spaces, I.26.17,

I.26.19, I.26.19t, I.26.20–I.26.21
transformations between visual systems, I.26.34

Color copying, xerographic, III.5.2, III.5.5,
III.5.11–III.5.13

full color, III.5.11–III.5.12, III.5.12f
highlight color, III.5.13, III.5.13f

Color data, visualizing, I.26.22
chromaticity diagrams, I.26.23
three-dimensional approaches to, I.26.22,

I.26.22f, I.26.23
wavelength, functions of, I.26.24

Color-deficient observers, I.26.39
Color differences, measurement of small,

I.26.35–I.26.36, I.26.36f
Color discrimination, I.26.35
Color filter array (CFA), III.4.18
Color imaging, I.22.34
Colorimeters, I.26.24
Colorimetry, I.27.22, III.14.12

color-matching experiments in, I.26.7, I.26.7f
empirical foundations of, I.26.7
goal of, I.26.1
linear models, of stimulus representation, I.26.6

basis vectors in, I.26.6
matrix representation of, I.26.5, I.26.6f
use of, I.26.5

measurements, I.26.24
reference sources for, I.26.2
spectral functions in, I.26.3
stimulus representation in, I.26.3
surfaces in, I.26.25
updated recommendations in, III.8.4
vector representation of spectral functions in,

I.26.3, I.26.4f
visible spectrum, sampling of, I.26.6

Color-matching, I.26.8–I.26.9
CIE 1931 functions, I.26.13, I.26.14t, I.26.16t
cone coordinates in, I.26.11
consistency in, I.26.9
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Color-matching (Cont.):
critical properties of, I.26.8
effects of errors in, I.26.40, I.26.40f
experiments, I.26.7, I.26.7f, I.26.8, I.26.38
functions, I.26.11, I.26.13f
Judd-Vos modified functions, I.26.13, I.26.15t
mechanisms of, I.26.10
1964 10° functions, I.26.13–I.26.14
tristimulus coordinates and, I.26.8–I.26.9

Color negative photographic film, III.6.10,
III.6.18, III.6.23, III.6.26–III.6.28, III.6.28t,
III.6.29, III.6.29t

Color-normal observers, differences among,
I.26.38

Color perception, III.4.18–III.4.19, III.6.16,
III.6.17f, III.9.19–III.9.20

aesthetic concerns in, III.17.10–III.17.11
and aging, III.13.13–III.13.15
and cataracts, III.11.13
and electronic imaging, III.17.5–III.17.6,

III.17.9
Color photography:

emulsions for, III.6.6–III.6.10
film for, III.6.2–III.6.5
image dyes in, III.6.10–III.6.13
papers for, III.6.5–III.6.6
spectral sensitizers in, III.6.14–III.6.19

Color record, in photographic film, III.6.4
Color reproduction, subtractive, I.20.14–I.20.15
Color reversal film, III.6.23–III.6.24, III.6.24t,

III.6.25
Colors, out-of-gamut, I.27.25, I.27.28
Color sequential imaging, I.22.35
Color space (see Color coordinate systems)
Color stimuli, metameric, I.26.8
Color temperature, II.24.48

measurement of, III.14.4t, III.14.7
Coma, III.10.4, III.10.7

with conic reflectors, III.2.11
defined, II.18.41
with spherical lenses, III.2.8

Combinations of properties, II.33.38
Comité International des Poids et Mesures

(CIPM), III.14.2
Commando cloth:

reflectance of, II.37.37f
transmittance of, II.37.42f

Commercial lighting, lens arrays used in, 
III.2.33

Commission Internationale de l’Éclairage (CIE)
(see International Commission on 
Illumination (CIE))

Communications links:
length limit for, IV.1.11
point-to-point, IV.1.24–IV.1.31

Commutator, IV.12.1, IV.12.6, IV.12.8, IV.12.8f

Compact audio disk (CD), I.31.1, II.9.7
plastic lenses in, II.7.7

Compact-source arc lamps, I.10.31,
I.10.31f–I.10.32f

Compander, IV.12.11
Compensator:

Dall, II.30.22f
holographic, II.30.23
Offner, II.30.23, II.30.23f
reflective, II.30.22
refractive, II.30.22
(See also Retardation plates, variable)

Complementary metal-oxide semiconductor
(CMOS), III.4.2, III.4.8–III.4.9

Component power, minimizing, I.32.12–I.32.13,
I.32.13f

Component specifications, for optical systems,
I.35.1

Composite second-order (CSO) distortion, 
IV.2.15

Composite triple-beat (CTB) distortion, IV.2.15
Compound elliptical concentrator (CEC),

III.2.15, III.2.15f, III.2.17
Compound elliptic reflector, III.2.38
Compound hyperbolic concentrator (CHC),

III.2.15–III.2.16, III.2.16f, III.2.17
Compound hyperbolic reflector, III.2.38
Compound parabolic concentrator (CPC), III.2.1,

III.2.14, III.2.14f–III.2.15f, III.2.20, III.2.28
Compound refractive lens (CRL), III.20.4,

III.20.4f, III.20.5, III.20.5f, III.20.6–III.20.8
Compression:

in electronic imaging, III.7.7, III.17.3–III.17.4
of signal, IV.12.11

Compression delay, in time-division multiple
access, IV.12.18

Compressive strain:
and electrorefraction, IV.4.65
on quantum wells, IV.4.33–IV.4.34

Compton scattering, III.20.7–III.20.8, III.30.15,
III.35.20, III.35.21f, III.35.27, III.35.30,
IV.26.7, IV.26.10

Computed radiography, III.35.27,
III.35.30–III.35.32, III.35.32f

Computer-aided drafting (CAD), spline surfaces
used in, III.2.7

Computer-Augmented Virtual Environment
(CAVE), III.12.32–III.12.33

Computer-generated holograms (CGH),
II.31.5f–II.31.6f

interferometers using, II.31.6, II.31.6f, II.31.7
null lens test, II.31.8, II.31.9f
plotting, II.31.3–II.31.6
types of, II.31.2

Computer-numerical control (CNC) lathe turning,
II.34.13
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Computers:
screen reflections on, III.16.2–III.16.3
spectacle lenses for working at, III.11.8–III.11.9
and vision problems, III.16.1–III.16.6

Computer Vision Syndrome (CVS), III.16.1
Computing environment, I.34.23
Concatenation, of SONET frames, IV.16.6
Concentrated arc lamps, I.10.39
Concentration:

calculating, III.2.6
definition of, III.2.1
methods for, III.2.13–III.2.23
2D versus 3D geometries for, III.2.20–III.2.22

Concomitant vision, III.12.1
Condensed matter systems:

atomic motion control in, IV.28.31
relaxation in, IV.24.15
study of, IV.28.5
and ultrashort laser pulses, IV.25.4

Condensers, I.32.10, I.32.10f, I.32.11, I.32.11f
Condensing capillary optics, III.29.2–III.29.3,

III.29.3f, III.29.4–III.29.6
Condition of detailed balance, in laser photon

statistics, IV.26.24
Condon point, in ultracold collisions,

IV.28.28–IV.28.29, IV.28.29f
Conduction band, I.12.4, I.16.3
Conductive magnetic brush (CMB), III.5.7
Cone concentrator, III.2.14, III.2.17
Cone polymorphism, I.26.39
Cones, I.25.5, I.25.7f, I.25.9f, III.6.16,

III.7.8–III.7.9, III.7.12, III.10.3f
and aging, III.13.13–III.13.14, III.13.14f, III.13.15
alignment of, III.9.8
directional sensitivity of, III.9.4
Henle’s fibers in, III.9.1
idealized model of, III.9.22f
pedicle in, III.9.2, III.9.20
physiology of, III.9.3, III.9.9f, III.9.12,

III.9.21–III.9.22
Conférence Générale des Poids et Mesures

(CGPM), III.14.2
Confidence interval (CI), II.24.24
Configurational coordinate model, I.8.26
Configurational relaxation, II.28.15,

II.28.16f–II.28.17f
measurement of, II.28.17
temperature dependence and, II.28.18, II.28.18f

Configuration factor, II.24.16
Confocal parabolas (see under Lenses, afocal)
Conical foil imaging mirrors, II.11.12, II.11.12t,

II.11.13
Conical foil X-ray telescopes, high energy X-ray

astrophysics with, II.11.26
Conic constant, II.18.41

Conic lenses, III.2.9, III.2.10f
Conic parameter, I.1.38
Conic reflectors, III.2.11, III.2.12f
Conics, of rotation, I.3.38
Conic surfaces, II.18.2–II.18.3, II.18.3f
Conjugate equations, I.1.53–I.1.54

focal lenses and, I.1.53f
Conjugate eye movements, III.12.1,

III.12.7–III.12.8, III.12.21–III.12.22
Conjugate imaging system, II.19.5f
Conjugate lines, I.1.64
Conjugate planes, I.1.63
Conjugate points, I.1.33
Conjunctiva, III.15.1, III.15.7
Connector loss, IV.6.8, IV.6.8t, IV.6.17

measurement of, IV.1.15–IV.1.16
Connectors, reflection from, IV.1.25, IV.6.14
Conoscopic observation, II.17.39–II.17.40, II.17.40f
Conservation of momentum, I.9.28

linear photon, II.38.12–II.38.13, II.38.13f,
II.38.14, II.38.14f

Constricted double-heterostructure large optical
cavity (CDH-LOC) lasers, I.13.23f

Consultative Committee on Photometry and
Radiometry (CCPR), III.7.2

Contacting, wafer processing and, I.12.25–I.12.26
Contact lenses, III.10.2, III.10.11–III.10.12,

III.11.3, III.11.10
and cataracts, III.11.13–III.11.14
and computer work, III.16.4
and eye movement, III.12.29
implantable, III.13.24
and presbyopia, III.11.12–III.11.13, III.12.19
rigid, III.11.11–III.11.12
scleral, III.11.13
soft, III.11.10–III.11.11, III.11.11f
and unequal magnification, III.12.26–III.12.27

Continuous object, II.32.2
Continuous phase multiplexer, II.8.11
Continuous polishers (CP), I.40.6
Continuous-wave (CW) dye laser, III.1.34,

III.1.34f, III.1.35, III.1.35f
Continuous-wave (CW) optical spectroscopy,

IV.24.2
Continuous-wave optical parametric oscillator (CW

OPO), IV.22.15, IV.22.29–IV.22.30, IV.22.55
(See also specific types)

Continuum excitations, IV.25.20–IV.25.21
Contour generation, II.23.7
Contrast, I.29.4
Contrast, image:

and cataracts, III.11.13
in medical X-ray applications, III.35.26,

III.35.26f, III.35.27, III.35.28f,
III.35.29–III.35.30, III.35.30f
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Contrast constancy, I.25.35
Contrast discrimination, I.25.33, I.25.33f, I.25.34
Contrast estimation, I.25.35
Contrast generation, in microscopes, II.17.22,

II.17.24f
Contrast masking, I.25.33–I.25.34, I.25.34f,

III.17.3–III.17.4
Contrast ratio, in modulators, IV.4.58–IV.4.60
Contrast sensitivity, III.10.1, III.12.20, III.13.8,

III.13.15–III.13.16, III.13.23
Contrast sensitivity function (CSF),

I.25.21–I.25.22, I.25.22f–I.25.23f, I.25.26,
I.25.27f, III.13.15–III.13.16, III.13.17f, III.17.3

chromatic, I.25.31, I.25.33
falloff, high-frequency, I.25.29–I.25.30
isochromatic, I.25.32f
low-frequency falloff in, I.25.28
spatio-temporal, I.25.30
temporal, I.25.31f

Contrast transfer functions (CTF), II.32.8
and modulation transfer function (MTF), II.32.9f

Control pulse, in all-optical switching,
IV.21.4–IV.21.7

Control signal switching, IV.21.2
Convention of the Meter, III.7.2
Convergence, III.12.1, III.12.22, III.12.25

in CRTs, I.27.13–I.27.14
errors of, III.12.13, III.12.20, III.12.27
as extraretinal information, III.12.3

Convergence accommodation, III.12.24, III.12.29,
III.12.32

Convergence-accommodation/convergence
(CA/C) ratio, III.12.24

Convergent beam diffraction, III.37.3–III.37.4
Converging reflector, II.2.39f, III.2.38, III.2.40
Conversion efficiency, second-harmonic,

II.38.14–II.38.16
Converter, analog-to-digital, II.6.23
Cook objectives, three-mirror, II.18.34, II.18.34f
Cooling:

for atom trapping, IV.28.20–IV.28.22
evaporative, IV.28.27–IV.28.28, IV.28.35,

IV.28.36f
optical, IV.28.1, IV.28.3, IV.28.6, IV.28.35

(See also Laser cooling)
sub-Doppler, IV.28.15–IV.28.19

Cooper pairs, III.34.9
Copepod, III.9.1
Copilia, vision system of, III.9.4
Copper:

electrical resistance of, II.35.58f
extinction coefficient for, II.35.13t–II.35.14t

vs. wavelength, II.35.23f
index of refraction in, II.35.13t–II.35.14t

vs. wavelength, II.35.23f

Copper (Cont.):
reflectance of, II.35.31t–II.35.32t

vs. wavelength, II.35.42f
specific heat of, II.35.70f
thermal conductivity of, II.35.64f–II.35.65f

Copper distributed data interface (CDDI), IV.16.4
Copper vapor lasers, I.11.14, I.11.14f, I.11.16,

I.11.32, I.14.21
Core, of optical fiber, IV.1.6–IV.1.8

fabrication of, IV.1.44, IV.1.47–IV.1.48
Cornea:

in aberration correction, III.10.6–III.10.7,
III.10.12

and aging, III.13.5–III.13.7
and contact lenses, III.11.10
corrective surgery on, III.13.24–III.13.25
distortion of (see Kerataconus)
implants in, III.11.17
inflammation of, III.15.1
radiation damage to, III.15.1, III.15.4–III.15.6,

III.15.13
as refractive element, III.11.2, III.11.4, III.13.6
unequal powers of, III.12.26

Corneal endothelium, III.13.6
Corneal irradiance, III.15.8
Cornell Black, II.37.28
Cornell High Energy Synchrotron Source

(CHESS), III.29.4, III.29.5f
Corning Glass Works (Corning, Inc.),

II.7.6–II.7.7, II.7.9f, IV.1.5, IV.1.44
Corning lenslet, II.7.19f
Cornu equation, II.33.26
Coroneo effect, III.15.1, III.15.6, III.15.6f, III.15.7
Corotron, III.5.2, III.5.3f
Corpuscular theory, of rays, I.1.9
Correlated double sampling (CDS), I.22.21, III.4.11
Correlated emission laser (CEL),

IV.26.43–IV.26.44
Correlation fringes, II.23.11
Correlation length, I.7.10
Correlation of properties, II.33.37–II.33.38
Corresponding retinal points, III.12.1
Cosine condition, I.1.33, I.1.33f
Cosine law of emission, II.24.9
Cosine law of irradiation, II.24.9
Cosine-to-the-fourth approximation, I.1.88
Couder objectives, II.18.13, II.18.13f
Coulomb attraction, I.9.32
Coulomb energy, Dirac form of, I.8.6
Coulomb explosion, II.28.7–II.28.8
Coulomb repulsion, II.28.7
Couple-cleaved cavity (C3) laser, IV.12.27
Coupled cavity lasers, I.13.40, I.13.40f, I.13.41
Coupled-dipole method, I.6.12, I.6.17–I.6.18
Coupled mode theory, II.6.24
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Coupled plasma-phonon behavior, II.36.37
Coupled-wave equations, in optical parametric

generation, IV.22.4, IV.22.8–IV.22.9
Coupled-wave theory, time-dependent, II.39.10
Couplers, fiber-optic, IV.8.1–IV.8.3

directional, IV.10.2–IV.10.3, IV.10.3f
fabrication technologies for, IV.8.1
half-beat-length, IV.21.5
nonlinear directional, IV.21.5, IV.21.5f, IV.21.6
polarization-maintaining, IV.8.6–IV.8.7, IV.8.7f
propagation through, IV.8.3
tapered, IV.8.1–IV.8.2, IV.8.2f, IV.8.3–IV.8.4
in wavelength-division multiplexing, IV.8.1, IV.8.4

Coupling:
achromaticity in, IV.8.3–IV.8.4, IV.8.4f
detector-fiber, IV.4.71
and EDFAs, IV.2.12
with fiber pigtail, IV.4.9, IV.4.14, IV.4.50
in-plane, in photonic crystals, IV.20.10–IV.20.11
laser-fiber, IV.1.7, IV.2.6, IV.4.26, IV.4.45
laser-modulator, IV.4.50, IV.4.57,

IV.4.60–IV.4.61
LED-fiber, IV.2.5, IV.4.40–IV.4.41, IV.4.41f,

IV.4.42
out-of-plane, in photonic crystals,

IV.20.11–IV.20.13
in passive optical networks, IV.2.13
in stimulated Raman scattering, IV.3.4–IV.3.5,

IV.3.7
technology of, IV.8.1

Coupling coefficient, in distributed Bragg reflec-
tor lasers, IV.4.34

Coupling field, in electromagnetically induced
transparency, IV.23.7

Coupling loss, IV.10.1–IV.10.2
with optical amplifier, IV.11.3–IV.11.4

Covariance mapping, II.28.7
Creep strength, II.35.9
Critical fusion frequency (CFF),

III.13.16–III.13.18
Critical illumination, III.2.24
Critical objects, I.38.2

illuminated, I.38.5
imaged, I.38.4–I.38.5
real-space, I.38.3

Critical points, II.36.33
Cronar, I.20.4
Crossed converging reflector, II.2.39f, III.2.38
Crossed diverging reflector, II.2.39f, III.2.38
Cross-gain modulation (XGM), IV.11.10,

IV.11.10f, IV.11.11
Cross-phase modulation (XPM), IV.3.2–IV.3.3,

IV.3.11, IV.13.7, IV.13.7f
and disperson-managed soliton transmission,

IV.7.14, IV.7.14f, IV.7.15
for wavelength conversion, IV.11.10, IV.11.10f

Cross-spectral density function, I.4.5–I.4.6, I.4.15,
I.4.15f, I.4.16, I.4.16f–I.4.17f

Crosstalk, II.6.36
in cross-phase modulation, IV.3.3–IV.3.4
from nonlinear transmissions, IV.3.1
optical, III.9.4
with optical amplifier, IV.11.3
and stimulated Raman scattering, IV.3.7
in tapered fiber switch/attenuator, IV.8.5
and waveguide intersections, IV.20.17
in wavelength-division multiplexing, IV.1.34,

IV.11.2
in WDM networks, IV.13.24, IV.13.24f, IV.13.25,

IV.13.25f, IV.13.26, IV.13.26f
Crown-in-front lens design, II.1.24
Cryogenic X-ray detectors, III.34.8–III.34.9
Crystal growth:

epitaxial (see Epitaxial growth, crystal)
evaluating, II.6.16

Crystalline fiber, IV.14.1, IV.14.2t–IV.14.3t,
IV.14.8–IV.14.10

Crystalline lens:
and aging, III.13.2, III.13.8–III.13.9, III.15.6
and cataracts, III.11.13–III.11.14, III.13.19,

III.15.4, III.15.6
in clear lens exchange, III.11.17
laser damage to, III.15.13
and myopia, III.11.17
optical density of, III.13.5, III.13.8
radiation exposure limit for, III.11.10
as refractive element, III.11.2
sclerosing of, III.11.3

Crystalline materials:
characteristic temperatures of, II.33.34
engineering moduli values of, II.33.33

Crystalline solids, II.33.5
Crystallographic systems, II.33.6n
Crystallography:

capillary optics in, III.29.4, III.30.11–III.30.12
protein, III.30.11–III.30.12, III.35.7,

III.35.14–III.35.15
Crystalographic point groups, I.9.9t
Crystals:

absorption edge of, I.9.30f
anisotropic, I.9.8, I.9.11, I.9.13, II.13.4, 

II.13.4f
bent (see Bent crystals)
biaxial, I.9.10–I.9.11, II.13.4–II.13.6
centrosymmetric, II.13.10
and channeling radiation, II.33.3
characterization of, II.33.30
and circular polarization, III.25.6–III.25.7,

III.25.7f, III.25.8
classes and symmetries of, II.33.9t
composition of, II.33.30–II.33.31,

II.33.40t–II.33.43t
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Crystals (Cont.):
cubic, room temperature elastic constants of,

II.33.45t
damage limitations of, IV.17.16
density of, II.33.31, II.33.40t–II.33.43t
elastic properties of, II.33.31–II.33.32
ferroelectric (see Ferroelectric liquid crystals)
hardness of, II.33.33
hexagonal, room temperature elastic constants

of, II.33.47t
ice, I.44.39, I.44.42f
impermeability tensor in, II.13.6,

II.13.10–II.13.11
index ellipsoid in, II.13.5, II.13.5f–II.13.6f
linear electro-optic coefficients, II.13.8t
and linear polarization, III.25.2–III.25.4
liquid (see Liquid crystals)
lyotropic (see Liquid crystals, lyotropic)
mechanical properties of, II.33.39,

II.33.48t–II.33.50t
in microfocus X-ray fluorescence systems,

III.35.22, III.35.22f–III.35.23f
molecular weight of, II.33.31
monoclinic, II.33.21
mosaic, II.22.2
nematic (see Nematic liquid crystals)
in neutron interferometry, II.36.11, III.36.12
noncentrosymmetric, II.13.6–II.13.7, II.13.10
nonlinear optical, II.38.11, II.38.22, IV.22.2

commonly-used, II.38.20–II.38.21
properties of, II.38.21t–II.38.23t

optical axis in, II.3.2n
optical modes of, II.33.79t–II.33.80t

with cesium chloride structure, II.33.72t
with chalcopyrite structure,

II.33.78t–II.33.79t
with corundum structure, II.33.74t
with cubic perovskite structure, II.33.78t
with diamond structure, II.33.72t
with fluorite structure, II.33.74t
with a-quartz structure, II.33.76t
with rutile structure, II.33.76t
with scheelite structure, II.33.77t
with sodium chloride structure, II.33.73t
with spinel structure, II.33.77t
with tetragonal perovskite structure, II.33.7t
with trigonal selenium structure, II.33.75t
with wurzite structure, II.33.75t
with zincblende structure, II.33.73t

organic, II.39.23–II.39.24
orthorhombic, II.33.21

room temperature elastic constants of,
II.33.48t

and parametric radiation, II.33.3
photonic, IV.20.2–IV.20.18
piezoelectric, I.9.19

Crystals (Cont.):
polymer-dispersed (see Polymer-dispersed 

liquid crystals (PDLC))
properties of

combinations of, II.33.38
correlation of, II.33.37–II.33.38
tables, II.33.38–II.33.39

quadratic electro-optic coefficients, II.13.9t
quadratic electro-optic effect, II.13.10
refractive indices in, I.9.10f
room-temperature dispersion formulas for,

II.33.61t–II.33.67t
Sellmeier formula and, I.9.15
strength of, II.33.33
structure of, II.33.40t–II.33.43t
summary optical properties of,

II.33.56t–II.33.59t
symmetries in, I.9.11
tetragonal, room temperature elastic constants

of, II.33.46t
thermal properties of, II.33.51t–II.33.54t
thermotropic (see Thermotropic liquid crystals)
triclinic, II.33.21
uniaxial, I.9.8

refractive indices of, II.3.46t
unit cell parameters of, II.33.31
unperturbed principal refractive indices in,

II.13.11, II.13.12f
in wavelength-dispersive X-ray fluorescence

systems, III.35.16
for X-ray diffraction, III.19.8, III.22.1–III.22.6,

III.35.6–III.35.7
CR-39 (see Poly-diallylglycol)
Cubic oxides, II.39.18–II.39.19
Curie temperature:

of ferroelectric materials, II.33.34
phase transition, II.33.34

Current (see specific type)
Current-confined constricted double-heterostruc-

ture large optical cavity (CC-CDH-LOC)
lasers, I.13.21

Curvature, measurement of, II.29.20–II.29.23
confocal cavity arrangements, II.29.24, II.29.24f
optical methods, II.29.23–II.29.25

Cut angle, in prisms, II.3.13n
Cut-back method of attenuation measurement,

IV.1.14–IV.1.16
Cutoff wavelength, I.15.8
Cyanine dyes, III.6.14, III.6.14f
Cyano-biphenyls, II.14.7
Cycling instability, II.35.12
Cyclopean eye, III.12.1, III.12.6–III.12.8
Cyclopegia, III.11.5, III.18.11
Cyclotron resonance, II.36.13, II.36.49–II.36.52,

II.36.52f
experiments, I.5.25
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Cyclovergence, III.12.1, III.12.23, III.12.27,
III.12.36

Cylinders, I.6.16
Cylindrical waves (see Wavefronts, cylindrical)
Czerny-Turner monochromator, II.20.6

Dall-Kirkham objectives, II.18.9, II.18.9f
Damage thresholds:

for nonlinear materials, IV.22.2,
IV.22.53–IV.22.54, IV.22.64–IV.22.65

in optical limiting, IV.19.3–IV.19.4, IV.19.6,
IV.19.10

Dammann approach, II.8.12
Damped least-squares method (DLS),

I.34.18–I.34.20
Dark current, I.15.8, I.22.12–I.22.13, I.22.13n,

II.20.7–II.20.8, III.4.12
diffusion current in, I.16.7
generation-recombination current in, I.16.8
of germanium, IV.4.69
in photodetectors, IV.4.3–IV.4.75, IV.4.72t,

IV.4.77
in photosensing elements, I.22.11
in point-to-point communications links,

IV.1.27–IV.1.28
sources of, I.22.11
tunneling current in, I.16.8

Dark field microscopy, II.17.25
Dark focus, I.24.31, I.24.32f, I.24.33
Dark states, IV.28.25, IV.28.35–IV.28.38
Database, lens (see Lenses, database)
Datacom devices, IV.4.1
Datacom systems, IV.6.1–IV.6.2

bit error rate in, IV.6.1
timing delays in, IV.12.16

Data rate:
for ATM, IV.16.6
for FDDI, IV.16.3
with optical amplifier, IV.5.1
for SONET, IV.16.6

DaVinci stereopsis, III.12.4
Daylight, CIE basis vectors for, I.26.26t, I.26.27f
DC loss, IV.6.7
de Broglie wave:

in dark state, IV.28.37
de Broglie wave atom optics, IV.28.32–IV.28.33
de Broglie wavelength:

and Bose-Einstein condensation, IV.28.34
of electrons, I.9.4, I.13.11
and optical lattices, IV.28.32–IV.28.33
in optical trapping, IV.28.22

de Broglie waves, III.36.3
Debye temperature, II.33.35
Decaytime, radiative, I.8.9
Decemet’s membrane, III.13.5
Decision tasks, I.29.2

Decommutator, IV.12.1, IV.12.8, IV.12.8f
Default topology, for Fibre Channel, IV.16.4
Defect absorption, II.36.37–II.36.39
Defocus, I.1.90, I.1.90f, I.1.98, III.9.7, III.10.4,

III.12.24
correction of, III.10.2, III.10.9, III.10.11
and head-mounted display image quality,

III.18.6, III.18.9, III.18.11t–III.18.12t
thermal (see Thermal defocus)

Defocusing:
and Doppler broadening, IV.23.13
electromagnetically induced, IV.23.19

Deformable mirror, III.10.1
actuator requirements for, III.1.15f–III.1.16f
in adaptive optics, III.1.7f, III.1.8, III.1.11, III.8.3,

III.10.8
and higher-order wavefront sensing,

III.1.25–III.1.27, III.1.38
in retinal camera, III.10.6f, III.10.7

Degenerate four-wave mixing (DFWM),
IV.17.30–IV.17.31, IV.18.50, IV.25.18

DeLange’s temporal contrast sensitivity functions
measurements, I.25.29

Delta-beta reversal modulator, IV.4.57
Delta gun CRTs, I.27.5
Delta modulation, I.28.16
Demodulation:

coherent, II.10.36, IV.1.38–IV.1.39
incoherent, IV.1.38, IV.1.38f
of lasers, IV.27.22
in spectroscopy, IV.27.13

Demultiplexers, IV.10.4, IV.10.4f, IV.10.5, IV.10.10,
IV.10.10f–IV.10.11f

IO, II.6.36
nonlinear loop mirror as, IV.21.6, IV.21.6f
prism as, IV.10.5, IV.10.6f
time, IV.12.8f

Demultiplexing, IV.1.31, IV.2.11, IV.12.1, IV.12.4,
IV.12.8

all-optical switch for, IV.12.36–IV.12.38
synchronization of, IV.12.9

Dense wavelength-division multiplexing
(DWDM), IV.2.16, IV.5.1, IV.8.6

Densitometer, I.20.7
Density:

analytical, I.20.15
equivalent neutral (END), I.20.15–I.20.16
integral, I.20.15
matrix, I.5.28
spectral dye curves, in film, I.20.16f
of states, I.9.28–I.9.29, I.9.29f

Density matrix, IV.17.21–IV.17.22, IV.18.6,
IV.24.4–IV.24.5

for coherent population trapping, IV.23.5
in photon echo formation, IV.24.12f,

IV.24.13–IV.24.14
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Density matrix (Cont.):
for spontaneous emission, IV.28.1
in stimulated photon echo, IV.24.15–IV.24.16
for three-level atomic systems, IV.23.8–IV.23.9

Dephasing processes, IV.24.14, IV.25.16
continuum, IV.25.20–IV.25.21
of excitons, IV.25.20

Depletion, in photodiodes, I.16.6
Depletion layer, III.34.5
Depletion layer generation current,

I.22.11–I.22.12, I.22.12n
Depolarization, II.22.6, II.22.23, II.22.25,

II.22.30–II.22.31
Depth magnitude, III.12.12
Depth of field, diffraction-limited, II.17.12
Depth of focus, III.12.12–III.12.13, III.13.8

ocular, I.24.26–I.24.27, I.24.28f
Depth perception, III.12.2–III.12.3, III.12.8,

III.12.11, III.12.11f, III.12.14–III.12.15,
III.12.20

and aging, III.13.18
stereoscopic, III.12.2

DeSoto Black, II.37.36
Detected beam, II.19.35n
Detection acuity, III.10.1
Detection tasks, I.29.2
Detective quantum efficiency (DQE), I.15.8,

I.20.24–I.20.25
Detective time constant, I.15.8
Detectivity, spectral, I.15.10
Detector arrays, II.5.13, IV.2.11
Detector nonlinearity, II.24.37–II.24.38
Detectors, I.28.22–I.28.23, I.28.24t

absolute (see Absolute detectors)
array, II.36.65
in coherent optical communications,

IV.1.34–IV.1.36
fast photo, IV.27.14
metal-semiconductor-metal (MSM), II.10.27
motion, III.2.33
neutron, III.36.15–III.36.16
in optical fiber system, IV.2.1, IV.2.7,

IV.4.1–IV.4.2, IV.4.66
photoelectric, II.3.60
photovoltaic, II.36.64
in point-to-point communications links,

IV.1.24, IV.1.27–IV.1.28, IV.1.28f, IV.1.29,
IV.1.29f

pyroelectric, I.19.2, I.19.6–I.19.7, I.19.7f
semiconductor, III.34.5–III.34.6
solid-state, II.36.64
superconducting tunneling junction, III.34.9
thermal, I.15.4, I.15.14, I.19.2, I.19.4f, I.19.7

general properties of, I.19.8t
ideal, I.19.3, I.19.3f

thermistor (see Thermistors)

Detectors (Cont.):
in wave-division multiplexing, IV.1.32
X-ray (see X-ray detectors)
(See also specific type)

Detuning:
and damping coefficient in traveling wave,

IV.28.8, IV.28.9f
of laser, IV.28.2
in magneto-optical trapping, IV.28.23–IV.28.24
negative, IV.28.17–IV.28.18f
in optical molasses, IV.28.19f

Detuning parameter, in distributed Bragg reflec-
tor lasers, IV.4.34

Deuterium arc lamps, I.10.11, I.10.45, I.10.49f
Deuterium lamp standards, I.10.10
Developer, film, local exhaustion of, I.20.13
Development inhibitor-releasing (DIR) chemi-

cals, III.6.3
Device independent color, III.17.5
DeVries-Rose law, I.25.27
Diabetes:

adaptive optics applications for, III.10.13
and cataracts, III.11.13, III.13.19
types of, III.13.20

Diabetic retinopathy, III.13.1, III.13.3,
III.13.20–III.13.21

Dialyte lenses, II.1.25, II.1.25t, II.1.26, II.1.31f
Diamagnification, I.1.26
Diamond tools, I.41.7–I.41.8
Diamond turning, I.40.7, I.41.9f

advantages of, I.41.1–I.41.3
basic steps in, I.41.7–I.41.8
cutting speeds for, I.41.8
limits of, I.41.12
machines for, I.41.5, I.41.6f
materials, I.41.3–I.41.4, I.41.4t
and optical requirements, conflicts between,

I.41.2
of plastics, I.41.5
process, I.41.2
surface finish, I.41.8–I.41.10, I.41.12f
tool wear, I.41.3
and traditional optical fabrication, compared,

I.41.5
Diapoints, I.1.26
Diattenuation, II.22.6, II.22.23, II.22.25,

II.22.28–II.22.29
Diattenuator, II.22.6
Dichroic, II.3.26n
Dichroic materials, I.5.13
Dichroism, II.20.17, II.20.19–II.20.20, II.22.6
Dichromated gelatin, II.23.14
Dicke narrowing, IV.18.9, IV.18.10f
Die fab, wafer processing and, I.12.26
Dielectric compound parabolic concentrator

(DCPC), III.2.16, III.2.17f
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Dielectric constant, I.9.22f, I.9.23, II.33.15–II.33.16
infrared, II.33.14
and lattice vibrations, II.33.17
and multiple scattering, III.3.8
relative permittivity of, II.33.10
static, II.33.14

Dielectric function:
for beryllium, vs. photon energy, II.35.28f
models of, II.36.14
optical constants and, II.36.9

Dielectric materials:
in 3D bandgaps, IV.20.4–IV.20.5
wave propagation in, IV.20.2

Dielectric optical waveguides, IV.1.6, IV.1.8,
IV.2.2

Dielectric q1/q2 concentrator, III.2.20, III.2.20f
Dielectric tensor, II.33.20

inverse, II.33.22
Dielectric total internal reflecting concentrator

(DTIRC), III.2.17
Dielectric waveguide, mode of, III.9.2
Difference-frequency generation (DFG),

IV.11.10, IV.22.3
Differential interference contrast (DIC)

microscopy, II.17.26, II.17.32–II.17.34, II.17.35f
Differential phase-shift keying (DPSK), II.10.36,

IV.1.38
Differential quantum efficiency, in lasers, IV.4.11
Differential transmission (DT) spectroscopy,

IV.25.19–IV.25.22
Diffraction, I.6.4

angular spectrum formulation of, I.3.21
Bragg, in optical lattice, IV.28.32
closed surface, I.3.20f
complementary screens, I.3.11f
dynamical, III.22.2–III.22.4
effect on photographic acutance, III.6.2
focused beam, III.35.12–III.35.13, III.35.13f,

III.35.14, III.35.14f
Fraunhofer, I.3.22, I.3.24f, I.3.26f
Fresnel, I.3.22
and human vision, III.10.2, III.10.4–III.10.5,

III.10.9
and intensity gain, III.35.8–III.35.11
kinematical, III.22.2–III.22.4, III.35.6, III.35.6f,

III.35.7
of laser-emitted light, IV.4.4f, IV.4.13–IV.4.14
mathematical theory of, I.3.19
of neutron beams, III.36.3, III.36.9–III.36.10,

III.37.3–III.37.4
off-axis amplitude, I.3.8f
on-axis irradiance, I.3.9, I.3.9f–I.3.10f
parallel beams in, III.35.11–III.35.12
and resolution, in optics, III.35.4
straightedge, irradiance in, I.3.16f

Diffraction (Cont.):
unobstructed zones, I.3.7
of X rays, III.19.5, III.19.7–III.19.8, III.19.8f,

III.19.9, III.19.9f, III.22.1–III.22.6, III.35.6
and zone plates, III.23.3–III.23.4
(See also specific type)

Diffraction analysis, III.30.4, III.35.6–III.35.8
Diffraction gratings, I.3.27, II.20.6f–II.20.7f,

II.30.18, II.36.63
in monochromators, II.20.6
rotating, II.29.28
(See also Polarizers, grating)

Diffraction-limited imaging, III.1.4
Diffraction-limited lenses, I.35.3, II.1.39, II.1.39f,

II.1.40, II.1.40f, II.1.41
Diffraction-limited optic, I.39.5, I.39.6f
Diffraction patterns, I.3.26f, I.3.28f

from circular apertures, I.3.10f, I.3.25f
from rectangular apertures, I.3.24f

Diffraction spectrometry, III.35.16
Diffraction vector, I.3.27, I.3.29f
Diffractive elements, I.1.29
Diffractive optics, II.23.14
Diffuse attenuation, I.43.44, I.43.46t

chlorophyll concentrations and, I.43.48f
coefficient, spectral, I.43.13
depth of euphotic zone, I.43.49t
in pure sea water, I.43.45t, I.43.47t

Diffuse Infrared Background Explorer,
II.37.33f–II.37.35f

Diffusers, I.28.10, I.28.10f, II.8.12, II.8.13f
perfect, III.14.9–III.14.10
in precision photometry, III.2.25

Diffuse scattering, III.36.4
Diffusion:

floating, I.22.15, I.22.16f
phenomena, I.20.13
wafer processing and, I.12.25

Diffusion current, I.22.11–I.22.12, I.22.12n
in dark current, I.16.7
in photodetectors, I.17.9, I.17.9f

Digital communications systems:
bit rate/distance limitations in, IV.2.10–IV.2.11
communication rate in, IV.2.7
signal-dependent noise in, IV.2.9
as standard, IV.12.4

Digital electronic imaging, III.6.29
Digital image:

processing, in microscopy, II.17.45, II.17.46f
representations, I.26.29

Digital Libraries, III.17.7–III.17.8, III.17.11
Digital light deflectors, II.13.26
Digital signal, quantization of, IV.12.10
Digital Video Broadcasters (DVB) Measurements

Group, IV.6.4
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Dilution, III.2.6
avoiding, III.2.13
in faceted optics, III.2.40

Dimensional instability, II.35.11–II.35.12
Diode laser array collimators, III.2.33
Diode laser arrays, for wavelength-division multi-

plexing, IV.1.34
Diode-pumped solid state laser, IV.27.19–IV.27.20,

IV.27.22
Diopter, III.11.2, III.18.1
Dioptric systems, I.1.10
Dipole active modes, infrared, I.9.16–I.9.17,

I.9.17f
Dipole approximation, discrete, I.6.17–I.6.18
Dipole (bending) magnets:

brightness of, III.32.9–III.32.10
and circular polarization, III.32.6–III.32.7,

III.32.7f, III.32.8, III.32.8f
power of, III.32.8–III.32.9, III.32.9f
as synchrotron radiation source, III.32.1,

III.32.3–III.32.6, III.32.6f
Dipole force, IV.28.6
Dipole optical trap, IV.28.21–IV.28.22
Dipole transitions:

circularly polarized, II.20.19f
electric, II.20.15
symmetry in, II.20.16

Dirac delta function, I.4.13
Directional coupler, II.6.26, IV.4.57,

IV.10.2–IV.10.3, IV.10.3f, IV.10.9, IV.10.9f
passive, and Y-branch IO splitter, II.6.20,

II.6.21f
Directionality, IV.10.2
Direct modulation, IV.12.30, IV.12.31f
Direct ophthalmoscopy, III.11.4
Direct readout (DRO) FET arrays, I.23.16
Direct transitions, II.36.24
Dirichlet boundary condition, I.7.2
Disability glare, III.13.11, III.13.19
Discharged area development (DAD), III.5.5
Discomfort glare, III.13.11
Disconjugate eye movements, III.12.2, III.12.7,

III.12.21
Discrete cosine transform (DCT), III.17.4
Discrete dipole approximation, I.6.17–I.6.18
Discrete signals, incoherent processing of,

I.30.19–I.30.20
Discrimination tasks, I.25.16, I.29.2
Disks:

access time of, I.31.6
angular velocity of, I.31.6
magneto-optical, I.31.2–I.31.4, I.31.5f, II.36.47f
organization of data on, I.31.7
rotation speed of, I.31.6
seek time of, I.31.6

Dispersion, II.33.25, IV.2.3–IV.2.5
anomalous (negative), IV.25.12–IV.25.14
in coherent detection system, IV.1.39
evaluation of, IV.1.13
and fiber amplifiers, IV.5.1
group velocity, IV.24.26, IV.25.9,

IV.25.13–IV.25.14
and Kramers-Kronig relations, IV.17.11
measurement of, IV.1.16–IV.1.18
and mode partition noise, IV.2.9–IV.2.10
in optical link power budget, IV.6.9–IV.6.11
polarization, IV.1.14
and soliton transmission, IV.7.1–IV.7.2, IV.7.4,

IV.7.4f, IV.7.12–IV.7.14, IV.7.17
and system performance, IV.1.25
types of, IV.1.9–IV.1.12

Dispersion-compensating fiber (DCF), IV.6.10,
IV.13.9, IV.13.9f

Dispersion compensation, IV.2.12,
IV.13.8–IV.13.9, IV.13.9f, IV.13.10–IV.13.11,
IV.13.11f

tunable, IV.13.11– IV.13.12, IV.13.12f
Dispersion-flattened fiber, IV.6.10, IV.7.12
Dispersion length, IV.7.2
Dispersion-managed (DM) soliton transmission,

IV.7.12–IV.7.13, IV.7.13f, IV.7.14–IV.7.15
wavelength-division multiplexed,

IV.7.15–IV.7.17
Dispersion-optimized fiber, IV.6.10
Dispersion principle, II.33.27
Dispersion relations, I.9.13–I.9.15, I.9.17–I.9.18,

I.9.22f
Lorentz model for, I.9.14

Dispersion shifting, IV.1.18, IV.1.19f, IV.2.1,
IV.2.4, IV.2.10, IV.6.10, IV.13.3, IV.13.6,
IV.13.8, IV.13.10, IV.13.10f

Dispersion-tapered fiber, IV.7.11–IV.7.12
Dispersity, in color photographic materials,

III.6.9–III.6.10
Displacement-controlled process, I.41.5
Dissipative force, IV.28.6
Distance, measurement of, II.29.5
Distance meter, wave modulation, II.29.8f
Distortion, I.1.99, II.18.41
Distributed Bragg reflector (DBR) lasers, I.13.41,

I.13.43, II.6.26, II.6.28, IV.4.1, IV.4.8, IV.4.15,
IV.4.34–IV.4.35, IV.4.35f, IV.4.36, IV.12.27

Distributed feedback (DFB), IV.4.36
Distributed feedback (DFB) lasers, I.11.30,

I.13.39, I.13.41, I.13.43, I.14.19–I.14.20, II.6.26,
IV.4.1, IV.4.8, IV.4.15, IV.4.25f, IV.4.36,
IV.4.36f, IV.4.37–IV.4.39, IV.12.27–IV.12.28,
IV.12.28f, IV.20.2, IV.20.6

with electroabsorption modulator, IV.4.49f,
IV.4.57
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Distributed feedback (DFB) lasers (Cont.):
inversion grating in, I.14.20f
to limit coherent crosstalk in WDM network,

IV.13.26
Distributed-index lenses, II.7.3
Distribution temperature, II.24.48
Divergence:

in collimating optics, III.35.7
global, and lithographic feature, III.35.5, 

III.35.5f
ocular, III.12.2, III.12.22

Diverging reflector, II.2.39f, III.2.38, III.2.40
D-log H curve, I.1.47, I.20.9, I.20.9f, I.20.10–I.20.11,

I.20.13, I.20.18, I.20.20
Doerner’s expression, I.20.24
Doming, I.27.6
Donor-acceptor pair (DAP) transition,

II.36.72–II.36.73, II.36.76
Dopant:

chemistry of, IV.1.46–IV.1.47
for optical fibers, IV.1.44, IV.6.18
in pin photodiodes, IV.4.68
rare-earth, IV.5.1
for saturable absorbers, IV.25.11

Doppler broadening, I.11.6, I.11.7f, I.11.10
inhomogeneous, IV.23.13, IV.23.15–IV.23.17,

IV.23.21, IV.23.24
Doppler limit, IV.28.3

cooling below, IV.28.15–IV.28.19
in optical molasses, IV.28.13, IV.28.15

Doppler shift, I.2.14, IV.24.22, IV.24.27, IV.27.16,
IV.28.2

in atomic beam slowing, IV.28.10–IV.28.11
and cooling in standing wave, IV.28.8
in magneto-optical trapping, IV.28.24
in optical lattice, IV.28.33

Doppler temperature, IV.28.3, IV.28.9, IV.28.13,
IV.28.18

Double-channel planar-buried heterostructure
(DC-PBH) lasers, I.13.26, I.13.26f, I.13.27,
I.13.37f

Double-Gauss lenses, II.1.28
unsymmetrical, II.1.29f, II.1.33f–II.1.35f

Double heterostructure (DH) lasers, I.13.5, I.13.7,
I.13.15, IV.4.1

design issues for, IV.4.3–IV.4.9
temperature sensitivity in, IV.4.13
threshold carrier density in, I.13.13f, I.13.14,

I.13.14f
Double phase conjugate mirror, II.39.7, II.39.8f,

II.39.9, II.39.28
Double refraction, III.25.5, III.25.5f, III.25.6

in parametric generation, IV.22.9–IV.22.10,
IV.22.10t, IV.22.63–IV.22.64

Doubly resonant oscillator (DRO), II.38.19,
IV.22.14–IV.22.15

conversion efficiency in, IV.22.17–IV.22.21,
IV.22.21t, IV.22.38

devices using, IV.22.29–IV.22.32
dual-cavity, IV.22.28, IV.22.30–IV.22.31, 

IV.22.31f
frequency diagram for, IV.22.22f, IV.22.23
parameters for, IV.22.29t
steady-state threshold in, IV.22.16–IV.22.17,

IV.22.21t
tuning of, IV.22.24, IV.22.24f, IV.22.25,

IV.22.25f, IV.22.26, IV.22.26f, IV.22.27,
IV.22.27f, IV.22.28, IV.22.28f, IV.22.30

Doubly telecentric distribution, in nonimaging
optics systems, III.2.18, III.2.19f

Dove prism, II.4.9, II.4.9f
double, II.4.10, II.4.10f

Downchirp, I.14.6–I.14.7
Downwelling average cosine, spectral, I.43.12
Dragon system (spherical-grating monochroma-

tor), III.21.5
Drain current, and shot noise, IV.1.27, IV.1.28f
Drawn preform cylindrical lenses, II.7.27
Drude approximation, II.36.35
Drude model, I.9.19, I.9.22f, I.9.23, II.6.10,

II.35.5–II.35.6, II.38.6–II.38.7, IV.17.20,
IV.17.22

Drusen, III.13.20
Dry eye condition, III.13.6, III.16.4
D-star (D*), I.15.3, I.15.11, I.15.13f, I.16.13

double, I.15.10
explicit values of, I.15.14t
as a function of wavelength, I.15.16f
in infrared detectors, I.23.25
maximized, I.15.9
of a photodiode, I.15.17
photon-noise-limited, I.15.15f
for silicon detectors, I.15.18
spectral, I.15.10

Dual-cavity doubly resonant oscillator, IV.22.28
Ductility, II.35.9
Duplexer, IV.10.5, IV.10.5f, IV.10.10

prism as, IV.10.5
Dupont photopolymer, II.23.24
Dyes, photographic:

color image, III.6.10–III.6.14
spectral sensitizing, III.6.14–III.6.19

Dynamic gain saturation, I.14.16, IV.25.8–IV.25.9,
IV.25.9f, IV.25.11

Dynamic range:
for amplifiers, IV.5.3
for analog link, IV.6.7
and optical limiters, IV.19.3
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Dynamic range (Cont.):
of solid-state array, III.4.11
of solid-state camera, III.4.14–III.4.15

Dynamic retardation (see Modulation, 
polarization)

Dynamic scattering, III.3.7–III.3.8
Dynode biasing, in photomultiplier tubes,

I.18.9–I.18.10
Dyson lenses, II.2.21, II.2.21f

Eagle gratings, II.5.8, II.5.11f
Eberhard effects, I.20.13

on photographic materials, III.6.3
Ebert-Fastie gratings, II.5.8, II.5.10
Eccentric field, II.2.22
Eccentric gaze, III.12.9–III.12.12
Eccentricity (see Conics, of rotation)
Echelette grating (see Polarizers, grating)
Eclipse burn, III.15.4, III.15.7
Edge-defined film-fed growth (EFG),

IV.14.9–IV.14.10, IV.14.10f
Edge effect, I.20.13, I.20.14f
Edge-emitting lasers, IV.4.1

connection of, IV.4.9
geometry of, IV.4.3, IV.4.4f
optical confinement for, IV.4.4–IV.4.5, IV.4.5f,

IV.4.6–IV.4.7
packaging of, IV.4.8, IV.4.8f
as telecommunications source, IV.4.3

Edge-emitting LEDs (E-LEDs), IV.4.1,
IV.4.39–IV.4.40, IV.4.42

Edge rays:
in concentrator design, III.2.23, III.2.39–III.2.40
in projection systems, III.2.24

Edging, of lenses, I.40.4–I.40.5
Effective group refractive index, for lasers, 

IV.4.15
Effective medium theory (EMT), I.6.18, II.27.5
e-folding distance, I.6.14
Egocenter, in visual perception, III.12.2,

III.12.7–III.12.8
Ehrenfest theorem, IV.28.4
Eigenpolarization, II.13.13, II.13.17,

II.22.6–II.22.7
Eikonal equations, I.1.13–I.1.14
Eikonals, I.1.15–I.1.16
Einstein, Albert, IV.26.8, IV.28.34
Einstein Observatory, III.28.1, III.28.6
Einstein relationship, I.11.4
Eisenburg and Pearson two-mirror objectives,

II.18.27, II.18.27f
Elastic moduli:

in polycrystalline materials, II.35.73t
properties of, II.35.58

Elastic stiffness, II.35.58
in crystal metals, II.35.73t

Elasto-optic coefficients, II.33.25
of materials, II.12.16t–II.12.18t

Elasto-optic effect, II.12.2–II.12.3
indirect, II.12.4

Electrical power measurement, accuracy of,
II.24.31

Electric field vector, I.2.3
Electroabsorption, IV.4.57, IV.4.60

in quantum wells, IV.4.57, IV.4.63
Electroabsorption (EA) modulator,

IV.4.57–IV.4.63, IV.12.31, IV.12.33–IV.12.34,
IV.12.34f

with DFB laser, IV.4.57, IV.4.59f
integration of, IV.4.60–IV.4.61
intensity modulation by, IV.4.58–IV.4.60
performance of, IV.4.61–IV.4.63
waveguide in, IV.4.57–IV.4.58

Electrodeless discharge lamps, I.10.37
Electrodeposited surfaces, II.37.47–II.37.48
Electroless nickel, etching of, II.37.41–II.37.43
Electroluminescence (EL), II.36.72, IV.4.39
Electromagnetically induced transparency (EIT),

IV.23.2–IV.23.4
applications for, IV.23.3
atomic and laser parameters for, IV.23.12t
coherence dephasing in, IV.23.12–IV.23.13
dressed susceptibilities in, IV.23.10, IV.23.11f
gain without inversion in, IV.23.17–IV.23.18
and Kerr-type nonlinearity, IV.23.27–IV.23.28
in lambda three-level atomic scheme, IV.23.8f,

IV.23.16f
with laser pulses, IV.23.14, IV.23.14f, IV.23.15
lasing without inversion in, IV.23.3, IV.23.10,

IV.23.18
in nonlinear frequency mixing, IV.23.22–IV.23.23,

IV.23.23f, IV.23.25f, IV.23.34–IV.23.25
optical response in, IV.23.5
phenomena associated with, IV.23.9–IV.23.13
physical basis of, IV.23.5–IV.23.9
and pulse propagation, IV.23.9,

IV.23.19–IV.23.22, IV.23.22f, IV.23.28
refractive index in, IV.23.18–IV.23.20, IV.23.27
steady-state, with cw lasers, IV.23.15–IV.23.17

Electromagnetic radiation, I.11.4
dynamics of, IV.26.10–IV.26.13
as laser emission, IV.26.6
and semiconductors, II.36.8
spectrum of, I.11.3, I.11.3f
as wave/particle phenomenon, IV.26.8

Electromagnetic spectrum, II.36.5f
Electromagnetic theory, I.5.2
Electromigration, II.7.14
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Electron beam impact X-ray sources, III.31.5,
III.31.5f

anode material for, III.31.10
brightness of, III.31.7–III.31.8, III.31.8f, III.31.9,

III.31.9f, III.31.11
focussed beam in, III.31.10–III.31.11
optics for, III.31.11
parallel beam in, III.31.10
processes of, III.31.5–III.31.7, III.31f
voltage for, III.31.10

Electron beam lithography, III.23.6–III.23.7
Electron-beam recorders, II.31.5, II.31.8f
Electron binding energies, emission lines, and

Auger electron energies, III.A.3t–III.A.5t
Electron-bombarded (EBSSAs) (see under Cam-

eras, II SSA)
Electron-hole drops, II.36.31t, II.36.73
Electron-hole pairs:

in cascaded linear processes, IV.17.22
in electroabsorption, IV.4.62
in photorefraction, IV.17.24
in pin photodiodes, IV.4.67–IV.4.69
in semiconductor excitation, IV.25.16–IV.25.17

Electronic imaging:
aesthetic/emotional features in,

III.17.9–III.17.11
color in, III.17.5–III.17.6
complex features in, III.17.6–III.17.9
content versus pixel representation, III.17.9
digital watermarks used in, III.17.5
early models in, III.17.2–III.17.6
image tube intensified (see Image tube intensi-

fier (II))
progress in, III.17.1, III.17.11–III.17.12

Electronic time-division multiplexing (ETDM),
IV.13.3, IV.13.4f

Electronic transitions, II.33.12, II.33.15, II.33.16f
Electron lenses, I.21.8, I.21.8f–I.21.9f
Electron multipliers, III.34.6
Electron-phonon coupling, II.28.10
Electrons:

lifetime of, I.8.9
wavefunctions of, I.8.14

Electro-optic effect, II.13.6–II.13.7, II.13.10,
II.33.29, IV.4.52–IV.4.54, IV.19.10

linear, II.13.7, II.39.2–II.39.3
in lithium niobate, IV.4.50–IV.4.52, IV.4.55
in semiconductors, IV.4.64

Electro-optic modulator (EOM),
IV.12.31–IV.12.32, IV.12.32f, IV.12.33,
IV.12.33f, IV.21.1, IV.27.4, IV.27.14, IV.27.17,
IV.27.19

Electro-optic scanners (see Scanners, electro-optic)
Electro-optic waveguides, II.39.35
Electroreflectance, II.36.70

Electrorefraction, IV.4.2
in semiconductors, IV.4.64–IV.4.65

Electrorefractive photorefractive (ERPR) effect,
II.39.21

Electrostriction, IV.17.20
Ellipsoid, III.9.1

in idealized photoreceptor, III.9.8, III.9.11,
III.9.15

Ellipsoidal gratings, III.21.3, III.21.6t
Ellipsometer, II.27.2, II.27.10f

PCSA null, II.27.20
photometric, II.27.13
polarizer-compensator-sample-analyzer, II.27.21
rotating-analyzer (RAE), II.27.13
rotating-detector (RODE), II.27.14, II.27.14f
spectroscopic, II.36.66, II.36.68
(See also Photopolarimeter)

Ellipsometric problems, I.5.26
Ellipsometry, II.22.7, II.22.26, II.27.2, II.27.2f,

II.27.4f, II.27.5, II.36.71–II.36.72
applications of, II.27.22
azimuth-measured, II.27.17, II.27.20
conventions in, II.27.3
generalized (GE), II.27.20
gradient index (GRIN) film in, II.27.9
interferometric, II.27.19
Jones-matrix generalized, II.27.19–II.27.20
microscopically inhomogeneous thin film,

II.27.10
modeling in, II.27.4
Mueller-matrix generalized, II.27.20–II.27.22
multilayer film in, II.27.7–II.27.8, II.27.8f,

II.27.9, II.27.9f
multiple-angle-of-incidence (MAIE), II.27.3
normal-incidence rotating-sample (NIRSE),

II.27.19, II.27.19f
null, II.27.11, II.27.13
perpendicular-incidence (PIE), II.27.18
photometric, II.27.13
return-path (RPE), II.27.17, II.27.18f
three-phase model, II.27.6–II.27.7
transmission, II.27.10
two-phase model, II.27.5–II.27.6, II.27.6f
using four-detector photopolarimeters, 

II.27.15
variable-angle spectroscopic (VASE), II.27.3

Emission:
laser amplifiers and, I.11.9
processes, I.11.8f
radiative processes and, I.11.7–I.11.8
stimulated cross section, I.11.9

Emission-line broadening, I.11.6
Emission linewidth, I.11.6–I.11.7, I.11.9

Doppler, I.11.10
of radiating species, I.11.5
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Emission spectra:
absorption and, of rare earth ions, II.28.9f
of CRT (cathode ray tube), I.27.6f
triplet state, II.28.13

Emissivities, of cavities, I.10.5, I.10.5f
Emittance, II.25.3, II.25.7, II.35.46, III.2.3

hemispheric, calorimetric measurement of,
II.25.17f

measurement of, II.25.16–II.25.17
of metals, II.35.54t–II.35.56t
vs. temperature, of silicon carbide, II.35.55t
total, II.35.48
vs. wavelength, of silicon carbide, II.35.54t

Emmetropia, III.11.2, III.11.2f, III.12.2, III.13.5,
III.18.11, III.18.13

Emmetropization, III.11.17–III.11.18
Empty field myopia, I.24.31, I.24.33
Emulsions, photographic, III.6.8

(See also Silver halide crystals)
Encoding, of signal, IV.12.11
Endoscopes, II.9.2, II.9.6
Energy, as radiometric unit, III.7.5
Energy band, I.9.31

magnetic field effects on, II.36.41, II.36.43
Energy band gap, I.9.27, I.9.32
Energy flow, I.9.7–I.9.8
Energy-momentum conservation, IV.26.10
English units, versus SI units, III.14.7–III.14.8,

III.14.8t
Enhanced refraction, IV.23.19
Enterprise System Connection (ESCON) stan-

dard, IV.16.1–IV.16.2
Entrance pupil, II.1.8, II.18.41, II.24.20, III.12.2
Entrance window, II.1.8, II.24.20
Epicotyl, in plant structure, III.9.26, III.9.27f
Epi-illumination, II.17.38–II.17.39, II.17.39f,

II.17.41
Epileptic seizure, visual stimulation of, III.8.4
Epitaxial growth, I.12.9, IV.4.2

crystal, III-V, II.6.16–II.6.17
(See also specific type)

techniques, I.12.23
(See also specific type)

Equations, for rays, I.1.22–I.1.23
Equilibrium mode distribution, IV.1.15, IV.1.15f
Equipartition energy, IV.7.6
Equivalent neutral density (END), I.20.15–I.20.16
Equivalent noise input (ENI), I.15.8
Equivalent particles, in coherent light scattering,

III.3.7, III.3.7f
Erbium-doped fiber amplifiers (EDFAs), IV.2.12,

IV.5.1, IV.11.4, IV.13.2
energy levels in, IV.5.3–IV.5.4, IV.5.4f, IV.5.5
fluoride-based, IV.13.19
gain flattening in, IV.5.6, IV.13.19

Erbium-doped fiber amplifiers (EDFAs) (Cont.):
gain formation in, IV.5.5
gain transients of, IV.13.20, IV.13.20f
in long distance transmissions, IV.13.3
noise in, IV.5.5–IV.5.6
nonuniform gain of, IV.13.18, IV.13.18f–IV.13.19f
in OTDM system, IV.12.39
and phase noise, IV.3.11
pump wavelength for, IV.5.5
Q factor for, IV.13.20, IV.13.21f
in reconfigurable network, IV.13.15
ultrawideband, IV.13.21, IV.13.22f
in WDM networks, IV.13.1, IV.13.17–IV.13.21

Erbium/ytterbium doped fiber amplifier
(EYDFA), IV.5.7

Erickson-Leslie equation, II.14.17
Error budget tree, II.11.8, II.11.8f

for optical polymers, II.34.11
Errors:

in BSDF, II.26.14
types of, II.24.23–II.24.25

Error sources, type B:
detector nonlinearity, II.24.37–II.24.38
nonideal aperture, II.24.39, II.24.39f
nonuniformity, II.24.39
offset subtraction, II.24.36
polarization effects, II.24.37
scattered radiation, II.24.36
size of source effect, II.24.36–II.24.37
spectral errors, II.24.39–II.24.40
temperature dependence, II.24.40
time-dependent error, II.24.38–II.24.39

Erythema, III.15.1
ESCON duplex fiber-optic connector, IV.16.2,

IV.16.2f
ESCON extended distance feature (XDF), IV.16.2
Esophoria, III.12.28, III.12.32, III.16.5
Estar, I.20.4
Estimation tasks, I.25.16

sequential, I.29.10
Étalon fringes, IV.27.14
Etching:

for coupler fabrication, IV.8.1
III-V, II.6.17

chemically assisted reactive ion beam
(CAIBE), II.6.18

dry, II.6.18
reactive ion (RIE), II.6.18
wet, II.6.17

laser-assisted chemical (see Laser-assisted
chemical etching (LACE))

reactive ion (RIE), II.8.17
Étendue, II.3.8, II.24.16

calculating, III.2.4–III.2.5, III.2.5f
and concentration, III.2.6
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Étendue (Cont.):
conservation of, I.1.24–I.1.25, III.2.4, III.2.4f,

III.2.13–III.2.14, III.2.19, III.2.32
definition of, III.2.3
loss, III.2.6, III.2.10
total lens, I.1.88

Ethernet, IV.16.7
Euler angles, II.13.33
Euler equations, I.1.23
Evanescent wave spectroscopy (EWS), IV.14.14
Evaporative cooling, IV.28.27–IV.28.28, IV.28.35,

IV.28.36f
Event-driven programs, I.34.8
Ewald construction, in X-ray diffraction, III.35.6,

III.35.6f, III.35.7
Ewald sphere, III.25.7, III.25.8f
Excess loss, IV.10.2
Excess noise, I.15.8
Excess noise factor, IV.1.29, IV.1.30f, IV.2.9
Excimer lasers, I.11.13, I.11.16, I.11.33, I.11.33f
Excitation spectrum, single-particle, II.36.84f
Excited-probe techniques, for nonlinear charac-

teristics, IV.17.29, IV.17.29f, IV.17.30
Excited state absorption (ESA), IV.17.21, IV.19.5
Excited-state collisions, IV.28.28–IV.28.29,

IV.28.35
Excited-state ESR transitions, II.20.22
Excitonic excitations, in ultrafast spectroscopy of

semiconductors, IV.25.20
Exciton resonance, IV.4.57, IV.4.64–IV.4.65
Excitons, I.9.32, I.12.6–I.12.7, II.33.16, II.36.27,

II.36.29, II.36.29f–II.36.30f, II.36.31,
II.36.72–II.36.73

bound, II.36.30, II.36.48
types of, II.36.28t
Wannier, II.36.28

Exhaustive characterization methods (ECM), of
CRTs, I.27.21

interpolation algorithms, I.27.23–I.27.24
inverses, I.27.24
out-of-gamut colors, I.27.25
sampling densities, I.27.22

Exitance, II.24.9, III.2.3
Exit pupil, II.18.41, II.24.20

for head-mounted display, III.18.6–III.18.9,
III.18.9f, III.18.10

Exit window, II.1.8, II.24.20
Exophoria, III.12.28, III.16.5
EXOSAT, III.28.1, III.28.6
Expander, IV.12.11
Experimental conditions, I.29.2

advice for, I.29.11
Exposure, photographic, I.20.6
Exposure limits (ELs), for optical radiation,

III.15.9–III.15.12

Exposure time:
for color photographic papers, III.6.5
and granularity, III.6.19–III.6.20
to optical radiation, III.15.3

Extended boundary condition method (EBCM),
I.6.17

Extended Gordon-Haus effect, IV.7.11
Extended objects, I.1.30
Extended X-ray absorption fine structure

(EXAFS), III.34.4, III.35.3, III.35.17
External cavity diode laser (ECDL),

IV.27.20–IV.27.21, IV.27.21f, IV.27.22
External limiting membrane (ELM), III.9.8,

III.9.10f, III.9.12
External lithium niobate modulators, IV.4.2
External modulation, IV.12.30–IV.12.31, IV.12.31f
External slope efficiency, in lasers, IV.4.11–IV.4.12
Extinction coefficient, for metals, II.35.12,

II.35.13t–II.35.27t
Extinction paradox, I.6.9
Extinction ratio, I.5.12–I.5.15, I.5.19n, I.5.21,

I.5.21f
in optical link power budget, IV.6.14
variation of, I.5.20f

Extinction reflectors, III.2.11
Extracapsular cataract extraction (ECCE),

III.11.13
Extraretinal cues, III.12.2–III.12.3
Extreme ultraviolet (EUV) astronomy, II.11.25
Extreme ultraviolet (EUV) imaging, II.11.2, II.11.4

normal-incidence, II.11.6
Extreme ultraviolet (EUV) light, III.19.6

and multilayer reflective coatings,
III.24.1–III.24.3, III.24.6, III.24.8f

projection lithography using, III.35.4
and Schwarzschild objective applications,

III.27.1, III.27.4, III.35.4
Extreme Ultraviolet Explorer (EUVE), II.37.23

imaging, II.11.5
Extremum principal, I.1.13
Extrinsic Fabry-Perot interferometric (EFPI) sen-

sors, IV.15.2–IV.15.4
configuration of, IV.15.2f
transfer function curve for, IV.15.3f

Extrinsic semiconductor operation, I.15.8
Eye, human:

aberrations of, III.8.3, III.10.2–III.10.8, III.11.5
aging of, III.13.2–III.13.5
centering, I.28.8
coordination/alignment of, III.12.21–III.12.29,

III.16.5–III.16.6
damage thresholds for, IV.19.3, IV.19.3f
depth of focus in, III.12.12–III.12.13
lens of, III.13.2

(See also Crystalline lens)
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Eye, human (Cont.):
line-of-sight for, III.18.3, III.18.3f
movement of, III.12.2–III.12.3, III.12.8,

III.12.20–III.12.21, III.12.23,
III.12.29–III.12.30, III.17.7–III.17.8

physiology of, III.10.3f
position of rest for, III.16.5
radiation damage to, III.15.2–III.15.8, III.15.10,

III.15.12–III.15.15
sources of, III.15.13f

refractive errors in, III.11.1–III.11.5
spectral responsivity of, II.24.45, III.14.1–III.14.3
testing of, III.11.4–III.11.5
(See also Human visual system (HVS); Visual

system)
Eye degradation, of receivers, IV.2.9–IV.2.10
Eye focus, III.18.10–III.18.13
Eyeglasses (see Lenses; Spectacles)
Eye loupe, II.1.9
Eye margin, with VGA versus limiting amplifier,

IV.12.40
Eye relief (ER), II.2.8, II.2.8f, II.2.9, II.2.11f
Eye space, II.2.4, II.2.6
Eyewidth, IV.6.4, IV.6.16
EZ-scan, IV.17.31, IV.17.33

Fabry-Perot elation filters, IV.7.8
Fabry-Perot (FP) amplifiers, IV.11.4
Fabry-Perot (FP) cavity, I.2.35f, I.2.36, I.2.42,

I.11.21f
Fabry-Perot (FP) interference filters (see Filters,

Fabry-Perot (FP) interference)
Fabry-Perot interferometer, I.2.34, I.2.34f, I.2.35,

I.11.21, I.42.17
Fabry-Perot laser, IV.2.9, IV.4.14

as optical system transmitter, IV.2.9, IV.4.14,
IV.12.26, IV.12.26f, IV.12.27

Faceted reflectors, III.2.2, III.2.40–III.2.42
Facet intensity, reducing, I.13.19
Facet structure, of Fresnel lenses, III.2.10, III.2.11f
Family momentum, IV.28.37
Fano interference, IV.23.2, IV.23.7–IV.23.8, IV.23.8f
Fans, ray, I.1.39–I.1.40
Faraday cage, for xerographic toner charge mea-

surement, III.5.8–III.5.8f
Faraday rotation, II.36.45

free-carrier, II.36.52
interband, II.36.47f

Faraday rotator, IV.10.7, IV.10.7f, IV.10.9
Faraday shutters, II.1.23
Far-off resonance trap (FORT), IV.28.22
Far-sightedness (see Hypermetropia; Hyperopia)
Far Ultraviolet Spectroscopic Explorer (FUSE)

program, II.11.4, II.11.25, II.11.26f
FASCODE, I.44.14, I.44.21–I.44.23, I.44.26

FASCOD2, I.44.24
Fastie gratings, II.5.12f
Fast photo detector, in laser stabilization, IV.27.14
Fatigue, of fiber, IV.1.20
Fatigue strength, II.35.9
FDDI duplex fiber-optic connector, IV.16.3,

IV.16.3f
FDDI-II, IV.16.4
Feedback:

distributed, IV.4.36
in laser servo system, IV.27.5–IV.27.7, 

IV.27.18
regimes of, IV.4.25–IV.4.26, IV.4.26f,

IV.4.27–IV.4.28, IV.4.29f
and resonance line shape, IV.27.13

Feedback parameter, IV.4.26, IV.4.28
Femtosecond quantum beats, II.38.5
Fermat’s principal, I.1.13
Fermi edge singularities, IV.25.21
Fermi pseudopotential, III.36.4
Fermi’s Golden Rule, I.8.7, I.9.25, I.9.28
Fermi wave vector, II.36.81
Ferrimagnetism, I.31.26–I.31.27
Ferroelectric liquid crystals, II.14.19

deformed helix ferroelectric (DHF) effect in,
II.14.21, II.14.21f

soft-mode (SMFLCs), II.14.22, II.14.22f, II.14.23
surface-stabilized (SSFMCs), II.14.19–II.14.20,

II.14.20f, II.14.21–II.14.23
Ferroelectric materials, Curie temperatures of,

II.33.34
Ferroelectric oxides, II.39.14
Feussner prisms, II.3.7, II.3.24, II.3.24f, II.3.25
Feynman diagrams, for photon echo formation,

IV.24.12, IV.24.12f
Fiber Bragg grating (FBG), IV.1.43, IV.9.1–IV.9.2,

IV.20.2
applications for, IV.9.8–IV.9.9
bandwidth of, IV.9.4–IV.9.5, IV.15.8
chirped, for dispersion compensation,

IV.13.10–IV.13.11, IV.13.11f, IV.13.12,
IV.13.12f

fabrication of, IV.9.5, IV.9.5f, IV.9.6, IV.9.6f,
IV.9.7–IV.9.8

mode coupling in, IV.15.6, IV.15.6f
reflectivity of, IV.9.3–IV.9.4, IV.9.4f
spectral response of, IV.9.7–IV.9.8f

Fiber Bragg grating sensors, IV.15.5–IV.15.9
fabrication of, IV.15.6–IV.15.7, IV.15.7f
limitations of, IV.15.8–IV.15.9
operation of, IV.15.5–IV.15.6

Fiber distributed data interface (FDDI), I.12.36,
IV.4.44, IV.16.2–IV.16.4

Fiber-fiber coupling, IV.1.7
Fiber gyro circuits, II.6.15
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Fiber-interferometer rotation sensor, II.21.17
Fiber-optic amplifiers, IV.11.3–IV.11.4
Fiber-optic communications, I.12.13, I.12.16f
Fiber-optic component, IV.10.1–IV.10.2, IV.10.2f
Fiber-optic-coupled II SSAs (see under Cameras,

II SSA)
Fiber-optic couplers, lens arrays used in, III.2.33
Fiber optic gyroscopes (FOG), II.6.20,

II.6.32–II.6.33, II.6.33f, II.10.37
APE LiNbO3, II.6.34t
applications of, II.6.34

Fiber optic links, analog, II.6.29, II.6.30f
Fiber optics (see Optical fiber)
Fiber pigtail:

for edge-emitting lasers, IV.4.9, IV.4.14
with LEDs, IV.4.41
and noise in lasers, IV.4.25

Fiber Raman amplifier, IV.3.5, IV.5.2
Fiber ring laser, IV.5.1
Fiber strain, assessment of, IV.1.18–IV.1.20,

IV.1.20f, IV.1.21, IV.1.21f
Fiber-to-fiber couplers, mixing rods in, III.2.33
Fiber transmission line, subcomponent insertion

into, IV.10.8, IV.10.8f
Fibre Channel Arbitrated Loop (FC-AL), 

IV.16.4
Fibre Channel (FC), IV.16.2, IV.16.4–IV.16.5

physical layer, IV.16.5t
Field:

depth of, I.1.92, II.1.38
full, paraxial invariant for, I.1.84

Field amplitude, I.4.2–I.4.3
Field angle, I.1.82
Field curvature, I.1.99, I.33.4, I.33.4f, I.33.5, I.33.5f,

II.18.41
tangential, II.1.18, II.1.28

Field effective transistor (FET), IV.1.27, IV.1.28f
Field flattener, II.1.29
Field-induced director axis reorientation, 

II.14.11
Field-induced nematic-cholesteric phase change,

II.14.11
Field lenses, I.1.89, I.1.89f, I.32.8, II.1.10
Field of view (FOV), I.1.80–I.1.81, I.15.9, I.34.4

in Cassegrain telescopes, III.27.1
in head-mounted displays, III.18.2,

III.18.5–III.18.10, III.18.10t
of human vision system, III.12.34, III.13.18
plots, II.18.38–II.18.39, II.18.39f–II.18.40f
in scanning systems, III.27.1

Field patch trace, III.2.8
Field sag plots, I.34.14
Field stop, I.38.8, I.38.9f, II.1.8, II.18.5, II.18.41,

II.24.20

Figure of merit (FOM):
for limiting systems, IV.19.2–IV.19.3,

IV.19.6–IV.19.7
in parametric generation, IV.22.62

Fill factor, I.22.2n
Film:

black-and-white, III.6.25–III.6.26, III.6.26t
choice of, II.15.5
color negative, III.6.10, III.6.18, III.6.23,

III.6.26–III.6.29, III.6.29t, 6.28t
gradient index (GRIN), II.27.9
infrared, III.6.22
Kodachrome, III.6.24, III.6.24t
legacy, III.6.24, III.6.24t, 6.25, 6.25t, 6.26
microscopically inhomogeneous thin, II.27.10
motion picture, III.6.5, III.6.11, III.12.6
multilayer, II.27.7–II.27.8
photographic (see Photographic film)
size of, II.15.6
slide, III.6.10, III.6.23
transparency, III.6.10, III.6.23
tungsten, III.6.24t
(See also Photographic film, color)

Filter bank, II.29.29
Filters:

achromatic all-dielectric, I.42.69f
acousto-optic tunable, IV.13.23
bandpass (see Bandpass filters)
broadband, I.42.88f

metal dielectric, I.42.59f
circular variable square-top, I.42.89f
cut-off, I.42.54–I.42.55, I.42.55f, I.42.57f

absorption in, I.42.60, I.42.60f
angle-of-incidence effects in, I.42.56
experimental results in, I.42.56
metal-dielectric reflection, I.42.59, I.42.59f
reflectance maxima, suppressed, I.42.55f
rejection region, transmission in, I.42.56
slope of, I.42.56
transmission region, width of, I.42.54–I.42.55,

I.42.55f, I.42.58f
dichroic polarizing, II.17.27
dielectric layered, IV.10.6
Fabry-Perot elation, IV.7.8
Fabry-Perot (FP) interference, I.42.77

with all-dielectric reflectors, I.42.79–I.42.80
frustrated-internal-reflection, I.42.80
with metal-dielectric reflectors, I.42.80
with metallic reflecting coatings,

I.42.78–I.42.79, I.42.79f
for the soft X-ray region, I.42.94
with solid spacers, I.42.86

heat-control, I.42.54
holographic edge, I.42.52
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Filters (Cont.):
infrared-suppressing, I.42.58
interference, I.42.101, IV.20.2

black absorbers, I.42.100, I.42.100f
cut-off, I.42.101f
with multiple peaks, I.42.88
narrow-bandpass, I.42.101f
neutral attenuators, I.42.100, I.42.101f
thin metal film in, I.42.98, I.42.100f

inverse, I.30.19
coherent optical realization of, I.30.18
for image enhancement, I.30.17

Mach-Zehnder, IV.8.6, IV.8.6f
matched, I.30.15

deficiencies of, I.30.16
minus, I.42.49–I.42.50, I.42.50f–I.42.51f
narrowband reflection, I.42.45–I.42.46, I.42.46f
narrowband rejection, I.42.52
narrow-line spectral, IV.19.1
neutral density, I.28.13, I.28.15t, I.42.67, I.42.67f,

I.42.68, I.42.68f
novelty, II.39.29–II.39.30, II.39.33f
optical (see Optical filters)
PBG waveguides in, IV.20.18
phase-dispersion, I.42.87
rejection, I.42.49, I.42.49f, I.42.50, I.42.50f–I.42.51f
rugate, I.42.50–I.42.51, I.42.51f, I.42.52,

I.42.52f
solar-cell cover, I.42.54
tapered fiber, IV.8.1
temperature effects of, I.42.59
tunable, I.42.87, I.42.87f
types of, I.28.13
Vander Lugt, I.30.15, I.30.15f, I.30.16
wavelength selection, I.28.12
wedge, I.42.89
Wiener, I.30.17–I.30.18, I.31.19

coherent optical realization of, I.30.18
Final image, II.15.6

display of, II.15.6–II.15.7
flow chart, II.15.4f
properties of, II.15.4–II.15.5
resolution of, II.15.5, II.15.5f, II.15.6
in transfer functions, II.32.2

Finish specifications, I.7.11
Finite conjugate lenses, II.2.12
Finite-difference time-domain (FDTD) method,

I.6.18, IV.20.3–IV.20.4, IV.20.15
Finite linewidth (phase noise), of lasers, IV.2.6
Finite-well potential, II.28.13
First differences, in laser frequencies, IV.27.2
First-order layout, I.32.4
First-order optics, I.1.32, I.1.42
Fish-eye lenses, II.1.37f

Fixation, III.12.2, III.12.21, III.12.24
Fixation, ocular, I.24.34
Fixed-pattern noise (FPN):

for solid-state array, III.4.12
for solid-state camera, III.4.13

Fizeau interferometers (see Interferometers,
Fizeau)

Flame brushing, IV.9.2
Flame hydrolysis (FHD), II.6.13
Flash, II.34.12
Flash-lamp-pumped lasers, I.11.18, I.11.19f
Flicker, sensitivity to, III.13.16–III.13.18
Flicker floor, IV.27.3, IV.27.20
Flicker noise, I.15.9
Flint-in-front designs, of lenses, II.1.24
Floating payload, in SONET, IV.12.22–IV.12.24,

IV.16.5
Floquil™ Black for lens edges, II.37.36–II.37.37
Fluence, III.9.1
Fluids, light propagation through, III.3.12
Fluorescence, IV.28.2

from atomic beam slowing, IV.28.9–IV.29.11
by chlorophyll, I.43.52
laser-induced, I.44.21
parametric, II.38.17, IV.22.8
spontaneous, IV.28.5
from 3D optical molasses, IV.28.15, IV.28.33,

IV.28.33f
Fluorescence, X-ray (XRF), III.35.15–III.35.16

energy-dispersive, III.35.17–III.35.23
wavelength-dispersive, III.35.16–III.35.17,

III.35.17f
Fluorescence line narrowing (FLN), I.8.21,

II.20.29, II.20.29f, II.28.14–II.28.15, II.28.15f,
II.28.16

Fluoride fibers, II.10.46, IV.1.48
Flux:

distribution of, III.2.18, III.2.19f
in integrating cavities, III.2.26–III.2.28
Lambertian source of, III.2.4
in lightpipe, III.2.28–III.2.31
luminous (see Lumens)
radiant (see Watts)
in radiation transfer, III.2.1, III.2.13
uniformity criteria for, III.2.2
for X-ray optics, III.35.3

Flux density:
maximizing, III.2.1–III.2.2
radiometric, I.21.4–I.21.5, III.7.5

Flux models, for multiple scattering, III.3.12–III.3.13
Fly-by-light (FBL), I.13.4
Flycutting, I.41.7
Flying-spot scanning, II.19.5
FM spectroscopy, IV.27.14
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F-number, II.1.9, II.24.21
problems with, I.1.86

Focal length, II.1.7
Focal length measurements, II.29.20, II.29.25
Focal lenses (see Lenses, focal)
Focal plane arrays (FPA), I.23.7f

BLIP in, I.23.26
buffered direct injection, I.23.23
capacitive transimpedance amplifier (CTIA),

I.23.24–I.23.25
charge sweep device (CDS), I.23.14
chopper-stabilized direct injection, I.23.23
clock generation and, I.23.17
current performance of, I.23.30–I.23.31, I.23.32t
detector interface, I.23.19
direct-charge-injection silicon, I.23.14,

I.23.21–I.23.22, I.23.22f
direct detector integration, I.23.19
direct readout architectures in, I.23.17
D-star (D*) in, I.23.25
electronically scanned staring, I.23.18
future trends, I.23.33, I.23.33f
gate modulation, I.23.23–I.23.24
hybrid, I.23.15–I.23.16, I.23.21f
input circuit, I.23.19
LWIR, I.23.33
microbolometer, I.23.14–I.23.15
minimum resolvable temperature (MRT),

I.23.29, I.23.29f
MIS photogate, I.23.11, I.23.13
monolithic, I.23.10–I.23.11, I.23.12f, I.23.15
MWIR, I.23.31
NE DT in, I.23.26–I.23.27, I.23.27f, I.23.28
nonsilicon readouts in, I.23.16
output circuits and, I.23.19
performance, I.23.20t
scanning, I.23.7, I.23.15
sharing, I.23.4

infrared, I.23.5
silicon, I.23.13
staring, I.23.7, I.23.15, I.23.32t
SWIR, I.23.31
thermal expansion match, I.23.15
time delay integration (TDI), scanning, I.23.18,

I.23.18f, I.23.19
types of, I.23.7
vertically integrated photodiode (VIP), I.23.11
x-y addressing and, I.23.17

Focal-plane-to-focal-plane geometry, I.30.5
Focal ratio, II.18.41
Focimeters, II.29.26, II.29.26f, II.29.27
Focus:

automatic, I.31.13–I.31.14
depth of, I.1.92, I.35.7–I.35.8, I.35.8f, II.1.37,

II.1.38f, II.1.39

Focus (Cont.):
electromagnetically induced, IV.23.19
of lasers, I.31.10–I.31.12

Focus anisoplanatism, III.1.29–III.1.30,
III.1.30f–III.1.32f, III.1.42, III.1.44

Focused beam diffraction, III.35.12–III.35.13,
III.35.13f, III.35.14, III.35.14f

Focused beams:
and parametric generation, IV.22.9–IV.22.10,

IV.22.10t
and stimulated Raman scattering,

IV.18.40–IV.18.42
Focus error signal (FES), I.31.13, I.31.14f
Focus of expansion, III.12.2
Fokker-Planck equation:

for laser cooling process, IV.28.3,
IV.28.8–IV.28.9, IV.28.18

in laser theory, IV.26.32, IV.26.39, IV.26.44
Footcandle, II.24.47, III.7.8, III.14.8t
Foot-lambert, II.24.47, III.7.8, III.14.8, III.14.8t
Forbidden energy gap, II.36.38, II.36.41, II.36.61
Force-controlled process, I.41.5
Form deprivation myopia, III.11.17–III.11.18
Foster prisms, II.3.7, II.3.21, II.3.23
Foucault knife-edge measurement, I.24.20
Foucault prisms, II.3.19
Foucault test, II.29.23, II.30.1–II.30.2, II.30.2f,

II.30.3, II.30.3f
Fourier-transform interferometers, II.36.63f
Fourier transforms:

analog optical, I.30.5, I.30.5f, I.30.6
other geometries, I.30.6–I.30.7, I.30.7f

Fourier transform spectrometers, I.42.16
Four-photon mixing (FPM), IV.11.10
Four-powered-mirror lenses, II.2.20, II.2.20f
Four-wave mixing (FWM), II.39.7, IV.1.42, IV.1.42f,

IV.1.43, IV.3.1–IV.3.2, IV.3.9–IV.3.12, IV.13.8,
IV.13.8f

anti-Stokes, IV.18.2, IV.18.2f, IV.18.3, IV.18.5f,
IV.18.7, IV.18.33

Brillouin-enhanced, IV.18.54–IV.18.55,
IV.18.55f

degenerate, IV.17.28–IV.17.29, IV.18.50,
IV.25.18

to determine nonlinear characteristics, IV.17.30,
IV.17.30f, IV.17.31

and electromagnetically induced transparency,
IV.23.22–IV.23.23, IV.23.23f,
IV.23.24–IV.23.25, IV.23.25f

and exciton dephasing, IV.25.20
frequency diagrams for, IV.3.9f, IV.3.11f
heterodyne, IV.27.14
and multiple Stokes generation, IV.18.39
in soliton systems, IV.7.11, IV.7.15
transient, IV.25.18, IV.25.18f, IV.25.19
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Fovea, III.9.20–III.9.21
cross section of, III.10.3f
damage to, III.15.12
for detailed vision, III.12.3
fixation of, III.12.2
and macular pigment, III.13.10
and moving target, III.12.20
and visual direction, III.12.8

Foveation, III.12.21
Fractional encircled energy, II.11.6, II.11.21,

II.11.29f
Fracture toughness, II.35.9

of selected materials, II.33.34, II.33.34t
Frame:

CEPT1, IV.12.21
for Ethernet, IV.16.7
in FDDI, IV.16.3
for Fibre Channel, IV.16.4
for gigabit Ethernet, IV.16.7
in SDH, IV.12.22
in SONET, IV.12.22, IV.16.6
in synchronization, IV.12.9
in time-division multiple access, IV.12.17,

IV.12.17f, IV.12.18
in time-division multiplexing,

IV.12.18–IV.12.19, IV.12.20f, IV.12.21
T1, IV.12.21

Frame grabbers, III.4.20–III.4.21
Frame scanning, II.19.4
Frame transfer devices, array architecture for,

III.4.3–III.4.6
Frankford arsenal prism, II.4.18f–II.4.24f
Franklin, Benjamin, III.13.22
Frank-Ritter prisms, II.3.7, II.3.15
Franz-Keldysh effect, II.6.11, II.6.11f, II.39.22,

IV.4.57, IV.4.62
Franz-Keldysh oscillations, II.36.70
Fraunhofer diffraction, I.3.22, I.3.22f, I.3.23,

I.3.23f, I.3.26f, I.3.27, I.3.27f, I.3.30, I.3.30f,
II.5.3, II.17.6–II.17.7

for neutron beams, III.36.9
patterns, I.3.24, I.3.24f, I.3.27

Fraunhofer theory, I.6.12
Free-carrier effects, II.33.12, II.33.17–II.33.18,

II.33.18f, II.36.49
Faraday rotation and, II.36.52

Free carriers, II.36.35
Free-electron laser (FEL), I.11.38, I.11.38f,

I.11.39, III.33.1, III.33.4, IV.26.44–IV.26.46
Free electron properties, Drude model for, 

I.9.19
Free induction decay (FID), IV.24.7
Free polarization decay (FPD), IV.24.7–IV.24.9,

IV.24.9f, IV.24.10, IV.24.10f
Free spectral range, I.42.76

Free-to-bound transition, II.36.75
Free viewing, I.28.2, I.28.2f
Frequency acquisition, IV.12.15
Frequency chirp, IV.12.1, IV.12.30

avoiding, IV.4.50
in communications system design, IV.1.27
and edge-emitting lasers, IV.4.1
in electroabsorption modulators, IV.4.62
and four-way mixing, IV.3.12
of lasers, IV.2.6, IV.4.20–IV.4.21, IV.4.21f,

IV.4.22, IV.25.22
and LEDs, IV.4.45
modulation-induced, IV.1.25, IV.1.26f
from self-phase modulation, IV.3.3
in semiconductor amplifier, IV.11.6
and solitons, IV.7.2
and stimulated echoes, IV.24.24

Frequency discriminators, IV.27.7, IV.27.7f,
IV.27.12–IV.27.15

Frequency-division multiplexing (FDM), IV.12.9
channel capacity in, IV.1.42
in multichannel video transmission,

IV.2.14–IV.2.15
Frequency-domain analysis, II.12.12, II.12.14,

IV.1.18
Frequency doubling, IV.1.43
Frequency footprint, I.7.10
Frequency generation, IV.17.7
Frequency guiding filters:

sliding, IV.7.8–IV.7.9
in soliton transmission, IV.7.2, IV.7.7–IV.7.8

Frequency justification, IV.12.19, IV.12.21,
IV.12.23–IV.12.24

Frequency locking, IV.27.12–IV.27.15
Frequency meters, II.29.29
Frequency mixing, IV.17.5t, IV.17.7

(See also Four-wave mixing (FWM); Three-
wave mixing)

Frequency modes, IV.4.14–IV.4.15
Frequency modulation, IV.27.4, IV.27.13
Frequency multiplexing, II.39.35
Frequency-offset locking, for laser stability,

IV.27.16
Frequency-of-seeing data, interpolation of, I.29.10n
Frequency-selective feedback lasers, I.13.40,

I.13.40f, I.13.41
Frequency shifter, IV.4.54, IV.21.7
Frequency shift keying (FSK), II.10.35–II.10.36,

IV.1.37, IV.1.37t, IV.1.38
laser modulation and, I.13.39

Frequency stabilization, in lasers, IV.27.1–IV.27.2,
IV.27.22

for diode-pumped solid state laser,
IV.27.19–IV.27.20

discriminators for, IV.27.12–IV.27.16
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Frequency stabilization, in lasers (Cont.):
for external cavity diode laser,

IV.27.20–IV.27.21, IV.27.21f, IV.27.22
limits on, IV.27.7–IV.27.8
quantum absorbers in, IV.27.16
servo system for, IV.27.6, IV.27.6f, IV.27.7,

IV.27.7f, IV.27.8–IV.27.9, IV.27.9f, IV.27.10,
IV.27.10f, IV.27.11, IV.27.11f, IV.27.12

transducers in, IV.27.16–IV.27.19
Frequency tracking, IV.12.15
Frequency tuning:

in doubly resonant oscillator, IV.22.21–IV.22.28
of lasers, IV.27.1
of laser servo system, IV.27.7

Fresnel, A. J., III.2.10
Fresnel diffraction, I.3.22

for neutron beams, III.36.9–III.36.10
patterns, I.3.18, I.3.18f

Fresnel equations, I.5.4, I.5.9
Fresnel formulas, I.6.4, II.33.22–II.33.23
Fresnel-Kirchhoff diffraction formula,

I.3.19–I.3.21, I.3.27
Fresnel lenses, II.7.23, II.7.23f, III.2.10–III.2.11

in Bragg-Fresnel optics, III.23.7
facet structure of, III.2.10, III.2.11f

Fresnel number, I.3.23–I.3.24
Fresnel reflection:

in Bragg gratings, IV.9.3
in double heterostructure lasers, IV.4.7
and modulator insertion loss, IV.4.56

Fresnel rhomb, II.3.48, II.3.52, III.25.5, III.25.5f,
III.25.6

Fresnel Risley prism, II.4.27f
Fresnel’s biprism, I.2.16, I.2.16f
Fresnel’s law, III.36.5
Fresnel-Soret zone plates, III.23.3
Fresnel zone, I.3.13, I.3.14f–I.3.15f
Fresnel zone construction, I.3.5, I.3.5f, I.3.6, I.3.7f,

I.3.12, I.3.23
Fresnel zone plates, II.7.18, III.23.3, III.32.19

aberration characteristics of, II.7.23
diffraction efficiency of, II.7.25

Fried, David L., III.1.8
Fried’s coherence diameter, III.1.4, III.1.12, III.1.15
Fringe analysis, by computer, II.30.12
Fringe carrier techniques, II.23.7
Fringe effect, I.20.13
Fringe localization, I.2.14
Fringes:

coherence length of, I.2.19
of equal inclination, I.2.22f, I.2.25, I.2.27

high-visibility fringes of, I.2.21
plane-parallel plate, I.2.21

of equal thickness, I.2.22–I.2.23, I.2.23f, I.2.24,
I.2.28

Fringe visibility, I.2.7–I.2.8, I.2.21, I.2.36
vs. OPD, I.2.43f

Fronto-parallel plane, in visual perception,
III.12.2, III.12.9

FSK dual-filter detection, IV.1.38, IV.1.38f
Full-aperture tilt, III.1.23. III.1.29
Full-duplex transmission, circulator for, IV.10.4
Full-frame array architecture, III.4.3–III.4.4, III.4.4f
Full involute, III.2.12, III.2.12f, III.2.40
Full width at half minimum (FWHM), I.8.9

gaussian spectral profile of, I.8.9
of the point spread function (PSF), II.11.6

Functional specifications, for optical systems,
I.35.1

Fusing, in xerographic process, III.5.10–III.5.11
Fusional vergence, III.12.24–III.12.25
Fusion tapering, for coupler fabrication, IV.8.1

Gabor objectives, II.18.22, II.18.22f
Gabor zone plate, III.23.5–III.23.6
Gain:

for avalanche photodiode, IV.4.76
Brillouin, in fibers, IV.1.40
for Brillouin amplifiers, IV.11.4
for erbium-doped fiber amplifier, IV.5.5–IV.5.6,

IV.13.18, IV.13.18f–IV.13.19f
for erbium/ytterbium doped fiber amplifier,

IV.5.7
in laser servo system, IV.27.5–IV.27.6,

IV.27.8–IV.27.9, IV.27.9f, IV.27.10–IV.27.11,
IV.27.11f, IV.27.12, IV.27.18

modal, IV.4.9, IV.4.33, IV.4.33f
open loop, IV.27.5, IV.27.9, IV.27.9f
optical, III.30.9–III.30.11, III.31.10–III.31.11
for optical amplifiers, IV.11.2
in parametric devices, IV.22.13
in parametric generation, IV.22.8–IV.22.10,

IV.22.10t, IV.22.11, IV.22.61
for praseodymium-doped fiber amplifier,

IV.5.6–IV.5.7
for quantum wells, IV.4.4, IV.4.29–IV.4.30
Raman, in fibers, IV.1.40, IV.3.5, IV.3.6f,

IV.3.7
for semiconductor amplifiers, IV.11.4–IV.11.5,

IV.11.5f
for semiconductor lasers, IV.4.9
in stimulated Brillouin scattering,

IV.18.47–IV.18.49
stimulated emission, IV.4.4
in stimulated Raman scattering,

IV.18.8–IV.18.9, IV.18.16, IV.18.21, IV.18.42
for strained layer lasers, IV.4.33

Gain coefficient, I.11.10
Gain efficiency, of rare-earth doped amplifier,

IV.5.5
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Gain flattening:
in EDFAs, IV.5.6, IV.13.19
Mach-Zehnder devices for, IV.8.6

Gain-guided lasers, I.13.8, IV.4.6, IV.4.14
Gain margin, in laser servo system, IV.27.9,

IV.27.9f
Gain medium, I.11.10

of lasers, I.11.3–I.11.4
Gain reservoir, in quantum laser theory, IV.26.19,

IV.26.22–IV.26.23
Gain saturation, I.11.10–I.11.11, I.11.12f, IV.4.18,

IV.4.20, IV.4.23
dynamic, IV.25.8–IV.25.9, IV.25.9f, IV.25.11
in optical amplifiers, IV.11.3, IV.11.5
in rare-earth doped amplifiers, IV.5.2–IV.5.3

Galilean lenses, II.2.7, II.2.14, II.2.14f
Galvanometer, II.19.44, II.19.45f
Gamma correction, I.27.7
Gamma radiation, III.35.33, III.36.9, III.36.12
Ganglion cells, III.9.8f, III.10.1, III.13.21–III.13.22
Gap modes (GM), II.36.19
Gas mantle, I.10.15

Nerst glower, globar and, compared, I.10.16,
I.10.17f

Gas phase media, and electromagnetically
induced transparency, IV.23.3

Gaussian analysis of lenses, II.2.2
Gaussian assumption, and noise effects, IV.1.30,

IV.2.9n
Gaussian beams, in parametric generation,

IV.22.9, IV.22.10t
Gaussian image point, for reflection gratings,

III.21.7–III.21.8
Gaussian mode, I.11.27

of lasers, I.11.23, I.11.24f
Gaussian notation and definitions, I.1.50t
Gaussian optics, I.1.32, I.1.48
Gaussian statistical concepts, II.24.23–II.24.24
Gaussian statistics, and effects of atmospheric tur-

bulence, III.1.11
Gauss points, I.1.48
Gauss-Seidel Iterative Method, I.44.21
Gaze control, III.12.29–III.12.30
Gaze eccentricity, III.12.9–III.12.12
Gaze holding, I.24.34
Gaze shifting, I.24.34
Gédamine, II.3.10
Geiger counters, III.34.5
Gelbstoff, I.43.14
Gemini North 8-m telescope, III.1.22, III.1.23f
General Conference on Weights and Measures

(CIPM), III.7.2
Generalized fiber-interferometer sensor, II.21.17,

II.21.19
Generalized permittivity, II.33.10

Generalized van der Waals theory, II.14.8
Generating, of optical surfaces, I.40.4, I.40.5f
Generation noise, I.15.9
Generation-recombination (GR):

current, in dark current, I.16.8
noise, I.15.9

Geometrical configuration factor, of surfaces
(GCF), II.37.14–II.37.15

Geometrical optical transfer function (GOTF),
I.34.17

Geometric models, in nonimaging optics system
design, III.2.7

Geometric optics, I.6.12
(See also Ray optics)

Geometric vector flux, for concentrators, III.2.22
Geometric wavefronts, of rays, I.1.13–I.1.14
Geometry-controlled lasers, I.13.40, I.13.40f
Germanate fiber, IV.14.2t, IV.14.6, IV.14.6f
Germania-silia fibers, frequency-doubling in,

II.10.41
Germicidal lamps, I.10.35
Gerschberg-Saxton-type algorithms, II.39.32
Gestalt organizational principles, III.17.9
Ghost reflections, II.18.7
Gigabit Ethernet, IV.16.7–IV.16.8
Gigabit interface converter (GBIC), IV.16.7
Gigabit networks, IV.12.13
Gilvin, I.43.14
Glancing angle, III.22.1, III.26.4
Glan-Foucault prisms, II.3.7, II.3.9, II.3.9n, II.3.11,

II.3.13, II.3.26
Glan prisms, II.3.7, II.3.9, II.3.9n

defects in, II.3.15–II.3.16
testing of, II.3.16–II.3.17

Glan-Taylor prisms, II.3.11, II.3.13–II.3.14
Glan-Thompson prisms, II.3.7, II.3.9, II.3.9n,

II.3.10–II.3.11, II.3.21, II.3.29–II.3.30
beam-splitting, II.3.24
field angles for, II.3.11
transmittance curves in, II.3.12f

Glare sensitivity:
and age, III.13.11
and cataracts, III.11.13
and computer work, III.16.2

Glare stop (see Lyot stop)
Glass, II.33.5–II.33.6

characterization of, II.33.30
composition of, II.33.30–II.33.31
definition of, II.33.34
density of, II.33.31
elastic properties of, II.33.31–II.33.32
hardness of, II.33.33
molecular weight of, II.33.31
nonoxide, II.33.6
optical

INDEX I.39



Glass, optical (Cont.):
mechanical properties of, II.33.50t–II.33.51t
physical properties of, II.33.43t–II.33.44t
summary optical properties of, II.33.60t
thermal properties of, II.33.54t–II.33.55t

properties of, II.33.7n
combinations of, II.33.38
correlation of, II.33.37–II.33.38
tables, II.33.38–II.33.39

room-temperature dispersion formulas for,
II.33.67t–II.33.69t

specialty
mechanical properties of, II.33.50t–II.33.51t
physical properties of, II.33.44t
summary optical properties of, II.33.60t
thermal properties of, II.33.54t–II.33.55t

strength of, II.33.33
transmission range of, II.33.6
unit cell parameters of, II.33.31
varieties of, II.18.2t

Glass-ceramics, II.33.35
Glass fiber, IV.14.1, IV.14.2t–IV.14.3t,

IV.14.4–IV.14.8, IV.17.14, IV.21.3
Glass-forming compounds, II.33.6
Glass optics, molded, II.7.6, II.7.6f

Corning process of, II.7.6–II.7.7, II.7.9f
Kodak process of, II.7.7
tolerances for, II.7.7, II.7.8t

Glaucoma, III.13.21–III.13.22
adaptive optics applications for, III.10.12
definition of, III.13.1
incidence of, III.13.3, III.13.21–III.13.22

Glazebrook prisms, II.3.7, II.3.10
Global divergence:

in collimating optics, III.35.7
effect of, on lithographic feature, III.35.5,

III.35.5f
Globar, I.10.13, I.10.15f

Nerst glower, gas mantle and, compared,
I.10.16, I.10.17f

spectral characteristics of, I.10.15, I.10.16f
Glow modulator tubes, I.10.40, I.10.46f–I.10.47f,

I.10.48t
Goebel mirrors, III.35.9
Goerz prism, II.4.17f
Golay cells, I.19.2, I.19.6
Gold:

extinction coefficient for, II.35.15t
vs. wavelength, II.35.24f

index of refraction in, II.35.15t
vs. wavelength, II.35.24f

reflectance of, II.35.33t–II.35.34t
reflectance vs. wavelength for, II.35.43f
specific heat of, II.35.70f
thermal conductivity of, II.35.64f–II.35.65f

Gold black, II.37.58
Goniometers, II.25.14, II.29.13
Goniometric classification of materials, II.25.5t
Goniophotometer, III.7.7
Goniophotometry, II.24.46–II.24.47
Goos-Hanchen shift, II.6.4
Gordon-Haus effect, IV.1.31, IV.7.7–IV.7.8,

IV.7.11, IV.7.13
Gordon-Haus limit, II.10.29
Gouffé, method of, I.10.4
Graded index (GRIN) lens, II.7.3, II.9.1, II.9.7f,

IV.4.9, IV.4.14, IV.4.29, IV.10.8, IV.10.8f,
IV.10.9

axial lenses, II.9.3–II.9.4, II.9.4f
in ellipsometry, II.27.9
materials in, II.9.8–II.9.9
mathematical representations of, II.9.2–II.9.3
radial gradients in, II.9.5, II.9.5f, II.9.6

with curved surfaces, II.9.7
Graded index separate confinement heterostruc-

ture (GRINSCH) laser, I.13.15, I.13.15f,
IV.4.5, IV.4.5f, IV.4.6, IV.4.30–IV.4.31,
IV.4.31f

for VCSELs, IV.4.47
Gradient force, IV.28.6
Gradient-freeze technique:

of substrate growth, I.12.22
Gradient-index fibers, IV.1.7, IV.1.7f, IV.1.11

dispersion in, IV.2.3–IV.2.4
index profile for, IV.1.19f

Grain boundaries, II.33.7
Grains, photographic, I.20.4–I.20.5, I.20.19

sensitometry, variation of, I.20.11, I.20.11f
Gram-Schmidt orthogonalization procedure,

II.30.14
Granularity, I.20.19

photographic
and film speed, III.6.19–III.6.20
in medical X-ray imaging, III.35.32

power spectrum of, I.20.23
rms-, I.20.21–I.20.22, I.20.24
and sharpness, together, I.20.24

Graphic arts imager, II.19.11n
Graphite surface, textured, II.37.11f
Grasshopper monochromator, III.21.5
Grassman’s laws, I.26.9–I.26.10, I.26.42

implications of, I.26.10
Grating, II.5.5, II.5.7

beam-splitter, II.8.11t
binary optics, II.8.11–II.8.12
Bragg index, IV.12.27
chirped (aperiodic), IV.9.7, IV.13.10–IV.13.12
corrugated-waveguide, II.6.8
diffraction, II.5.3–II.5.4
drifting, temporal frequency of, I.25.39n
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Grating (Cont.):
eagle, II.5.8, II.5.11f
Ebert-Fastie, II.5.8, II.5.10
fabrication of, II.6.18
Fastie, II.5.12f
holographic (see Holographic gratings)
Littrow, II.5.10
long-period, IV.13.19, IV.13.19f,

IV.15.9–IV.15.14
multifocal lenses in, II.8.12
in multiplexer/demultiplexer, IV.10.6, IV.10.7f
Paschen-Runge, II.5.7
Pfund, II.5.10
Rowland, mounting of, II.5.10f
short-period, IV.15.6
tilted (blazed), IV.9.7
Wadsworth, II.5.8, II.5.12f
(See also Fiber Bragg grating (FBG); Reflec-

tion gratings)
Grating combiners, in WDM, IV.1.32, IV.1.33f
Grating-diffraction efficiency, II.23.15
Grating formation, II.39.1
Grating functions, II.12.25
Gravity reflectometer, III.36.6
Gray code, I.31.18
Gray gel, in color photographic film, III.6.5
Grayscale tones, III.6.25
Gray world assumption, I.26.35
Grazing incidence, II.37.14, II.37.22
Grazing incidence optics, III.28.1–III.28.12

collecting area in, III.28.5–III.28.6, III.28.6f
divergence in, III.35.7
for free-electron lasers, III.33.4
with high angular resolution, III.28.10–III.28.12
with pinch plasmas, III.33.3

Green flash, I.44.40, I.44.43
Green’s function, I.3.19–I.3.21, I.6.17–I.6.18
Greenwood frequency, III.1.21, III.1.24
Gregorian-Mersenne telescope, afocal, II.18.13f
Gregorian objectives, II.18.10–II.18.11, II.18.11f

aplanatic, II.18.12, II.18.12f, II.18.13
Grey’s orthonormalization method, I.34.20
Grinding, optical, I.40.4
Gross-Pitaevski equation, IV.28.34
Ground-state collisions, IV.28.27–IV.28.28,

IV.28.30, IV.28.35
Ground states, I.11.4
Group dispersion:

and cross-phase modulation, IV.3.4
and four-way mixing, IV.3.12
and self-phase modulation, IV.3.3

Group velocity dispersion (GVD):
in slow saturable absorber, IV.25.9
in ultrafast laser systems, IV.24.26,

IV.25.13–IV.25.14

Group velocity walkoff, in parametric generation,
IV.22.64

Grüneisen relationship, II.12.15, II.33.36
GSDII, II.8.15
G-tilt, III.1.17–III.1.18
Guard ring, I.15.9
GUERAP (General Unwanted Energy 

Rejection Analysis Program), I.38.27,
II.37.21

Guest-host system, II.14.10–II.14.11
Guided-wave components:

beam propagation method (BPM) of, II.6.8
coupled-mode theory of, II.6.8
phase evolution of, II.6.7

Guided-wave devices, II.6.20, II.6.22
Guide stars:

laser, III.1.22, III.1.23f, III.1.25,
III.1.28–III.1.35

natural, III.1.22, III.1.23f, III.1.29, III.1.33
sodium, III.1.29
and tracking, III.1.22–III.1.24

Guide tubes, for neutron beams, III.36.8–III.36.9,
III.36.12, III.36.14–III.36.15

Gurney-Mott mechanism, I.20.5
Gyroscopes, fiber optic (see Fiber optic 

gyroscopes (FOG))

H-aggregate spectral sensitizers, III.6.14
Haidinger fringes, I.2.22, I.2.27

formation of, I.2.23f
Halation, in color photography, III.6.5
Half-beat-length coupler, IV.21.5
Half-shade devices, II.3.60
Halftoning, III.17.3, III.17.5
Hamiltonian optics, I.1.15, I.1.97
Hamilton’s equations, I.1.23
Hanbury-Brown-Twiss (HB&T) effect, IV.26.14,

IV.26.14f, IV.26.15
Handshaking, in optical network switching,

IV.13.16
Hanle laser, IV.26.43
Haplopia, III.12.2
Hard disks, I.31.1

achievable densities on, I.31.1n
Hardness, II.35.9
Harmonic distortions:

in analog fiber-optic links, IV.6.5
Harmonic generation, intracavity, I.14.12
Harmonic oscillators, I.8.23

interionic potential and, I.8.26f
Harmonic trap, IV.28.34–IV.28.35
Harrick’s polarizers, II.3.37
Harting-Dove prism, II.4.9, II.4.9f
Hartmann formula, II.33.26
Hartmann sensors, III.2.33
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Hartmann-Shack wavefront sensor (HSWS),
III.1.25–III.1.28

in adaptive optics system design example, III.1.42
definition of, III.10.1
Fried geometry for, III.1.27f
geometry of, III.1.25f
least-squares reconstructor matrix for, III.1.28f
to measure ocular aberration, III.8.3, III.10.5,

III.10.6f
Hartmann test, II.30.1, II.30.4, II.30.5f, II.30.6,

II.30.6f
Hartnack-Prazmowski prisms, II.3.7, II.3.19
Hartree-Fock variational approach, I.8.14
H-atom spectroscopy, I.8.11
Haus’s formalism, for mode-locking, IV.25.8,

IV.25.10
Head-mounted display (HMD) systems,

III.12.31–III.12.36, III.18.1
design considerations in, III.18.2–III.18.6
image quality in, III.18.7–III.18.10
and misaccommodation, III.18.10–III.18.13

Heat capacity, II.33.35
Heavy metal fluoride glass (HMFG), IV.14.1,

IV.14.4–IV.14.6
attenuation in, IV.14.5, IV.14.5f
fabrication of, IV.14.4–IV.14.5
properties of, IV.14.4t
reliability of, IV.14.6

Heisenberg-Langevin approach to quantum laser
theory, IV.26.34–IV.26.36

Heisenberg’s matrix mechanics, I.8.5
Heisenberg’s Uncertainty Principle,

IV.17.7–IV.17.8, IV.17.21
Helium:

Doppler effect on, II.28.3
energy levels of, II.28.3
inhomogeneous broadening in, II.28.3, II.28.4f

Helium-cadmium lasers, I.11.16–I.11.17, I.11.17f,
I.11.32

Helium-neon lasers, I.11.12, I.11.16, I.11.17f,
I.11.32

Helmholtz, Hermann von, III.10.4, III.10.9
Helmholtz equation, I.4.10, III.1.10
Helmholtz invariant, I.1.84
Helmholtz reciprocity principle, II.25.13,

III.9.1–III.9.2, III.9.25, III.9.29
Hemispherical reflectivity, of black surfaces,

II.37.22t
Henle’s fibers, III.9.1, III.9.20
Hering’s law, III.12.21, III.12.26–III.12.27
Herschel condition, I.1.34–I.1.35, II.18.38, II.18.41
Herschelian objectives, II.18.7
Heterodyne detection, IV.1.35, IV.1.35f, IV.1.36,

IV.1.37t, IV.1.39, IV.2.11
Heterodyne/homodyne detection, II.10.33,

II.10.33f, II.10.34

Heterogeneous media, I.1.10
Heterojunctions, I.12.18
Heterophoria, III.12.2, III.12.27
Heterostructure:

for fiber-optics, IV.4.2–IV.4.3
polarization in, IV.4.15
in semiconductor production, IV.4.2

Heterostructure lasers, I.13.7
double, I.13.5f

Heterostructures, LED, I.12.12f, I.12.13, I.12.13f,
I.12.19

Hewlett-Packard interferometers, II.29.11f
Hexagonal silicon carbide, reflectance vs. wave-

length, II.35.45f–II.35.46f
Higgins-Jones acutance, I.20.21
High-definition television (HDTV), II.15.7, III.4.21

in Advanced Photo System, III.6.27
image quality in, III.17.10, III.18.6

High-dry objectives, II.17.15, II.17.16f
High-energy sources, I.10.48
Higher-order aberrations, II.18.41
Higher-order anti-Stokes scattering (HORASS),

II.36.59
Higher-order Stokes-effect scattering (HORSES),

II.36.59
High-gain fiber amplifiers, I.13.4
High Resolution Doppler Imager (HRDI),

I.44.36, I.44.37f
High-resolution optical filters, IV.2.11
High-voltage power supply, for microchannel

plates (MCP), I.21.10, I.21.10f
Hilbert space formulation, I.4.2
Hill gratings, IV.9.5
HITRAN, I.44.21–I.44.23, I.44.23f, I.44.23t,

I.44.26, I.44.26f
Hobby-Eberly telescope, III.1.4
Hold over time, IV.12.15
Hole accumulation diode (HAD), I.22.8
Hole burning (see Optical hole burning (OHB))
Hollow-cathode lamps, I.10.36t, I.10.37,

I.10.37t–I.10.40t, I.10.41f
Hollow waveguide, IV.14.1, IV.14.2t–IV.14.3t,

IV.14.11–IV.14.13
applications for, IV.14.11
glass (HGW), IV.14.11–IV.14.12, IV.14.12f,

IV.14.13, IV.14.13f
metal/plastic, IV.14.11

Holocamera systems, II.23.8
Holograms, II.39.30

accuracy limitations of, II.31.7–II.31.8
binary detour-phase, II.31.2, II.31.4f
binary synthesis, II.31.2–II.31.3
Bragg-matched volume, II.39.2
computer-generated (CGH) (see Computer-

generated holograms (CGH))
Fourier transform, II.39.25
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Holograms (Cont.):
laser transmission, II.23.3f
Lee, II.31.2–II.31.3
null, II.7.6
photorefractive, II.39.1–II.39.2

storage of, II.39.34–II.39.35
programming for, I.34.8–I.34.9
recording and construction process, II.23.4
types of, II.23.5

Holographic gratings, II.23.14–II.23.15
Holographic inspection, II.23.17–II.23.18,

II.23.18f–II.23.19f, II.23.20
disadvantages of, II.23.20–II.23.21, II.23.21f

Holographic interferometry, II.23.5–II.23.7,
II.23.9f, II.23.10–II.23.11, II.23.17

time-average, II.23.6, II.23.8f
vibration analysis in, II.23.8–II.23.9

Holographic lithography, II.23.22–II.23.24,
II.23.25f

Holographic memory storage, II.23.25–II.23.26
Holographic moiré, II.23.7
Holographic optical elements (HOEs), I.31.30,

I.31.30f, II.23.12–II.23.16, II.23.16f, II.23.17,
II.39.28

computer-generated, II.23.14
Holographic sundial, II.23.17
Holography, II.23.2–II.23.3

electronic, II.23.9
electro-optic (EOH), II.23.12, II.23.14f
in grating formation, IV.1.43
pattern recognition in, II.39.25–II.39.27
photorefractive, II.39.25
real-time, II.39.25, II.39.26f
in spectroscopic gratings, III.21.3,

III.21.5–III.21.6
and zone plates, III.23.6

Homodyne detection, IV.1.35, IV.1.35f, IV.1.36,
IV.1.37t, IV.1.38–IV.1.39, IV.2.11

Homogeneous broadening, I.8.9, I.11.6–I.11.7,
I.11.7f, I.11.9, IV.12.1, IV.24.17–IV.24.18,
IV.24.18f, IV.25.19

Homogeneous media, I.1.10, I.1.27–I.1.28
Homogeneous polarization element, II.22.7
Homogeneous reflectors, III.2.40
Homojunctions, LED, I.12.9–I.12.11
Hooke’s law, II.33.32
Hoop forces, I.37.2
Hopkin’s formula, I.4.14
Horizontal linear polarizer, II.22.14
Horopter, III.12.2, III.12.8–III.12.11

theoretical, III.12.8, III.12.9f
Hottel strings, III.2.4–III.2.5, III.2.15
Houghton-Cassegrain objectives, II.18.24f,

II.18.25, II.18.25f
HRCam tracking system, III.1.24
Hubble telescope, II.30.23

Hufnagel-Valley model, III.1.9–III.1.10
Hughes Airborne Optical Adjunct coating,

II.37.41
Human visual system (HVS):

adaptive optics applications for, III.7.12f,
III.10.3, III.10.7–III.7.12

aging of, III.13.5–III.13.19
color perception in, III.4.18–III.4.19, III.6.16,

III.6.17f, III.9.19–III.9.20,
III.13.13–III.13.15, III.17.5

and computer work, III.16.1–III.16.6
current research on, III.8.4
and electronic imaging, III.17.1–III.17.6,

III.17.11–III.17.12
evolution of, III.17.6
field of view of, III.12.34, III.13.18
imperfections in, III.10.2

(See also Aberration, ocular)
in photometry, III.7.6, III.7.8–III.7.9, III.7.12
physiology of, III.9.3
range of light response of, III.5.17f, III.6.16
scanpaths in, III.17.7
(See also Eye, human; Visual system)

Humidity, and fiber strain, IV.1.21
Hund’s rule, I.8.15
Huygens-Fresnel construction, I.3.4–I.3.5, I.3.19
Hybrid reflectors, III.2.40
Hyde maxim, I.34.24
Hydrogen arc lamps, I.10.45, I.10.48f
Hydrogenatic atoms:

energy-level spectrum for, I.8.5
structure splittings in, I.8.11f

Hydrogen ion, in astrophysics, II.28.3
Hydrogen loading, IV.9.2
Hydrologic optics (see Water)
Hyperacuity, I.25.36, III.13.19, III.13.23
Hyperfocal distance, range of focus and, I.1.92
Hyperhemispheric lenses, III.2.9
Hypermetropia, III.13.5, III.13.9
Hyperopia, III.11.2, III.11.2f, III.11.3, III.11.6,

III.12.2, III.12.31, III.13.24, III.15.9, III.16.5,
III.18.10–III.18.11

Hyper-Raman scattering, IV.18.2, IV.18.2f,
IV.18.3, IV.18.3t

Hypocotyl, in plant structure, III.9.27, III.9.27f,
III.19.2

Hysteresis instability, II.35.11–II.35.12
Hysteresis loops, I.31.28, I.31.29f, II.14.11

coercivity and, I.31.27

IBM Black, II.37.56
Iceland spar, II.3.2
Ideal-observer theory, I.25.17–I.25.19, I.25.19f,

I.25.20, I.25.20f, I.25.25, I.29.6–I.29.7
photon noise limited observer, I.25.20n

Ideal polarizer, II.22.7
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Identification tasks, I.25.16
Idler, in optical parametric generation,

IV.22.2–IV.22.4, IV.22.5f, IV.22.7–IV.22.8,
IV.22.62

II SSAs (see Cameras, II SSA)
Illuminance, II.24.12, II.24.44

luminance relationship with, III.14.9, III.14.9f
photometric measure of, III.14.1, III.14.4t,

III.14.5, III.14.5f
of photosensitive devices, III.7.17–III.7.18
retinal (see Retinal illuminance)
unit conversions in, III.7.8t

Illuminance meters, II.24.47
Illuminants, I.26.26t

CIE, I.26.31t
in colorimetry, I.26.25
linear model representations for, I.26.25–I.26.26
reflection model of, I.26.25

Illumination:
Abbe, III.2.23–III.2.24, III.2.24f, III.2.35, III.2.36f
for biological photoreceptors, III.9.12–III.9.13
bright field, II.17.24
CPC use in, III.2.15
critical, II.17.37
definition of, III.2.1
Köhler, I.28.6, II.17.37, II.17.40,

III.2.23–III.2.24, III.2.24f, III.2.35, III.2.36f
measurement of, I.28.18
multiple surface concentrators in, III.2.17
oblique, II.17.24
and pupil diameter, III.13.7
ranges, I.21.3f
stroboscopic, II.23.6
types of, I.21.3
uniformity in, III.2.23–2.42

Illumination Engineering Society of North Amer-
ica (IESNA), III.14.12, III.16.2

Illumination subsystem, III.2.23
Image:

inverted, II.4.2
medial, II.18.41
reverted, II.4.2
types of, I.1.29
virtual, II.18.42

Image analysis, III.17.7
Image coding, III.17.7, III.17.9
Image compression, III.17.3–III.17.4, III.17.7
Image contrast:

and cataracts, III.11.13
in medical X-ray applications, III.35.26,

III.35.26f, III.35.27, III.35.28f,
III.35.29–III.35.30, III.35.30f

Image creation:
in biological eyes, III.9.4, III.9.7, III.10.2,

III.10.4, III.13.7, III.13.10–III.13.12, III.17.7
(See also Photoreceptors, biological)

Image creation (Cont.):
color photographic, III.6.1–III.6.2, III.17.10
digital, III.6.29
granularity in, III.6.19–III.6.20
multiple, from cataracts, III.13.19
in xerographic systems, III.5.2–III.5.5

Image development:
and color photographic paper, III.6.5
xerographic, III.5.5–III.5.10

Image distance, II.2.3
Image dyes, photographic, III.6.10–III.6.13

in Kodachrome film, III.6.24
Image formation, I.1.29, I.25.3–I.25.4
Image height, I.1.31
Image intensifier (see Image tube intensifier (II))
Image intensifier self-scanned array (II SSA)

(see Cameras, II SSA; Image tube
intensifier (II))

Image irradiance, I.1.29
for Lambertian objects, I.1.87

Image lag, I.22.7
Image plane, I.1.31
Image point, I.1.30
Image quality:

in head-mounted displays, III.18.6
metrics for, III.17.3–III.17.4
subjective elements in, III.17.10

Image receptor, in xerographic process, III.5.1
Image relation, in scanning, II.19.17
Image rendering, models for, III.17.4
Imagery, afocal, II.2.6, II.2.6f
Image sensors:

area image, I.22.26, I.22.26t, I.22.27
color, I.22.35–I.22.37, I.22.37f
elements for, I.22.2
frame transfer CCD, I.22.27–I.22.29, I.22.29f
interline transfer CCD, I.22.29–I.22.30, I.22.31f,

I.22.32, I.22.33f, I.22.34
linear image, I.22.23, I.22.23f, I.22.24, I.22.24f,

I.22.25, I.22.25f, I.22.26
MOS area, I.22.27, I.22.28f
multilinear arrays, I.22.26
solid-state, I.22.22
staggered linear arrays, I.22.26
time-delay and integrate (TDI), I.22.26
types of, I.22.2

Image sharpness, I.20.20
Image space, I.1.30

mapping objects to, I.1.30
numerical aperture, I.1.85

Image structure, in photographic films, I.20.18
Image tube intensifier (II), I.21.2, I.21.7–I.21.9,

I.21.22f–I.21.23f
comparison of, I.21.22t
families of, I.21.8
Geb-2, I.21.19, I.21.20f
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Image tube intensifier (II) (Cont.):
resolution curves, I.21.19f
scanned arrays, I.21.20, I.21.20f
(See also Cameras, II SSA)

Imaging:
astigmatic, of a point, I.1.47f
conditions, quantum limited (QLI),

I.21.3–I.21.5
conoscopic, II.17.39–II.17.40, II.17.40f
electronic (see Electronic imaging)
ideal, I.1.32
isoplanic, I.1.34
maxwellian, I.1.32
medical, III.19.5, III.19.10, III.34.7,

III.35.24–III.35.26
multilayer reflective coatings used in,

III.24.6–III.24.7
optical transfer function in, III.1.21–III.1.22
orthoscopic, II.17.39
paraxial, I.1.42
ratio, II.17.46
and Schwarzschild objective, III.27.1
single-plane, I.1.32
stigmatic, I.1.33, I.1.35
three-dimensional, II.17.47
time-gated, IV.18.43–IV.18.44, IV.18.45f
X rays in, III.19.5, III.19.10, III.20.3, III.20.8,

III.35.24–III.35.33
(See also specific imaging techniques)

Imaging capillary optics, III.29.3–III.29.4
Imaging-forming rays, I.1.81
Imaging science, III.17.1
Imaging systems:

adaptive optics applications for, III.1.5–III.1.8
feature detection in, III.17.8
f-number in, IV.19.3
Fresnel lenses used in, III.2.10
vs. nonimaging systems, III.2.8
sampling in, III.4.17–III.4.20
solid-state camera applications for, III.4.3
(See also specific systems)

Imaging wavelength, III.1.40–III.1.43, III.1.45f,
III.1.46–III.1.47, III.1.47f

Impact ionization coefficient, in avalanche pro-
cess, IV.4.76

Implants, for vision correction, III.11.14, III.11.17
(See also specific types of implants)

Impulse response, II.32.2
Impurity gettering, I.22.5n
Impurity magnetoabsorption, II.36.52–II.36.53,

II.36.53f
Incoherent demodulation, II.10.36, IV.1.38,

IV.1.38f
Incoherent radiation, III.2.2, III.2.42, III.15.2,

III.19.6
Incoherent scattering, III.3.3–III.3.5

Incoherent X-ray metrology, III.26.5
Index confinement, IV.20.6–IV.20.9, IV.20.14
Index ellipsoid, II.13.5, II.13.5f–II.13.6f, II.33.21,

II.33.21f
Index-guided lasers, I.13.9, I.13.30, IV.4.14
Index of refraction, I.1.10, I.5.4, I.5.5f, I.5.7f,

I.9.23, II.33.8, II.35.4
of air, formula for, III.1.8
in all-optical switching, IV.21.1, IV.21.3, IV.21.7
in biological photoreceptor, III.9.12, III.9.22,

III.9.24
changes in, II.24.14
cornea/lens ratio of, III.13.6
dispersion formulas for, II.33.25
distributed (see Graded index (GRIN) lens)
and electromagnetically induced transparency,

IV.23.18–IV.23.20
of fiber-optic materials, III.9.4
for infrared fiber, IV.14.2–IV.14.3
and laser irradiance, IV.17.22
for lasers, IV.4.6, IV.4.15, IV.4.20
and magnification, III.12.26
in metals, II.35.12, II.35.13t–II.35.20t
in neutron optics, III.36.5, III.36.7–III.36.8
in nonlinear fiber optics, IV.1.42, IV.3.2–IV.3.3,

IV.17.8–IV.17.10, IV.19.7
for optical fiber, IV.1.6–IV.1.7, IV.1.44–IV.1.45,

IV.2.2, IV.13.6
of optical systems, I.34.7
phase velocity, II.13.13, II.13.13f, II.13.14,

II.13.14f, II.13.15
for photoreceptors, III.9.5
and photosensitivity, IV.9.2–IV.9.3
reflections in, I.5.8
and semiconductor modulators, IV.4.2
symmetries, I.1.24
in 3D bandgap materials, IV.20.4–IV.20.5
uniformity of, through optical elements, II.33.7
of X rays, III.19.6–III.19.7, III.20.3
of Yttria, II.33.13f

Index of refraction gradients (see Graded index
(GRIN) lens)

Indirect modulation, IV.12.30
Indirect transitions, II.36.25–II.36.26
Induced wave shift, II.13.18
Inertial guidance, II.6.34–II.6.35
Infectious developers, I.20.5
Infrablack, II.37.27–II.37.28, II.37.40

BRDF of, II.37.32f, II.37.56f–II.37.57f
Infrared absorption, II.36.21f
Infrared allowed processes:

in diamond structure, II.36.17t
in zincblende structure, II.36.18t

Infrared cataract, III.15.8, III.15.11
Infrared emitters, I.12.9
Infrared fiber fabrication, IV.1.47–IV.1.48
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Infrared Handbook, The, I.10.27
Infrared heterodyne detection, I.15.87
Infrared (IR) fibers, IV.14.1–IV.14.4

applications for, IV.14.3, IV.14.3t, IV.14.4,
IV.14.11, IV.14.13–IV.14.14

categories of, IV.14.1, IV.14.2t
crystalline, IV.14.8–IV.14.10
glass, IV.14.4–IV.14.8
hollow waveguides, IV.14.11–IV.14.14
loss spectra for, IV.14.2, IV.14.2f
properties of, IV.14.2–IV.14.3, IV.14.3t

Infrared (IR) light:
and cataracts, III.13.8, III.13.19
exposure limits for, III.15.9–III.15.11
eye damage from, III.15.2, III.15.4, III.15.5f
in photometry, III.7.18
in radiometry, III.7.5, III.14.1
and Schwarzschild objective applications,

III.27.1
Infrared sensors, I.23.4

spectral bands for, I.23.5
Infrared spectrum, of sapphire, II.33.15f
Inhomogeneous broadening, I.11.6, II.20.23,

II.28.14
and degenerate two-pulse FWM, IV.25.19
in electromagnetically induced transparency,

IV.23.13, IV.23.15–IV.23.17, IV.23.21,
IV.23.24

elimination of, II.20.24
and free polarization decay, IV.24.10, IV.24.10f
and stimulated photon echo, IV.24.17–IV.24.18

Inhomogeneous media:
in nonimaging systems, III.2.23
and surface scattering, III.3.3

Inhomogeneous polarization element, II.22.7
Inhomogeneous reflectors, III.2.40
Inhomogeneous systems, and volume scattering,

III.3.3
Injection, IV.4.39
Injection-locked lasers, I.13.40, I.13.40f, I.13.41
Injection locking, II.39.28
Injection seeding, I.14.18
In-line gun CRTs, I.27.5
In-plane coupling, in photonic crystals,

IV.20.10–IV.20.11
Input saturation power, for rare-earth doped

amplifier, IV.5.3
Insertion devices:

as synchrotron radiation source,
III.32.1–III.32.2, III.32.6, III.32.10,
III.32.10f, III.32.11–III.32.18

(See also Undulators; Wigglers)
Insertion loss:

definition of, IV.10.2
in modulators, IV.4.56, IV.4.58–IV.4.60

Insertion loss (Cont.):
with splitter, IV.10.2
in wavelength-division multiplexing,

IV.1.32–IV.1.33
Installation loss, for optical link power budget,

IV.6.7–IV.6.9
Instant pictures, II.15.8
Instrument calibration, II.26.13–II.26.14
Instrument myopia, I.24.32
Instrument signature, II.26.4, II.26.10–II.26.11
Insulating magnetic brush (IMB), III.5.7
Insystems Wafer Inspection System, II.23.20,

II.23.23f
Integral color filter arrays (CFA), I.22.36, I.22.36f
Integrated circuit photomasks, II.23.17, II.23.19f
Integrated optic circuit (IOC), II.6.2

lithium niobate, II.6.37
research and development in, II.6.37

Integrated optics (IO):
advantages of, II.6.2
on silicon substrates, II.6.13–II.6.14

Integrating bucket, II.30.19–II.30.20, II.30.20f
Integrating cavities, in nonimaging optics,

III.2.25–III.2.28
Integrating spheres, I.28.10, III.14.10–III.14.11,

III.14.11f
Monte Carlo techniques used to evaluate,

III.2.7
as nonimaging optics uniformity control, III.2.2,

III.2.25, III.2.25f, III.2.26, III.2.26f
Intelligent Physical Protocol Enhanced Physical

Project, IV.16.4
Intensified charge-coupled device (ICCD), III.4.3
Intensity, I.4.7, II.24.8–II.24.9, III.7.5, III.14.1

autocorrelation, in ultrashort lasers, I.14.23
interferometry, I.4.24
luminous (see Candela)
mutual, I.4.11
scaling, of light, I.26.3–I.26.4, I.26.4f–I.26.5f

Intensity distribution:
gaussian, for lightpipe, III.2.29, III.2.30f
for integrating spheres, III.2.25, III.2.26f

Intensity gain, in X-ray diffraction,
III.35.8–III.35.9, III.35.9t, III.35.10, III.35.10t,
III.35.11, III.35.11t

Intensity modulation:
with direct detection, IV.1.34
by electroabsorption, IV.4.58–IV.4.60
semiconductors for, IV.4.2

Interband absorption, I.9.28, I.9.30
fundamental edge, II.36.23–II.36.24, II.36.24f,

II.36.25, II.36.25f
Interband Faraday rotation, II.36.47f
Interband magneto-optical effects,

II.36.43–II.36.44
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Interband transitions, I.9.24, I.9.31–I.9.32,
II.36.34, II.36.34f–II.36.35f

Interconnected switchable network (fabric), for
Fibre Channel, IV.16.4

Interference, I.2.3
by amplitude division, I.2.19–I.2.20

extended source, I.2.20–I.2.21
plane-parallel plate, I.2.20–I.2.21

atomic, IV.23.3–IV.23.4
in coherent population trapping, IV.23.7
constructive, IV.23.2, IV.23.23–IV.23.24,

IV.23.27
destructive, IV.23.2, IV.23.10, IV.23.23–IV.23.24,

IV.23.27
effects, I.2.6
in electromagnetically induced transparency,

IV.23.7–IV.23.8, IV.23.8f, IV.23.9
Fano, IV.23.2, IV.23.7–IV.23.8, IV.23.8f
patterns of three wavelengths, I.2.18f
quantum electrodynamics, IV.26.12
temporal beats, I.2.13

Interference filters, IV.20.2
Interference fringes, I.2.6, I.2.6f, I.2.7, I.2.7f

generation of, I.28.20
Interference gratings, II.23.14
Interference pattern, from a linear source, I.2.40f
Interferogram:

binary synthesis (see Holograms, binary synthe-
sis)

density of fringes in, II.30.13
evaluation of, II.30.12, II.30.12f
fixed, II.30.12
Fourier analysis of, II.30.12, II.30.14–II.30.15
interpolation of, II.30.13–II.30.14
laterally-sheared, II.30.10f

Interferometeric wave meters, II.21.19
Interferometers, I.28.25

atom, IV.24.20–IV.24.22, IV.24.23f
Bruning, II.29.10f
Burch, II.30.7
computer-generated holograms (CGH), II.31.6,

II.31.6f, II.31.7
distance-measuring, II.29.8–II.29.9, II.29.9f,

II.29.10–II.29.12
double-passed two-beam, II.21.8, II.21.9f
Fabry-Perot, I.42.17, II.21.6–II.21.7, II.21.7f,

II.21.13, II.21.20, II.21.24
feedback, II.21.18f
fiber, II.21.17, II.21.18f, II.21.19
Fizeau, I.2.25, I.2.26f, I.2.34, II.21.2, II.21.2f,

II.21.14, II.21.20–II.21.21, II.21.22f, II.30.7,
II.30.8f

Fourier-transform, II.36.63f
frequency-modulation, II.21.11, II.21.11f,

II.21.12

Interferometers (Cont.):
fringe-counting, II.21.10, II.21.10f
grating, II.21.5, II.21.5f
gravitational-wave, II.21.23–II.21.25, II.21.25f
and the HB&T effect, IV.26.14
heterodyne, I.2.13, II.21.12–II.21.13, II.21.13f,

II.29.28, II.30.21
heterodyne stellar, II.21.23
Hewlett-Packard, II.29.11f
increasing the sensitivity of, II.30.8
infrared heterodyne stellar, II.21.24f
intensity, II.21.23
Jamin, II.21.8
laser-Doppler, II.21.15–II.21.16, II.21.16f
laser-feedback, II.21.16, II.21.16f, II.21.17
Mach-Zehnder, I.28.26, I.28.26f, II.6.10, II.6.12,

II.6.14–II.6.15, II.6.29, II.10.15, II.12.48,
II.13.23, II.13.23f, II.21.3, II.21.3f,
II.21.4–II.21.5, II.21.21f, II.23.5, IV.1.17,
IV.4.64, IV.9.8, IV.12.32, IV.12.32f, IV.12.36

in all-optical switching, IV.12.36–IV.12.38,
IV.12.38f, IV.21.2, IV.21.2f, IV.21.3–IV.21.5

as modulator, IV.4.66
and measurements, II.29.17
Michelson, II.21.2–II.21.3, II.21.3f, II.21.5,

II.21.22, II.21.22f, II.21.23, II.23.5, II.29.8,
II.36.63, IV.9.8, IV.9.8f

Minkowitz, II.29.10f
Mirau, II.21.14f
multimode, IV.4.66
multiple-pass, II.30.9
multiple-reflection, II.30.8
Murty, II.30.8, II.30.11f
Newton, II.30.7
Nomarski, II.21.4, II.21.5f
nonreacting, II.29.9–II.29.10
phase conjugate, II.21.21, II.21.22f,

II.39.31f–II.39.32f
phase-locked, II.21.14–II.21.15, II.21.15f
phase-shifting, II.21.13
point diffraction, II.30.7
polarization, II.21.4, II.30.21
reflectors for, I.42.41
Sagnac, II.6.32–II.6.33, II.21.4, II.21.4f, II.21.17,

IV.12.38
second-harmonic, II.21.21, II.21.21f
shearing, II.21.6, II.21.6f, II.30.7–II.30.8, II.30.11f
stellar, II.21.22
three-beam, II.21.8, II.21.9f
Twyman-Green, I.2.28, II.21.3, II.21.14, II.23.5,

II.30.7, II.30.7f, II.30.9f, II.30.16, II.30.16f
types of, II.21.2
unbalanced nonlinear (UNI), IV.12.38
Zernicke’s three-beam, II.21.8, II.21.8f
(See also specific type)
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Interferometric correlation, in ultrashort lasers,
I.14.23

Interferometric measurement, IV.1.17, IV.1.17f,
IV.17.29

Interferometric modulators, IV.4.51, IV.4.51f,
IV.4.54–IV.4.56

Interferometric Spectra Analyzer (ISA), II.12.48
Interferometric tests, II.30.6
Interferometry:

direct, II.30.15
fringe linearization, II.23.7
holographic (see Holographic interferometry)
infrared, II.30.23
neutron, III.36.4, III.36.10–III.36.11, III.36.11f,

III.36.12
phase conjugate, II.39.30
phase-shifting, II.30.16–II.30.17, II.30.17f,

II.30.18, II.30.18f, II.30.19–II.30.21
two steps plus one method, II.30.20

sinusoidal phase-modulating, II.21.15
speckle-pattern, II.23.9–II.23.11,

II.23.12f–II.23.13f
electronic (ESPI), II.23.10–II.23.11

sub-Nyquist, II.30.25
two-wavelength, II.21.11, II.30.23–II.30.24
X-ray, III.28.10–III.28.12, III.36.11

Interimage effect, I.20.13
Interlayer interimage effects (IIE), of photo-

graphic film, III.6.3, III.6.17, III.6.19
Interleaving, IV.12.4, IV.12.6, IV.12.8, IV.12.9f,

IV.12.19, IV.12.20f, IV.12.23
Interline transfer array architecture, III.4.3–III.4.6
Intermediate frequency, IV.1.35–IV.1.36
Intermodal dispersion, IV.1.10–IV.1.11,

IV.2.3–IV.2.5
Intermodulation distortion (IMD), IV.2.15, IV.6.5,

IV.6.6, IV.6.6f, IV.6.7
Intermodulation products (IMPs),

II.12.48–II.12.49
in Bragg cells, II.12.47–II.12.48

Internal quantum efficiency, in lasers, IV.4.10
Internal self-action, IV.19.8, IV.19.11
Internal writing technique, for fiber grating fabri-

cation, IV.9.5
International Bureau of Weights and Measures

(BIPM), III.7.2
International candle, III.14.3
International Commission on Illumination (CIE),

III.7.3, III.14.2, III.14.12, III.15.3, III.15.10
International Commission on Non-Ionizing Radi-

ation Protection (ICNIRP), III.15.6,
III.15.10–III.15.11, III.15.14

International Electrotechnical Commission,
III.15.10

International Standards Organization (ISO),
I.35.11, III.7.2–III.7.3

International System of Units (see SI units (Sys-
tème International d’Unités))

International Telecommunications Union (ITU),
jitter definition from, IV.6.16

International Union of Pure and Applied Physics
(IUPAP), III.7.2–III.7.3

Internet, traffic on, IV.12.3
Internuclear separation, I.8.21, I.8.22f, I.8.23
Interphotoreceptor matrix (IPM), III.9.8
Interpupillary distance (IPD), III.12.15, III.12.22
Interstitial matrix, in biological photoreceptors,

III.9.2, III.9.5
Interstitial oxygen, II.36.21f, II.36.23f
Intersymbol interference, II.10.23, IV.1.25, IV.6.9,

IV.6.12, IV.13.5
Intraband, II.36.49

in germanium, II.36.51f
Intracapsular cataract extraction (ICCE),

III.11.13
Intracavity doubly resonant oscillator (ICDRO),

IV.22.15, IV.22.42
Intracavity optical parametric oscillator

(ICOPO), IV.22.42–IV.22.50
conversion efficiency of, IV.22.43–IV.22.48
layout of, IV.22.43, IV.22.43f
operating characteristics of, IV.22.48, IV.22.49f
operating regimes of, IV.22.43, IV.22.44f
tuning of, IV.22.48, IV.22.50f

Intracavity pulse energy, I.14.4, I.14.5f
Intracavity singly resonant oscillator (ICSRO),

IV.22.15, IV.22.42
Intramodal dispersion, IV.2.3–IV.2.5, IV.2.5f
Intraocular aniso-magnification,

III.12.17–III.12.20
Intraocular lens (IOL), III.13.1,

III.13.23–III.13.24, III.13.24f
bifocal, III.13.23
implant of, III.11.14–III.11.15, III.13.9, III.13.19
phakic, III.13.24

Intraocular pressure (IOP), III.13.21–III.13.22
Intraocular scattered light, I.24.19
Intraocular suppression, III.12.13, III.12.19
Intrastromal corneal rings (ICRs), III.11.17
Intrinsic Fabry-Perot interferometric (IFPI) sen-

sors, IV.15.4, IV.15.4f, IV.15.5
Intrinsic jitter, IV.6.17
Intrinsic resolution, II.11.13
Intrinsic semiconductor operation, I.15.9
Inverse Raman effect, IV.3.5
Inverse square law, II.24.15–II.24.16, III.14.9
Inversion layers, in photogates, I.16.12
Inverted channel substrate planar (ICSP) lasers,

I.13.23f, I.13.24
Involute reflectors, III.2.12, III.2.12f, III.2.40
Ion-assisted deposition, I.42.15
Ion beam-sputtered surfaces, II.37.46
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Ion-beam sputtering, I.42.15
Ionic bonding, I.8.19
Ion implantation, IV.25.22–IV.25.24
Ionization chambers, III.34.3–III.34.4
Ionization X-ray detectors, III.34.3–III.34.6
Ionizing excitations, II.36.32
Ion plating, I.42.15
Ion trapping, IV.28.19
Ion writing systems, III.5.4–III.5.5
Iris, III.13.7, III.13.11, III.15.9
Iron:

extinction coefficient for, II.35.16t
vs. wavelength, II.35.24f

index of refraction in, II.35.16t
vs. wavelength, II.35.24f

reflectance of, II.35.34t–II.35.35t
vs. wavelength, II.35.43f

specific heat of, II.35.71f
thermal conductivity of, II.35.65f–II.35.66f

Irradiance, I.3.4, II.24.8–II.24.9
versus exitance/emittance, III.2.3
for laser-generated plasmas, III.33.1
net, I.43.9
off-axis, II.24.17–II.24.18
on-axis, I.3.9–I.3.11
plane, I.43.9
as radiometric unit, III.7.5, III.14.1, III.14.4t,

III.14.5, III.14.5f
retinal exposure to, III.15.1, III.15.8
scalar, I.43.8–I.43.9
spectral, I.10.10, I.10.10f, I.43.13
in straightedge diffraction, I.3.16–I.3.17

Irradiance distribution, II.24.8
Irradiance ratio, I.43.13
Irradiance reflectance, I.43.48, I.43.49f

in natural waters, I.43.49f
IR radiometic standards, I.10.9
Irregular aberrations, III.10.4, III.10.7
Irregular refraction, III.11.3
Isodiscrimination contours, I.26.36f
Isoelectric dopants, I.12.17–I.12.18
Isolation, IV.10.2
Isolator, IV.10.3, IV.10.9, IV.10.10f
Isoluminance, I.25.31, I.25.32f
Isoplanatic angle, III.1.21
Isoplanatic patch, I.29.4n
Isoplanic imaging, I.1.34
Isotope broadening, I.11.6–I.11.7
Isotropic, definition of, III.7.4
Isotropic diffraction, II.12.10, II.12.21–II.12.22
Isotropic intensity, III.2.3
Isotropic luminance, III.2.3
Isotropic media, I.1.10

Jackson Cross cylinder, III.11.5
Jacobi method, II.13.10–II.13.11, II.13.13

J-aggregate spectral sensitizers, III.6.14–III.6.15
Jahn-Teller effect, II.28.9, II.28.26
Jamin interferometers, II.21.8
Jaynes-Cummings model, IV.26.15–IV.26.16,

IV.26.16f, IV.26.17–IV.26.18, IV.26.21
Jellet-Cornu prisms, II.3.60
Jerlov water types, I.43.29, I.43.44–I.43.45,

I.43.45t, I.43.46, I.43.46f
Jitter:

accumulation in repeaters, IV.6.17
effect on Strehl ratio, III.1.18f
intrinsic, IV.6.17
maximum tolerable input (MTIJ), IV.6.17
in optical link power budget, IV.6.15–IV.6.17
in soliton transmission systems, IV.7.6–IV.7.8,

IV.7.11, IV.7.13–IV.7.17
from synchronously pumped parametric oscilla-

tors, IV.22.55
in telescope mount, III.1.24

Jitter transfer function (JTF), IV.6.17
Johnson noise, I.15.9, I.18.4, IV.1.27–IV.1.28,

IV.1.28f
in photodetectors, IV.4.74–IV.4.75

Jones calculus, I.5.26–I.5.28
Jones matrix, I.5.28, I.6.11, I.7.2, II.22.8,

II.22.31–II.22.32
Jones unit, I.15.9, I.15.11
Josephson pairs, III.34.9
Joules, III.7.5, III.14.6
Judd-Vos modified function, I.26.13, III.7.12
Judgment tasks, I.29.2, I.29.6–I.29.7, I.29.9
Just noticeable distortion (JND), III.17.4

Kane momentum matrix, I.9.27
Kane’s theory, II.36.25
Kao, Charles, IV.1.5
K-correlation (ABC) model, I.7.9, I.7.11
Keck telescopes, III.1.4
Kelvin, III.7.2, III.14.7
Kennedy scanner, II.19.15, II.19.17
Keplerian lenses, II.2.7–II.2.8, II.2.11f, II.2.12
Kerataconus, III.10.12, III.11.3, III.11.10
Keratocytes, III.13.5
Keratometer mire, III.11.4
Keratometry, III.11.4
Keratomileusis, III.10.11, III.11.16–III.11.17
Kerr cell, II.1.23, II.20.9
Kerr effect, IV.7.2, IV.12.1, IV.12.32,

IV.17.11–IV.17.12, IV.22.3
in all-optical switching, IV.12.36–IV.12.37
bound electronic optical, IV.17.5t, IV.17.12,

IV.17.14–IV.17.15
and electromagnetically induced transparency,

IV.23.22, IV.23.27–IV.23.28
longitudinal, IV.25.11–IV.25.12, IV.25.12f,

IV.25.13–IV.25.15
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Kerr effect (Cont.):
molecular orientational, IV.17.5t,

IV.17.15–IV.17.16
and phase conjugation, IV.17.30
polar magneto-optical, I.31.22, I.31.22f
Raman-induced, IV.17.5t, IV.17.14, IV.17.19
transverse, IV.25.11–IV.25.12, IV.25.12f,

IV.25.14–IV.25.15
and ultrashort pulse generation, IV.25.4

Kerr-lensing, IV.17.25, IV.25.12, IV.25.12f
Kerr lens mode-locking (KLM), IV.25.14–IV.25.15
Kilogram, III.7.2
Kinematograms, random-dot, I.25.40
Kirchhoff’s law, II.24.27, II.25.8, II.25.16
Kirchhoff theory, I.3.20
Kirkpatrick-Baez optics, III.28.7, III.28.8f,

III.28.9, III.28.9f, III.28.10, III.35.15
Kirkpatrick-Baez telescope, II.11.3f
Knapp’s Law, III.11.15, III.12.18, III.12.26
Knife-edge test, II.30.1–II.30.2
Knoop hardness number, II.33.33, II.33.33f
Kodachrome film, III.6.24, III.6.24t
Kodak Cobra Flash, II.15.17, II.15.18f
Kodak glass, II.7.7
Köhler illumination, I.28.6, I.32.11f, II.17.5,

II.17.37, II.17.40, III.2.23–III.2.24, III.2.24f
lens arrays in, III.2.35, III.2.36f

Kolmogorov, Andrey Nikolayevich, III.1.8
Kolmogorov spatial power spectral density, 

III.1.9
Korsch, three-mirror objectives, II.18.34, II.18.34f

four-reflection, II.18.35, II.18.35f
and two-mirror, II.18.38, II.18.38f

Kramers-Kronig (K-K) relations, I.9.15–I.9.16,
II.6.10–II.6.11, II.33.11, II.33.14, II.33.27,
II.36.4, II.36.10–II.36.11

to calculate electrorefraction, IV.4.64
in nonlinear optics, IV.17.3, IV.17.10–IV.17.13,

IV.19.7
Kramers system, II.20.19, II.20.19f, II.20.20
Krinecker delta function, I.4.21
Kronig-Penney model, IV.28.31
Krypton lasers, I.11.16
Kubelka-Munk theory of radiative transfer,

III.3.12–III.3.13, III.3.13f

LADAR (laser detection and ranging),
I.21.29–I.21.31

Ladder (cascade) three-level atomic scheme,
IV.23.6, IV.23.6f, IV.23.15

transparency in, IV.23.12, IV.23.16, IV.23.16f,
IV.23.17

Lagrange invariant, I.1.84
and étendue conservation, III.2.4
generalized, I.1.25

Lambda (�) three-level atomic scheme, IV.23.6,
IV.23.6f

electromagnetically induced transparency in,
IV.23.6–IV.23.8, IV.23.8f, IV.23.9,
IV.23.15–IV.23.16, IV.23.16f

Lambert, III.7.8
Lambertian, definition of, III.7.4–III.7.5
Lambertian approximation, II.24.16
Lambertian black surfaces, II.37.16
Lambertian objects, image irradiance for, I.1.87
Lambertian radiator, III.2.3
Lambertian source, II.24.16

spherical, II.24.18
Lambertian surface, III.14.9–III.14.10
Lambert’s cosine law, III.14.9, III.14.9f
Lambert’s law, I.4.13, I.4.20
Lamb-Retherford radio-frequency experiment,

I.8.12
Lamb shift, I.8.6, I.8.11–I.8.12, IV.26.13
Lamipol structures, II.3.61
Lamps:

argon arc, I.10.11
black-light, I.10.35, I.10.36t, I.10.37
carbon arc, I.10.19, I.10.22f–I.10.23f, I.10.24t,

I.10.25, I.10.25t, I.10.26f
cold cathode, I.10.35, I.10.40
compact-source arc, I.10.31, I.10.31f–I.10.32f
concentrated arc, I.10.39
deuterium arc, I.10.11, I.10.45, I.10.49f
electrodeless discharge, I.10.37
germicidal, I.10.35
glow modulator tubes, I.10.40, I.10.46f–I.10.47f,

I.10.48t
hollow-cathode, I.10.36t, I.10.37,

I.10.37t–I.10.40t, I.10.41f
hydrogen arc, I.10.45, I.10.48f
Lucalox, I.10.29, I.10.30f
mercury arc, I.10.25, I.10.27, I.10.27f–I.10.30f,

I.10.33f
mercury-xenon, I.10.32, I.10.33f–I.10.34f
multivapor arc, I.10.28, I.10.29f
Pen-Ray low pressure, I.10.35f
photomicrographic, I.10.39
Plueker spectrum tubes, I.10.38, I.10.44f,

I.10.44t
quartz envelope, I.10.19
safety standards for, III.15.15
for scientific purposes, I.10.20f–I.10.21f
short-arc, I.10.34
spectral, I.10.38, I.10.42f–I.10.43f, I.10.43t
spectral irradiance, I.10.10
spectral radiance filament, I.10.9
Sterilamps, I.10.35
tungsten arc (photomicrographic), I.10.39,

I.10.45f
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Lamps (Cont.):
tungsten-filament, I.10.17, I.10.18f, I.10.19,

II.20.6
Uviarc, I.10.27, I.10.27f
xenon, I.10.34
zirconium arc, I.10.39, I.10.44f
(See also specific type)

Lamp standards, I.10.8
Landau levels, II.36.41, II.36.43,

II.36.43f–II.36.44f, II.36.48, II.36.51
Landé interval, I.8.19–I.8.20
Landolt fringe, II.3.19
Landolt ring target, I.25.36
Lands, in optical disks, I.31.4
Landscape lenses, II.1.17, II.1.17f–II.1.18f,

II.1.19t–II.1.20t
Langevin method, in laser theory, IV.26.6,

IV.26.15, IV.26.34–IV.26.36
Laporte selection rule, I.8.13
Lapping, abrasive, I.40.4
Large Binocular Telescope (LBT), III.1.8
Larmor precession, in neutron optics, III.36.13
Laser absorption saturation spectroscopy, I.8.12
Laser amplifiers, I.11.9–I.11.10, I.13.47, IV.2.12
Laser-assisted chemical etching (LACE), II.7.27,

II.7.29, II.7.29f
Laser beam expanders, athermal, I.39.14
Laser beams, interaction with molecules, II.28.6
Laser cavities, IV.20.6, IV.26.18, IV.26.31

configurations of, I.11.26f
losses in, IV.20.19
mode-locking, I.11.29–I.11.30
net gain development in, I.14.8f
optimum output coupling from, I.11.15–I.11.16
Q-switching, I.11.28–I.11.29
resonators, unstable, I.11.27–I.11.28, I.11.28f
stability of, I.11.25

Laser cooling, IV.28.1
applications for, IV.28.24–IV.28.38
properties of, IV.28.2–IV.28.4, IV.28.35,

IV.28.37, IV.28.38f
sub-Doppler, IV.28.15–IV.28.19
theory in, IV.28.4–IV.28.9
of trapped ions, IV.28.19
(See also Atomic beam, collimation of; Atomic

beam, slowing in; Atom trapping; Optical
molasses (OM))

Laser diode collimators, II.7.5
Laser diodes (LD), IV.4.3, IV.12.26

high-power (see Lasers, high-power)
Laser dressed states, IV.23.3, IV.23.8f
Laser-fiber coupling, IV.1.7
Laser field:

in cooling process, IV.28.3–IV.28.4
interaction with three-level atom, IV.23.6

Laser field (Cont.):
in Langevin approach, IV.26.34–IV.26.35
in optical trapping, IV.28.21
in quantum mechanics, IV.26.15,

IV.26.18–IV.26.20
Laser frequency discriminator, IV.27.7, IV.27.7f
Laser-generated plasmas (LGPs), II.11.2, III.19.6,

III.33.1–III.33.2
applications for, III.35.4–III.35.5
characteristics of, III.33.2t

Laser guide star (LGS) sensing, III.1.22, III.1.23f,
III.1.25, III.1.28–III.1.35

in adaptive optics system design, III.1.42,
III.1.44

expected performance of, III.1.30
mesospheric sodium, III.1.33–III.1.35, III.1.35f
versus natural guide star, III.1.29
Rayleigh, III.1.30–III.1.33, III.1.33f

Laser-heated pedestal growth (LHPG),
IV.14.9–IV.14.10, IV.14.10f

Laser-induced continuum structure (LICS),
IV.23.8

Laser-induced damage threshold (LIDT),
I.42.17–I.42.18

Laser-induced phase change, II.14.11–II.14.12
Laser in-situ keratomileusis (LASIK),

III.11.16–III.11.17, III.13.2, III.13.25
Laser lines, in scanning, II.19.27
Laser modes, I.4.24

lateral, stabilizing, I.13.19–I.13.20
longitudinal, I.11.20–I.11.22
stable, I.11.26, I.11.27f
transverse, I.11.22–I.11.23, I.11.23f, I.11.24,

I.11.24f, I.11.25, I.11.27
Laser noise, I.31.12
Laser photocoagulation, for diabetic retinopathy,

III.13.21
Laser power:

combining, II.39.28
modulation (LPM), recording by, I.31.19

Laser printer, II.19.11n
Laser pump source, in parametric generation,

IV.22.61
Laser radar, II.29.5
Lasers:

AlGaAs, I.13.35f
pattern effect for, I.13.35f

amplifier parameters for, I.11.8t
anti-Stokes Raman, IV.18.33
argon, I.11.16
argon ion, I.11.16, I.11.16f, I.11.32
array-mode stability in, I.13.30–I.13.31
atom, IV.28.35
in atom trapping, IV.28.21–IV.28.22, IV.28.22f,

IV.28.23
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Lasers (Cont.):
broad-area twin-ridge structure (BTRS),

I.13.23f
broad bandwidth, I.11.36
buried heterostructure, I.13.9–I.13.10
buried TRS (BTRS), I.13.21
buried V-groove-substrate inner stripe

(BVSIS), I.13.21
carbon dioxide (CO2), I.11.17, I.11.17f, I.11.33
channel substrate planar (CSP), I.13.21,

I.13.23f, I.13.39f
in collision physics, IV.28.28
color center, I.11.36
components of, I.11.3
constricted double-heterostructure large optical

cavity (CDH-LOC), I.13.23f
continuous-wave, IV.26.19
continuous-wave (CW) dye, III.1.34, III.1.34f,

III.1.35
copper vapor, I.11.14, I.11.14f, I.11.16, I.11.32,

I.14.21
correlated emission, IV.26.43–IV.26.44
couple-cleaved cavity (C3), IV.12.27
coupled cavity, I.13.40f, I.13.41

mode-locked, I.14.16
current-confined constricted double-

heterostructure large optical cavity 
(CC-CDH-LOC), I.13.21

for datacom applications, IV.4.2
defined, I.11.2
diffraction of emissions from, IV.4.13–IV.4.14
diode

direct-modulation capability of, I.31.8
multiple-track read-write, I.31.29
optical output power of, I.31.8f–I.31.9f

diode-pumped solid state, IV.27.19–IV.27.20,
IV.27.22

distributed Bragg reflector (DBR), I.13.41,
I.13.43, II.6.26, II.6.28, IV.4.1, IV.4.8,
IV.4.15, IV.4.34–IV.4.35, IV.4.35f, IV.4.36,
IV.12.27

distributed feedback (DFB), I.11.30, I.13.39,
I.13.41, I.13.43, I.14.19–I.14.20, II.6.17,
II.6.26, IV.4.1, IV.4.8, IV.4.15, IV.4.25f,
IV.4.36, IV.4.36f, IV.4.37–IV.4.39,
IV.12.27–IV.12.28, IV.12.28f

double-channel planar-buried heterostructure
(DC-PBH), I.13.26, I.13.26f, I.13.27,
I.13.37f

double heterostructure (DH), I.13.5, I.13.7,
I.13.13f, I.13.14, I.13.14f, I.13.15, IV.4.1,
IV.4.3–IV.4.9

edge-emitting (see Edge-emitting lasers)
in electromagnetically induced transparency,

IV.23.13–IV.23.17

Lasers (Cont.):
excimer, I.11.13, I.11.16, I.11.33, I.11.33f
external cavity diode, IV.27.20–IV.27.21,

IV.27.21f, IV.27.22
eye damage from, III.15.1–III.15.2, III.15.4,

III.15.12–III.15.14
eye protection for, III.15.14–III.15.15
Fabry-Perot, IV.2.9, IV.4.14, IV.12.26, IV.12.26f,

IV.12.27
ferromagnetic system comparison with,

IV.26.37–IV.26.38, IV.26.38t, IV.26.39,
IV.26.39f, IV.26.40, IV.26.40f

fiber ring, IV.5.1
flash-lamp-pumped, I.11.18, I.11.19f
focusing of, I.31.10–I.31.12
free electron, I.11.38, I.11.38f, I.11.39, II.11.2,

III.33.1, III.33.4, IV.26.44–IV.26.46
frequency chirp in, IV.2.6, IV.4.20–IV.4.21,

IV.4.21f, IV.4.22, IV.25.22
frequency-selective feedback, I.13.40f, I.13.41
frequency shift keying (FSK), I.13.39
frequency stability in, IV.27.1–IV.27.16, IV.27.22
gain-guided, I.13.8
gain saturation in, IV.4.18, IV.4.20, IV.4.23
gaseous, I.11.32–I.11.34
geometry-controlled, I.13.40f
glass, I.14.11
Hanle, IV.26.43
helium-cadmium, I.11.7, I.11.16–I.11.17,

I.11.17f, I.11.32
helium-neon (He-Ne), I.11.12, I.11.16, I.11.17f,

I.11.32, I.14.15, II.21.10
heterostructure (see Heterostructure lasers;

Semiconductor lasers)
high-power, I.13.19–I.13.20, I.13.20f, I.13.21,

I.13.25
arrays, I.13.29f, I.13.32t
geometries for, I.13.23f
mode-stabilized, characteristics of, I.13.22t,

I.13.27t
nonabsorbing mirror technology in, I.13.25
output power vs. current, I.13.24f
phase-locked arrays, I.13.30t
thermal properties of, I.13.28, I.13.29f
two-dimensional, I.13.31, I.13.33f

index-guided, I.13.9, I.13.30
injection-locked, I.13.40f, I.13.41
InP-based, I.13.8
intracavity pulse energy of, I.14.4, I.14.5f
inverted channel substrate planar (ISCP),

I.13.23f, I.13.24
ion bombardment stripe, I.13.8
krypton, I.11.16
Langevin approach to, IV.26.34–IV.26.36
lead salt, I.13.8
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Lasers (Cont.):
lead vapor, I.11.14f
L-I curve for, IV.4.10–IV.4.12, IV.4.12f
liquid, I.11.34
locking of, with frequency discriminators,

IV.27.12–IV.27.16
for long-distance communications, I.13.8
LPE-based, I.13.26f
master equation for, IV.26.19–IV.26.21
metalorganic chemical vapor deposition

(MOCVD), I.13.29f, I.13.31
miniature dye, I.14.19
mixing rod applications for, III.2.33
mode-locked, I.14.2–I.14.3, I.14.7, I.14.9, I.14.9f,

II.10.40
by regenerative feedback, I.14.21
for soliton generation, IV.1.42
(See also Mode-locking)

modulation response in, IV.4.19, IV.4.19f,
IV.4.20

molecular nitrogen, I.11.16
multilongitudinal mode Fabry-Perot, IV.2.6
multimode, IV.4.12, IV.4.15, IV.4.23, IV.26.18
multiquantum well (MQWs), I.13.16, I.13.27,

I.13.38
multiquantum well (MQWs)-distributed Bragg

reflector (DBR), II.6.35
Nd:Glass, I.11.35
Nd:YAG, I.11.14, I.11.15f, I.11.35, I.14.22f

mode locking of, I.14.21
noise in, IV.4.22–IV.4.28, IV.26.35–IV.26.36,

IV.26.43, IV.27.3–IV.27.4,
IV.27.13–IV.27.14, IV.27.22

for optical data storage, I.13.8
as optical fiber system transmitter, IV.2.1,

IV.2.5–IV.2.6, IV.12.24–IV.12.27
and optical lattices, IV.28.31–IV.28.32
organic dye, I.11.14, I.11.18–I.11.19, I.11.19f,

I.11.34, I.11.34f
oxide stripe, I.13.8
and parametric device development,

IV.22.1–IV.22.2
phase diffusion constant for, IV.26.28–IV.26.32
photon statistics for, IV.26.23–IV.26.26,

IV.26.26f, IV.26.27
in point-to-point communications links,

IV.1.24–IV.1.25
power and energy measurement of, II.24.35
probability flow diagram for, IV.26.24f
protection from (see Optical limiting)
proton-bombardment-defined, I.13.45
proton stripe, I.13.38f
pulsed, I.11.13, IV.26.19
pulsed-dye, III.1.34, III.1.34f, III.1.35
pumping and, I.11.10, I.11.13, I.11.19f–I.11.20f

Lasers (Cont.):
quantum mechanics for, IV.26.6–IV.26.7,

IV.26.15–IV.26.21
quantum well, I.11.37–I.11.38, I.13.7,

I.13.10–I.13.11, I.13.11f, I.13.12,
I.13.13f–I.13.14f, I.13.15, I.13.18, I.13.24,
I.13.38, IV.4.1, IV.4.3–IV.4.4,
IV.4.28–IV.4.31

long-wavelength, I.13.18–I.13.19
ridge waveguide, I.13.21
strained, I.13.16–I.13.17, I.13.28, I.13.28t

quantum wire, I.13.19
as a radiometric characterization tool,

II.24.35–II.24.36
reflectors for, I.42.41
relaxation oscillations in, IV.4.16–IV.4.17,

IV.4.17f, IV.4.18–IV.4.19
resonance frequency of, IV.2.6
ridge waveguide, I.13.10, I.13.21
ring, I.11.31–I.11.32
ruby, I.11.14, I.11.14f, I.11.35, I.14.14
safety standards for, III.15.13–III.15.14
saturable absorbers in, IV.25.4–IV.25.11
semiconductor (see Semiconductor lasers)
servo system for, IV.27.6, IV.27.6f, IV.27.7,

IV.27.7f, IV.27.8–IV.27.12
short cavity, I.14.20
single-frequency, I.13.40f
single-longitudinal-mode, I.13.41–I.13.42,

IV.2.6, IV.12.27
single-mode, IV.4.12, IV.4.14, IV.12.27, IV.26.18
solid-state, I.11.13–I.11.14, I.11.18, I.11.19f,

I.11.30, I.11.35
mode-locked, I.14.13

solid-state sum-frequency, III.1.34, III.1.34f
solitary, IV.25.15
soliton, I.14.6–I.14.7, I.14.18–I.14.19
spectral characteristics of emissions from,

IV.4.14–IV.4.15
strained layer, IV.4.1, IV.4.31–IV.4.34
surface-emitting, I.13.42–I.13.43, I.13.44f,

I.13.45
for surgical vision correction, III.11.11,

III.11.16–III.11.17
synchronously pumped, I.14.9f
temperature dependence of, IV.4.12–IV.4.13
temporal coherence properties of, I.2.42
threshold for, IV.4.9–IV.4.10
Ti:Al2O3, I.11.36, I.11.36f
Ti:sapphire, I.14.9–I.14.10, I.14.14, I.14.18,

II.39.21
transverse junction stripe, I.13.10
tunable, IV.2.6, IV.2.11, IV.18.43, IV.19.1,

IV.27.14
tunable dye, II.20.6
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Lasers (Cont.):
turn-on delay for, IV.4.16, IV.4.17f, IV.4.18
twin-channel substrate mesa, I.13.23f, I.13.24
twin-channel (TCL), I.13.31
twin-ridge structure (TRS), I.13.21
types of, I.28.21t–I.28.22t
ultrafast, IV.24.25–IV.24.26, IV.25.3–IV.25.4,

IV.25.16, IV.25.16f, IV.25.22
ultrashort (see Ultrashort lasers)
vertical cavity, I.13.44, I.13.45f, I.13.46t

surface-emitting, IV.2.6n, IV.4.2,
IV.4.45–IV.4.50

wavelength division multiplexing (WDM),
I.13.45

X-ray, I.11.33–I.11.34, III.33.1, III.33.4
(See also specific type)

Laser scanning, II.12.26f, III.5.4
Laser speckle, as multiple scattering effect, III.3.14
Laser stripe structure, I.13.8
Laser threshold, IV.4.9–IV.4.10, IV.26.27, IV.26.40

operation above, I.11.13
Lasing transition, IV.26.15, IV.26.18, IV.26.20
Lasing without inversion (LWI), IV.23.3, IV.23.10,

IV.23.18, IV.26.42, IV.26.42f, IV.26.43
Latency, IV.12.16
Latent image (LI):

in color photography, III.6.8, III.6.8n, III.6.9,
III.6.9f

and high-energy radiation, III.6.20–III.6.21
Latent-image speck, I.20.5
Lateral aniseikonia, III.12.18
Lateral color, II.18.41
Lateral geniculate nucleus (LGN), I.25.13–I.25.14,

I.25.14f, III.10.1, III.10.3f
Lattice:

optical, IV.28.22, IV.28.25, IV.28.30–IV.28.31,
IV.28.31f, IV.28.32–IV.28.33

semiconductor
multiphonon absorption, II.36.16–II.36.17,

II.36.17t, II.36.18, II.36.18f, II.36.18t
and phonons, II.36.14–II.36.16
vibrational optical effects, II.36.18–II.36.23

Lattice absorption coefficient, II.36.19f
Lattice filters, tapered fiber fabrication of, IV.8.6
Lattice geometries, in photonic crystals,

IV.20.4–IV.20.5
Lattice interactions adiabatic approximation, I.9.16
Lattice matching, IV.4.2
Lattice properties, II.36.6–II.36.7
Lattice vibrations, II.33.12–II.33.13, II.33.15,

II.36.8, II.36.67, II.36.78
and dielectric constant, II.33.17
model parameters, II.33.81t

Laue, Max von, III.19.5, III.35.6
Laue diffraction, III.37.3–III.37.4
Laue equations, III.22.1

Laurent half shade, II.3.60
Layer Adding Method, I.44.21
Lead fluoride, refractive index for, II.33.71t
Lead molybdate, refractive index for, II.33.70t
Lead salt lasers, I.13.8
Lead vapor lasers, I.11.14f
Leakage current, I.22.12
Leaky-mode elements, in lasers, I.13.31
Leaky rays, IV.1.8, IV.1.8f
Least-squares method, I.34.18
Legacy film, III.6.24, III.6.24t, III.6.25–III.6.26,

III.6.26t
Legal traceability, II.24.22
Legendre transformation, I.1.15, I.1.17–I.1.18
Legrende functions, I.6.15
Leica Summitar lenses, II.1.29, II.1.29f,

II.1.33f–II.1.35f
Leman prism, II.4.13f
Length, measurement of, II.29.3
Lens arrays:

as nonimaging optics uniformity control, III.2.2,
III.2.33–III.2.38

single, III.2.34–III.2.35, III.2.35f
tandem, III.2.33–III.2.34, III.2.34f, III.2.35,

III.2.36f–III.2.38f
Lenses:

aberration curves in, I.33.1
achromatic doublets, II.1.23, II.1.23f, II.1.24,

II.1.24f, II.1.25, II.1.25t, II.1.26
spherical aberration in, II.1.24

afocal, I.1.49, I.1.57f, I.1.58, I.1.58f, I.1.59–I.1.60,
I.1.60f, I.1.63, II.2.4

catadioptric, II.2.21
coaxial combination of, I.1.69f, I.1.70, I.1.70f
finite conjugate, II.2.12
vs. focal lenses, I.1.58
four-powered-mirror, II.2.20, II.2.20f
galilean, II.2.7, II.2.14, II.2.14f
gaussian analysis of, II.2.2
gaussian parameters of, I.1.59
imaging geometry of, II.2.5, II.2.5f
keplerian, II.2.7–II.2.8, II.2.11f, II.2.12
optical invariant and, II.2.7
relay train designs and, II.2.17, II.2.17f
for scanners, II.2.12, II.2.12f
three-powered-mirror, II.2.20, II.2.20f
two-powered-mirror, II.2.19, II.2.19f, II.2.20
unit power conjugate, II.2.21, II.2.21f, II.2.22

alignment of, I.28.11
Amici, II.1.11, II.1.11f
antireflective (AR) coatings for, III.11.10
aplanatic, II.1.6, II.1.10
aspheric, III.2.9–III.2.10, III.2.10f
for astigmatism, III.11.3, III.12.27
axial gradient, II.9.3–II.9.4, II.9.4f
axial preload in (see Axial preload)
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Lenses (Cont.):
axis, I.1.35
bicentric grinding of, III.11.15
bifocal, designing, II.8.13f
bifocal intraocular, III.13.23

implants, III.11.14
Biotar, II.1.28, II.1.29f
Bragg-Fresnel, III.23.7–III.23.8, III.23.8f
camera (see Camera lenses)
Celor, II.1.31f
coaxial combinations of, I.1.68–I.1.70
combined with concentrators, III.2.17
for computer users, III.11.8–III.11.9
contact (see Contact lenses)
corrective, III.11.7–III.11.10

(See also Spectacles)
crown-in-front designs of, II.1.24
custom, for higher-order aberrations, III.10.3
database, I.34.3–I.34.4
design process, I.34.3f
diagrams of, I.1.51f–I.1.52f
dialyte, II.1.25, II.1.25t, II.1.26, II.1.31f
diffraction-limited, I.35.3, II.1.39, II.1.39f,

II.1.40, II.1.40f, II.1.41
dioptric power of, III.11.2
distributed-index, II.7.3
Double-Gauss, II.1.28

unsymmetrical, II.1.29f, II.1.33f–II.1.35f
drawn preform cylindrical, II.7.27
Dyson, II.2.21, II.2.21f
edging of, I.40.4–I.40.5
electron, I.21.8, I.21.8f–I.21.9f
entry process, I.34.3
field, I.1.89, I.1.89f, I.32.8, II.1.10
field flattener, II.1.29
fish-eye, II.1.37f
flint-in-front designs of, II.1.24
focal, I.1.49, I.1.51f–I.1.52f, II.2.2–II.2.3, II.2.3f

vs. afocal lenses, I.1.58
axial separations in, I.1.56
coaxial combination of, I.1.68, I.1.68f, I.1.69
conjugate equations for, I.1.53–I.1.54
distance between object and image in,

I.1.55–I.1.56
distortion-free, II.2.4
images of distant objects and, I.1.55
magnification in, I.1.54, I.1.56–I.1.57
mechanical distances in, I.1.57
nodal points of, I.1.52, I.1.52f, I.1.53
principal focal lengths of, I.1.52
principal focal points of, I.1.49
principal planes of, I.1.49
principal surfaces of, II.2.4
reduced coordinates in, I.1.57

focal length of, II.1.7
to focus laser emission, IV.4.14

Lenses (Cont.):
Fresnel (hologram), II.7.23, II.7.23f,

III.2.10–III.2.11
graded index (GRIN), II.7.3, IV.4.9, IV.4.14,

IV.4.29, IV.10.8, IV.10.8f, IV.10.9
housings, II.34.17

clamshell, II.34.17f
collet, II.34.17f

hyperhemispheric, III.2.9
image quality of, I.35.5
imaging by

of spherical object, II.1.6f
of tilted object, II.1.7f

immersion, II.1.10
intraocular (see Intraocular lens (IOL))
landscape, II.1.17, II.1.17f–II.1.18f,

II.1.19t–II.1.20t
Leica Summitar, II.1.29, II.1.29f, II.1.33f–II.1.35f
linear spot size in, II.1.36, II.1.38f
low-distortion telecentric projection, I.37.17
Luneberg, I.1.24, III.2.23

(See also Microlenses, distributed-index 
planar)

magnification by, III.12.17
materials for, III.11.7
micro-Fresnel (MFL), II.7.18, II.7.20f–II.7.21f,

II.7.22, II.7.22f
aberration characteristics of, II.7.23, II.7.28f
advantages of, II.7.21
diffraction efficiency of, II.7.24, II.7.26f
fabrication technologies for, II.7.24,

II.7.24f–II.7.26f, II.7.27, II.7.27f
thermal variations in, II.7.23

micro-optic (see Micro-optics)
microscope (see Microscope lenses; specific type)
molded glass aspheric, I.31.13f
mounting individual, I.37.2

adhesive rings for, I.37.5f, I.37.7f
burnished into cells, I.37.4, I.37.5f
conical interfaces for, I.37.6f
designs, low-cost, I.37.3–I.37.4
elastomeric designs for, I.37.13, I.37.13f
flat bevels, contact against, I.37.8, I.37.8f
sharp corner interfaces for, I.37.5f
spherical interfaces for, I.37.7, I.37.7f
threaded retaining rings for, I.37.4,

I.37.7–I.37.8
toroidal interfaces for, I.37.6f, I.37.7
(See also Mirrors, mountings for; Prisms,

mountings for)
mounting multicomponent

drop-in techniques for, I.37.14, I.37.14f–I.37.15f
machine-at-assembly techniques for,

I.37.14–I.37.15, I.37.16f–I.37.17f
stacked-cell assembly techniques for, I.37.15,

I.37.17, I.37.18f–I.37.19f
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Lenses (Cont.):
multi-element design of, I.31.11f
multifocal, in binary optics, II.8.12
negative, II.34.15
in neutron optics, III.36.6
noncoaxial combinations of, I.1.70
object-image relationship of, II.1.7
parabolic compound refractive, III.20.4,

III.20.4f, III.20.8
performance of, II.1.30, II.1.36
periscopic, II.1.27, II.1.27f, II.1.28
Petzval, II.1.29, II.1.29f, II.1.36f, II.2.9, II.2.9f
photochromic, III.2.9
Planar, II.1.28
plastic, I.37.19–I.37.20, I.37.20f, II.7.7, II.7.8f,

II.7.10
index of refraction for, II.7.7
shapes of, II.7.11f
tolerances for, II.7.7, II.7.10t

Polaroid, III.11.10
polychromatic, modulation transfer function

(MTF) in, II.1.41
positive-powered, II.34.15
power of, I.1.49
prescriptions for, III.11.3, III.11.5, III.11.10,

III.11.12, III.11.14–III.11.15
radial gradient, II.9.5, II.9.5f, II.9.6
Rapid Rectilinear, II.1.28, II.1.31f
refractive, thickness of, II.8.8f
relay, II.1.10
retrofocus, I.1.57
rotationally symmetric, I.1.65–I.1.67, I.1.67f,

I.1.68
Schupmann, II.1.26
setup, in optical design, I.34.7
shape of, ease of manufacture and, II.7.11,

II.7.11f
simple

imaging by, II.1.5f
thermal focus shift of, I.39.2

single element, II.1.11–II.1.12, II.1.12f,
II.1.13–II.1.16, II.1.16f–II.1.17f

performance of, II.1.36–II.1.37
spherical, III.2.8–III.2.9

in nonimaging optics systems, III.2.8
spherical aberration in, II.1.11
stresses in

bending and, I.37.11–I.37.12
operating conditions and, I.37.12, I.37.12f

surface location, I.34.5
surface profile, I.34.5
symmetrical, II.1.27–II.1.28

double astigmat, II.1.32f
telecentric, I.1.91, I.1.91f, II.2.11–II.2.12
telephoto, I.1.57, II.1.29–II.1.30

reverse, II.1.30, II.1.35f

Lenses (Cont.):
Tessar, II.1.26f, II.1.27, II.1.33f
thin, power of, III.11.2
tinted, III.11.9, III.11.9f, III.11.9t
triplet, II.1.26, II.1.26f, II.1.27, II.1.32f
two-lens systems, II.1.20, II.1.20f, II.1.21,

II.1.21f, II.1.22, II.1.22f
and vergence, III.12.22, III.12.25–III.12.27
X-ray, III.20.3–III.20.8
zoom, II.15.11

(See also Camera lenses, zoom)
(See also Contact lenses; Crystalline lens;

Intraocular lens (IOL); Microlenses;
Monolithic lenslet modules (MLMs);
Objectives)

Lens law, II.1.7
Lenticular absorption, I.24.10, I.24.20
Leslie viscosity, II.14.10
Levels, II.29.16, II.29.16f

autoset, II.29.17f
L-I curve:

for lasers, IV.4.11–IV.4.12, IV.4.12f
for VCSELs, IV.4.49

LIDAR (light detection and ranging), I.16.12,
I.44.38

Doppler, I.44.36, I.44.39f
Light:

atmospheric, I.44.10
circularly polarized, I.5.24–I.5.25, I.5.26n, I.5.28
classical wave versus quantum theory of,

IV.26.7–IV.26.8, IV.28.4
in colorimetry, I.26.3
common sources of, I.28.20, I.28.20t
corpuscular theory of, I.8.5
from CRTs, I.27.15–I.27.16, I.27.17f
direction of propagation of, I.5.25
exposure to, I.28.19
finding metameters of, I.26.32–I.26.33
Mie scattering of, I.38.18, I.38.19t
partially polarized, II.22.7
from particulate-contaminated surfaces,

I.38.18–I.38.19, I.38.20f–I.38.21f, I.38.22
perfectly coherent, I.4.13
polarized, II.22.7
propagation of, I.4.13–I.4.14

atmospheric turbulence effect on, III.1.8
in biological photoreceptor cells,

III.9.3–III.9.4, III.9.12–III.9.15
reflected, computing, I.26.25
scattering (see Scattering, of light)
sources of

Lambertian, I.4.13
nonradiating, I.4.19
perfectly coherent, I.4.10–I.4.11
perfectly incoherent, I.4.13, I.4.19–I.4.20
planar secondary, I.4.10
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Light, sources of (Cont.):
quasi-homogeneous, I.4.12–I.4.13, I.4.15, I.4.18
quasi-monochromatic, I.4.11–I.4.12
Schell model, I.4.12
thermal, I.4.13

spectrum of, I.4.20, I.4.24
limitations, I.4.20
normalized, I.4.6

stray
evaluation of

build-and-test approach, I.38.29, I.38.30f
computer analysis of, I.38.30–I.38.31

methods of evaluation, I.38.28
software analysis of, I.38.25–I.38.26
suppression of, I.38.1, I.38.11, I.38.11f, II.18.5,

II.18.5f
varying sources of, I.28.14
(See also Radiation)

Light beams, polarization properties of,
II.22.9–II.22.10

Light-emitting diodes (LEDs), I.12.1,
IV.4.39–IV.4.41

AlxGa1–x As system, I.12.18, I.12.18t
AlGaAs, output degradation of, I.12.30, I.12.30f
AlInGap system, I.12.19–I.12.20, I.12.20f
alphanumeric displays, I.12.34
blue, I.12.21
circuitry in, IV.4.45
dark-line defects in, I.12.30
in datacom systems, IV.4.1, IV.4.40
device structures, I.12.8
edge-emitting, IV.4.1, IV.4.39–IV.4.40, IV.4.42
extraction efficiency, I.12.8t, I.12.12f–I.12.13f
failure rate of, I.12.28f
for fiber-optic communications, I.12.16f
fiber-optics and, I.12.36
field quality of, I.28.11
GaAlAs, I.12.14f–I.12.15f
GaAs, I.12.10f, I.12.12f
GaAsP, I.12.11f

light output degradation of, I.12.29, I.12.29f
GaAs1–xPx system, I.12.15

performance summary of, I.12.17t
hyperhemispheric lenses in, III.2.9
infrared, I.12.9f–I.12.10f
light degradation in, I.12.29–I.12.31
light generation in, I.12.3
to limit coherent crosstalk in WDM network,

IV.13.26
Monte Carlo techniques used to evaluate, III.2.7
and multimode fiber, IV.1.9
numeric displays

monolithic, I.12.33–I.12.34
stretched-segment, I.12.33, I.12.33f–I.12.34f

operating characteristics of, IV.4.43–IV.4.45,
IV.20.11

Light-emitting diodes (LEDs) (Cont.):
as optical fiber system transmitter, IV.2.1,

IV.2.5–IV.2.6, IV.4.39, IV.12.25
optocouplers, I.12.35, I.12.35f, I.12.36
output optical power of, IV.4.43, IV.4.43f
in photometric to radiometric conversion,

III.7.14, III.7.14f
plastic encapsulation of, I.12.8, I.12.27–I.12.28
plastic indicator lamps, I.12.31, I.12.31f, I.12.32,

I.12.32f
quality of, I.12.27
radiative recombination in, I.12.3
reliability of, I.12.27–I.12.28
response times of, IV.4.44
reverse breakdown in, I.12.31
safety standards for, III.5.15
sensors

reflective, I.12.37
scattering, I.12.38
transmissive, I.12.37

structure of, IV.4.39, IV.4.40f
substrate criteria for, I.12.21
substrate doping in, I.12.22
surface-emitting, IV.4.39–IV.4.40, IV.4.40f,

IV.4.41–IV.4.42
three-dimensional carrier confinement, I.12.16f
TIR Fresnel lenses in, III.2.11
wafer processing, I.12.24
water vapor and, I.12.27
in xerographic image creation, III.5.4

Light field, spectrum of, I.4.24
Light-gathering power, I.1.25
Light grasp, I.1.25
Light holes (LHs), and strained quantum wells,

IV.4.32, IV.4.32f, IV.4.33
Lighting:

commercial, III.2.33
and Computer Vision Syndrome, III.16.1–III.16.2

Light intensity:
control of, I.28.12
distribution of, I.31.16f
scaling of, I.26.3–I.26.4, I.26.4f–I.26.5f

Light-material interaction, II.35.4
Lightpipes:

bent, III.2.20
as concentration method, III.2.13–III.2.14
for illumination uniformity (see Mixing rods)
and nonsequential surfaces, III.2.7
tapered, III.2.32, III.2.32f, III.2.33

Light piping, in photographic emulsions, III.6.7,
III.6.7f

Light pressure force, IV.28.6
Light-quantum hypothesis, IV.26.8
Light scattering, II.20.30

polarization, II.22.27
(See also Scattering, of light)
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Light-specimen interaction, II.36.60f
Light waves, I.3.2
Limiting amplifier, IV.12.40
Linear absorption, I.44.10, IV.17.20,

IV.17.22–IV.17.24
Linear arrays, III.4.3
Linear birefringence, III.25.5, III.25.5f, III.25.6
Linear-chain model calculations, II.36.21f
Linear diattenuation, II.22.29
Linear dichroism, II.20.19, III.25.3
Linear electro-optic effect, II.6.22
Linear equations, I.26.46

simultaneous, I.26.47
Linearity, system, II.26.13
Linear optical materials:

harmonic oscillator model of, II.38.6, II.38.6f
macroscopic polarization in, II.38.4

Linear optical properties, of semiconductors,
II.36.12

Linear polarization, I.2.4, I.5.12
analyzers for, III.25.4, III.25.4f
sensitivity, II.22.29
of X rays, III.25.2–III.25.3, III.25.3f

Linear polarizer, II.22.7
Linear resonance, IV.17.9
Linear spot size, in lenses, II.1.36, II.1.38f
Linear-systems analysis, II.32.1
Line filtering, IV.12.13, IV.12.14f, IV.12.15–IV.12.16
Linewidth:

Brillouin, IV.3.8–IV.3.9
broadening of, I.11.5, IV.12.30
of diode laser, IV.27.19–IV.27.20, IV.27.22
in doubly resonant oscillator, IV.22.26,

IV.22.26f
of laser, IV.4.24–IV.4.25, IV.4.25f, IV.26.19,

IV.26.31–IV.26.32, IV.26.32f, IV.26.35,
IV.27.3–IV.27.4, IV.27.12, IV.27.15

of micromaser, IV.26.33–IV.26.34
Raman, IV.18.9, IV.18.10f

Linewidth enhancement factor, IV.4.20–IV.4.22,
IV.4.25–IV.4.28

Liouville’s theorem, I.1.45, III.31.7–III.31.8,
III.31.10, III.35.7, III.36.15

Lippich half shade, II.3.60
Lippich prism, II.3.7, II.3.9n, II.3.11, II.3.13,

II.3.13n
Lippman-Bragg holographic mirrors, I.42.52
Liquid crystal displays (LCDs), I.28.17, II.15.7

aspheric lenses in, III.2.9
backlit, III.2.42
color

geometry of, I.27.40
pixel colorimetry, I.27.40–I.27.41
quality of, I.27.36, I.27.39
standards, I.27.42

Liquid crystal displays (LCDs) (Cont.):
CPC use in, III.2.15
monochrome, I.27.38

components of, I.27.37, I.27.37f
Monte Carlo techniques used to evaluate,

III.2.7
output variations, I.27.42–I.27.43
pixel structure of, I.27.38, I.27.38f–I.27.40f
and Polaroid lenses, III.11.1

Liquid crystals:
dynamic scattering in, II.14.10
field-induced director axis reorientation on,

II.14.11
field-induced nematic-cholesteric phase change

in, II.14.11
guest-host system in, II.14.10–II.14.11
laser-induced phase change in, II.14.11–II.14.12
light scattering in, II.14.12
lyotropic, II.14.2
modulating light in, II.14.10
polymer-dispersed (see Polymer-dispersed liq-

uid crystals (PDLC))
Liquid crystal spatial light modulators (LC-

SLMs), III.8.3, III.10.8
Liquid Encapsulated Czochralski (LEC) tech-

nique, I.12.22
Liquid immersion development:

in xerographic systems, III.5.10f
Liquid phase epitaxy (LPE), I.12.23, I.13.7,

I.13.29f, II.6.16
Lister-type objective, II.17.1, II.17.3f
Lithium-drifted silicon detectors, III.34.5
Lithium niobate (LiNbO3), II.6.25, II.6.37–II.6.38,

II.39.14–II.39.15, II.39.34
electro-optic effect in, IV.4.50–IV.4.52, IV.4.55
in integrated optics (IO), II.6.14–II.6.16, II.6.16f
optical damage and, IV.4.56–IV.4.57
phase modulator for, IV.4.53, IV.4.53f, IV.4.54
photorefractivity of, IV.4.56–IV.4.57
velocity match in, II.6.23

Lithium niobate (LiNbO3) modulators, II.6.19,
II.6.23, II.13.18, IV.4.50–IV.4.57

external, IV.4.2
high-speed operation of, IV.4.55–IV.4.56
insertion loss in, IV.4.56
photorefractivity in, IV.4.56–IV.4.57
polarization in, IV.4.55–IV.4.56
propagation loss in, IV.4.56

Lithium tantalate (LiTaO3), II.6.14, II.39.14
Lithography:

electron beam, II.6.18, III.23.6–III.23.7
EUV projection, III.35.5
and global divergence, III.35.5. III.35.5f
Schwarzschild objective applications in, 

III.27.1
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Lithography (Cont.):
soft X-ray projection, II.11.6
X-ray, III.19.10, III.30.3–III.30.4, III.33.2,

III.35.5
Littrow gratings, II.5.10
Lloyd’s mirror, I.2.18
Load resistor, for photodetector, IV.4.72
Lobster-eye optics, III.30.3
Local area network (LAN), I.13.4, IV.2.13

amplification in, IV.11.2
Ethernet standard for, IV.16.7
FDDI as backbone in, IV.16.2
optical fiber applications for, IV.1.24
splitter used in, IV.10.2

Local characterization methods (LCM), of CRTs,
I.27.21

individual colors, I.27.25
inverses, I.27.27–I.27.28
one-dimensional color spaces, I.27.26
out-of-gamut colors, I.27.28
regions of color, I.27.26

Local gain, for lasers, IV.4.9
Local subscriber loop, optical fiber applications

for, IV.1.24
Local vibrational modes (LVM), II.36.19–II.36.20,

II.36.22, II.36.22f
eigenvectors for, II.36.21f
in semiconductors, II.36.22t

Locking range, IV.12.15
Long distance telecommunications:

and chromatic dispersion, IV.13.6
erbium-doped fiber amplifiers in, IV.13.3
evolution of, IV.2.16
optical amplifiers in, IV.2.12
and rare-earth doped fibers, IV.1.47
and single-mode fiber, IV.1.9, IV.1.11
solitons in, IV.2.12, IV.7.5

Long Duration Exposure Facility (LDEF), II.37.19
Longitudinal chromatic aberration, III.9.7
Longitudinal Kerr effect, IV.25.11–IV.25.12

and external pulse compression, IV.25.12
and parametric amplification, IV.25.12–IV.25.13
and passive mode-locking, IV.25.13–IV.25.15
and self-phase modulation, IV.25.12, IV.25.12f

Longitudinal propagation velocity, of optical
fiber, IV.1.10

Longitudinal relaxation rate, IV.24.5
Longitudinal relaxation time, IV.24.5,

IV.24.15–IV.24.16
Long-period grating (LPG), for EDFA gain

equalization, IV.13.19, IV.13.19f
Long-period grating (LPG) sensor,

IV.15.9–IV.15.14
fabrication of, IV.15.10, IV.15.10f
operation of, IV.15.9–IV.15.10, IV.15.10f

Long-period grating (LPG) sensor (Cont.):
strain sensitivity of, IV.15.11, IV.15.11t,

IV.15.12, IV.15.12f–IV.15.13f
temperature sensitivity of, IV.15.12–IV.15.14,

IV.15.14t
transmission spectrum of, IV.15.10, IV.15.11f

Long-trace profiler (LTP), III.26.5
Lorentzian signal recovery, IV.27.13
Lorentz micrograph, I.31.18f, I.31.19
Lorentz model, I.9.19, I.9.23, II.35.4–II.35.5
Lorentz theory, II.35.4–II.35.5
Loss (see specific types)
Loss discrimination, in optical fiber, IV.1.14
Loss minimum, and zero dispersion, IV.1.18
Lossy modes, II.10.13
Low-distortion telecentric projection lenses,

I.37.17
Low-frequency fluctuations (LFFs), IV.4.28
LOWTRAN, I.44.21–I.44.24, I.44.24f, I.44.25,

I.44.25f, I.44.26
LPE-based lasers, I.13.26f
Lucalox lamps, I.10.29, I.10.30f
Lumens:

conversion to watts, III.7.7
as photometric unit, III.7.7, III.14.1, III.14.4,

III.14.4t, III.14.7
Luminance, I.25.31n, II.24.12, II.24.44

and computer work, III.16.2, III.16.2f
definition of, III.2.3, III.7.7
illuminance relationship with, III.14.9, 

III.14.9f
and integrating cavities, III.2.26–III.2.28
maximizing, III.2.12–III.2.13
photometric measure of, III.14.1, III.14.4t,

III.14.5, III.14.6f
of point source, III.2.7
of spatially uniform sources, III.2.24
and spectral responsivity of human eye, III.14.3
and troland value, III.14.8
unit conversions in, III.7.9t

Luminance coefficient, III.14.10
Luminance factor, III.14.10
Luminescence, IV.4.39

electric dipole operators for, II.20.17
parametric, II.38.17
(See also Cathodeluminescence (CL); Electro-

luminescence (EL); Photoluminescence
(PL); Thermoluminescence (TL))

Luminescence decay, II.36.74f
Luminescence spectroscopy, II.36.72
Luminescence spectrum, II.36.61, II.36.77f

of Cr3+, II.28.20–II.28.21, II.28.21f, II.28.22,
II.28.24f

of multiquantum wells (MQWs), II.28.23f
Luminosity, I.1.25
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Luminous energy, III.14.4t, III.14.6
Luminous exitance, III.14.4t, III.14.6, III.14.6f
Luminous exposure, III.14.4t, III.14.6
Luminous flux, II.24.12, II.24.43

standards, I.10.9
total, II.24.46
(See also Lumens)

Luminous intensity, II.24.12, II.24.44, III.14.4,
III.14.4t, III.14.5, III.14.5f

of Lambertian surface, III.14.9
standards, I.10.8
(See also Candela)

Luminous power, measuring, I.28.18
Lumped-electrode devices, II.6.15
Luneberg lens, I.1.24, III.2.23

(See also Microlenses, distributed-index planar)
Lux, III.7.7, III.14.4t, III.14.5
Lyddane-Sachs-Teller (LST) relationship, I.9.18,

II.33.14, II.36.15
Lyot stop, I.38.8–I.38.9, II.18.5, II.18.41

Mach bands, I.25.38
Machine vision systems, III.4.3
Mach-Zehnder devices, tapered fiber technology

for, IV.8.6, IV.8.6f
Mach-Zehnder filter, for EDFA gain equaliza-

tion, IV.13.19
Mach-Zehnder interferometers (see Interferome-

ters, Mach-Zehnder)
Mach-Zehnder modulators (see Modulators,

Mach-Zehnder (MZ))
MacNeille polarizers, I.42.71, I.42.72f–I.42.73f,

I.42.75f
Macrofocal reflectors, III.2.11
Macropsia, III.12.32
Macula lutea, III.15.1, III.15.12
Macular degeneration:

adaptive optics applications for,
III.10.12–III.10.13

age-related, III.13.1, III.13.3, III.13.10, III.13.20
Macular pigment (MP), III.13.10, III.13.10f
Magnetic anisotropy, perpendicular, I.31.27
Magnetic atom trapping, IV.28.20, IV.28.20f,

IV.28.21, IV.28.27
Magnetic circular dichroism (MCD), III.32.7
Magnetic circular polarization (MCP), II.20.21
Magnetic coercivity, high, I.31.18, I.31.18n, I.31.19
Magnetic field modulation (MFM), I.31.20,

I.31.20f, I.31.21
Magnetic fields, in germanium, II.36.50f
Magnetic resonance imaging (MRI), III.35.25
Magnetic tape, I.31.1
Magneto-optical disks, I.31.2–I.31.4, I.31.5f,

II.36.47f

Magneto-optical effects:
excitonic, II.36.47–II.36.48
interband, II.36.43–II.36.44
Kerr, polar, I.31.22

Magneto-optical phenomena, II.36.42t
in semiconductors, II.36.40–II.36.41

Magneto-optical readout, I.31.22
differential detection system in, I.31.23, I.31.24f
sources of noise in, I.31.25, I.31.25f

Magneto-optical recording, materials of, I.31.26
Magneto-optical systems, direct overwrite, I.31.31,

I.31.31f
Magneto-optical trap (MOT), IV.28.22–IV.28.23,

IV.28.23f, IV.28.24, IV.28.25f,
IV.28.26–IV.28.28, IV.28.35

Magnetopolaron, II.36.51
Magnetoreflection, II.36.44–II.36.45, II.36.45f

stress-modulated, II.36.46f
Magnets, dipole (bending), III.32.1,

III.32.3–III.32.10
Magnification, I.1.31, I.1.46

afocal, II.2.5
airgap, III.35.30, III.35.31f–III.35.32f
angular, I.1.56–I.1.57

invariance in, II.2.5–II.2.6
axial, I.1.31
and bifocal jump, III.12.15–III.12.16
in focal lenses, I.1.54, I.1.56–I.1.57
lateral, I.1.31, II.1.5–II.1.7
linear, II.2.3
longitudinal, I.1.31, I.1.56, II.1.6–II.1.7
and motion parallax, III.12.15
nonuniform, from prism, III.12.10, III.12.10f
and perspective distortion, III.12.13–III.12.14
polycapillary optics for, III.30.15
in reflection gratings, III.21.9
relationship between, I.1.57
scan, II.19.5
secondary, II.18.42
and stereopsis, III.12.14–III.12.15
transverse, I.1.31, I.1.54
unequal binocular, III.12.17–III.12.20
and vergence, III.12.25–III.12.27
visual, I.1.31
in X-ray microscopy, III.20.7

Magnification anamorphoser, adjustable, 
II.2.16

Magnification ellipse, III.12.17f
Magnifiers, I.32.8

aplanatic hemispherical, II.1.11f
aplanatic hyperhemispherical, II.1.11f

Magnifying glass, II.1.9
Magnifying power (MP), II.1.9

definition of, I.32.8
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Magnitude estimation, I.29.9
Maier and Meier theory, II.14.6
Maksutov-Cassegrain objectives, solid, II.18.21,

II.18.21f
Maksutov objectives, II.18.21, II.18.21f
Malus, E. L., I.5.2, I.5.5n
Malus-Dupin principal, I.1.14
Mammography, III.35.25–III.35.27, III.35.31
Manchester coding, IV.12.12, IV.12.12f

(See also Bi-phase coding)
Mandelbaum’s phenomenon, III.18.11–III.18.13
Mandrel wrap, II.10.13f
Mangin-Cassegrain objectives, with correctors,

II.18.26, II.18.26f
Mangin objectives, II.18.6–II.18.7, II.18.7f
Manly Rowe fraction, IV.18.16
Many-body effects, IV.25.19–IV.25.21
Marechal criterion, I.24.16
Marginal rays, I.1.82f, II.18.41
Markov approximation, I.44.31, IV.26.16, IV.26.22
Marple-Hess prism, II.3.14
Martin Black, II.37.8f, II.37.14, II.37.16–II.37.17,

II.37.19, II.37.23, II.37.38–II.37.39
BRDF of, II.37.32f, II.37.55f–II.37.56f
enhanced, II.37.39
post-treated, II.37.39

Maser, IV.26.18
Mask layout, II.8.14–II.8.15, II.8.15f, II.8.16,

II.8.16f, II.8.17
Mass transport, II.7.27, II.7.29, II.7.29f–II.7.30f
Master-equation formulation, in laser theory,

IV.26.6, IV.26.15–IV.26.23
Master oscillator power amplifier (MOPA) laser

amplifier, I.13.43, II.6.27, II.6.27f
Matching, of stimuli, I.29.6
Material dispersion, IV.1.11, IV.1.18, IV.2.4

in optical fibers, II.10.9
Materials, properties of, II.33.7, II.33.8t
MathCad, III.1.41
Mathematica, III.1.41
Matrices, I.26.44–I.26.45
Matrix algebra, I.26.44
Matrix multiplication, in wavefront reconstruc-

tion, III.1.35
Matrix transposition, I.26.44
Matrix-vector multiplier:

optical systolic, I.30.22
parallel, I.30.21, I.30.21f
serial incoherent, I.30.20, I.30.20f, I.30.21

Matter, condensed, optical properties of, I.9.4
MAXIMUM microscope, III.27.4
Maximum spectral luminous efficacy (of radia-

tion) for photopic vision, III.14.2
Maximum tolerable input jitter (MTIJ), IV.6.17

Maxwell-Bloch equations, for coherent optical
transients, IV.24.5–IV.24.7

Maxwell-Boltzmann velocity distribution,
II.20.23–II.20.24

for atomic samples, IV.28.3, IV.28.9, IV.28.35
Maxwell fisheye, I.1.24, III.2.23
Maxwell-Garnett mixing formula, III.3.8
Maxwell-Helmholtz-Drude dispersion formula,

II.33.14, II.33.25
Maxwellian perfection, I.1.32, I.1.60
Maxwellian view system, I.28.4, I.28.5f,

I.28.17–I.28.18, III.15.1, III.15.9
advantages of, I.28.7
construction of complex, I.28.23
disadvantages of, I.28.8
focus of, I.28.4
retinal illuminance in, I.28.6
size of, I.28.5
two-channel apparatus, I.28.23, I.28.25f

Maxwell’s electromagnetic theory, I.8.5
Maxwell’s equations, I.3.2, I.5.2–I.5.4, I.6.4, I.6.17,

I.7.3, I.9.5–I.9.6, II.36.4, II.36.54–II.36.55
nonlinear wave, in optical parametric genera-

tion, IV.22.3–IV.22.4
for photonic bandgap materials, IV.20.3–IV.20.4
in quantum theory, IV.26.10
and wave propagation, III.1.10, III.9.2

Maxwell’s principle, III.6.17
Maxwell velocity distribution, IV.26.10
Mazer, IV.26.46
McCarthy objectives, II.18.35, II.18.35f
Mean-field approximation, I.6.18
Mean field theory, in thermotropic liquid crystals,

II.14.
Measurement:

angle, II.29.12
in prisms, II.29.17–II.29.20

of curvature, II.29.20–II.29.23
distance, II.29.5

beam modulation, II.29.5, II.29.7, II.29.9
interferometric, II.29.8–II.29.12

focal length, II.29.20, II.29.25, II.29.27
interferometric, II.29.17
length, II.29.3
simultaneous, II.30.20
straightness, II.29.12
time-of-flight method of, II.29.5
transverse aberration, II.29.27
velocity, II.29.27–II.29.29

Measurement bandwidths, I.7.10
Mechanical cycling, II.35.11
Mechanical resonances, in laser servo system,

IV.27.8, IV.27.9f, IV.27.16, IV.27.20
Mechanical scanning, II.19.4
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Mechanics:
Heisenberg’s matrix, I.8.5
quantum, I.8.5
wave, I.8.5

Media interface connector (MIC), for FDDI,
IV.16.3, IV.16.3f

Medial image, II.18.41
Medical X-ray imaging, III.19.5, III.19.10,

III.35.24–III.35.33, III.37.3
contrast in, III.35.26, III.35.26f, III.35.27,

III.35.28f, III.35.29–III.35.30, III.35.30f
resolution in, III.35.27, III.35.30–III.35.31,

III.35.31f, III.35.32
scatter in, III.35.27, III.35.29, III.35.29t,

III.35.30f–III.35.31f
Melt data sheet, II.33.31
Mercury arc lamps, I.10.25, I.10.27,

I.10.27f–I.10.30f, I.10.33f
Mercury-xenon lamps, I.10.32, I.10.33f–I.10.34f
Meridional curves, off-axis, I.33.5, I.33.6f
Meridional plane, I.1.36
Meridional rays, I.1.25, I.1.39, I.1.41,

III.2.13–III.2.14, IV.1.8, IV.1.8f
errors in, I.33.6

Mersenne objectives, afocal, II.18.11
Mersenne telescope, II.2.19
Mesh network topology, IV.13.14, IV.13.14f
Mesocotyl, III.9.2
Mesopic vision, II.24.41, III.7.9, III.7.13, III.14.3
Mesospheric sodium laser beacon,

III.1.33–III.1.35, III.1.35f
Metal-insulator semiconductor (MIS) capacitor,

III.4.2
Metalorganic chemical vapor deposition

(MOCVD) lasers, I.13.24, I.13.29f, I.13.31
Metalorganic molecular beam epitaxy

(MOMBE), I.13.7, II.6.16
Metalorganic vapor phase epitaxy (MOCVD),

I.12.23–I.12.24, I.13.7
Metalorganic vapor phase epitaxy (MOVPE),

II.6.16–II.6.17, II.6.19
Metal oxide semiconductor (MOS), III.4.2

readout, I.22.21–I.22.22
Metals:

absorption of light energy by, II.35.6
composition of, II.35.57t
crystal, elastic stiffness in, II.35.73t
elastic properties of, II.35.69
emittance of, II.35.54t–II.35.56t
extinction coefficient in, II.35.12,

II.35.13t–II.35.20t
field propagating in, II.35.6
fracture properties of, II.35.74t
index of refraction in, II.35.12, II.35.13t–II.35.20t
linear thermal expansion of, II.35.60t–II.35.61t

Metals (Cont.):
mechanical properties of, II.35.8–II.35.9
optical properties of, II.35.3–II.35.5
physical properties of, II.35.7, II.35.57t
reflectance of, II.35.29t–II.35.41t
specific heat, temperature dependence of,

II.35.68t–II.35.69t
strength of, II.35.9, II.35.69, II.35.74t
thermal properties of, II.35.7–II.35.8, II.35.56,

II.35.59t
Metal-semiconductor-metal (MSM) detectors,

IV.4.2, IV.4.66, IV.4.77–IV.4.78
Metameric black, I.26.33
Metamerism, I.26.8

light and, I.26.32
surface and illuminant, I.26.33
tristimulus coordinates and, I.26.31–I.26.32

Metamorphopsia, III.13.20
Meteorological optics, phenomena in,

I.44.39–I.44.40
Meter, II.29.2

as SI base unit, III.7.2
Meter angle (MA), III.12.22
Meter-candle, III.7.8
Method of moments, I.6.18
Metrogon, II.1.35f
Metrology:

definition of, II.29.1
fundamental units of, II.29.2t
and mirror performance, III.26.5

Metropolitan area network (MAN), IV.2.13
MH2200, II.37.34
Michelson contrast, I.29.4
Michelson interferometer, I.2.26, I.2.27f,

I.2.28, I.2.28f, I.2.41, I.2.41f, II.21.2–II.21.3,
II.21.3f, II.21.5, II.21.22, II.21.22f, II.21.23,
II.23.5, II.29.8, II.36.63, IV.9.8,
IV.9.8f–IV.9.9f

Microanalysis:
with polycapillary optics, III.30.14
X-ray, III.20.5, III.20.8

Microaneurysm:
adaptive optics to detect, III.10.1, III.10.13
in diabetic retinopathy, III.13.21

Microbeam irradiation, II.17.47
Microbolometers, I.23.14–I.23.15
Microcalorimeter, III.34.8
Microcavities, in photonic crystals:

creating, IV.20.6–IV.20.7, IV.20.7f
and crosstalk, IV.20.17
quality factor of, IV.20.7–IV.20.8, IV.20.8f

Microchannel plates (MCPs), I.21.9,
I.21.9f–I.21.10f, I.21.11–I.21.12, I.21.12t,
I.21.13f, III.34.6

electron multipliers, I.21.7
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Microchannel plates (MCPs) (Cont.):
gain in, I.21.14t
II, proximity-focused, I.21.17–I.21.18, I.21.18t

Microchannel plate tubes (MCPT), I.15.31,
I.15.32f

Microcreep strength, II.35.9
Microdensitometers, I.20.16–I.20.17, I.20.17f,

I.20.22f
Microdiffraction, III.26.6, III.35.14
Microelectromechanical membrane systems

(MEMS):
in head-mounted displays, III.18.2
in wavefront correction, III.10.8

Microfluorescence, III.26.6, III.30.14, III.35.14
Microfocusing, III.20.5–III.20.6, III.20.6f, III.20.7,

III.26.6, III.35.15
Microfocus X-ray fluorescence (MXRF):

crystal diffraction in, III.35.22,
III.35.22f–III.35.23f

monocapillary, III.35.18
polycapillary, III.35.19, III.35.19f, III.35.20,

III.35.20f–III.35.21f
ultra-high resolution in, III.35.22–III.35.23

Micro-Fresnel (MFL) lenses, II.7.18,
II.7.20f–II.7.21f, II.7.22, II.7.22f

aberration characteristics of, II.7.23, II.7.28f
advantages of, II.7.21
diffraction efficiency of, II.7.24, II.7.26f
fabrication technologies for, II.7.24,

II.7.24f–II.7.26f, II.7.27, II.7.27f
thermal variations in, II.7.23

Microlenses:
Corning, II.7.19f
cylindrical, II.7.31
distributed-index planar, II.7.13,

II.7.13f–II.7.15f
aberrations in, II.7.14f, II.7.15, II.7.17f
characteristics of, II.7.17t
diffusion times for, II.7.14t
fabrication techniques for, II.7.13–II.7.14
index distribution in, II.7.14, II.7.16f
ion exchange in, II.7.13

elliptical cylindrical, II.7.30f
molded, II.7.5
SMILE, II.7.14, II.7.17–II.7.18, II.7.18f–II.7.20f

Micromanipulator, II.17.48
Micromaser, IV.26.6, IV.26.16, IV.26.18–IV.26.19

master equation for, IV.26.21–IV.26.23
phase diffusion constant for, IV.26.33–IV.26.34
photon statistics for, IV.26.27–IV.26.28,

IV.26.29f
Micro-optic lenses (see Micro-optics)
Micro-optics:

binary optics and, II.8.7, II.8.7f, II.8.8
design considerations of, II.7.2–II.7.5

Micro-optics (Cont.):
properties of materials in, II.7.9t
uses of, II.7.2

Micro-optic technologies:
for coupling functions, IV.8.1
for networking, IV.10.1–IV.10.11

Micropsia, III.12.32
Microroughness (MR), III.26.4–III.26.5, 

III.28.5
Microscope lenses:

aberrations in, II.17.19–II.17.20, II.17.20f
classification of, II.17.12
color-coded rings on, II.17.15t
coverslip correction of, II.17.13, II.17.15f
design of, II.17.12, II.17.18–II.17.19
distortion in, II.17.18
field size of, II.17.17–II.17.18
high-dry objectives, II.17.15, II.17.16f
infinity-focused, II.17.16–II.17.17, II.17.17f
nonhomogeneous immersion, II.17.15
nonimmersion, II.17.13
oil immersion, II.17.13

aplanatic condition of, II.17.19f
types, II.17.14t

and corrections, II.17.13t
water immersion, II.17.13–II.17.14
working distance and, II.17.17, II.17.17t

Microscopes, I.32.8, I.32.8f
aperture function in, II.17.38
aperture scanning, II.17.43
beam-scanning, II.17.41
beam-shearing, II.17.28
bright field, II.17.22–II.17.24
compound, II.1.9
confocal, II.17.40–II.17.41, II.17.41f,

II.17.42–II.17.43, II.17.47
Kino-type real-time, II.17.42f

conjugate planes in, II.17.5
contrast generation in, II.17.22, II.17.24f
dark field, II.17.25
depth in specimen space in, II.17.12
depth of field in, II.17.9, II.17.12
depth of focus in, II.17.9–II.17.10
differential interference contrast (DIC),

II.17.26, II.17.32–II.17.34, II.17.35f
dimensions of, II.17.48f, II.17.49, II.17.49t
dissecting, II.17.47
electron, II.17.3
epi-illumination in, II.17.38, II.17.39f, II.17.41
fluorescence, II.17.34–II.17.37, II.17.46
high-resolution compound, early, II.17.2
history of, II.17.1
interference, II.17.28, II.17.31, II.17.31f,

II.17.32, II.17.34f
Jamin-Lebedeff, II.17.33f
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Microscopes (Cont.):
laser-scanning epi-illuminating confocal,

II.17.42
light, II.17.3, II.17.44

specimen manipulation in, II.17.47
Mach-Zehnder, II.17.28, II.17.31, II.17.31f,

II.17.32
Mirau, II.17.31–II.17.32, II.17.34f
modulation contrast, II.17.26, II.17.27f
Nomarski, I.41.11, I.41.11f
objective

definition of numerical aperture, II.17.2f
oil-contacted achromatic, II.17.3f

oculars in (see Oculars)
phase contrast, II.17.2, II.17.44
polarizing, II.17.27, II.17.29f–II.17.30f, II.17.32

birefringence in, II.17.28
proximity-scanning, II.17.43
ray paths in, II.17.4, II.17.4f, II.17.5, II.17.5f,

II.17.6, II.17.6f
Schwarzschild soft X-ray, II.11.28, II.11.28f,

II.11.29
single sideband enhancement (SSBEE),

II.17.26
total frustrated reflection, II.17.25
transilluminating, II.17.5, II.17.37, II.17.38f
traveling, II.29.24, II.29.24f, II.29.25
video, digital enhanced, II.17.43

Microscopy:
atomic force, III.26.5
retinal, III.10.2, III.10.9
scanning electron, III.35.16, III.35.18
Schwarzschild objective applications for,

III.27.1, III.27.2f, III.27.4, III.27.4f, III.27.5
X-ray applications for, III.19.6, III.19.10,

III.20.8f–III.20.9f, III.32.19, III.33.2,
III.35.4

Microspectroscopy, III.27.1
Microstrain, II.35.9
Microwave links, fiber analog transmission for,

IV.2.14–IV.2.15
Microyield strength, II.35.9
Midsagittal plane, III.12.2
Mie, Gustav, I.6.12
Mie calculations, I.6.13–I.6.14
Mie scattering, I.38.18, I.43.33, I.44.10

aerosols, particulates and clouds,
I.44.15–I.44.16, I.44.16f–I.44.19f

Mie theory, I.6.12, I.6.17, III.6.4, III.6.6
Miller algorithm, I.6.16
Miller’s rule, II.38.9
Millilambert, III.7.8
Milliphot, III.7.8
Mini-APART, I.38.28
Miniature dye lasers, I.14.19

Minimum acceptable power (MAP), for receiver,
IV.1.27

Minimum resolvable contrast (MRC), III.4.3
Minimum resolvable temperature (MRT), in focal

plane arrays (FPA), I.23.29, I.23.29f
Minkowitz interferometers, II.29.10f
Minority-carrier injection, I.12.2
Minox camera, II.1.22
Mirage, I.44.40, I.44.42f–I.44.43f

ray path of, II.9.2f
Mirau interferometers, II.21.14f
Mirrored tiling, in lightpipes, III.2.30,

III.2.30f–III.2.31f
Mirror-image effect, I.5.6, I.5.11
Mirrors:

bimorph, III.1.38, III.1.39f
bird-wing, II.39.9, II.39.9f
Bragg, IV.4.34–IV.4.35, IV.4.46–IV.4.47, IV.4.50
bridge, II.39.9, II.39.9f
cat, II.39.9, II.39.9f
cold, I.42.58, I.42.58f
combined with concentrators, III.2.18
conic, II.18.2, II.18.3f
conical foil imaging (see Conical foil imaging

mirrors)
deformable, III.1.7f, III.1.8, III.1.11, III.10.1,

III.10.8
design of, II.35.9–II.35.11, II.35.11t
and electron impact sources, III.31.11
in Fabry-Perot semiconductor lasers, IV.12.26
focal spot size of, III.35.4
Fresnel’s, I.2.16f
frogs’ legs, II.39.9, II.39.9f
graded reflectivity, I.42.52, I.42.53f
heat load on, III.26.5–III.26.6
high-reflectivity, III.24.5–III.24.6, III.24.7f
hot, I.42.58
Lippman-Bragg holographic, I.42.52
magnetic, III.36.7
for microfocusing, III.26.6
mountings for

bonded, I.37.22, I.37.23f
flexure, I.37.23, I.37.24f, I.37.25
mechanically clamped, I.37.21,

I.37.21f–I.37.22f
multilayer coatings for, III.24.1–III.24.3,

III.24.5–III.24.6, III.35.4
nested, for X-ray focusing, III.28.6–III.28.7,

III.28.8f, III.35.8–III.35.9,
III.35.9t–III.35.11t

parabaloidal, in lithographic applications,
III.35.5

Pfund, II.5.8f
in piezoelectric transducers, IV.27.16–IV.27.17
in Raman oscillators, IV.18.4
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Mirrors (Cont.):
in Schwarzschild objective, III.27.1,

III.27.2f–III.27.3f
segmented, III.1.38–III.1.39, III.1.39f, III.10.2,

III.10.8
self-pumped phase conjugate (see Self-pumped

phase conjugate mirrors (SPPCMs))
single-sheeted, III.1.17–III.1.18, III.10.2
stacked-actuator continuous-facesheet,

III.1.38–III.1.40
steering, III.1.17–III.1.18
surface quality of, III.26.4–III.26.5,

III.28.4–III.28.5
in synchrotron X-ray optics, III.26.3–III.26.6
telescope secondary, I.37.25
threshold conditions, I.11.11–I.11.12, I.11.12f
TIR used for, in nonimaging devices, III.2.17
X-ray, III.20.6, III.35.9
XUV, I.42.53
Zerodur, I.37.25

MIT Media Lab, III.17.11
Mixing rods:

applications of, III.2.33
as nonimaging optics uniformity control, III.2.2,

III.2.28–3.2.33
shape of, III.2.28–III.2.31
(See also Lightpipes)

MKS system, rationalized, II.38.23–II.38.24
Mobile radios, multichannel AM transmission for,

IV.12.15
Modal bandwidth concatenation length scaling

factor, IV.6.9
Modal dispersion, IV.6.9
Modal gain:

for lasers, IV.4.9
for strained layer lasers, IV.4.33, 4.33f

Modal noise, IV.2.10
in optical link power budget, IV.6.17–IV.6.18
in VCSELs, IV.4.49

Mode converter, TE-TM, II.6.25, II.6.25f
Mode coupling, IV.8.4

in Fiber Bragg grating, IV.15.6, IV.15.6f
in long-period grating, IV.15.9, IV.15.10f

Mode hopping:
in doubly resonant oscillators, IV.22.24,

IV.22.24f, IV.22.25–IV.22.26, IV.22.30,
IV.22.32

in multimode lasers, IV.4.15, IV.4.23, IV.4.25,
IV.4.27

in optical link power budget, IV.6.11, IV.6.13
in pump-enhanced oscillators, IV.22.41
in VCSELs, IV.4.48

Model-dependent characterization methods
(MDCM), of CRTs, I.27.21, I.27.28

conditions for use, I.27.32

Model-dependent characterization methods
(MDCM) (Cont.):

gun independence, I.27.29
inverse transformations, I.27.34
out-of-gamut colors, I.27.35
parameters, measurement of, I.27.32–I.27.34
phosphor constancy, I.27.30–I.27.31
phosphor output models, I.27.31

Mode-locking, I.14.20, IV.12.28–IV.12.29,
IV.12.29f, IV.12.30

acousto-optic, I.14.18
additive pulse (APM), I.14.15, I.14.18, 

IV.25.14
continuous wave, IV.25.5f, IV.25.10–IV.25.11,

IV.25.14
double, I.14.9–I.14.10, I.14.10f
hybrid, I.14.9, I.14.11, I.14.18
injection seeding, I.14.18
with interactivity second harmonic, I.14.12,

I.14.12f
intracavity parametric, I.14.12–I.14.13
Kerr lens, I.14.17–I.14.18, IV.17.27
of lasers, IV.25.4, IV.25.5f, IV.25.6,

IV.25.8–IV.25.9, IV.25.9f, IV.25.10
and longitudinal Kerr effect, IV.25.13–IV.25.15
moving mirror, I.14.18
passive, I.11.22, I.11.29–I.11.30, I.11.31f,

I.14.2–I.14.3, I.14.7, I.14.11–I.14.12, I.14.16,
I.14.18, IV.25.6, IV.25.8–IV.25.9, IV.25.9f,
IV.25.10–IV.25.11

absorption saturation in, I.14.5–I.14.6
high-power oscillators and, I.14.4
methods of, I.14.4
pulse-shaped elements, I.14.7

phase modulation and dispersion in, I.14.6
pulse shaping in, I.14.4–I.14.5
regenerative, IV.12.40
by regenerative feedback, I.14.21
self, I.14.14, I.14.18
self-defocusing in, I.14.6
self-starting, I.14.16–I.14.17
in semiconductor lasers, I.14.7
in solid-state lasers, I.14.13
synchronously pumped, I.14.7–I.14.9, I.14.18

Mode partition noise, IV.2.9–IV.2.10, IV.6.2,
IV.12.1

in edge-emitting lasers, IV.4.1
in multimode lasers, IV.4.23, IV.4.24f
in optical link power budget, IV.6.11–IV.6.12,

IV.6.12f, IV.6.13–IV.6.14
Mode stripping, II.10.13, IV.1.15
Modified chemical vapor deposition (MCVD),

II.10.43, II.10.43f, IV.1.45, IV.1.45f
Modified involute, with gap, III.2.12, III.2.12f
MODTRAN, I.44.21–I.44.23, I.44.26
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Modulation, I.15.9, IV.21.1
all-optical, IV.21.2, IV.21.7
amplitude, II.13.21, II.13.30
analog, II.13.15
in coherent optical communications,

IV.1.36–IV.1.37, IV.1.37f
color spaces, I.26.15
cross-phase, IV.3.3–IV.3.4
degree of, II.13.32
delta, I.28.16
depth-of-amplitude, II.13.21
depth-of-phase, II.13.18
efficiency, II.13.32
frequency, II.13.23
index

amplitude, II.13.21, II.13.29
phase, II.13.18, II.13.29–II.13.30

laser, IV.2.6, IV.27.12–IV.27.14, IV.27.22
frequency shift keying (FSK) and, I.13.39
mode locking and, I.14.6
in semiconductors (see Semiconductor lasers,

modulation in)
of LEDs, IV.2.6, IV.4.41
linear, II.13.21
OTDM networks, IV.12.30–IV.12.31
percent, II.13.31–II.13.32
phase, in ruby lasers, I.14.14
piezoelectrically induced diffraction, I.14.20
in point-to-point communications links,

IV.1.24–IV.1.25
polarization, II.13.18–II.13.19, II.13.19f, II.13.21

vertical linear, II.13.20f
pulse-width, I.28.16
self-phase, IV.3.1, IV.3.3
techniques, II.36.69t
voltage, II.13.18

Modulation error ratio (MER), IV.6.4–IV.6.5
Modulation instability, IV.3.3, IV.3.11
Modulation response:

in lasers, IV.4.19, IV.4.19f, IV.4.20
in LEDs, IV.4.45

Modulation transfer function (MTF), I.35.2,
I.35.4–I.35.5, I.35.5f, II.1.40, II.11.28, II.19.6f,
II.32.3, II.32.9

and aging, III.13.11–III.13.12, III.13.12f
calculations, II.32.4
and chromatic smear, III.18.6, III.18.8f
comparison of, I.24.24, I.24.24f
in computed radiography, III.35.30–III.35.32,

III.35.32f
and contrast transfer functions (CTF), II.32.9f
diffraction-limited, II.32.4, II.32.5f, II.32.6,

II.32.8
effect of defocus on, II.32.5, II.32.5f
field angle and, I.24.25f
geometrical-aberration, II.32.8

Modulation transfer function (MTF) (Cont.):
and human visual aberrations, III.10.4, III.10.5f
and image resolution, III.18.6, III.18.7f
measurements, II.32.7
in microscopes, II.17.23f–II.17.24f
in ocular systems, I.24.14, I.24.14f, I.24.20,

I.24.21f, I.24.22, I.24.22f
in photographic emulsions, III.6.6
in polychromatic lenses, II.1.41
and sampling, III.4.18, III.4.18f–III.4.19f
in scanner apertures, II.19.10
for Schwarzschild objective, III.27.1, III.27.2f,

III.27.3
of solid-state camera, III.4.15
in xerographic image development, III.5.7

Modulation transfer spectroscopy, IV.27.20
Modulators, IV.4.1–IV.4.2

acousto-optic (see Acousto-optic modulators
(AOM))

balanced bridge, II.6.23
bandwidth in, II.13.30–II.13.31
bulk, II.13.15–II.13.16
cut-off, II.6.25
Debye-Sears, II.20.9
delta-beta reversal, IV.4.57
directional coupler, II.6.23
electroabsorption, IV.4.57–IV.4.63
electro-optic, II.3.57, II.6.20, II.13.15, IV.4.64,

IV.12.31–IV.12.32, IV.12.32f, IV.12.33,
IV.12.33f, IV.21.1, IV.27.4, IV.27.14,
IV.27.17, IV.27.19

design considerations in, II.13.28
frequency response in, II.13.28
signal voltage in, II.13.28

electrorefractive semiconductor,
IV.4.64–IV.4.65

extinction ratio in, II.13.31
frequency, II.13.24, II.13.24f

deviation, maximum, II.13.31
half-way drive, II.6.31
integrated optical, II.6.30
integrated semiconductor laser/electroabsorp-

tion, II.6.26f
intensity, II.13.21, II.13.22f
interferometric, II.6.29–II.6.30, II.6.31f
lithium niobate (see Lithium niobate (LiNbO3)

modulators)
longitudinal, II.13.15–II.13.16, II.13.16f,

II.13.17, II.13.17f, II.13.19–II.13.20
lumped-electrode, II.6.30
Mach-Zehnder (MZ), II.6.23–II.6.24, II.6.24f,

II.6.25–II.6.26, II.6.29–II.6.30, II.10.35
optical insertion loss in, II.13.32
package traveling-wave, II.6.30
parameters of, II.6.30
performance criteria in, II.13.30
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Modulators (Cont.):
phase-change, IV.4.2
piezo-optic, II.3.57
polarization, II.13.26
polymer, II.6.23
push-pull, II.13.23
scophony light, II.12.29
semiconductor, II.6.23
semiconductor interferometric, IV.4.66
sinusoidal transfer characteristics in, II.6.23
spatial light, I.30.8
transverse, II.13.15–II.13.16, II.13.16f, II.13.18
traveling, II.6.23
wave, II.13.29, II.13.29f, II.13.30

Mohs scale, II.33.33, II.33.33f
Moiré test, II.30.25
Molded glass aspheric lenses, I.31.13f
Mole, as SI base unit, III.7.2
Molecular absorption, I.44.11–I.44.12
Molecular beam epitaxy (MBE), I.12.23–I.12.24,

I.13.7, II.6.16, II.36.8, IV.25.22
defined, I.13.7

Molecular nitrogen lasers, I.11.16
Molecular orientational Kerr effect, IV.17.5t,

IV.17.15–IV.17.16
Molecules, vibrational and rotational spectra of,

I.8.21–I.8.24
Molybdenum:

absorptance vs. temperature in, II.35.53f
extinction coefficient for, II.35.16t–II.35.17t

vs. wavelength, II.35.25f
index of refraction in, II.35.16t–II.35.17t

vs. wavelength, II.35.25f
reflectance of, II.35.35t–II.35.37t

vs. wavelength, II.35.44f
specific heat of, II.35.71f
thermal conductivity of, II.35.65f–II.35.66f

Moments method, in bandwidth normalization,
III.7.16

Monin-Obukhov similarity theory, I.44.30
Monitors (see Cathode ray tube (CRT))
Monocapillary X-ray optics:

applications for, III.29.4–III.29.6, III.35.4,
III.35.8–III.35.9, III.35.18

condensing, III.29.2–III.29.3, III.29.3f,
III.29.4–III.29.6

design of, III.29.1, III.29.2f, III.29.3, III.29.3f,
III.29.4

and electron impact sources, III.31.11
fabrication of, III.29.4
imaging, III.29.3, III.29.3f, III.29.4
materials for, III.29.1, III.29.2t

Monocentric system, II.18.41
Monochromatic aberration:

in binary optics, II.8.7
ocular, I.24.15–I.24.16, I.24.16f, I.24.17, I.24.17f

Monochromatic diffraction theory, I.4.11
Monochromators:

Bragg case, III.22.1, III.22.2f, III.22.4–III.22.6
crystal, III.22.1–III.22.5, III.22.5f, III.22.6,

III.22.6f
Czerny-Turner, II.20.6
double-pass, II.5.9f
grating, II.20.7, II.24.37
Laue case, III.22.1, III.22.2f, III.22.4–III.22.6
in medical X-ray imaging, III.35.33
Perkin-Elmer Model 99 double-pass, II.5.4,

II.5.9f
prism-based, II.36.63
prism-grating double, II.5.13
refraction-grating, III.21.5
Seya-Namioka vacuum-ultraviolet, II.3.40
and synchrotron beam mirrors, III.26.3–III.26.4
and throughput-limited applications, III.32.1
in X-ray diffraction analysis, III.35.8

Monocular visual cues, III.12.4–III.12.6, III.12.13
Monolithic lenslet modules (MLMs), II.7.12,

II.7.12f
Monovision:

for presbyopia correction, III.13.23
in virtual reality environments,

III.12.33–III.12.34
Monte Carlo techniques, I.44.21

for lightpipe, III.2.29
in nonimaging optics, III.2.7
in optical link power budget modeling, IV.6.5
for photographic emulsions, III.6.6
for ray tracing, II.11.12, III.2.7–III.2.8
in stray light evaluation, III.2.7

Mordant, in color photographic film, III.6.4
Morse interatomic potential, II.33.19
Mosaic crystals, III.22.2
Moseley’s law, III.31.7
MOSFET and CCD (MOS/CCD) arrays, 

I.23.16
Motion detection, I.25.38–I.25.39, I.25.39f,

I.25.40–I.25.42, III.2.33
Motion parallax, III.12.2–III.12.3, III.12.5f,

III.12.6, III.12.15, III.12.30, III.12.32
Motion perspective, III.12.5f, III.12.7f
Motion picture film, III.6.5, III.6.11, III.12.6
Mott-Wannier exiton model, II.36.27–II.36.29
Moving Electron Beam Exposure System

(MEBES), II.8.16–II.8.17
Mueller calculus, I.5.26–I.5.28, II.22.8
Mueller matrix, I.6.11, II.22.8, II.22.10,

II.22.11t–II.22.12t, II.22.14
coordinate system for, II.22.12–II.22.13
inhomogeneity of, II.22.33
interpretation of, II.22.28
nondepolarizing, II.22.31–II.22.32
physically realizable, II.22.30
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Mueller matrix (Cont.):
for polarization component characterization,

II.22.25
sample-measuring polarimeters for,

II.22.16–II.22.17
Multichannel communications, four-wave mixing

in, IV.1.42–IV.1.43
Multichannel dispersion compensator,

IV.9.8–IV.9.9, IV.9.8f
Multichannel plate (MCP) X-ray optics,

III.30.1–III.30.2, III.30.2f, III.30.3,
III.30.3f–III.30.4f

Multichannel video transmission, IV.2.14–IV.2.15
Multifilter radiometry, III.7.16
Multifocal lenses, in binary optics, II.8.12
Multilayer reflective coatings:

and absorption, III.24.1–III.24.2, III.24.5,
III.24.6t

applications for, III.24.3, III.24.5–III.24.6,
III.35.4, III.35.8–III.35.9

design of, III.24.2, III.24.5
performance of, III.24.2–III.24.11,

III.35.9t–III.35.11t
with pinch plasmas, III.33.3
production of, III.24.5
programs for (URLs), III.24.5
properties of, III.24.3, III.24.3f, III.24.4–III.24.5,

III.24.7–III.24.8
with Schwarzschild objective, III.27.4

Multilayer structures:
signal-to-noise ratio enhancement, I.31.23
thermal optimization of media in, I.31.21,

I.31.21f
Multilongitudinal mode Fabry-Perot laser, IV.2.6
Multimode fibers, IV.1.9, IV.2.1–IV.2.2

attenuation measurement for, IV.1.15, IV.1.15f
bandwidth measurement for, IV.1.17,

IV.2.3–IV.2.4
for datacom systems, IV.4.1
dispersion in, IV.1.9–IV.1.11, IV.2.3–IV.2.4,

IV.6.9
effective area of, IV.3.7
and gain-guided lasers, IV.4.14
noise in, IV.2.10, IV.6.17
normalized variables for, IV.1.12
transmission loss for, IV.6.7

Multimode interferometer (MMI), IV.4.66
Multimode lasers:

for low-cost communications systems, IV.4.12
mode hopping in, IV.4.15
mode partition noise in, IV.4.23
operation of, IV.26.18

Multiparticle coherent emission, III.32.2, III.32.19
Multipass fiber strain measurement, IV.1.20,

IV.1.21f

Multipath interference, in optical link power bud-
get, IV.6.14

Multiphase reflectors, III.2.40
Multiphonon absorption, II.36.19f, II.36.20t

in  semiconductors, II.36.16–II.36.17, II.36.17t,
II.36.18, II.36.18f, II.36.18t

Multiphoton absorption, I.9.31
Multiple-beam Bragg diffraction (MBD),

III.25.7–III.25.8, III.25.8f
Multiple beam interference, I.2.34

diffraction grating, I.2.29, I.2.29f–I.2.30f, I.2.34
plane-parallel plate, I.2.31, I.2.31f, I.2.32, I.2.33f

Multiple Mirror Telescope (MMT), III.1.8
Multiple quantum wells (MQWs), IV.4.30,

IV.4.31f, IV.12.33
Multiple scattering, III.3.3

diffusion approach to, III.3.11–III.3.12
effects in, III.3.13–III.3.16
equations for, III.3.9–III.3.10
radiative transfer in, III.3.10–III.3.13
and wave attenuation, III.3.8–III.3.9

Multiple Stokes scattering, IV.18.2f, IV.18.3,
IV.18.3t, IV.18.39, IV.18.41f

Multiple surface concentrators, III.2.17–III.2.18
Multiple-wafer transducers, IV.27.17
Multiplexed fiber-interferometer sensor, 

II.21.19
Multiplexer, IV.10.4, IV.10.4f, IV.10.5, IV.10.10,

IV.10.10f–IV.10.11f
add-drop, IV.13.12, IV.13.13f, IV.13.15, IV.13.25,

IV.13.25f
prism as, IV.10.5, IV.10.6f
time, IV.12.8f

Multiplexing, IV.1.31, IV.12.1, IV.12.4, IV.13.2
(See also specific type)

Multiplication, analog, I.30.5
Multiplier phototube, I.15.9
Multipop photography, III.6.23
Multiquantum well (MQWs), II.28.13,

II.39.21–II.39.22, II.39.22f, II.39.23
lasers, I.13.16, I.13.27, I.13.38
photorefractive, II.39.22, II.39.23f

Multispeed chopper, I.10.12
Multi-TeraHertz bandwidth transmission channel,

II.10.14
Multivapor arc lamps, I.10.28, I.10.29f
Multiwavelength Optical Network (MONET),

IV.13.16
Murty interferometers, II.30.8, II.30.11f
Mutually incoherent beam coupler, II.39.9,

II.39.9f
Mutually pumped phase conjugator (MPPC) 

(see Double phase conjugate mirror)
Mux noise, III.4.11
Mylar, I.20.4–I.20.5
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Myoid, III.9.2
in idealized photoreceptor, III.9.8, III.9.10f,

III.9.15
photomechanical responses by, III.9.11–III.9.12

Myopia, I.24.31–I.24.33, III.11.2, III.11.2f, III.11.6,
III.12.2, III.12.31, III.13.5

axial, III.12.18, III.12.26
and computer work, III.16.5
current research on, III.11.17–III.11.18
and head-mounted display systems, III.12.32
and image stabilization, III.12.30
and pupil size, III.15.9
surgical correction of, III.11.16–III.11.17,

III.13.24
Mythical Man-Month, The (Brooks), I.34.25

Nakamura biplate, II.3.60
Naperian absorption coefficient, III.9.8
Narrow beams, I.1.47
Narrow pencils, I.1.47
National Institute of Standards and Technology

(NIST), III.7.3, III.14.12
Frequency and Time Division, IV.27.4
neutral atom trapping experiments at, 

IV.28.20
optical molasses experiments at, IV.28.15

National Synchrotron Light Source (NSLS),
III.33.2

In-Vacuum UNdulator (IVUN),
III.32.14f–III.32.16f

Natural broadening, I.11.6
Natural guide star (NGS), III.1.5–III.1.7, III.1.22,

III.1.23f, III.1.29, III.1.33
Natural stop shift, II.7.3
Navigation:

virtual reality applications for, III.17.10
and visual perception, III.12.6

NBS Black, II.37.17, II.37.41–II.37.42
diffuse scatter in, II.37.57f
total integrated scatter in, II.37.57f

Nd:Glass lasers, I.11.35
Nd:YAG lasers, I.11.14, I.11.15f, I.11.35, 

I.14.22f
mode locking of, I.14.21

Nearsightedness (see Myopia)
Near triad, III.12.24
NE DT, I.23.28f

in focal plane arrays (FPA), I.23.26–I.23.27,
I.23.27f

spatial noise in, I.23.28
Negative dispersion, IV.25.12–IV.25.14
Negative feedback, in lasers, I.14.11
Negative lenses, II.34.15
NEI, I.15.9
Nelsonian illumination, III.2.24

Nematic liquid crystals:
director’s distribution of, II.14.15–II.14.16,

II.14.16f
dynamic response in, II.14.17
homeotropic alignment of, II.14.13
optical transmission of, II.14.14–II.14.15,

II.14.15f
parallel alignment of, II.14.12–II.14.13
reorientational effects in, field induced, II.14.12
total free energy of, II.14.15
twist alignment of, II.14.13–II.14.14, II.14.14f

Neodymium-doped fiber amplifier (PDFA),
IV.11.3

Neoprene:
reflectance of, II.37.39f
transmittance of, II.37.43f

Nerst glower, I.10.12, I.10.15f
globar, gas mantle and, compared, I.10.16,

I.10.17f
spectral characteristics of, I.10.13

Nerve fiber, in human eye, III.10.1, III.10.3f
Nested mirrors, for X-ray focusing,

III.28.6–III.28.7, III.28.8f, III.35.8–III.35.9,
III.35.9t–III.35.11t

Networks:
of dielectric materials, IV.20.4–IV.20.5
neural (see Neural networks)
passive optical, IV.2.13
reconfigurable, IV.13.14–IV.13.15, IV.13.15f,

IV.13.16
topologies for, IV.13.13–IV.13.14, IV.13.14f
(See also specific types)

Neumann boundary condition, I.7.2
Neumann’s principle, II.33.7
Neural networks:

artificial, III.1.38
in electronic imaging technology, III.17.7
and spline surfaces, III.2.7

Neural networks, II.39.30–II.39.31
Neural pathways, retinal, I.25.10, I.25.11f
Neurons:

cortical, I.25.15
receptive-field properties of, I.25.12n,

I.25.14–I.25.15
V1 (see Visual cortex, primary (V1))

Neutron detectors, III.36.15–III.36.16
Neutron diffraction, III.36.3
Neutron gravity spectrometer, III.36.6f
Neutron optical filter, III.36.14, III.36.14f
Neutron optics:

applications for, III.36.3–III.36.4
attenuation in, III.36.7
development of, III.19.5, III.36.3–III.36.5,

III.37.3–III.37.4
diffraction in, III.36.3, III.36.9–III.36.10
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Neutron optics (Cont.):
guides in, III.36.8–III.36.9, III.36.12,

III.36.14–III.36.15
interference in, III.36.10–III.36.11, III.36.11f,

III.36.12
Larmor precession in, III.36.13
polycapillary application to, III.36.15
refraction in, III.36.5–III.36.6
sources in, III.36.12–III.36.13

Neutrons:
collimation of, III.36.13–III.36.14
polarization of, III.36.6–III.36.7, III.36.13
prism deflection of, III.36.6
properties of, III.36.3
ultracold, III.36.9–III.36.10

Neutron scattering, III.3.6, III.36.3–III.36.5,
III.36.7–III.36.8, III.36.8f, III.36.12

Neutron therapy, III.35.34
New oxide materials, index of refraction for,

II.33.71t
Newtonian objectives, II.18.7
Newtonian view system, I.28.2, I.28.2f, I.28.6

limits to, I.28.4
Newton imaging equation, II.1.8
Newton interferometer, I.2.25, II.30.7
Newton’s equations, I.1.53–I.1.56, I.1.76
Newton’s rings, I.2.11–I.2.12, I.2.20, I.2.22, I.2.25
Nextel Black Velvet, II.37.32–II.37.33

hemispheric reflectivity of, II.37.44f
Nextel Brand Suede Coating Series 3101–C10,

II.37.33
Nextel 2010, II.37.33
Nickel:

extinction coefficient for, II.35.17t–II.35.18t
vs. wavelength, II.35.25f

index of refraction in, II.35.17t–II.35.18t
vs. wavelength, II.35.25f

reflectance, II.35.37t–II.35.38t, II.35.52f
vs. wavelength, II.35.44f, II.35.52f

specific heat of, II.35.71f
thermal conductivity of, II.35.65f–II.35.66f

Nicol prisms, II.3.7, II.3.17, II.3.17f–II.3.18f
square-ended, II.3.19
trimmed, II.3.18

Night myopia, I.24.32
Night-vision devices, I.21.9, I.21.19
1964 10° color-matching functions, I.26.13–I.26.14
Nipi modulator, IV.4.65
Nippon Sheet Glass, II.9.2, II.9.6–II.9.7
Nitrous oxide, Fourier-transform infrared spec-

trum of, II.28.5, II.28.6f
Nits, II.24.47, III.7.7
Nodal slide bench, II.29.25–II.29.26, II.29.26f
Noise, I.18.3f

atomic, IV.26.35–IV.26.36

Noise (Cont.):
in erbium-doped fiber amplifiers, IV.5.5–IV.5.6
as a function of frequency, I.15.18
Johnson, I.15.9, I.18.4
laser, I.31.12, IV.4.22–IV.4.28,

IV.26.35–IV.26.36, IV.26.43,
IV.27.3–IV.27.4, IV.27.13–IV.27.14, IV.27.22

in laser servo system, IV.27.5, IV.27.7–IV.27.8
low-frequency, I.18.4
in optical amplifier, IV.11.3, IV.11.6–IV.11.7
and optical link power budget, IV.6.5,

IV.6.14–IV.6.15
parametric, IV.22.8
in photodetectors, IV.4.73–IV.4.74, IV.4.77
in point-to-point communications links, IV.1.24,

IV.1.26–IV.1.28, IV.1.28f, IV.1.28t,
IV.1.29–IV.1.30

and quantization, IV.12.10
and receiver sensitivity, IV.2.7–IV.2.9
and solid-state arrays, III.4.11–III.4.13
and solid-state cameras, III.4.13–III.4.15
with solitons, IV.1.31
sources of, I.18.3, I.18.5f–I.18.6f

in magneto-optical readouts, I.31.25, I.31.25f
nonessential, I.18.5

visual, and photoreceptor waveguiding, III.9.4
(See also specific types)

Noise-equivalent electrons, III.4.11
Noise equivalent exposure (NEE),

III.4.10–III.4.11
Noise equivalent power (NEP), IV.4.75

spectral, I.15.10
Noise equivalent quanta (NEQ), I.20.25
Noise equivalent temperature difference

(NETD), in thermal arrays, I.19.8–I.19.9
Noise figure, of rare-earth doped amplifier, 

IV.5.6
Noise floor, III.4.11
Noise spectrum, I.15.9
Noll, R. J., III.1.12–III.1.13
Nomarski interferometers, II.21.4, II.21.5f
Nomarski microscope, I.41.10, I.41.11f
Nonchromogenic color film, I.20.15
Nonconcomitant vision, III.12.2
Noncritical phase matching (NPM), II.12.30,

II.12.32f
Nondegenerate four-wave mixing (NDFWM),

IV.23.25
Non-diffraction-limited optic, I.39.6
Nonimaging optics, III.2.1

computer simulation of, III.2.6–III.2.8
concentration methods used in, III.2.12–III.2.23
flux uniformity control in, III.2.2
system components of, III.2.8–III.2.12
terms used in, III.2.2–III.2.6
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Nonlinear absorption (NLA), IV.17.9–IV.17.11,
IV.17.14–IV.17.15, IV.17.15f, IV.17.21,
IV.17.28

for optical limiting, IV.19.4f, IV.19.5, IV.19.5f,
IV.19.6, IV.19.6f, IV.19.7

in organic molecules, IV.19.10
Z-scan to measure, IV.17.31–IV.17.33

Nonlinear directional coupler (NLDC), IV.21.5,
IV.21.5f, IV.21.6

Nonlinear distortion, IV.18.49–IV.18.50
compensation for, IV.3.12
in fiber analog systems, IV.2.15

Nonlinear frequency mixing, IV.3.1–IV.3.2,
IV.23.22–IV.23.23, IV.23.23f,
IV.23.24–IV.23.25, IV.23.25f

Nonlinearities, optical, IV.3.1–IV.3.2,
IV.13.3–IV.13.4, IV.13.6

and all-optical switching, IV.21.1
as coherent radiation source, IV.22.1–IV.22.2
cross-phase modulation, IV.3.3–IV.3.4, IV.13.7,

IV.13.7f
and electromagnetically induced transparency,

IV.23.2–IV.23.3, IV.23.27–IV.23.28
in femtosecond SPPOs, IV.22.58
four-wave mixing, IV.1.42–IV.1.43,

IV.3.9–IV.3.12, IV.13.8, IV.13.8f, IV.25.18,
IV.25.18f, IV.25.19

and free polarization decay, IV.24.10
frequency dependence of, IV.17.4–IV.17.5,

IV.17.5t
in gas phase media, IV.23.3
and impairments, IV.2.16
at maximal atomic coherence,

IV.23.26–IV.23.27, IV.23.36f
in optical limiting, IV.19.1–IV.19.9
photorefractive, IV.1.43
pulse compression, IV.1.41–IV.1.42
in saturable absorbers, IV.25.6
self-phase modulation, IV.3.3, IV.13.7, IV.13.7f
in semiconductors, IV.19.10
and soliton propagation, IV.1.40–IV.1.42,

IV.7.1, IV.7.4, IV.7.4f, IV.7.12–IV.7.13,
IV.7.17

stimulated Brillouin scattering, IV.1.39–IV.1.40,
IV.3.7–IV.3.9

stimulated Raman scattering, IV.1.39–IV.1.40,
IV.3.4–IV.3.7

tensor nature of, IV.17.5
third-order (see Third-order optical nonlineari-

ties)
and ultrashort pulse generation, IV.25.4,

IV.25.15
(See also specific types)

Nonlinearity, microscopic origin of, II.38.11
Nonlinear laser spectroscopy, IV.27.14

Nonlinear loop mirror (NOLM), IV.12.38
in all-optical switching, IV.21.5, IV.21.5f,

IV.21.6, IV.21.6f
Nonlinear materials:

for optical parametric generation,
IV.22.62–IV.22.65

quasi-phase-matched (QPM), IV.22.2, IV.22.33,
IV.22.35, IV.22.54, IV.22.59–IV.22.60

Nonlinear optical effects, II.38.5
Nonlinear optical media, anharmonic oscillator

model of, II.38.8f
Nonlinear optical parametric wavelength conver-

sion, IV.11.10, IV.22.1–IV.22.2
Nonlinear optical phenomena, II.36.55t–II.36.56t
Nonlinear optical processes, second-order, phase-

matching in, II.38.12–II.38.13, II.38.13f,
II.38.14, II.38.14f

Nonlinear optical properties, II.36.54–II.36.55
Raman scattering and, II.36.57–II.36.58
second-order, II.36.56
third-harmonic generation, II.36.57
third-order, II.36.55

Nonlinear optical susceptibility:
quantum theory of, II.38.10–II.38.11
second-order, anharmonic oscillator model of,

II.38.7
tensor, second-order, II.38.11–II.38.12

Nonlinear polarization, IV.3.2, IV.3.5, IV.3.8,
IV.3.10, IV.17.4, IV.17.9, IV.17.24,
IV.17.26–IV.17.27, IV.17.31

Nonlinear refraction (NLR), IV.17.9–IV.17.11,
IV.17.13–IV.17.14, IV.17.28

for optical limiting, IV.19.4f, 19.7–IV.19.8
Z-scan to measure, IV.17.31–IV.17.33

Nonlinear scattering, for optical limiting, IV.19.4f,
IV.19.8–IV.19.9

Nonlinear Schrödinger equation (NSE), II.10.39,
II.10.39f, IV.1.41, IV.1.41t, IV.3.4, IV.7.2,
IV.17.28, IV.28.34

Nonlinear switching devices, IV.5.1
Nonlinear wave equation, IV.3.2
Nonpolarizing element, II.22.7
Non-return-to-zero (NRZ) format, IV.12.12,

IV.12.12f, IV.12.37f
clock recovery for, IV.12.15f, IV.12.16,

IV.12.36
power spectrum for, IV.12.13f

Nonsequential ray tracing, III.2.6–III.2.7
Non-Uniform Rational B Splines (NURBS),

III.2.7
Non-zero dispersion-shifted fibers (NZ-DSF),

IV.13.10, IV.13.10f
Normal dispersion, range of, II.35.5
Normalization, III.7.15–III.7.18
Normalized Detector Irradiance (NDI), I.38.23
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Normalized water-leaving radiance, I.43.49
chlorophyll concentration and, I.43.50, I.43.50f,

I.43.51
North American digital hierarchy, IV.2.16
NTSC standard, for color broadcast camera out-

put, III.4.20
Nuclear fission, III.36.12
Nuclear magnetic resonance (NMR), IV.24.7,

IV.24.27
Nuclear reactors, thermal, III.36.12
Nulling, of stimuli, I.29.5
Null Ronchi screens, II.7.6
Null space, I.26.47
Numerical aperture (NA), I.1.85, II.1.9, II.24.21

of cochlear hair cells, III.9.25
equation for, III.9.2
in fiber optics, III.2.1
for laser light, IV.4.14
for optical fiber, IV.1.7, IV.1.7f, IV.1.8, IV.2.2
of X-ray lenses, III.20.3, III.20.8

Nutting’s law, I.20.6–I.20.7
Nyquist frequency:

and imaging system sampling, III.4.17–III.4.19
Nyquist noise, I.15.9

in photodetectors, IV.4.75

OARDAS, I.38.28
Object and image plane, I.1.46f
Object distance, II.2.3
Object height, I.1.30
Objective amplitude of accommodation, I.24.30
Objective optics:

double-pass, II.19.33f
flat-field, II.19.31–II.19.32, II.19.32f
on-axis, II.19.30–II.19.31, II.19.32f

Objectives:
Altenhof, II.18.36, II.18.36f
Baker-Nunn, II.18.24, II.18.24f
Baker super-Schmidt, II.18.23, II.18.23f
Carlisle, II.18.9
Cassegrain, II.18.7, II.18.7f, II.18.8

dual-focal, II.18.10f
with field corrector, II.18.9, II.18.9f
Schmidt-meniscus, II.18.23, II.18.23f
with Schwarzschild relay, II.18.36, II.18.36f
spherical primary, II.18.10, II.18.10f
three-mirror, II.18.32, II.18.32f, II.18.33,

II.18.33f
Cassegrain-Mersenne telescope, afocal,

II.18.10, II.18.10f
catadioptric, II.18.6

Herschelian, II.18.30, II.18.30f
Cook, three-mirror, II.18.34, II.18.34f
Couder, II.18.13, II.18.13f
Dall-Kirkham, II.18.9, II.18.9f

Objectives (Cont.):
Eisenburg and Pearson two-mirror, II.18.27,

II.18.27f
Gabor, II.18.22, II.18.22f
Gregorian, II.18.10–II.18.11, II.18.11f

aplanatic, II.18.12, II.18.12f, II.18.13
Gregorian-Mersenne telescope, afocal, II.18.13,

II.18.13f
Herschelian, II.18.7
Houghton-Cassegrain, II.18.24f, II.18.25,

II.18.25f
Korsch, three-mirror, II.18.34, II.18.34f

four-reflection, II.18.35, II.18.35f
and two-mirror, II.18.38, II.18.38f

Maksutov, II.18.21, II.18.21f
Maksutov-Cassegrain, solid, II.18.21, II.18.21f
Mangin, II.18.6–II.18.7, II.18.7f
Mangin-Cassegrain with correctors, II.18.26,

II.18.26f
McCarthy, II.18.35, II.18.35f
Mersenne, afocal, II.18.11
Newtonian, II.18.7
parabolic, II.18.6, II.18.6f, II.18.7
Paul-Gregorian, off-axis, eccentric-pupil,

II.18.31, II.18.31f, II.18.32
Paul three-mirror, II.18.31, II.18.31f

alternative, II.18.31, II.18.31f
Pfund, II.18.7
reflective, II.18.6
Ritchey-Chretien, II.18.8, II.18.8f
Schiefspiegler, II.18.29, II.18.29f
Schmidt, II.18.15, II.18.15f

field-flattened, II.18.16, II.18.16f
reflective, II.18.17, II.18.17f
Shafer relayed virtual, II.18.19, II.18.19f,

II.18.20, II.18.20f
solid, II.18.17, II.18.17f

Schmidt-Cassegrain, II.18.18, II.18.18f
reflective, II.18.19, II.18.19f

Schupmann, II.18.7
Schwarzschild

anastigmatic, flat-image, II.18.15, II.18.15f
aplanatic, II.18.13, II.18.13f, II.18.14, 

II.18.14f
SEAL, II.18.30, II.18.30f
Shafer

five-mirror, II.18.37, II.18.37f
four-mirror, II.18.37, II.18.37f
two-mirror, II.18.27, II.18.27f

Shenker, II.18.25, II.18.25f, II.18.26
spherical primary, with Schmidt principal,

II.18.20, II.18.20f
terminology used for, II.18.6–II.18.7
three-lens prime focus corrector, II.18.11,

II.18.11f
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Objectives (Cont.):
three-mirror

afocal telescope, II.18.32, II.18.32f
spherical mirror, II.18.33, II.18.33f, II.18.34

Trischiefspiegler, II.18.29
two-mirror, three-reflection, II.18.28, II.18.28f
Wetherell and Womble, three-mirror, II.18.34f,

II.18.35
wide-field, with Maksutov correction, II.18.22,

II.18.22f
Wright, II.18.16, II.18.16f, II.18.17
Yolo, II.18.28f, II.18.29
(See also Lenses; Objective optics)

Object plane, I.1.31
Object point, I.1.30
Object relief (OR), II.2.11, II.2.11f
Object space, I.1.30

numerical aperture, I.1.85
Oblique spherical aberration, II.18.41
Obscurations, II.18.4, II.18.4f, II.18.5
Occupation effects, in nonlinearity, IV.25.19
Oceanic optics, I.43.4

(See also Sea water)
Ocular ametropia, I.24.8
Ocular media:

optical density of, III.13.5, III.13.6f, III.13.7,
III.13.11, III.13.16

radiant energy penetration of, III.15.3
Ocular radiometry, I.24.11–I.24.12
Ocular refraction (see Refractive error)
Oculars, II.17.20

design standards for, II.17.21
focal length in, II.17.21
Ramsden-type, II.17.21
zoom, II.17.21

Ocular safety, I.28.19
Ocular transmittance, I.24.9
Off-Axis Rejection (OAR), I.38.23–I.38.24
Offner compensator, II.30.23, II.30.23f
Omnidirectional reflectors, IV.20.2
100Base-FX, IV.16.7
100Base-T, IV.16.7
One-mode components analysis, I.26.28
110 format color film, III.6.27
1000Base-FX, IV.16.7
1 × N power splitters, IV.8.1, IV.8.4, IV.8.5f
Opaque strip observation, in diffraction,

I.3.18–I.3.19, I.3.19f
Open aperture Z-scan, IV.17.33
Open fiber control (OFC), IV.16.5
Open loop gain, IV.27.5, IV.27.9, IV.27.9f
Open systems, stimulated photon echo in,

IV.24.17, IV.24.17f
Ophthalmoheliosis, III.15.1, III.15.6, III.15.6f,

III.15.7

Ophthalmology:
and aging, III.13.4
and higher-order aberrations, III.10.5
optical power in, III.11.2

Ophthalmoscope, III.10.2, III.10.9, III.10.10f,
III.11.4–III.11.5

Ophthalmoscopic methods, I.24.22–I.24.24
off-axis image quality and, I.24.24–I.24.25

Opponent color spaces, I.26.15
Opponent process model, I.26.43, I.26.43f, I.26.44
Optical absorption transitions, I.44.11, I.44.11f
Optical amplifier, IV.2.1, IV.2.11–IV.2.12,

IV.5.1–IV.5.7
applications of, IV.11.2, IV.11.3f
fiber, IV.11.3–IV.11.4
in OTDM system, IV.12.39
properties of, IV.11.2–IV.11.3
semiconductor, IV.11.4–IV.11.7

Optical anisophoria, III.11.15
Optical axis, I.1.35, II.18.41

atomic displacement and, I.9.18
Optical birefringence, II.12.15–II.12.16
Optical bistability, IV.17.31, IV.22.3
Optical Bloch equations, IV.24.3–IV.24.5,

IV.24.27, IV.28.1, IV.28.4, IV.28.6
Optical carrier signal, IV.12.22, IV.16.6
Optical cavities, of lasers, I.11.20
Optical cavity-based frequency discriminators,

IV.27.15
Optical circulator, IV.9.8–IV.9.9, IV.9.9f,

IV.10.3–IV.10.4, IV.10.4f, IV.10.9
Optical coatings:

absorption in, I.42.16
antireflection (see Antireflection coatings)
laser damage in, I.42.17
laser-induced damage threshold (LIDT) in,

I.42.17–I.42.18
multilayer:

optical properties of, I.42.18
for three spectral regions, I.42.95–I.42.96,

I.42.96f–I.42.97f
for two spectral regions, I.42.94–I.42.95,

I.42.95f
(See also Periodic multilayers; Reflectors,

multilayer)
optical constants in, I.42.17
in polymers, II.34.19–II.34.20
reflection in, I.42.16
special-purpose, I.42.107–I.42.108, I.42.108f
textured metallic, II.37.14
transmission in, I.42.16
(See also Black surfaces, optical)

Optical code-division multiplexing (OCDM),
IV.2.16

Optical coefficients, nonlinear, II.33.29, II.33.29t
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Optical collisions, IV.28.28–IV.28.30
Optical confinement (see Optical trapping)
Optical constants, I.5.2, I.6.14, I.9.6–I.9.7, I.42.17

and dielectric function, II.36.9
Optical cooling, IV.28.1, IV.28.3, IV.28.6, IV.28.35
Optical crossconnects (OCCs), IV.13.14–IV.13.15,

IV.13.15f
Optical damage, to lithium niobate (LiNbO3),

IV.4.56–IV.4.57
Optical data storage, I.31.1–I.31.2, I.31.3f–I.31.5f,

II.6.36
Optical density (OD), I.43.10, IV.19.2

measurements, projection, I.20.7f
nonneutral, I.20.8
in photography, I.20.6, I.20.7f
reflection, I.20.8–I.20.9
transmission, I.20.7–I.20.8

Optical design:
lens setup in, I.34.7
project, typical, I.34.2, I.34.3f

Optical design software:
for adaptive optics systems, III.1.41
boundary conditions in, I.34.20
buying, I.34.23
cost of, I.34.25
error functions in, I.34.21
features of, I.34.24
global optimization of, I.34.23
hardware for, I.34.23–I.34.24
multiconfiguration optimization in, I.34.22
optimization of, I.34.18
primary function of, I.34.2
programming considerations in, I.34.8
simulation in, I.34.22
support for, I.34.25
tolerance calculation in, I.36.11
tolerancing in, I.34.22
user interface of, I.34.24
(See also Software)

Optical elements, holographic (see Holographic
optical elements (HOEs))

Optical extent, I.1.25
Optical fabrication:

basic steps in, I.40.3–I.40.5
methods, I.41.3t
peak-to-valley accuracy in, I.40.3
rough shaping in, I.40.3–I.40.4

Optical feedback, I.11.3
Optical fiber, I.28.10

anomalous dispersion in, II.10.9
applications for, IV.1.9, IV.1.11, IV.1.21–IV.1.24
a-profile of, IV.1.6–IV.1.7, IV.1.11
attenuation in, II.10.8, II.10.8f, II.10.14, II.10.14f,

IV.1.9–IV.1.10, IV.1.10f, IV.1.14–IV.1.16,
IV.2.2–IV.2.3, IV.2.3f, IV.13.2, IV.13.2f

mandrel wrap for, II.10.13f

Optical fiber (Cont.):
attenuation measurement in, II.10.12–II.10.13
bandwidth of, II.10.14–II.10.15, IV.1.16, IV.2.3,

IV.13.2
in biological photoreceptors, III.9.3–III.9.4,

III.9.15
chalcogenide fibers, II.10.45–II.10.46
chemistry of, II.10.42
chromatic dispersion of, IV.13.4–IV.13.5,

IV.13.5f, IV.13.6, IV.13.6f
communication, II.12.43
core size of, IV.1.7–IV.1.8
coupling of, IV.1.7–IV.1.8, IV.1.14, IV.2.5
design of, II.10.4f, IV.1.6, IV.1.6f, IV.1.7, IV.1.7f,

IV.2.2
detector/amplifier configurations for, II.10.27f
development of, IV.1.5, IV.2.1
dispersion-flattened, II.10.16, II.10.17f
dispersion in, IV.1.9–IV.1.13, IV.1.16

effects of, II.10.23
evaluation of, II.10.11, II.10.11f, II.10.15,

II.10.15f, II.10.16
intermodal, II.10.8
material, II.10.9
profile, II.10.9

dispersion-shifted, IV.1.18, IV.1.19f
dopant chemistry in, II.10.44–II.10.45
external acceptance angles in, II.10.5f
fabrication of, II.10.42–II.10.43, II.10.44f,

II.10.45, IV.1.44–IV.1.48
fiber-fiber coupling, II.10.5
fiber requirements in, II.10.37
fluoride fibers, II.10.46
flux budget in, I.12.36
four-wave mixing in, II.10.40, II.10.40f,

II.10.41
gradient index fibers, II.10.5, II.10.9
history of, II.10.3
human hair cells as, III.9.26
infrared, II.10.45, IV.14.1–IV.14.14
intermodal dispersion in, II.10.8
laser-fiber coupling, II.10.6
LEDs and, I.12.36
medical applications for, IV.1.6, IV.14.1
metrology applications for, IV.1.6
minimizing fiber size in, III.2.1–III.2.2
modes supported by, IV.1.6, IV.1.9, IV.2.2
modulation-induced frequency chirp and,

II.10.23–II.10.24, II.10.24f
multimode fibers in, II.10.7, II.10.9, II.10.13f,

II.22.23, III.9.24–III.9.25
nonlinear properties of, II.10.37,

IV.1.39–IV.1.43, IV.3.1–IV.3.12, IV.13.4,
IV.13.6–IV.13.8

normalized variables for, II.10.9–II.10.10,
II.10.10t, IV.1.11–IV.1.12, IV.1.12t
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Optical fiber (Cont.):
numerical aperture of, IV.1.7, IV.1.7f, IV.1.8,

IV.2.2
photorefractive nonlinearities in, II.10.41
photosensitivity of, IV.9.1–IV.9.3
plant tissue as, III.9.26–III.9.29
point-to-point links in, II.10.20–II.10.23,

II.10.23f
polarization, IV.1.13–IV.1.14

characteristics of, II.10.11–II.10.12
profile dispersion in, II.10.9
ray path in, II.10.5, II.10.5f, II.10.6, II.10.6f
receiver noise in, II.10.26t
refractive index of, IV.1.6–IV.1.7, IV.1.11,

IV.1.13, IV.2.2, IV.13.6
relative noise intensity (RIN) in,

II.10.20–II.10.21, II.10.23f
reliability of, II.10.16–II.10.19, II.10.19f,

II.10.21f, IV.1.18–IV.1.21
Weibull distribution and, II.10.18, II.10.20t,

II.10.21f–II.10.22f
signal-to-noise ratio in, II.10.24–II.10.25,

II.10.26f, II.10.28
soliton propagation in, II.10.9
source diameter in, I.12.36
specialty, for dispersion management,

IV.13.9–IV.13.10
speed in, I.12.36
step-index fibers, II.10.5, II.10.9

of circular symmetry, II.10.7, II.10.7f
stimulated scattering processes in, II.10.37
in telecommunications, II.10.7, II.10.19

system design of, II.10.24–II.10.28
ultrashort pulse transmission in, II.10.29
waveguide dispersion in, II.10.9

Optical fiber communication system:
amplification in, IV.11.1

(See also Amplifiers)
analog, IV.2.14–IV.2.15
applications for, IV.2.16, IV.6.1–IV.6.2
characteristics of, IV.6.2–IV.6.7
components of, IV.2.1–IV.2.10, IV.4.1
evolution of, IV.2.1, IV.13.1, IV.13.3, IV.13.4f
limitations in, IV.2.10–IV.2.11
networks in, IV.2.13

Optical fiber sensors, IV.15.1–IV.15.2
extrinsic Fabry-Perot interferometric, IV.15.2,

IV.15.2f, IV.15.3, IV.15.3f, IV.15.4
intrinsic Fabry-Perot interferometric, IV.15.4,

IV.15.4f, IV.15.5
Optical films (see Optical coatings)
Optical filters:

defined, I.42.4
performance, ways of describing, I.42.5, I.42.5f,

I.42.6
in series, reflection of, I.42.8–I.42.9, I.42.9f

Optical fiber (Cont.):
spectral transmittance of, I.42.6–I.42.7, I.42.7f,

I.42.8
tunable, IV.13.15

Optical finish measurements, I.7.10
Optical force:

effect of, on atoms, IV.28.4–IV.28.5
types of, IV.28.6
velocity dependence of, IV.28.1–IV.28.2, 

IV.28.6
Optical glasses, II.34.7f
Optical heterodyne saturation spectroscopy,

IV.27.14
Optical hole burning (OHB), I.8.21,

II.28.14–II.28.16, IV.4.15, IV.4.48–IV.4.49
spectroscopy, II.20.24, II.20.24f,

II.20.25–II.20.26, II.20.26f
Optical image enhancement, coherent:

inverse filter, I.30.17
Wiener filter, I.30.17–I.30.18

Optical image transformer, III.2.21–III.2.22,
III.2.22f

Optical indicatrix, II.33.20–II.33.21, II.33.21f
Optical injection locking, for clock recovery,

IV.12.35, IV.12.35f, IV.12.36
Optical interactions, I.44.21
Optical Kerr effect (OKE), IV.17.5t,

IV.17.12–IV.17.16, IV.17.30, IV.22.3
in ultrashort pulse generation, IV.25.4

Optical lattice, IV.28.22, IV.28.25,
IV.28.30–IV.28.31, IV.28.31f,
IV.28.32–IV.28.33

Optical limiter, II.39.29, IV.19.1
applications for, IV.19.1
figure of merit for, IV.19.2–IV.19.3,

IV.19.6–IV.19.7
responses of, IV.19.2, IV.19.2f
self-protecting, IV.19.10

Optical limiting, IV.19.1
active versus passive systems for,

IV.19.1–IV.19.2
in carbon-black suspensions, IV.19.11, IV.19.11f,

IV.19.12
and damage thresholds, IV.19.3–IV.19.4,

IV.19.6, IV.19.10
liquid crystals in, IV.19.13, IV.19.13f
nonlinear absorption in, IV.19.4, IV.19.4f,

IV.19.5, IV.19.5f, IV.19.6, IV.19.6f, IV.19.7
nonlinear refraction in, IV.19.4f, IV.19.7–IV.19.8
nonlinear scattering in, IV.19.4f, IV.19.8–IV.19.9
optically induced phase change in, IV.19.4f,

IV.19.9
in organics, IV.19.10–IV.19.11
photorefractivity in, IV.19.4f, IV.19.9, IV.19.12,

IV.19.12f
in semiconductors, IV.19.10, IV.19.10f
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Optical link power budget, IV.6.2–IV.6.5
assembly loss in, IV.6.9–IV.6.18
installation loss in, IV.6.7–IV.6.9

Optically detected magnetic resonance (ODMR),
II.20.21, II.20.23, II.20.23f, II.28.24–II.28.25,
II.28.25f, II.28.26

Optically induced phase change, IV.19.4f, IV.19.9
Optical matrix vector multiplication, II.39.29f
Optical measurements, I.18.2f
Optical metrology, II.22.27
Optical mixing, IV.2.11
Optical mode conditioner, IV.16.8
Optical molasses (OM), IV.28.1, IV.28.8,

IV.28.11–IV.28.13, IV.28.23, IV.28.35
atomic beam collimation in, IV.28.13–IV.28.14,

IV.28.14f
in atomic clock experiments, IV.28.27
and optical lattices, IV.28.31, IV.28.33, IV.28.33f
temperature in, IV.28.19f
three-dimensional experiments in, IV.28.13,

IV.28.13f, IV.28.14
velocity dependence in, IV.28.12, IV.28.13f

Optical multichannel analyzers (OMAs) (see
under Cameras, II SSA)

Optical Networks Technology Consortium
(ONTC), IV.13.16

Optical nutation, II.38.5
Optical parameters (see Optical constants)
Optical parametric amplifier (OPA), I.14.13,

IV.2.12, IV.2.16, IV.22.14, IV.22.61
Optical parametric generation, IV.22.1–IV.22.2

gain factor in, IV.22.8–IV.22.10, IV.22.10t,
IV.22.11, IV.22.62

phase matching in, IV.22.10–IV.22.11, IV.22.11f,
IV.22.12, IV.22.61–IV.22.62

physical principles of, IV.22.2–IV.22.8
tuning in, IV.22.62

Optical parametric generator (OPG), IV.22.14,
IV.22.61

Optical parametric oscillator (OPO), IV.22.2,
IV.22.7, IV.22.13–IV.15, IV.23.27

cavity configurations for, IV.22.14, IV.22.14f
design of, IV.22.61–IV.22.65
doubly resonant, IV.22.14–IV.22.32
intracavity, IV.22.42–IV.22.50
pulsed, IV.22.50–IV.22.54
pump-enhanced, IV.22.35–IV.22.42
singly resonant, IV.22.14–IV.22.16,

IV.22.32–IV.22.35, IV.22.50
synchronously pumped, IV.22.55–IV.22.60

Optical parametric oscillator (OPO), I.14.13,
II.38.18–II.38.19, II.38.19f, II.38.20

Optical path, I.31.7
length, I.1.33

absolute, I.1.95

Optical path difference (OPD), I.2.7,
I.33.1–I.33.2, I.33.6, I.34.14

of rays, I.34.13, I.34.13f
Optical phenomena, I.44.2
Optical polymers, II.34.7f

aberration control in, II.34.8
abrasive forming of, II.34.13
additives to, II.34.5
antiabrasion coatings in, II.34.20
antireflection coatings in, II.34.19
antistatic coatings in, II.34.20
aspheric surfaces in, II.34.9–II.34.10
athermalization in, II.34.10
casting of, II.34.12–II.34.13
compression molding of, II.34.14
computer-numerical control (CNC) lathe turn-

ing of, II.34.13
conductivity of, II.34.4
configurations of, II.34.16f
density of, II.34.2
design strategy for, II.34.8
dimensional variations in, II.34.11
documentation of, II.34.5
error budget tree in, II.34.11
figure variations in, II.34.11–II.34.12
geometry considerations in, II.34.15
hardness of, II.34.3
homogeneity of, II.34.8
injection moding of, II.34.14–II.34.15
material selection in, II.34.9
mechanical assembly of, II.34.16–II.34.18
multiple cavities and, II.34.11
null correctors in, II.34.18–II.34.19
outgassing from, II.34.4
physical properties of, II.34.4t
processing considerations in, II.34.10
radiation resistance of, II.34.5
reflective coating in, II.34.19
refractive index of, II.34.6–II.34.7, II.34.7t,

II.34.8
rigidity of, II.34.3
service temperature of, II.34.3–II.34.4
shrinkage on, II.34.16
single-point turning, II.34.13–II.34.14
specifications for, II.34.12
spectral transmission in, II.34.6
vendor selection of, II.34.15
verification of, II.34.18
water absorption of, II.34.5

Optical power:
conversion to, in lasers, IV.4.10–IV.4.12
definition of, III.14.4
and electroabsorption modulators, IV.4.62
flow of, IV.10.3
of LEDs, IV.4.43, IV.4.43f
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Optical power (Cont.):
of lenses, III.11.2
and mode-locking, IV.12.30
penalties on, IV.6.9–IV.6.18

Optical preamplifiers, IV.2.11
Optical processing, coherent, I.30.8, I.30.10
Optical processing arrangement, I.3.23f
Optical properties, II.33.8

intrinsic, II.33.12
Optical pumping:

in laser cooling, IV.28.15–IV.28.18, IV.28.18f,
IV.28.19

in magneto-optical trap, IV.28.22
(See also Pumping)

Optical radar, II.29.5
Optical radiation:

exposure limits for, III.15.9–III.15.12
measurement of (see Radiometry)
photochemical versus thermal damage from,

III.15.2–III.15.3
sources of damage from, III.15.13f

Optical resonator, for laser stabilization, IV.27.12
Optical/retinal inhomogeneity, I.25.26
Optical second-harmonic generation, II.38.4
Optical signal, properties of, IV.21.2
Optical sine theorem, II.1.6
Optical sources, nonlinear, I.14.12
Optical spectroscopy, I.8.5, I.8.14, IV.24.2–IV.24.3
Optical spectrum analyzer, fabrication of, IV.9.7
Optical storage loop, IV.5.1
Optical switches, IV.12.15
Optical systems, II.24.20f

aplanatic, II.24.21
building, I.28.8
coherent vs. incoherent, I.30.4
combining lights in, I.28.9, I.28.9f
data, types of, I.34.4–I.34.7
designing, I.18.2
limitations on, I.1.32
metals in (see under Metals)
optical and thermal data for, I.39.3t–I.39.4t
radar data processing, I.30.9–I.30.10, I.30.10f
signal analysis in, I.18.3
specifications, I.35.1–I.35.2

coating specifications, I.35.10
depth of focus, I.35.7–I.35.8, I.35.8f
environmental, I.35.10
gaussian parameters, I.35.4, I.35.6t
image, I.35.2
image irradiance, I.35.7
international standards, use of, I.35.10
ISO standards, use of, I.35.11
material specifications, I.35.9
mechanical dimensions, I.35.9
mechanical vs. optical, I.35.2

Optical systems, specifications (Cont.):
optical parameters, I.35.9
preparation of, I.35.4
presentation of, I.35.10–I.35.11
system vs. components, I.35.2
vs. tolerances, I.36.1
wavefront, I.35.3
writing, problems with, I.35.12

stray radiation in, I.38.2
surface data in, I.34.5–I.34.6
techniques for calibrating, I.28.18f
thermal effects in

homogeneous, I.39.2
thin-film (see Optical filters; Thin-film coatings)
tolerances in, I.36.4f, I.36.4t

assembly, I.36.8
basis for, I.36.2
boresight, I.36.8
budgeting of, I.36.2–I.36.3
combination of, I.36.6, I.36.6t, I.36.7f
compensation in, I.36.7
determination of, I.36.1–I.36.2
direct calculation of, I.36.10
distortion, I.36.8
individual, computation of, I.36.4–I.36.5,

I.36.5f, I.36.5t
judgment factors in, I.36.1
lens-design programs and, I.36.11
material properties and, I.36.9
measurement practice, I.36.9
optical vs. mechanical, I.36.2
overloosening in, I.36.12
overtightening in, I.36.11
parameter error quality definitions for, I.36.4
problems in, I.36.11
procedures for, I.36.9–I.36.10
shop practice, I.36.8
spreadsheet calculation of, I.36.10
verification of, I.36.3
wavefront, I.36.3

(See also specific types)
Optical tank circuit, for clock recovery,

IV.12.34–IV.12.35, IV.12.35f
Optical TDMA (OTDMA), IV.12.17–IV.12.18,

IV.12.19f
Optical theorem, I.6.6, I.6.9
Optical time-division multiplexing (OTDM),

IV.2.16, IV.12.17, IV.12.24, IV.13.3, IV.13.4f
components in, IV.12.38–IV.12.39, IV.12.39f,

IV.12.40, IV.12.41f
devices for, IV.12.24
performance of, IV.12.40–IV.12.41
transmission in, IV.12.30

Optical time domain reflectometry (OTDR),
II.10.14f, IV.1.16, IV.1.16f
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Optical-to-acoustic divergence ratio,
II.12.27–II.12.28, II.12.28f

Optical transfer function (OTF), I.20.19–I.20.20,
I.20.20f, I.25.23–I.25.24, II.11.6–II.11.7,
II.32.3–II.32.4, II.32.9, III.1.21–III.1.23

geometrical-aberration, II.32.6
measurements, II.32.7–II.32.8

Optical transitions (see Transitions, optical)
Optical trapping, IV.4.4–IV.4.5, IV.4.5f, IV.4.6,

IV.4.13–IV.4.14, IV.28.19, IV.28.21–IV.28.22,
IV.28.22f, IV.28.27

lateral, IV.4.6–IV.4.7
in quantum well lasers, IV.4.29–IV.4.30

Optical tube length, II.1.10
Optical turbulence:

atmospheric, I.44.26
beam spread, I.44.31–I.44.32, I.44.32f, I.44.33
beam wander, I.44.30–I.44.31
characteristics of, I.44.26–I.44.28, I.44.28f,

I.44.29–I.44.30, I.44.30f
heterodyne detection in, I.44.33
Hufnagle model of, I.44.29
imaging in, I.44.33
scintillation in, I.44.34–I.44.35, I.44.35f

Optical tweezers, II.17.48, IV.28.21
Optical wavelength converter, IV.11.7–IV.11.9
Optic axis, I.9.8
Optic flow, III.12.2, III.12.5–III.12.6, III.12.15
Optic flow field, I.25.41, I.25.41f
Optics:

atmospheric (see Atmospheric optics)
binary (see Binary optics)
capillary (see Capillary optics)
crystalline, I.40.6

(See also Crystals)
diamond-turned (see Diamond turning)
diffractive, I.31.30
first-order, I.1.32, I.1.42
gaussian, I.1.32
geometrical, I.34.17
glass (see Glass optics, molded)
gradient index (GRIN) (see Graded index

(GRIN) lens)
hydrologic (see Water)
inhomogeneous (see Graded index (GRIN) lens)
lobster-eye, III.30.3
meteorological (see Meteorological optics)
objective (see Objective optics)
oceanic (see Oceanic optics)
parabasal, I.1.47
paraxial, I.1.32
physical, I.34.17
plano, I.40.6
polymeric, II.34.1
purchasing, I.40.7–I.40.8

Optocouplers, I.12.35, I.12.35f, I.12.36

Optoelectrics, applications for, II.36.85t
Optoelectronic integrated circuit (OEIC), II.6.2,

II.6.17, II.6.38, II.6.38f
chips, photodiodes and, I.16.16

Optoelectronic wavelength conversion,
IV.11.9–IV.11.10

Optokinetic nystagmus, I.24.36
Optokinetic (OKN) reflex, III.12.21
Optometer, III.18.11
Orbital states, parity of, I.8.23
Organic detritus, absorption by, I.43.26, I.43.28f
Organic dye lasers, I.11.14, I.11.18–I.11.19,

I.11.19f, I.11.34, I.11.34f
Organic polymers, II.39.24–II.39.25
Organ of Corti, III.9.2, III.9.24–III.9.26
Organometallic vapor phase deposition

(OMPVE), I.13.7
Orientation, visual, III.12.4
Orlando Black, II.37.11f, II.37.48

total integrated scatter in, II.37.61f
Orthogonal reference beams, II.39.35
Orthokeratology, III.11.12
Orthonormal basis vectors, I.6.10
Orthonormalization, I.34.20
Orthoscopic observation, II.17.39
Orthotomic systems, of rays, I.1.11, I.1.14
Oscillator models:

anharmonic, II.38.7–II.38.8, II.38.8f, II.38.9,
II.38.11

harmonic, II.38.6–II.38.7
with photorefractive gain, II.39.7

Oscillator strength, I.9.15
Oseen-Frank equation, II.14.16
Osipov-Terentjev theory, II.14.10
OSI reference model, and FDDI, IV.16.2
Outer product processor, I.30.22, I.30.22f
Outgassing, in space, II.37.14

and black surfaces, II.37.18–II.37.19
collected volatile condensable materials

(CVCM) and, II.37.19
total mass loss (TML) and, II.37.19
water vapor regained (WVR) and, II.37.20

Out-of-plane coupling, in photonic crystals,
IV.20.11–IV.20.13

Outside process, for optical fiber fabrication,
IV.1.45–IV.1.46, IV.1.46f

Outside vapor deposition (OVD), II.10.44,
IV.1.46

Overhead projectors, lenses in, III.2.9
Overscan, in CRTs, I.27.13
Oxide stripe lasers, I.13.8
Ozone, pressure of, I.44.4

Packet, IV.13.2, IV.13.16f, IV.13.17
in ATM, IV.16.6
in FDDI, IV.16.3–IV.16.4
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Packet-switched data networks:
timed-division multiple access in, IV.12.16

Packet switching, IV.13.16, IV.13.16f, IV.13.17
PADE (Program for the Analysis of Diffracted

Energy), I.38.27
PAL standard, for color broadcast camera output,

III.4.20
Panoramic vision, III.12.3
Panum’s fusional area (PFA), III.12.12–III.12.13,

III.12.23
Parabasal optics, I.1.47
Parabolic compound refractive lens, III.20.4,

III.20.4f, III.20.8
Parabolic objectives, II.18.6, II.18.6f, II.18.7
Parallax stereogram, II.1.24
Parallel beams:

in collimating optics, III.35.11, III.35.11f,
III.35.12, III.35.12f

in medical X-ray applications, III.35.33
Parallel multiplexing, IV.12.24, IV.12.25f
Parametric amplification, IV.17.5t, IV.22.1,

IV.22.3, IV.22.8–IV.22.10, IV.22.10t
broadband, and longitudinal Kerr effect,

IV.25.12–IV.25.13
third-order, IV.17.7, IV.17.24

Parametric devices, IV.22.1–IV.22.2,
IV.22.12–IV.22.13, IV.22.61

applications for, IV.22.65
nanosecond, IV.22.53–IV.22.54

Parametric downconversion, IV.26.15
Parametric fluorescence, IV.22.8
Parametric generation (see Optical parametric

generation)
Parametric noise, IV.22.8
Parametric process, II.38.16–II.38.17

spontaneous, II.38.17, II.38.17f, II.38.18
stimulated, II.38.18

Parametric radiation (PXR), III.33.1,
III.33.3–III.33.4

Paraxial analysis, I.34.9, I.34.9f, I.34.10
Paraxial invariant, I.1.46

two-ray, I.1.45
Paraxial limit, I.1.42
Paraxial matrix methods, I.1.70

afocal lenses, I.1.76
angle instead of reduced angle, I.1.79
arbitrary lenses, I.1.77
characteristic functions, I.1.80
conjugate matrix and, I.1.74
decomposition, I.1.78
derivative matrices, I.1.79
determinant, I.1.73
dimensions, I.1.73
experimental determination of elements in,

I.1.78
focal plane-to-focal plane, I.1.75

Paraxial matrix methods (Cont.):
input and output planes, I.1.74
input-out combinations, I.1.79
inverse systems, I.1.77
matrix elements and, I.1.72–I.1.73
nodal plane–to–nodal plane, I.1.74
for nonrotationally symmetric systems, I.1.80
operation on two rays, I.1.73–I.1.74
possible zeros, I.1.73
power matrix and, I.1.72
principal focal planes, I.1.76
principal plane–to–principal plane, I.1.74
reversing lenses, I.1.77
skew rays, I.1.80
symmetrical lenses, I.1.77
transfer matrix and, I.1.71
translation from conjugate positions, I.1.75
translation from focal planes, I.1.75
translation from principal planes, I.1.75–I.1.76
two-ray specification, I.1.78

Paraxial optics, I.1.32, I.1.42
linearity in, I.1.45, I.1.71

Paraxial rays, I.1.39, I.1.41
Parenthetic augmentation, II.19.13
Parson’s Black, II.37.37
Partial involute, III.2.12, III.2.12f, III.2.40
Partially polarized light, II.22.7
Particle accelerators, II.24.29
Particle generation by surfaces, II.37.14, II.37.18,

II.37.20
Particle-induced X-ray emission (PIXE), III.35.18
Particles:

atmospheric, I.6.2
chiral, I.6.2
isotropic homogeneous sphere, I.6.12
light scattering by, I.6.2–I.6.3, I.6.5–I.6.6, I.6.9
nonspherical, scattering by, I.6.17
in periodic potential, IV.28.31

Particle-wave duality, IV.26.8, IV.26.10
Paschen-Runge gratings, II.5.7, II.5.11f
Passband, IV.12.1

in sampling theorem, IV.12.5
transmission in, I.42.54

Passivation, wafer processing, I.12.25
Passive antiguide region (PAR), in VCSEL,

IV.4.46f, IV.4.48
Passive mode-locking:

and longitudinal Kerr effect, IV.25.13–IV.25.15
by saturable absorbers, IV.25.6–IV.25.9,

IV.25.9f, IV.25.10–IV.25.11
Passive optical networks, IV.12.13
Path reconfiguration, IV.13.14
Pattern discrimination, I.25.37–I.25.38
Pattern noise, I.22.13

for solid-state array, III.4.12
for solid-state camera, III.4.13
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Pattern recognition, optical matched filtering for,
I.30.15

Patterns:
generating complex, I.28.16, I.28.17f
interference, modulation of, I.28.27

Paul-Gregorian objectives, off-axis, eccentric-
pupil, II.18.31, II.18.31f, II.18.32

Pauli Exclusion Principle, I.8.14
Paul three-mirror objectives, II.18.31, II.18.31f

alternative, II.18.31, II.18.31f
Peak-to-peak radial distance, I.31.15
Pechan prism, II.4.11f
Pellin-Broca prism, II.5.6f
Penetration depth vs. wavelength, for aluminum,

II.35.52f
Pen-Ray low pressure lamps, I.10.35f
Pentaprism, II.4.13, II.4.14f, II.29.5
Perception:

of color (see Color perception)
definition of, III.12.2
of depth, III.12.2–III.12.3, III.12.8, III.12.11,

III.12.11f, III.12.14–III.12.15, III.12.20,
III.13.18

of direction, III.12.7–III.12.8, III.12.15
of distance, III.12.13–III.12.14, III.12.24,

III.12.30–III.12.33, III.13.18–III.13.19
of image features, III.17.8
of motion, III.12.6, III.12.7f
of space, III.12.3–III.12.4, III.12.13–III.12.21,

III.12.31
Percept rivalry suppression, III.12.13
Perceptual attention, III.17.7
Perceptual Subband Image Coder (PIC), III.17.4
Percus-Yevick approximation, III.3.5
Perfect diffuser, III.14.9–III.14.10
Perfect Diffuse Reflector (PDR), II.37.31f

Ames, II.37.10f
Performance requirements, I.7.11
Perimetry, III.13.18
Periodic multilayers:

of absorbing materials, I.42.40–I.42.41
all-dielectric, I.42.36
angular sensitivity of, I.42.40
high-reflectance zone, width of, I.42.38, 

I.42.39f
nonabsorbing [AB]N and [AB]NA types, 

I.42.34, I.42.34f, I.42.35, I.42.35f, I.42.36,
I.42.36f

maximum reflectance of, I.42.36
phase change on reflection, I.42.36–I.42.37

[xH•(1 − x)L]N•xH type, I.42.38, I.42.40f
[(0.5A)B(0.5A)]N type, I.42.37, I.42.37f, I.42.38,

I.42.38f
Periodic potential, and particle motion,

IV.28.31–IV.28.32, IV.28.32f, IV.28.33

Periscopes, I.32.10f, II.2.18, II.2.18f, II.2.19
Periscopic lenses, II.1.27, II.1.27f, II.1.28
Perkin-Elmer Model 99 double-pass monochro-

mator, II.5.4, II.5.9f
Perspective:

definition of, III.12.2
distortion of, III.12.4, III.12.13–III.12.14
linear, III.12.4, III.12.13
motion, III.12.5f

Perturbation theory, I.7.3, IV.8.4
time-dependent, I.8.6

Petzold scattering, I.43.33–I.43.34
Petzval curvature, I.1.99
Petzval lenses, II.1.29, II.1.29f, II.1.36f, II.2.9,

II.2.9f
Petzval sum, II.17.18–II.17.19, II.18.42
Pfund gratings, II.5.10
Pfund mirrors, II.5.8f
Pfund objectives, II.18.7
Pfund spectrograph, II.5.13f
Phacoemulsification, III.11.13
Phakic intraocular lens, III.13.24
Phakic vision, III.13.2
Phase change:

field-induced nematic-cholesteric, II.14.11
laser-induced, II.14.11–II.14.12

Phase-change modulators, IV.4.2
Phase-changing collisions, IV.24.14–IV.24.15
Phase coating, I.42.96, I.42.98, I.42.99f
Phase conjugate geometry, IV.24.18, IV.24.18f,

IV.24.19, IV.24.26
Phase conjugate resonators, II.39.32, II.39.34f
Phase conjugation:

Brillouin scattering for, IV.18.54f, IV.18.45,
IV.18.49–IV.18.50, IV.18.50f, IV.18.54

and DFWM, IV.17.28, IV.18.50
and optical parametric generation, IV.22.3

Phase contrast, II.17.25, II.17.26f
Phase diffusion constant:

for laser, IV.26.28–IV.26.32
for micromaser, IV.26.33–IV.26.34

Phase discrimination, I.25.38
Phase diversity, III.1.38
Phase diversity reception, IV.1.38
Phase fluctuations, higher-order, 

III.1.20–III.1.21
Phase function, I.6.9
Phase-interruption broadening, I.11.6
Phase-locked loop (PLL), II.29.29, IV.12.15,

IV.12.15f, IV.12.16
Phase locking, II.30.21, II.30.21f

in lasers, I.13.31
Phase mask technique, for fiber grating fabrica-

tion, IV.9.5–IV.9.6, IV.9.6f, IV.15.7, IV.15.7f,
IV.15.8
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Phase matching, II.6.12, II.6.25f, II.12.7,
II.12.13–II.12.14, II.38.14–II.38.16

acoustically-rotated (AR), II.12.22
anisotropic diffraction and, II.12.8–II.12.9,

II.12.9f
birefringent, II.12.22
in doubly resonant oscillator, IV.22.22–IV.22.23
electromagnetically induced, IV.23.24
in four-wave mixing, IV.1.43, IV.3.11
for frequency doubling, IV.1.43
isotropic diffractions and, II.12.7
noncritical (NPM), II.12.30
and nonlinear mixing, IV.3.1–IV.3.2, IV.17.3,

IV.17.18
optically-rotated (OR), II.12.22
in optical parametric conversion, IV.22.7,

IV.22.10–IV.22.11, IV.22.11f, IV.22.12,
IV.22.61–IV.22.62

in second-order nonlinear optical processes,
II.38.12–II.38.13, II.38.13f, II.38.14,
II.38.14f

and stimulated Raman scattering, IV.18.7,
IV.18.34–IV.18.35, IV.18.35f

tangential (TPM), II.12.11, II.12.23f, II.12.25
Phase modulation, II.6.10, II.6.15, II.6.23, II.13.17,

IV.12.30, IV.12.32, IV.13.26
in ruby lasers, I.14.14
self-, II.6.12, II.10.39

Phase modulation index, IV.27.4
Phase modulator:

electro-optic semiconductors as, IV.4.64
for lithium niobate, IV.4.53, IV.4.53f, IV.4.54

Phase noise:
of edge-emitting lasers, IV.4.1
with erbium-doped fiber amplifiers, IV.3.11
of lasers, IV.2.6, IV.4.1, IV.4.24–IV.4.25, IV.4.27,

IV.26.31
Phase plate, II.6.3, II.17.25, III.25.6, III.25.7f
Phase retardation:

and circular polarization, III.25.6
and multilayer reflective coatings, III.24.8

Phase-sensitive detection, II.20.9
Phase-shift keying (PSK), II.10.35, IV.1.37,

IV.1.37t, IV.1.38, IV.2.11
Phase-shift measurement, IV.1.18
Phasesonium, IV.23.3
Phase space, III.2.3
Phase space density:

in atomic beam brightening, IV.25.26, IV.25.26f,
IV.28.25

laser cooling effect on, IV.28.9
Phase stability, in laser operation, IV.4.27
Phase stability margin, in laser servo system,

IV.27.9
Phase stepping, II.30.18–II.30.19, II.30.19f

Phase structure function, III.1.12
Phase tomography, III.26.5
Phase transfer function (PTF), II.32.3

linearity of, II.32.4
Phase transition, laser analogy to,

IV.26.37–IV.26.42
Phase zone plates, III.23.5–III.23.6, III.23.6f
Phonon broadening, I.11.6
Phonon dispersion, II.36.16f
Phonon energy, II.36.61
Phoria, III.12.2, III.12.21–III.12.23, III.12.25,

III.12.28–III.12.29, III.12.34, III.16.5
Phoropter, III.11.5
Phosphor constancy, I.27.30–I.27.31
Phosphors, III.34.6–III.34.7
Phosphor screens, I.21.14–I.21.15, I.21.15f,

I.21.15t, I.21.16f, III.35.32
spectral response characteristics of, I.21.16

Phot, III.7.8
Photoabsorption, atomic, III.A.1, III.A.2f
Photo-association, IV.28.29
Photo-associative spectroscopy (PAS),

IV.28.28–IV.28.30, IV.28.30f
Photobleaching, II.6.19, IV.6.18
Photocapacitor, I.22.2, I.22.6f
Photocathode assemblies/input window, I.21.11,

I.21.11f–I.21.12f
Photocathode dark current, I.15.39f
Photocathode efficiency, I.15.33f–I.15.34f, I.15.38
Photocathodes, III.34.6

internally processed (IP), I.21.25
processing, I.21.11

Photocathode transfer, I.21.25
Photocathode/window combinations, I.15.33f,

I.15.35f
Photo cell, I.15.9

segmented, II.15.11
Photochemical injury, III.15.2–III.15.7
Photocoagulation, III.15.3–III.15.4
Photoconductive gain, I.15.9
Photoconductive mode of operation, in detectors,

I.15.6n
Photoconductivity, far-infrared, II.36.40, II.36.40f
Photoconductors, I.16.5f–I.16.6f, I.17.25f, I.22.2,

II.36.64
amorphous silicon, I.22.4f, I.22.6f, I.22.9
frequency response of, I.17.23, I.17.24f
gain in, I.16.5–I.16.6
high speed, I.17.22–I.17.23, I.17.23f,

I.17.24–I.17.25
types of, I.16.4–I.16.5
in xerographic process, III.5.3
(See also Photodetectors)

Photocopolymerization, II.9.9
Photocurrent, and shot noise, IV.1.27
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Photodetectors, I.15.9, I.16.4, II.29.28
absorbing material in, I.17.4, I.17.6
amplifiers, I.18.3
applications for, I.16.12–I.16.13
avalanche, I.17.4, I.17.21, I.17.21f, I.17.22,

IV.1.29, IV.1.30f, IV.1.40, IV.2.1, IV.2.7,
IV.2.9, IV.4.66, IV.4.76–IV.4.77, IV.12.39

high speed, I.17.19, I.17.19f
blue-enhanced, I.15.57–I.15.58, I.15.58f–I.15.59f
cadmium selenide (CdSe), I.15.43–I.15.44,

I.15.44f–I.15.49f
cadmium sulfide (CdS), I.15.43–I.15.44,

I.15.44f–I.15.49f
cadmium sulfide selenide (CdSSe), I.15.48f,

I.15.50f
cadmium telluride (CdTe), I.15.50, I.15.50f
carrier transit time in, I.17.6–I.17.7, I.17.7f,

I.17.8
carrier trapping in, I.17.10, I.17.10f
characteristics of, IV.4.72t
contact type and configuration of, I.17.4
dark current in, IV.4.71–IV.4.75
defined, I.16.2
diffusion current in, I.17.9, I.17.9f
extended wavelength, I.16.10–I.16.11, I.16.11t
extrinsic, I.15.6
future, I.16.16
gallium nitride (GaN), I.15.43, I.15.43f
germanium avalanche (Ge APD), I.15.71,

I.15.72f
germanium (Ge), I.15.66–I.15.68, I.15.69f,

I.15.70, I.15.70f–I.15.71f, I.15.83f–I.15.85f
copper-doped (Ge:Cu), I.15.95,

I.15.95f–I.15.97f
gallium-doped (Ge:Ga), I.15.98
gold-doped (Ge:Au), I.15.82–I.15.83, I.15.83f,

I.15.84, I.15.84f
mercury-doped (Ge:Hg), I.15.91,

I.15.92f–I.15.93f
zinc-doped (Ge:Zn), I.15.96, I.15.97f–I.15.98f

high-speed, I.17.3
impedance in, I.17.11f
indium antimonide (InSb), I.15.81, I.15.81f,

I.15.82, I.15.82f, I.23.9
indium arsenide (InAs photovoltaic),

I.15.75–I.15.76, I.15.77f–I.15.78f
indium gallium arsenide avalanche (InGaAs

APD), I.15.64–I.15.65, I.15.65f, I.15.66,
I.15.66f, I.15.67, I.15.67f–I.15.69f

indium gallium arsenide (InGaAs),
I.15.62–I.15.63, I.15.63f–I.15.64f

infrared, I.23.7, I.23.9–I.23.10
interpreting specifications for, III.7.17–III.7.18
intrinsic, I.15.6
lead selenide (PbSe), I.15.75f, I.15.77–I.15.78,

I.15.78f, I.15.79, I.15.79f–I.15.80f

Photodetectors (Cont.):
lead sulfide (PbS), I.15.71–I.15.73, I.15.73f,

I.15.73t, I.15.74, I.15.74f–I.15.77f
lead tin telluride (PbSnTe), I.15.90, I.15.91f
life test (accelerated aging), I.16.14
lifetime of, I.17.6
light history effects of, I.15.50f
materials in, I.16.3t
mercury cadmium telluride (HgCdTe), I.15.85,

I.15.85f, I.15.86–I.15.87, I.15.87f–I.15.90f,
I.23.7, I.23.9

photoconductive, I.15.88
photovoltaic, I.15.89–I.15.90

mercury cadmium zinc telluride (HgCdZnTe),
I.15.86

mercury manganese telluride (HgMnTe),
I.15.85

mercury zinc telluride (HgZnTe), I.15.85
metal-insulator-semiconductor (see Photogates)
noise in, IV.4.74–IV.4.75
nonimaging, I.18.2f
in optical communications systems, IV.2.1,

IV.2.7
orientation of light in, I.17.4
output current of, IV.2.11
packaging of, I.17.10–I.17.11
performance of, I.15.11, I.15.19
photoconductive, I.15.6, I.15.16

mode of operation, I.15.6n
photoelectromagnetic, I.15.7
photoemissive, I.15.5, I.15.30
photographic, I.15.7, I.15.98–I.15.99, I.15.99f
photoionization, I.15.8
as photometric measuring device, III.14.2
photon, I.15.5, I.23.8f

background-limited, I.15.12–I.15.13
strong-signal, I.15.12

photon flux limited, I.15.17
photon-noise-limited, I.15.11, I.15.13f–I.15.15f
photovoltaic, I.15.6–I.15.7, I.15.17, I.17.3
p-i-n, IV.1.29, IV.2.1, IV.2.7–IV.2.8, IV.4.2,

IV.4.66–IV.4.75
absorption spectra for, IV.4.69, IV.4.70f
geometry for, IV.4.67, IV.4.67f,

IV.4.68–IV.4.69
materials for, IV.4.66
sensitivity of, IV.4.69, IV.4.72t
spectral response of, IV.4.69, IV.4.71f
speed of, IV.4.70–IV.4.72

positive-negative (p-n), IV.4.68, IV.4.72
pyroelectric, I.15.5, I.15.24–I.15.25, I.15.25f,

I.15.28f
quantum, I.15.5, I.17.6

efficiency, I.15.16, I.23.9f
quantum well infrared (QWIP), I.16.17,

I.16.18f, I.23.10
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Photodetectors (Cont.):
RC time constant in, I.17.8, I.17.8f
readout structures, I.23.11f
reliability of, I.16.13
resonant, IV.4.69
response speed of, I.15.16, I.15.18, I.15.19f
silicon, I.15.18, I.15.51, I.15.51f, I.15.57f, III.4.2

boron-doped (Si:B), I.15.94
gallium-doped (Si:Ga), I.15.92, I.15.94,

I.15.94f
silicon avalanche (APDs), I.15.59,

I.15.59f–I.15.62f, I.15.65f
silicon junction pin, I.15.51, I.15.52f, I.15.54f,

I.15.56–I.15.57, I.15.57f–I.15.58f
silicon junction pn, I.15.51, I.15.51f,

I.15.52–I.15.53, I.15.53f–I.15.56f
spectral response of, I.15.15–I.15.16
speed limitations in, I.17.6
stability of, I.15.18
structures, I.17.3
testing of, I.16.14t
thermal, I.23.8f
triglycine sulfate (TGS), I.15.24f–I.15.27f
types of, I.16.3, I.16.4f, I.17.3, I.17.5f
uniformity of, I.15.18
UV-enhanced, I.15.57–I.15.58, I.15.58f–I.15.59f
(See also Photodiodes)

Photodiodes, II.24.33
avalanche, I.16.9–I.16.10, I.16.10f

in optical fibers, II.10.27, II.10.28f
separated absorption, grading, multiplication

(SAGM APD), I.17.20, I.17.22f
(See also Photodetectors, avalanche)

depletion in, I.16.6–I.16.7
in frame transfer devices, III.4.2, III.4.4
hole-accumulated, I.22.4f
hole accumulation diode (HAD), I.22.8
indium gallium arsenide (InGaAs), I.16.14,

I.16.15f
junction, I.22.2–I.22.3, I.22.4f, I.22.5–I.22.6,

I.22.6f
mean-time-to-failure (MTTF) in,

I.16.14–I.16.15
mesa vs. planar, I.16.15, I.16.15f, I.16.16
on optoelectronic integrated circuit (OEIC)

chips, I.16.16
p-i-n, I.16.6–I.16.7, I.16.7f, I.16.16, I.17.22f,

IV.1.29, IV.2.1, IV.2.7–IV.2.8
double heterostructure, I.17.14
lateral, I.16.16, I.16.16f, I.16.17
in optical fibers, II.10.27
resonant, I.17.16, I.17.16f–I.17.17f
Schottky, I.17.17–I.17.18, I.17.18f, I.17.19
vertically illuminated, I.17.11, I.17.12f,

I.17.13, I.17.13f
waveguide, I.17.14–I.17.15, I.17.15f, I.17.16

Photodiodes (Cont.):
pinned, I.22.2, I.22.8–I.22.9
quantum well infrared, I.16.16
silicon, II.24.33
solid-state, II.24.33
(See also Photodetectors)

Photoelastic coefficient, II.33.28
Photoelectric effect, I.8.5
Photoemitters:

quantum efficiency of, I.15.38f
spectral sensitivity of, I.15.33f

Photo energy, II.36.49f
Photoexcitation, above-band-gap, II.36.61
Photo gain, in photoconductors, I.16.5
Photogates, I.16.11, I.16.11f, I.16.12

in frame transfer devices, III.4.2, III.4.4
Photogenerated carriers, I.22.5n
Photographic emulsions, III.6.8

X-ray sensitivity of, III.6.20
(See also Silver halide crystals)

Photographic film:
black-and-white, III.6.25–III.6.26, III.6.26t

stability of, III.6.25
as X-ray detector, III.34.7–III.34.8

classes of, I.20.15
color, III.6.2–III.6.5

acutance of, III.6.2, III.6.5
Eberhard effects on, III.6.3
formats for, III.6.22–III.6.23, III.6.26
multilayer factors in, III.6.3f
negative, III.6.10, III.6.18, III.6.23,

III.6.26–III.6.28, III.6.28t, III.6.29,
III.6.29t

optical effects on, III.6.2
professional vs. amateur, III.6.21–III.6.24
spectral sensitivity of, III.6.16–III.6.19
speed of, III.6.19–III.6.21, III.6.26
structure of, III.6.3–III.6.5
X-ray sensitivity of, III.6.20–III.6.21
(See also Film, Kodachrome)

detective quantum efficiency in, I.20.24
dye density in, I.20.16f
image structure in, I.20.18
information capacity of, I.20.26
manufacturers of, I.20.27
performance data for, I.20.19t
performance parameters for, I.20.9–I.20.10,

I.20.11f
Polaroid Instant Color, I.20.15
resolving power in, I.20.26
signal-to-noise ratio in, I.20.24
35-mm, I.21.22f, III.6.21, III.6.26–III.6.27,

III.6.28t
Photographic image dyes, III.6.10–III.6.14
Photographic layers, silver halide (see Silver

halide photographic layers)
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Photographic papers:
black-and-white, III.6.25
color, III.6.5–III.6.6, III.6.10

Photographic plate, I.3.4
Photographic systems, tone reproduction in,

I.20.17–I.20.18, I.20.18f
Photography, II.23.2

color, I.20.14, I.20.14f
speckle-pattern, II.23.10

Photoionization detector, II.24.32
Photokeratitis, III.15.1, III.15.4–III.15.6
Photolabile pigments, III.9.3, III.9.8,

III.9.11–III.9.12
Photolithography, II.2.21, II.8.17
Photoluminescence (PL), II.36.72, II.36.75f,

II.36.76
decay time, II.20.12, II.20.13f
excitation spectroscopy (PLE), II.36.76
measurement of, II.28.20, II.36.74
measurements, II.20.21
spectrum

of F-centers in KBr, I.8.30f
low-temperature, I.8.20f
in O2, I.8.28f
in tri-positive Cr ions, I.8.29f

Photomasks (see Mask layout)
Photometer, II.24.47
Photometric calibrations, II.24.46
Photometric radiation transfer calculations,

II.24.44
Photometry, I.26.42–I.26.43, I.27.22, II.24.7,

II.24.11, II.24.13, III.7.6, III.14.1
applications of, III.14.12
definition of, II.24.40
heterochromatic flicker, II.24.44
integrated cavities used in, III.2.25
physical, III.7.6, III.14.2
purpose of, III.14.1–III.14.2
vs. radiometry, III.2.2, III.7.6t, III.14.1
scope of, II.24.41
standards in, I.10.8, III.7.2–III.7.3, III.14.3
Stiles-Crawford effect in, III.9.7
terminology used in, III.2.2t, III.7.3
unit conversions in, III.7.8t–III.7.9t,

III.7.13–III.7.15
units of measurement in, III.7.6–III.7.12

Photomicrographic lamp, I.10.45f
Photomultiplier, I.15.9

for photon counting, I.15.42f
Photomultiplier tubes (PMT), I.15.30–I.15.31,

I.15.32f, I.18.7, I.18.7f, II.36.64
bandwidth in, I.18.8
base design, I.18.9
cathode shielding in, I.18.10
dark counts in, I.18.8–I.18.9

Photomultiplier tubes (PMT) (Cont.):
dynode biasing in, I.18.9–I.18.10
gain in, I.18.7
gallium phosphide dynodes and, I.15.40
linearity of, I.15.40
magnetic shielding in, I.18.10
oscilloscope presentation of, I.15.41f
photon counting and, I.15.40
pulse height in, I.18.8
quantum efficiency of, I.18.7
range of D* for, I.15.36f–I.15.37f
recommended circuit for, I.15.41f
response time of, I.15.39
secondary electrons and, I.15.42f
snubbing in, I.18.10
solar radiation and, I.15.36

Photon absorption:
in nonlinear interactions, IV.17.6–IV.17.9
in Raman scattering, IV.17.16–IV.17.17
(See also Two-photon absorption (2PA))

Photon bunching, I.4.2
Photon contrast, spectral bands and, I.23.6f
Photon correlation spectroscopy (PCS), III.3.8
Photon counting, I.15.9, I.18.7f, I.18.16,

I.21.26–I.21.27
in signal analysis, I.18.15

Photon detectors, I.23.8f
Photon dose, II.24.6

and Einstein, II.24.13
Photon echo, II.38.5, IV.23.4, IV.24.11, IV.24.11f,

IV.24.12, IV.24.12f, IV.24.13–IV.24.14,
IV.24.14f, IV.24.15, IV.25.19

stimulated, IV.24.15, IV.24.15f,
IV.24.16–IV.24.17, IV.24.17f, IV.24.18,
IV.24.18f

stimulated, with stochastic pulse,
IV.24.24–IV.24.25

Photon echo spectroscopy, IV.24.25–IV.24.26,
IV.24.26f

Photon energy:
for beryllium, II.35.28f
of K- and L-shell emission lines,

III.A.6t–III.A.7t
Photon flux, II.24.6–II.24.7

irradiance, II.24.46
Photonic bandgap (PBG) materials, IV.20.2

applications for, IV.20.18
Maxwell’s equations for, IV.20.3–IV.20.4
and waveguides, IV.20.13–IV.20.17
(See also Photonic crystals)

Photonic crystals, IV.20.3–IV.20.5, IV.20.5f,
IV.20.6

line defects in, IV.20.13–IV.20.14, IV.20.14f,
IV.20.15, IV.20.15f, IV.20.16, IV.20.16f,
IV.20.17, IV.20.17f
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Photonic crystals (Cont.):
microcavities in, IV.20.6–IV.20.7, IV.20.7f,

IV.20.8, IV.20.8f, IV.20.17
point defects in, IV.20.9–IV.20.10, IV.20.10f,

IV.20.11–IV.20.13
Photonic excitation, I.16.3, I.16.3f
Photonic integrated circuits (PICs), I.17.6, II.6.2,

II.6.26, II.6.26f, II.6.27, II.6.27f
balanced heterodyne, II.6.27, II.6.27f
cross-talk in, II.6.35–II.6.36
reliability of, II.6.28
wavelength division multiplexing (WDM),

II.6.35, II.6.35f
(See also specific types)

Photon lifetime, IV.12.1
Photon-photon correlations, in quantum mechan-

ics, IV.26.14–IV.26.15
Photons, I.16.2

attenuation coefficients for, II.35.53t
concept of, IV.26.8
generation of, IV.17.6–IV.17.9
radiometric measurements using, III.7.6
states of, IV.26.11–IV.26.13
in synchrotron X-ray optics, III.26.3
as X-ray emissions, III.19.6

Photon statistics:
laser, IV.26.23–IV.26.24, IV.26.24f,

IV.26.25–IV.26.26, IV.26.26f, IV.26.27
micromaser, IV.26.27–IV.26.28, IV.26.29f

Photon survival, probability of, I.43.12
Photon transfer:

in solid-state arrays, III.4.12, III.4.13f
in solid-state cameras, III.4.13

Photopic action spectrum curve, III.15.3, III.15.4f
Photopic vision, II.24.41–II.24.42, III.7.8–III.7.9,

III.7.9f, III.7.10, III.7.10f, III.7.11, III.7.11f,
III.7.12–III.7.13, III.13.13, III.14.2–III.14.3

luminous efficiency functions, II.24.42t
Photopigments, I.25.8

absorption spectra of, I.25.7
Photopolarimeter:

division-of-amplitude (DOAP), II.27.15,
II.27.15f, II.27.16, II.27.16f, II.27.17, II.27.20

division-of-wavefront (DOWP), II.27.15,
II.27.15f

dual rotating-retarder Mueller matrix, II.27.21f
four-detector, I.5.27, II.27.15–II.27.16, II.27.20,

II.27.22f
Mueller matrix, Fourier amplitudes and,

II.27.21t
rotating-compensator fixed-analyzer (RCFA),

II.27.14, II.27.20
rotating-element (REP), II.27.14, II.27.14f
(See also Ellipsometer)

Photoreceptor optics, III.9.3

Photoreceptors, I.25.6f, I.25.9f
biological

and aging, III.13.13
alignment of, III.9.6–III.9.7, III.9.7f
ciliary vs. rhabdomeric, III.9.3
definition of, III.10.2
ellipsoid in, III.9.1
idealized model of, III.9.8, III.9.8f, III.9.9,

III.9.9f–III.9.10f, III.9.11, III.9.11f, III.9.12
index of refraction for, III.9.5
light incidence on, III.9.4, III.9.5f,

III.9.18–III.9.21, III.13.11
location of, in human eye, III.10.3f
in macular degeneration, III.10.13
microscopic view of, III.10.9, III.10.11f
myoid in, III.9.2
orientation of, III.9.6, III.9.8, III.9.20, III.9.29
single, optical model of, III.9.15–III.9.18
spacing of, III.9.2, III.10.10–III.10.11,

III.10.13, III.10.13f
transfer function of, III.9.25f
waveguiding in, III.9.3–III.9.5,

III.9.12–III.9.24
(See also Cones; Rods)

density distribution of, I.25.5
image sampling by, I.25.5
lengths of, I.25.8
response properties of, I.25.9
types of, I.25.5
xerographic, III.5.1

belt, III.5.4
charging of, III.5.2, III.5.2f
discharge of, III.5.3. III.5.3f, III.5.4
in magnetic brush development, III.5.6,

III.5.6f, III.5.7
(See also Cones; Rods)

Photoreflectance (PR), II.36.70, II.36.71f
Photorefractive beam amplification, II.39.7
Photorefractive beam coupling, II.39.5, II.39.30
Photorefractive damage, IV.22.64
Photorefractive effect, II.39.1

band-edge, II.39.21
electrorefractive photorefractive (ERPR),

II.39.21
grating formation and, II.39.1

Photorefractive gain, in two-beam coupling,
II.39.27

Photorefractive holograms, II.39.1–II.39.2
storage of, II.39.34–II.39.35

Photorefractive holography, II.39.25
Photorefractive keratectomy (PRK), III.11.16,

III.13.2, III.13.25
Photorefractive materials:

beam depletion in, II.39.29
comparison of, II.39.13, II.39.13t, II.39.14
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Photorefractive materials (Cont.):
figures of merit for, II.39.11–II.39.13
performance, II.39.11–II.39.13

Photorefractive mechanism, II.39.2f
Photorefractive semiconductors, II.39.20t, II.39.21
Photorefractive waveguides, II.39.35
Photorefractivity:

of lithium niobate, IV.4.56–IV.4.57
as nonlinearity, IV.17.24
in optical limiting, IV.19.4f, IV.19.9, IV.19.12,

IV.19.12f
Photoresist, II.23.15
Photoresponse nonuniformity (PRNU):

for solid-state array, III.4.12
for solid-state camera, III.4.13

Photoretinitis, III.15.1, III.15.7–III.15.8, III.15.10
Photosensing elements, dark current in, I.22.11,

I.22.11f
Photosensitivity, IV.9.1–IV.9.3, IV.15.5
Photosynthesis, I.43.9
Photosynthetically available radiation (PAR), I.43.9
Phototransistors, I.17.4
Phototropism, III.9.2
Phototubes, gallium arsenide, II.20.6, II.20.8
Physical constants, fundamental, II.33.10t
Physical-optics theory, I.7.3
Physical photometry, III.7.6, III.14.2
Phytoplankton cells:

absorption by, I.43.24, I.43.25f, I.43.26
chlorophyll-specific, I.43.26f, I.43.27t
features of, I.43.25

refractive indices of, I.43.19–I.43.20
Pickups, I.34.7
Picosecond quantum beats, II.38.5
Picosecond relaxation, II.20.14
Pidgeon and Brown model, II.36.43
Piezoelectric transducer (PZT):

designs for, IV.27.16–IV.27.19
in laser servo system, IV.27.6, IV.27.8, IV.27.9f,

IV.27.10, IV.27.16–IV.27.21
Piezo-optic coefficient, II.33.25
Pigment self-screening, I.26.40
Pikhtin-Yas’kov formula, II.33.27
Pinch plasmas, III.33.3
Pinhole optics, III.31.5, III.31.11
Piston error, I.1.95, I.1.99
Pixel density:

for computer monitors, III.16.3
for head-mounted displays, III.18.6

Pixels, in image quality, III.17.6
Pixel sensors, III.4.2, III.4.8, III.4.8f, III.4.9
Plan Apochromat oil-immersion lens,

II.17.18–II.17.19
Planar buried heterostructure (PBH) lasers, IV.4.6
Planar lenses, II.1.28

Planar lightwave circuit multiplexer (PLC MUX),
IV.12.41

Planck, Max, IV.26.7
Planckian radiation, III.14.7, III.14.11–III.14.12
Planckian radiator, II.24.25
Planck’s constant, I.8.5
Planck’s formula, IV.26.7–IV.26.8, IV.26.10
Planck’s law, I.10.8, I.44.16–I.44.17, II.24.7,

II.24.25–II.24.26, III.14.11
Plane angle, III.7.3–III.7.4, III.7.4f
Plane-grating monochromator (PGM), III.21.5
Plane mirror, reflection by, I.1.28
Plane of polarization, I.5.5n
Plane of vibration, I.5.5n
Plane waves, I.2.4–I.2.5, I.2.9–I.2.10, I.2.10f, I.3.3f,

I.3.4
decomposition, I.3.21

Plano optics, I.40.6
Plant tissue, as fiber optic, III.9.26–III.9.29
Plasma-assisted chemical etching (PACE), II.11.5
Plasma-assisted chemical vapor deposition

(PCVD), II.10.43, IV.1.45
Plasma radiation sources:

characteristics of, III.33.2t
laser-generated, III.33.1
pinch, III.33.3

Plasmas:
energy balance of, II.28.5
optical generation of, IV.17.22

Plasmons, I.9.24, II.36.35–II.36.36, II.36.36f
Plastic lenses, I.37.19–I.37.20, I.37.20f, II.7.7,

II.7.8f, II.7.10
index of refraction for, II.7.7
shapes of, II.7.11f
tolerances for, II.7.7, II.7.10t

Platinum:
extinction coefficient for, II.35.18t

vs. wavelength, II.35.26f
index of refraction in, II.35.18t

vs. wavelength, II.35.26f
reflectance of, II.35.38t–II.35.39t

vs. wavelength, II.35.45f
Pleisosynchronous network, IV.16.6
Plotter distortion, II.31.5, II.31.7
Plueker spectrum tubes, I.10.38, I.10.44f, I.10.44t
P-n junction, IV.12.1–IV.12.2

in semiconductor laser, IV.12.26
Pn photodetector, IV.4.68, IV.4.72
Pockels cells, II.20.9
Pockels effect, II.6.10, II.6.19, II.6.22, II.13.6,

II.33.29, IV.12.2, IV.12.32–IV.12.33, IV.12.33f,
IV.17.24, IV.22.3

Pockels’ theory, II.12.3, II.12.5
Poincaré sphere, I.5.26–I.5.27

references for, I.5.26

I.86 INDEX



Point-angle characteristic function, of rays, I.1.17
Point-by-point technique, for fiber grating fabrica-

tion, IV.9.7–IV.9.8
Point characteristic function, of rays, I.1.15
Point eikonal, I.1.15
Pointer processing, IV.12.22–IV.12.23
Point images, aberrations of, I.1.92–I.1.93
Point source irradiance transmittance (PSIT),

I.38.24
Point source normalized irradiance transmittance

(PSNIT), I.38.23
Point source power transmittance (PSPT), I.38.24
Point sources, in nonimaging optics system design,

III.2.7
Point source transmittance (PST) plot, I.38.6,

I.38.6f, I.38.7, I.38.8f, I.38.21, I.38.21f
Point spread function (PSF), II.11.6, III.10.5,

III.10.7f, III.13.10–III.13.11
Point-to-point approximation, II.24.15–II.24.16
Point-to-point links, IV.1.24–IV.1.31

components of, IV.1.24, IV.1.24f
evolution of, IV.2.1
Fibre Channel as, IV.16.4
modulation in, IV.1.24–IV.1.25
pulse distortion in, IV.1.25, IV.1.26f
signal-to-noise ratio in, IV.1.26
in SONET systems, IV.2.16
system design for, IV.1.26–IV.1.31
in time-division multiplexing, IV.12.6, IV.12.8f
for wavelength-division multiplexing,

IV.13.12–IV.13.13, IV.13.13f
Poisson’s ratio, II.33.32–II.33.33, II.35.58

in polycrystalline materials, II.35.73t
Polacoat, II.3.27, II.3.30

extinction ratio in, II.3.30n
Polanret system, II.17.25–II.17.26
Polarimeter, II.22.7

complete/incomplete, II.22.4
division of amplitude and, II.22.6
division of aperture and, II.22.5
dual rotating, II.22.19, II.22.19f

polarizer, II.22.20, II.22.20f, II.22.21t, II.22.22
light-measuring, II.22.3–II.22.4,

II.22.14–II.22.16
classes of, II.22.5

sample-measuring, II.22.4–II.22.5, II.22.16f
incomplete, II.22.20
for Mueller matrix elements, II.22.16–II.22.17

time-sequential, II.22.5
Polarimetric data reduction equation,

II.22.17–II.22.19
Polarimetric measurement equation,

II.22.17–II.22.19
Polarimetry, II.22.26–II.22.27
Polariton, II.36.32

Polarizance, II.22.29
Polarization, II.22.7

in all-optical switching, IV.21.6
circular, III.25.4–III.25.8, III.32.6–III.32.8,

IV.28.16
with coherent optical transients, IV.24.6–IV.24.10
in coherent transmissions, IV.1.39
degrees of, I.5.12, I.5.12n, I.5.13
dependent loss, II.22.29
and electroabsorption modulators, IV.4.62
and electrorefraction, IV.4.65
in fiber-optic sensor applications, IV.8.6–IV.8.7,

IV.8.7f
induced, II.36.54
of insertion devices, III.32.18
of laser emissions, IV.4.15
linear, III.25.2–III.25.4
in lithium niobate modulators, IV.4.55–IV.4.56
magnetic circular (MCP), II.20.21
matrix methods for computing, I.5.25–I.5.26
and multilayer reflective coatings,

III.24.7–III.24.8, III.24.9f
of neutrons, III.36.6–III.36.7, III.36.13
nonlinear, IV.3.2, IV.3.5, IV.3.8, IV.3.10, IV.17.4,

IV.17.9, IV.17.24, IV.17.26–IV.17.27,
IV.17.31

nonnormal-incidence reflection, I.5.12–I.5.13
nonnormal-incidence transmission, I.5.16, I.5.19
optical, I.5.2
optical amplifier sensitivity to, IV.11.3–IV.11.4
of optical fiber, II.10.11–II.10.12,

IV.1.13–IV.1.14
plane of, I.5.5n
power series expansion, II.36.54
in Raman effect, IV.18.4–IV.18.6, IV.18.42,

IV.18.42t
reflected state of, I.31.22n
reflection amplitudes, I.9.12f
rotation of, I.9.11
in semiconductors, II.36.32, IV.25.16
sensitivity, II.22.28–II.22.29
state of (SOP), IV.10.7
transitions in, II.20.15
transmittances and degree of, I.5.17t–I.5.18t
underwater, I.43.51–I.43.52
of VCSEL emissions, IV.4.49–IV.4.50
of X rays, III.25.1–III.25.8

Polarization analyzer, II.22.4–II.22.5, II.22.16
Polarization anisotropy measurements, II.20.7
Polarization attenuators, I.5.13
Polarization controller, II.6.25
Polarization coupling, II.22.7
Polarization dispersion, IV.1.14
Polarization effects, I.4.23

type B errors and, II.24.37
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Polarization element, II.22.7
common defects of, II.22.23–II.22.24
homogeneous, II.22.32–II.22.33
inhomogeneous, II.22.32–II.22.33, II.22.33f
nonideal, II.22.22
polarization properties of, II.22.23–II.22.25

Polarization generator, II.22.4–II.22.5
Polarization gradient cooling, IV.28.16, IV.28.16f,

IV.28.17–IV.28.18, IV.28.18f
Polarization metrology, II.22.27–II.22.28
Polarization modulation, II.22.5
Polarization multiplexing, IV.8.1
Polarization ratios, I.9.14f
Polarization scans, II.26.12
Polarization scrambling, IV.13.26
Polarization spectroscopy, IV.27.13
Polarization state, I.2.3
Polarized  beam splitters (PBS), I.31.10f, I.31.23,

I.31.24f
Polarized light, II.22.7
Polarized radiation, vs. angle of incidence,

II.35.48f
Polarizer-compensator-sample-analyzer (PCSA),

II.27.11, II.27.11f–II.27.12f
Polarizers, I.5.13, II.22.7, II.22.24, IV.10.7,

IV.10.8f, IV.10.9
vs. analyzers, II.22.13
basic relations for, I.5.12
beam-splitting, II.3.44–II.3.45
Beilby-layer, II.3.30
Brewster angle, II.3.36–II.3.37, II.3.40, II.3.41t,

II.3.42, II.3.42t, II.3.43f
types of, II.3.37t

dichroic, II.3.26–II.3.27, II.3.28f
coatings for, II.3.30

embedded, I.42.71
grating, II.3.32, II.3.35

diffraction, II.3.35
echelette, II.3.35

Harrick’s, II.3.37
horizontal linear, II.22.14
for integrated circuits, II.3.61
interference, I.42.68, II.3.42–II.3.44
iodine-polyvinyl alcohol, II.3.29
left circular, II.22.13–II.22.14
MacNeille, I.42.71, I.42.72f–I.42.73f, I.42.75f
measuring polarization of, II.3.35–II.3.36,

II.3.38t–II.3.39t
miniature, II.3.61
multicomponent, I.42.70f–I.42.71f

reflection equivalent of, I.42.69
X-ray, I.42.70

non-normal-incidence, II.3.42–II.3.44
optical fiber, II.3.61
pile-of-plates, II.3.36, II.3.42

Polarizers (Cont.):
plastic laminated HR, II.3.29f
plate, I.42.71
polyvinyl alcohol, II.3.30
pyrolitic-graphite, II.3.31, II.3.31f
reflection, II.3.36–II.3.37, II.3.38t–II.3.39t,

II.3.44
sheet, II.3.27–II.3.30
sodium nitrate, II.3.27
thin-film, II.20.7
wire grid, II.3.32, II.3.32n, II.3.33, II.3.33f,

II.3.34–II.3.35
types of, II.3.34t

Polarizing angle, I.5.10
Polaroid, II.3.27–II.3.30, II.15.8

Instant Color Film, I.20.15
Polaroid lenses, III.11.10
Poling, IV.1.43
Polishing, I.40.4–I.40.5
Pollution monitoring, I.16.12
Polycapillary X-ray optics:

angle of acceptance in, III.35.27
angle of incidence in, III.30.5, III.30.5f
applications for, III.30.4, III.30.15,

III.35.4–III.35.5, III.35.8–III.35.9, III.35.15,
III.35.19–III.35.21

collimation in, III.30.6f, III.30.8–III.30.11,
III.30.11f–III.30.12f, III.30.15

composition of, III.30.5, III.30.6f–III.30.7f,
III.30.8t

and electron impact sources, III.31.11
energy filtering in, III.30.13, III.30.13f
in focused beam diffraction, III.35.13, III.35.14f
focusing with, III.30.13–III.30.14, III.30.14f,

III.30.15
function of, III.30.4–III.30.7
with neutron beams, III.36.15
radiation damage in, III.30.14
transmission data for, III.30.5–III.30.7,

III.30.7f–III.30.10f, III.35.9t–III.35.11t
Polycarbonate, II.7.8f, II.7.10, II.34.6, II.34.7f
Polychromatic lenses, II.1.41
Polychromatic radiation:

calculations, II.24.11
definitions, II.24.10–II.24.11

Polycrystalline metals:
elastic moduli in, II.35.73t
electrical resistivity of, II.35.59t
Poisson’s ratio in, II.35.73t
thermal conductivities of, II.35.58

Polycrystalline optical materials, II.33.6–II.33.7
Polycrystalline (PC) fiber, IV.14.2t–IV.14.3t,

IV.14.8–IV.14.9, IV.14.9f
Poly-diallylglycol, II.34.6, II.34.13
Polyethylene terephthalate, I.20.4
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Polymer-dispersed liquid crystals (PDLC), II.14.2,
II.14.17–II.14.18, II.14.18f, II.14.19, II.14.19f

dynamic response of, II.14.18
light transmission in, II.14.18f
light-valve, photoactivated, II.14.19, II.14.19f
physical mechanism of, II.14.18

Polymer films, organic, II.39.24–II.39.25
Polymeric optics, II.34.1
Polymers:

optical (see Optical polymers)
organic, II.6.19–II.6.20

Polymethylmethacrylate, II.34.6, II.34.7f
Polystyrene, II.7.8f, II.7.10
Population inversions, I.11.9, I.11.13

thermal equilibrium and, I.11.13
Porro prism, II.4.3, II.4.5f

Abbé modification of, II.4.6f
Porro prisms, mounting, I.37.22f
Positive-intrinsic-negative (p-i-n) photodetectors

(see Photodetectors, p-i-n)
Positive-powered lenses, II.34.15
Postamplifier, in OTDM system,

IV.12.39–IV.12.40
Posterior chamber phakic lens implants (PCPLIs),

III.11.17
Potassium niobate (KNbO3), II.39.17
Pound-Drever-Hall locking technique, IV.27.14
Powder cloud development, in xerographic sys-

tems, III.5.9–III.5.10, III.5.10f
Power:

and dispersion, IV.1.25
measurement of, II.26.13
in nonlinear transmissions, IV.3.1
optical, III.11.2
as radiometric unit, III.7.5
as throughput limitation, IV.2.13–IV.2.14
(See also Optical power)

Power amplifier, IV.5.3
Power conversion efficiency (PCE), in amplifiers,

IV.5.3
Power enhancement effect, in dispersion-managed

soliton transmission, IV.7.12–IV.7.13
Power penalty, IV.2.10
Power/pixel, I.1.88
Power spectra, for digital coding formats,

IV.12.12, IV.12.13f
Power spectra analyzer (PSA), II.12.44, II.12.45f
Power spectral density (PSD), I.7.4–I.7.8,

I.7.10–I.7.11, III.26.4, III.28.5
Power splitter (see Splitter)
Poynting vectors, I.1.9, I.3.4, I.5.8, I.6.5, I.9.7
Praseodymium-doped fiber amplifier (PDFA),

IV.5.6–IV.5.7, IV.11.3
Preamplifiers:

Brillouin, IV.11.4

Preamplifiers (Cont.):
noise in, IV.27.5
optical, IV.2.11, IV.11.2
in OTDM system, IV.12.38–IV.12.39, IV.12.39f

Precision, II.29.2
Predictable quantum efficiency (PQE) devices,

II.24.32
light-trapping, II.24.33

Pre-form free drawing, in fiber fabrication, IV.1.47
Prentice’s rule, III.12.15, III.12.19, III.12.28
Presbyopia, III.11.3, III.11.6–III.11.9, III.13.2,

III.13.9
absolute vs. functional, III.12.30
and computer work, III.16.5–III.16.6
and contact lenses, III.11.12–III.11.13, III.12.19,

III.13.23
incidence of, III.13.4
and prismatic dissociation, III.11.15
spectacles for, III.13.22–III.13.23

Primaries, in spectral sensitivity, III.6.17
Primary position of gaze, III.12.2
Principal transmittances, I.5.12–I.5.13
Principal values, II.33.7
Principle dispersion, II.33.27
Prism adaptation, III.12.22–III.12.23
Prismatic displacement, III.12.13, III.12.15,

III.12.19, III.12.28–III.12.29
Prism diopter, III.18.1
Prism effectivity, III.12.28–III.12.29
Prisms:

air-spaced, II.3.7, II.3.14
amount of flux through, II.3.7
angle measurements in, II.29.17–II.29.20
axis of, II.3.8n
axis wander in, II.3.17
beam-splitter, polarizing, II.3.7, II.3.19, II.3.20f
and bifocal jump, III.12.15
calcite polarizing, II.17.27
cemented, II.3.7
in compound parabolic concentrators, III.2.20
correction of, III.10.2
deviation and, II.4.2
direct-vision, II.4.2
dispersive, II.5.1
displacement and, II.4.2
extinction ratio of, II.3.10
and eye alignment, III.12.28–III.12.29
in Fresnel lenses, III.2.10
general deviation, II.4.28f–II.4.29f
Glan-Thompson, II.20.7
Halle, II.3.18–II.3.19
Jellett-Cornu, II.3.60
length-to-aperture (L/A) ratio in, II.3.8, II.3.8f
Lippich conventional polarizing, II.3.7,

II.3.13–II.3.15
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Prisms (Cont.):
Marple-Hess, II.3.13–II.3.15
measurements in, II.29.19f
micro-optic functions of, IV.10.5, IV.10.6f
milling, II.29.19f
mountings for

bonded, I.37.22
flexure, I.37.25f
mechanically clamped, I.37.22, I.37.22f
Porro, I.37.22f

neutron deflection by, III.36.6
Nomarski, II.17.33–II.17.34
and nonsequential surfaces, III.2.7
nonuniform magnification by, III.12.10,

III.12.10f, III.12.17
and perceived direction, III.12.6
polarizing, II.3.2, II.3.26

field angle for, II.3.8, II.3.8f, II.3.9
noncalcite, II.3.25
types of, II.3.6–II.3.7, II.3.7f

properties of, II.4.2, II.4.3t
pyramidal error in, II.29.17, II.29.18f
right-angle, II.4.3, II.4.4f
Steeg and Reuter, II.3.18
transmission curve in, II.3.10, II.3.11f
vergence responses to, III.12.20,

III.12.25–III.12.27
Wollaston, II.17.33–II.17.34, II.17.36f
(See also Polarizers; specific types)

Probe beam, in atomic beam slowing, IV.28.10f,
IV.28.11

Profile dispersion, IV.1.11
in optical fibers, II.10.9

Profile measurements, I.7.8–I.7.10
Progressive addition lenses (PALs), III.11.2,

III.11.8, III.11.8f, III.11.9, III.16.6
Progressive scan architecture, III.4.3
Projected area, III.7.3, III.7.3t
Projected solid angle (PSA):

in radiation transfer, III.2.5, III.2.6f
symbol for, III.7.3–III.7.4

Projection systems:
aspheric lenses in, III.2.9
examples of, III.2.23
flux density in, III.2.2
liquid crystal display (LCD), III.2.7
mixing rods in, III.2.33
uniformity in, III.2.23–III.2.25

Projective transformation (see Collineation)
Propagation constant, IV.1.10–IV.1.12, IV.2.4,

IV.8.3
Propagation delay:

in communications system design, IV.1.27
measuring, IV.1.18
in multimode fiber, IV.2.3

Propagation loss:
in cross-phase modulation, IV.3.4
in lithium niobate modulator, IV.4.56

Properties of materials, definitions of, II.33.8t
Proportional counters, III.34.4–III.34.5
Proportional integral differentiator (PID), in laser

servo system, IV.27.10, IV.27.10f, IV.27.11,
IV.27.11f

Proportional-integral (PI) amplifier circuit,
IV.27.6f

Protection switching, in SONET ring architecture,
IV.13.13

Protein crystallography, III.30.11–III.30.12,
III.35.7, III.35.14–III.35.15

Proton-bombardment-defined lasers, I.13.45
Proton stripe lasers, I.13.38f
Provostaye-Desains formula, I.5.22
Proximal vergence, III.12.24
Proximity-focused electronic lens, I.21.9, I.21.9f
Pseudofield vector, for coherent optical tran-

sients, IV.24.4, IV.24.7
Pseudogap, IV.20.2
Pseudointerlacing (field integration), III.4.5,

III.4.6f, III.4.19, III.4.20f
Pseudophakic, III.11.14, III.13.2, III.13.9, III.13.23
Psychophysical measurement, I.29.1n
Psychophysical methods, defined, I.29.1
Psychophysical research, I.29.2–I.29.3

magnitude production in, I.29.6
matching in, I.29.6
nulling in, I.29.5

Psychophysics, III.10.2–III.10.3, III.10.7
Pterygium, III.13.6, III.15.1, III.15.6–III.15.7
Public switched telephone network, IV.13.16
Pulse, chirped, IV.24.24–IV.24.25
Pulse amplitude modulation (PAM), IV.12.6,

IV.12.7f, IV.12.8
Pulse code modulation (PCM), IV.12.6,

IV.12.10–IV.12.11
24-channel format, IV.12.21, IV.12.21f

Pulse compression, II.10.38, II.10.39f, II.10.40,
IV.1.41, IV.1.41f, IV.1.42, IV.18.42, IV.18.45,
IV.25.12

Pulsed-dye laser, III.1.34, III.1.34f, III.1.35, III.1.35f
Pulse distortion, IV.1.25, IV.1.26f
Pulsed lasers, I.11.13
Pulsed optical parametric oscillators,

IV.22.50–IV.22.61
femtosecond, IV.22.55–IV.22.61
nanosecond, IV.22.51–IV.22.54
picosecond, IV.22.55–IV.22.57

Pulse generation:
in two-cycle regime, IV.25.4, IV.25.5f
ultrashort, IV.25.4

Pulse length modulation (PLM), IV.12.6, IV.12.7f
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Pulse modulation, IV.12.4
Pulse position modulation (PPM), IV.12.6, IV.12.7f
Pulse propagation, II.10.38

and electromagnetically induced transparency,
IV.23.9, IV.23.19–IV.23.22, IV.23.22f,
IV.23.28

self-phase modulation effects on, IV.3.3,
IV.13.7, IV.13.7f

Pulse shaping, I.14.7
and Kerr lens mode-locking, IV.25.15
and nonlinear transmissions, IV.3.1, IV.3.3

Pulse sources, ultrashort, I.14.18
Pulse-width modulation (PWM), I.28.16
Pump beam, in atomic beam slowing, IV.28.10f,

IV.28.11
Pump-enhanced optical parametric oscillator,

IV.22.15, IV.22.35–IV.22.42
conversion efficiency in, IV.22.38–IV.22.39
dual-cavity, IV.22.39, IV.22.42f
layout of, IV.22.36f
parameters for, IV.22.40t
tuning of, IV.22.41–IV.22.42

Pump-enhanced singly resonant oscillator
(PESRO), IV.22.15

Pumping, I.11.16, I.11.18
lasers and, I.11.10, I.11.13, I.11.18–I.11.19,

I.11.19f–I.11.20f
in optical parametric generation,

IV.22.3–IV.22.4, IV.22.5f–IV.22.6f,
IV.22.7–IV.22.8, IV.22.61–IV.22.62

photon, I.11.16
in Raman scattering, IV.18.1
in semiconductor lasers, I.13.4
synchronous, I.11.30

Pumping efficiency, of optical amplifier,
IV.11.3–IV.11.4

Pump laser frequency, IV.17.16, IV.17.29–IV.17.30
Pump-probe spectroscopy, IV.25.18f,

IV.25.19–IV.25.20
Pump tuning, IV.22.62

in doubly resonant oscillator, IV.22.28
in pump-enhanced oscillator, IV.22.41–IV.22.42
in singly resonant oscillator, IV.22.35

Punch through, in color photography, III.6.4
Pupil directions, I.1.84, I.1.84f, I.1.85, I.1.94

numerical aperture and, I.1.85
Pupils, of human eyes:

and aging, III.13.7–III.13.8, III.15.9
diameter of, I.24.11, III.13.7, III.13.7f, III.13.8,

III.13.18, III.14.8
retinal line spread functions for, I.24.23f

distance between, III.12.15, III.12.22
paraxial description of, I.1.83
red reflex in, III.11.4
size of, III.10.4, III.10.9–III.10.10

Purcell-Pennypacker method, I.6.17
Pure diattenuator, II.22.7
Pure retarder, II.22.7
Pursuit eye movements, III.12.21
Pushbroom scanning, II.19.4, II.19.17–II.19.18
Push processing, for photographic film, III.6.23
Pyknostereopsis, III.18.5
Pyrazolotriazole magenta dyes, III.6.12
Pyroelectric detectors (see Photodetectors, 

pyroelectric)
Pyrolytic graphite, II.3.27
PZT disk, IV.27.16

Q-switching, I.11.28–I.11.29, I.11.30f, IV.25.4.
IV.25.5f, IV.25.6–IV.25.7, IV.25.10

Quantization:
of digital signal, IV.12.10, IV.12.10f
and signal distortion, IV.12.11

Quantized elastic waves, propagation of, 
II.20.30

Quantum, of light, IV.26.8, IV.26.10, IV.26.12
in Hanbury-Brown-Twiss effect, IV.26.14

Quantum-beat laser, IV.26.43
Quantum-confined Stark effect (QCSE), II.6.11,

IV.4.57, IV.4.58f, IV.4.65, IV.12.2, IV.12.33
Quantum-dense coding, IV.26.15
Quantum detection efficiency (QDE), III.34.7
Quantum efficiency, I.15.9, I.16.8, I.22.2n

of LEDs, IV.4.40
of photodiodes, IV.4.69
of rare-earth doped amplifiers, IV.5.6–IV.5.7
of silicon, IV.2.7
of spectral sensitizers, III.6.14

Quantum electrodynamic (QED) shifts, I.8.6,
I.8.11

Quantum electrodynamics (QED),
IV.26.10–IV.26.13

Quantum jump experiments, II.28.5
Quantum mechanics:

and atomic transitions, IV.28.2
beginnings of, IV.26.7–IV.26.10
in laser theory, IV.26.6–IV.26.7,

IV.26.15–IV.26.21
in optical collisions, IV.28.29
in optical trapping, IV.28.22
photon-photon correlations in,

IV.26.14–IV.26.15
Schrödinger vs. Heisenberg pictures of, IV.26.6,

IV.26.34
Quantum resonance absorption, IV.27.16
Quantum sensitivity:

in color photographic emulsions, III.6.10
Quantum teleportation, IV.26.15
Quantum well, IV.12.2

electroabsorption in, IV.4.57, IV.4.63
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Quantum well (Cont.):
in electroabsorption modulator,

IV.12.33–IV.12.34
in electro-optic semiconductor modulators,

IV.4.64
and electrorefraction, IV.4.65
in LEDs, IV.4.40
in VCSELs, IV.4.46, IV.4.49–IV.4.50

Quantum well (QW) lasers, I.11.37–I.11.38, I.13.7,
I.13.10–I.13.11, I.13.11f, I.13.12, I.13.14f,
I.13.15, I.13.24, I.13.28, I.13.38, IV.4.1,
IV.4.3–IV.4.4, IV.4.28–IV.4.31

absorption spectrum for, IV.4.29, IV.4.30f
band diagrams for, IV.4.29, IV.4.31f
long wavelength, I.13.18–I.13.19
ridge waveguide, I.13.21
strained, I.13.16–I.13.18, I.13.28t
threshold carrier density in, I.13.13f, I.13.17f

Quantum wire lasers, I.13.19
Quarter-wavelength-shifted grating, IV.4.38,

IV.4.38f, IV.12.28, IV.12.28f, IV.20.6
Quarter-wave plates, I.5.22, I.5.24, I.5.24f, I.5.25,

III.25.6
Quartz envelope lamps, I.10.19
Quasi-phase-matched (QPM) nonlinear materials,

IV.22.2, IV.22.33, IV.22.35, IV.22.54,
IV.22.59–IV.22.60

Quasi-phase matching, in optical parametric gen-
eration, IV.22.11–IV.22.12, IV.22.34–IV.22.35

Quaternary, IV.4.2–IV.4.3

Rabi effect, optical, II.38.5
Rabi frequency:

in electromagnetically induced transparency,
IV.23.6, IV.23.12t, IV.23.13

generalized, IV.24.4, IV.24.7
in micromaser, IV.26.22
and optical force on atoms, IV.28.4, IV.28.6
two-photon, IV.24.21

Racah parameters, I.8.14
Radar polarimetry, II.22.28
Radial clearance, growth of, I.37.11
Radial distance, peak-to-peak, I.31.15
Radial gradients (see Graded index (GRIN) lens,

radial gradients in)
Radial keratotomy (RK), III.11.16, III.13.24
Radial stress:

and axial stress, combined, I.37.11
reduced temperatures and, I.37.10

Radial symmetry, II.19.5
Radian, III.7.3
Radiance, II.24.8–II.24.10, II.24.10f

of lasers, III.15.12, III.15.12f
as radiometric unit, III.7.6, III.14.1, III.14.4t,

III.14.5, III.14.6f

Radiance (Cont.):
spectral, I.43.6, I.43.8

calibrations, I.10.9f
filament lamps, I.10.9
thermal, molecular emission and,

I.44.16–I.44.17, I.44.20f
Radiance coefficient, III.14.10
Radiance conservation theorem, II.24.13–II.24.14
Radiance factor, III.14.10
Radiance function, I.4.8
Radiance temperature, III.14.4t, III.14.7
Radiant emittance, I.4.8, II.25.3
Radiant energy, II.24.8, III.14.4t, III.14.6
Radiant exitance, III.7.5, III.14.4t, III.14.6,

III.14.6f, III.14.12
Radiant exposure, II.14.6, III.14.4t, III.15.3
Radiant flux, II.24.14f

to photon flux conversion, II.24.12–II.24.13
through a Lambertian reflecting sphere,

II.24.18–II.24.19
(See also Watts)

Radiant incidance, III.7.5
Radiant intensity, I.4.8, III.7.5, III.14.4, III.14.4t,

III.14.5, III.14.5f
Radiant power, II.24.8
Radiant power transfer, II.24.13, II.24.13t
Radiating species:

emission linewidth of, I.11.5
line broadening of, I.11.5

Radiation:
artificial sources of, I.10.3
baseline standard of, I.10.6
blackbody, IV.14.4, IV.26.7
Bremsstrahlung, III.19.6, III.30.13, III.30.13f,

III.31.5–III.31.6, III.31.7f, III.31.10
broadband, and transient Raman effects,

IV.18.29–IV.18.30, IV.18.30f,
IV.18.31–IV.18.32

channeling, III.33.1, III.33.3
coherent, III.2.2, III.19.6, III.32.2, III.32.19,

IV.18.42–IV.18.43, IV.26.19
commercial sources of, I.10.11
electromagnetic, interaction of matter with,

II.36.4
field, I.4.16–I.4.17
high-energy, III.6.20–III.6.21
incoherent, III.2.2, III.2.42, III.15.2, III.19.6
infrared, II.24.7
ionizing, effect on fiber links, IV.6.18
laboratory sources of

argon arc lamps, I.10.11
deuterium arc lamps, I.10.11
deuterium lamp standards, I.10.10
IR radiometic standards, I.10.9
lamp standards, I.10.8
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Radiation, laboratory sources of (Cont.):
luminous flux standards, I.10.9
luminous intensity standards, I.10.8
photometric standards, I.10.8
radiometric sources in the far ultraviolet,

I.10.10
source calibrations in the ultraviolet,

I.10.10–I.10.11
spectral irradiance calibrations, I.10.10f
spectral irradiance lamps, I.10.10
spectral radiance calibrations, I.10.9f
spectral radiance filament lamps, I.10.9
tungsten lamp standards, I.10.10

linearly polarized, III.25.5
and matter, interaction of, II.28.4
optical

damage from, III.15.2–III.15.8
measurement of (see Radiometry)

parametric, III.33.1, III.33.3
photosynthetically available (PAR), I.43.9
Planckian, III.14.7, III.14.11–III.14.12
scattered, analysis of, I.38.24
shot noise, I.15.3
solar, III.13.8, III.15.1–III.15.2, III.15.4, III.15.6
stray paths, I.38.23
synchrotron (see Synchrotron radiation)
in therapeutic applications, III.35.33–III.35.34
transfer, basic equation of, I.38.22–I.38.23
transition, III.33.1, III.33.3
tungsten, III.7.16
wavelength, I.7.7
working standards of, I.10.8
(See also Blackbody radiation; Light)

Radiation-induced darkening, IV.6.18
Radiation-induced loss, IV.6.18
Radiation modes, II.6.4
Radiation pressure force, IV.28.6
Radiation scattering (see Scattering)
Radiation transfer:

through absorbing media, II.24.15
approximations, II.24.15
from blackbody source, III.2.3, III.7.13f,

III.7.14, III.7.15f, III.713
between a circular source and detector, II.24.17
conic reflectors used in, III.2.11
constraints on, III.2.12–III.2.13
high-energy, and photographic image creation,

III.6.20–III.6.21
and multiple scattering, III.3.10–III.3.13
through nonimaging optics, III.2.1
process, I.44.10
in retinal waveguiding, III.9.3
theory, I.43.4

Radiative decay, measurement of, II.28.20
Radiative escape, in ultracold collisions, IV.28.28

Radiative lifetime, I.11.5
of transitions, II.20.12–II.20.13

Radiative loss, and fiber attenuation, IV.2.2
Radiative processes, I.11.7
Radiative quantum efficiency:

in praseodymium-doped fiber amplifier sys-
tems, IV.5.6

Radiative recombination, I.12.3, I.12.4f, I.12.6
secondary, I.12.7

Radio astronomy, I.4.24
Radiography:

computed, III.35.27, III.35.30–III.35.32,
III.35.32f

neutron, III.36.7
Radiometers, electrical substitution,

II.24.29–II.24.30
sources of error in, II.24.31

Radiometric measurements, II.24.8
Radiometric sources in the far ultraviolet, 

I.10.10
Radiometric-to-photometric conversion, II.24.46
Radiometry, I.21.4, II.24.6–II.24.7, II.24.13

applications of, III.14.12
definition of, III.7.5, III.14.1
nomenclature in, II.24.6
vs. photometry, III.2.2, III.7.6t, III.14.1
standards bodies in, III.7.2–III.7.3
terminology used in, III.2.2t, III.7.3
unit conversion to photometric, III.7.12–III.7.13
units of measure in, III.7.5–III.7.6

Rainbows, I.44.39, I.44.41f
Raman amplification, IV.11.3–IV.11.4, IV.18.4,

IV.18.5f, IV.18.24, IV.18.24f, IV.18.25,
IV.18.25t, IV.18.28f

Raman cooling, IV.28.19
Raman effect:

electronic, IV.17.12
inverse, II.36.59
quantum mechanics of, IV.18.6
source of, IV.18.4–IV.18.5

Raman gain:
for fused silica, IV.3.5, IV.3.6f
and stimulated Raman scattering, IV.3.7

Raman generator, IV.18.4, IV.18.5f
Raman-induced Kerr-effect spectroscopy

(RIKES), II.36.58–II.36.59, IV.17.5t, IV.17.14,
IV.17.19

Raman modes, II.33.13, II.33.15
Raman-Nath diffraction, I.30.11, I.30.11f
Raman-Nath equations, II.12.4–II.12.5
Raman oscillator, IV.18.4, IV.18.5f
Raman scattering, I.9.18–I.9.19, I.43.51f, I.43.52,

I.44.11, II.20.31, II.20.31f, II.28.17–II.28.18,
II.33.29–II.33.30, II.36.57–II.36.58,
II.36.77–II.36.82, IV.18.1–IV.18.2
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Raman scattering (Cont.):
anti-Stokes, IV.17.5t, IV.17.7, IV.17.7f, IV.17.17,

IV.17.17f, IV.17.18–IV.17.20, IV.18.2,
IV.18.2f, IV.18.32–IV.18.33, IV.18.33f,
IV.18.34–IV.18.35, IV.18.35f

vs. Brillouin scattering, IV.18.1, IV.18.45,
IV.18.49

electronic, IV.17.12, IV.17.14
interaction types in, IV.18.2, IV.18.2f, IV.18.3
laser-induced, I.44.21
regimes of, IV.18.3–IV.18.4
resonant vs. nonresonant, IV.17.17
stimulated (SRS), II.10.37–II.10.38, II.10.40
Stokes, IV.17.5t, IV.17.17, IV.17.17f,

IV.17.18–IV.17.20, IV.18.2, IV.18.2f
in time domain measurement, IV.1.18
(See also Coherent anti-Stokes Raman scatter-

ing (CARS); Stimulated Raman scattering
(SRS))

Raman spectroscopy, IV.27.14
Raman spectrum, II.36.80–II.36.81, II.36.81f,

II.36.83f
Raman tensors, I.9.20t–I.9.21t
Ramsden disk, II.17.21
Ramsey fringe, IV.24.19–IV.24.20, IV.24.20f,

IV.24.21, IV.28.27
Range compensator, II.29.5, II.29.6f–II.29.7f
Range error, II.29.4
Range finder, II.29.4f
Range gating, I.21.29–I.21.31
Rapid Rectilinear lenses, II.1.28, II.1.31f
Rare-earth doped fiber amplifiers, IV.1.44,

IV.5.1–IV.5.7, IV.11.3
configuration of, IV.5.2, IV.5.2f, IV.5.3
operating regimes for, IV.5.3

Rare-earth elements, as fiber dopants, IV.1.44,
IV.1.47

Rare-earth ions:
absorption and emission spectra of, II.28.9f
and transition-metal ion spectra, II.28.8
tri-positive, I.8.15, I.8.19, I.8.19t, I.8.20–I.8.21
trivalent, in ionic crystals, II.28.8
ultraviolet absorption spectrum of, II.28.12f

Rare-earth transition metals (RE-TM), in magneto-
optical recording, I.31.26–I.31.27, I.31.28f

Raster:
controls that affect, I.27.13
and CRT input signal, I.27.11
generation, I.27.9
scanning, I.28.22

Raster output scanning (ROS), III.5.4
Rating scale tasks, I.29.7–I.29.8
Ratio imaging, II.17.46
Ray aberrations, I.1.95, I.1.95f, I.1.96

in reflection gratings, III.21.8
Ray densities, I.1.96

Ray equations, cartesian coordinates for, I.1.22
Ray error curves, transverse, I.33.5
Ray fans, I.1.39
Ray intercept curves, I.33.2, I.33.2f, I.33.4, I.33.4f,

I.34.14
(See also Aberration curves, transverse)

Rayleigh-Gans approximation, I.6.10, I.6.10f,
I.6.18

Rayleigh-Rice vector perturbation theory, I.7.5
Rayleigh scattering, I.43.31–I.43.33, I.44.10,

I.44.14–I.44.15, II.20.30, II.33.12,
II.33.29–II.33.30, IV.17.16

and erbium-doped fiber amplifiers,
IV.5.5–IV.5.6

and fiber attenuation, IV.1.10, IV.1.44, IV.2.2
and fluoride fibers, IV.1.48
and laser beacons, III.1.30–III.1.33, III.1.33f
in polycapillary microfocus X-ray fluorescence,

III.35.20, III.35.21f
stimulated, IV.17.20
wing, IV.17.15
in X-ray diffraction, III.35.6

Rayleigh-Sommerfeld diffraction formula, I.3.20
Rayleigh theory, I.6.12
Ray optics:

predictions of, I.1.10
(See also Geometric optics)

Ray paths, I.1.11
invariance of, I.1.24

Rays:
additional, in first-order layout, I.32.12, 

I.32.12f
angle characteristic function of, I.1.16–I.1.17,

I.1.17f
angle-point characteristic function of, I.1.18
arbitrary, expansions about, I.1.18
attributes of, I.1.10
axial, I.1.39
axis, expansions about, I.1.18–I.1.19
base, I.1.47
behavior of, I.1.10
and biological waveguiding, III.9.12–III.9.14,

III.9.14f
central, I.1.47
characteristic functions of, I.1.15, I.1.19–I.1.20

examples of, I.1.19–I.1.20
chief, I.1.82, I.1.82f, II.1.8
collimated, II.2.1
corpuscular theory of, I.1.9
curved path, I.1.20
definition of, I.1.9
differential equations for, I.1.22–I.1.23

geometry, I.1.21–I.1.22
direction cosines of, I.1.11–I.1.12
edge, III.2.23
exact, I.34.4
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Rays (Cont.):
extraordinary:

angle of refraction for, II.3.6
principal index for, II.3.4
refraction of, II.3.2

fields of, I.1.14
finite, I.1.39
geometric path length of, I.1.12
geometric wavefronts of, I.1.13–I.1.14
groups of, I.1.11
in heterogeneous media, I.1.20
image-forming, I.1.81
intersection points of, I.1.40, I.1.40f
invariance properties of, I.1.11
iterated, I.34.13
lagrangian, I.34.12
leaky, II.10.6
in a lens, classification of, I.1.39
marginal, I.1.82, I.1.82f, II.1.8, II.18.41
meridional, I.1.25, I.1.39, I.1.41, II.10.6,

III.2.13–III.2.14
nonsequential tracing of, III.2.7
normal congruence of, I.1.11
in optical fiber

classification of, IV.1.8, IV.1.8f
propagation of, IV.1.6–IV.1.7, IV.1.7f

optical path difference (OPD) of, I.34.13, I.34.13f
optical path length of, I.1.12–I.1.13
ordinary, I.34.12
orthotomic systems of, I.1.11, I.1.14
paraxial, I.1.39, I.1.41, II.1.5
point characteristic function of, I.1.13
principal, II.1.8
real, I.1.39

vs. virtual, I.1.11
reference, I.34.13
reversibility of, I.1.10
skew, I.1.25–I.1.26, I.1.39, II.10.6, III.2.7,

III.2.13–III.2.14, III.2.20–III.2.21, III.2.21f
two meridional paraxial, I.1.11
variational integrals for, I.1.22
wave theory of, I.1.9

Ray tracing, I.1.39, I.32.4, I.32.4f, I.32.5, I.34.2,
I.34.12, I.38.26

backward, III.2.8
in binary optics, II.8.4
computer models for, III.26.4, III.29.2
field patch, III.2.8
by the grating equation, II.8.4
and head-mounted display design,

III.18.6–III.18.7
Monte Carlo techniques for, II.11.12,

III.2.7–III.2.8
nonsequential, III.2.6–III.2.7
by the Sweatt model, II.8.4

Ray transfer, I.1.40

Reactive force, IV.28.6
Readout noise, III.4.11
Receiver:

extinction ratio of, IV.6.14
in OTDM system, IV.12.38–IV.12.39, IV.12.39f,

IV.12.40
in point-to-point communications system,

IV.1.27–IV.1.28, IV.1.28f, IV.1.28t, IV.1.29,
IV.1.29f, IV.1.30

sensitivity of, IV.1.36, IV.1.37t, IV.2.1,
IV.2.7–IV.2.11, IV.6.3

types of, IV.2.1
Receiver operating characteristic (ROC), I.29.7,

I.29.8f
Receiver thermal noise, IV.2.7
Reciprocity failure, in silver halide photographic

layers, I.20.12–I.20.13
Reciprocity theorem, I.4.18–I.4.19
Recoil limit, in optical cooling, IV.28.3, 

IV.28.19
Recording process, thermomagnetic, I.31.18,

I.31.18f
Red eye, II.15.17–II.15.18, III.11.4
Redistribution force, IV.28.6
Red shift, noncosmological, I.4.24–I.4.25
Red Spot Paint and Varnish, II.37.32
Reference burst, in time-division multiple access

frame, IV.12.17, IV.12.17f, IV.12.18
Reflectance, II.25.3–II.25.4, II.25.8, II.35.28,

III.14.10
of black felt paper, II.37.36f
of black velvet, II.37.38f
of commando cloth, II.37.37f
conical, II.25.7
diffuse, standards of, II.25.14–II.25.15, 

II.25.15t
directional, II.25.7
geometrical definitions of, II.25.7
incident irradiance and unit volume, I.6.8f
irradiance, I.43.48
measurement of, II.25.11–II.25.12, II.25.12f,

II.25.13, II.25.13f, II.25.14–II.25.16
in metals, II.35.6
of neoprene, II.37.39f
of nickel, II.35.52f
nomenclature for, II.25.6t
of polarized light, I.5.14f
for polarized radiation vs. angle of incidence,

II.35.48f
in Spire Corp. baffles, II.37.59f
vs. wavelength

for aluminum, II.35.42f, II.35.49f,
II.35.51f

for beryllium, II.35.50f–II.35.51f
for copper, II.35.42f
for gold, II.35.43f
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Reflectance, vs. wavelength (Cont.):
for iron, II.35.43f
for molybdenum, II.35.44f
for nickel, II.35.44f, II.35.52f
for platinum, II.35.45f
for silicon, II.35.51f
for silicon carbide, II.35.45f–II.35.46f,

II.35.51f
for silver, II.35.47f
for tungsten, II.35.47f

(See also Reflection)
Reflectance factor, nomenclature for, II.25.6t
Reflectance functions, Cohen’s basis vectors for,

I.26.27t, I.26.28f
Reflection:

from computer screen, III.16.2–III.16.3
by crystals, III.22.2–III.22.3, III.22.3f,

III.22.4–III.22.6
distributed, in lasers, IV.4.34
in double heterostructure lasers, IV.4.7–IV.4.8
effect on photographic acutance, III.6.2
in extrinsic Fabry-Perot interferometric sensor,

IV.15.3
Fresnel, IV.22.21–IV.22.28, IV.27.1, IV.27.7
and multilayer coatings, III.24.1–III.24.11
in neutron optics, III.36.5, III.36.9
in optical communications systems, IV.1.25
from optical networks, IV.1.16
of sunlight, III.13.5, III.15.4
total internal (TIR), III.2.13
of X rays, III.19.5, III.19.9–III.19.10, III.26.3,

III.28.5
(See also Reflectance)

Reflection birefringence, III.25.5
Reflection coefficients, II.36.9–II.36.10
Reflection gratings:

dispersion properties of, III.21.9
efficiency of, III.21.10, III.22.1
equation for, III.21.4–III.21.5
groove pattern in, III.21.3, III.21.5–III.21.6
holography in, III.21.3
imaging properties of, III.21.5–III.21.8
notation for, III.21.4, III.21.4f, III.21.6f
resolution properties of, III.21.9–III.21.10
shape of, III.21.3, III.21.5
zone plates as, III.23.1
(See also Grating)

Reflection-induced noise, IV.2.9, IV.6.15
Reflection in spectroscopic systems,

II.36.65–II.36.67
Reflection optics, III.19.10
Reflection phase change, I.5.10, I.5.11f
Reflection spectrum restrahlen, II.36.15f
Reflection zone plate, III.23.7, III.23.8f
Reflective apertures, I.28.10

Reflective grating:
fiber Bragg, IV.9.1–IV.9.9
in multiplexer/demultiplexer, IV.10.6, IV.10.7f

Reflective objectives, II.18.6
Reflective systems, I.1.10, I.1.36
Reflectivity, I.9.19, I.9.23, II.25.3

of Aeroglaze, II.37.48f–II.37.49f
of Bragg grating, IV.9.3–IV.9.4, IV.9.4f
differential, of saturable absorber,

IV.25.6–IV.25.7, IV.25.7f
far-infrared, II.36.37f
hemispheric, of Nextel Black Velvet, II.37.44f
omnidirectional, IV.20.2
in semiconductor saturable absorber mirror,

IV.25.11
surface, I.44.18, I.44.20f

Reflectometer:
rotating light pipe, II.36.66, II.36.66f
“VW,” II.25.11f

Reflectors:
conic, III.2.11, III.2.12f
faceted, III.2.2, III.2.40–III.2.42
heat, I.42.58
ideal, III.7.8
involute, III.2.12, III.2.12f
in Köhler illumination, III.2.24
in lens array combination, III.2.35–III.2.38,

III.2.37f–III.2.38f
macrofocal, III.2.11
metallic, I.42.101–I.42.102, I.42.102f, I.42.103,

I.42.103f
metallic-dielectric:

protective coatings in, I.42.104,
I.42.104f–I.42.105f

reflection, enhancement of, I.42.104–I.42.105,
I.42.105f

selective, I.42.106, I.42.106f
multilayer:

absorption in, I.42.43, I.42.43f
all-dielectric, I.42.41f
all-dielectric broadband, I.42.46–I.42.47,

I.42.47f–I.42.49f
broadband, phase change from, I.42.49
experimental results  in, I.42.41
far-infrared, I.42.52, I.42.53f
imperfections in, I.42.42–I.42.43, I.42.43f,

I.42.44, I.42.44f, I.42.45, I.42.45f
measured reflectances and transmittances of,

I.42.41, I.42.41f–I.42.42f
narrowband reflection coatings in,

I.42.45–I.42.46, I.42.46f
resonant, I.42.46, I.42.47f
for soft X-ray regions, I.42.53, I.42.54f
for XUV regions, I.42.53, I.42.54f
(See also specific types)
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Reflectors (Cont.):
multiple-reflection, I.42.106, I.42.106f, I.42.107,

I.42.107f–I.42.108f
phase-retarding, I.42.98, I.42.99f
tailoring of, III.2.38–III.2.40

Refraction:
double, III.25.5, III.25.5f, III.25.6
and electromagnetically induced transparency,

IV.23.2
enhanced, IV.23.19
index of (see Index of refraction)
of X rays, III.19.5–III.19.7, III.19.8f,

III.20.3–III.20.8
Refractive ametropia, III.12.26
Refractive aspheric surfaces, III.2.9
Refractive error, III.11.1–III.11.2

assessing, III.11.4–III.11.6
axial, III.12.26
and cataracts, III.13.19
and computer work, III.16.4–III.16.5
correcting, III.11.6–III.11.15, III.12.18
and head-mounted display systems, III.12.32,

III.18.10–III.18.11
surgical correction of, III.11.15–III.11.17
types of, III.11.2–III.11.3
and visual deprivation, III.11.17–III.11.18

Refractive index (see Index of refraction)
Refractive index grating, II.39.2, II.39.2f
Refractive lenses, thickness of, II.8.8f
Refractive surgery, III.10.11, III.13.24–III.13.25
Refractive systems, I.1.10
Regenerative feedback, in mode locking, I.14.21
Regenerative mode locking, IV.12.40
Regenerators, IV.13.17, IV.13.18f
Registration, in color copying, III.5.12
Rejection region, I.42.76
Relative intensity noise (RIN), IV.1.24–IV.1.25,

IV.1.25f, IV.1.26, IV.2.7, IV.2.9, IV.6.2
of lasers, IV.4.1, IV.4.22–IV.4.23, IV.4.23f
in optical link power budget, IV.6.14–IV.6.15
of VCSELs, IV.4.49

Relative measurements, II.24.23
Relative ray height, I.33.2f
Relaxation oscillations, I.11.13, I.13.34f,

I.13.35–I.13.36
Relaxation oscillations, in lasers, IV.4.16–IV.4.17,

IV.4.17f, IV.4.18–IV.4.19, IV.4.28
Relay lenses, II.1.10
Relay trains, II.2.16–II.2.17, II.2.17f, II.2.18
Reliability assessment, of optical fiber,

IV.1.18–IV.1.21
Remote processing (RP), I.21.11
Remote sensing, I.43.48, I.43.51, I.44.21, II.19.3,

II.19.3t, II.19.7, II.19.34, II.19.35n,
II.22.26–II.22.27

Remote sensing (Cont.):
along-track in, II.19.7n
atmospheric optical, I.44.36
chlorophyll concentrations and, I.43.49
cross-track in, II.19.7n
image consequences in, II.19.16
scanners for, II.19.15, II.19.15f

(See also specific topics)
Repeaters:

in datacom versus telecom systems, IV.6.2
fiber amplifiers as, IV.5.1
jitter accumulation in, IV.6.17

Repeater spacing, increasing, IV.2.11, IV.2.16
Replicated foil optics, III.28.6–III.28.7, III.28.7f
Reset noise, III.4.11
Residual amplitude modulation (RAM), IV.27.14,

IV.27.20, IV.27.22
Resins (see specific types)
Resolution:

in computer monitors, III.16.3
and crystal diffraction, III.22.4–III.22.5,

III.22.5f
diffraction effects on, III.35.4
in electronic imaging, III.17.7, III.17.10
with grazing incidence optics, III.28.10–III.28.12
in head-mounted display image, III.18.6,

III.18.7f, III.18.10
and laser-generated plasmas, III.33.2, III.35.4
in medical X-ray imaging, III.35.27,

III.35.30–III.35.31, III.35.31f, III.35.32
in neutron optics, III.36.5
in polycapillary X-ray optics, III.30.8, 

III.30.11
in reflection gratings, III.21.9–III.21.10
of Schwarzschild objective, III.27.3, III.27.5,

III.35.4
in solid-state camera, III.4.15–III.4.17
in wavelength-dispersive X-ray fluorescence

systems, III.35.16
with Wolter-I optics, III.28.2, III.28.3f, III.28.4,

III.28.4f
in X-ray diffraction analysis, III.35.8
in X-ray microscopy, III.20.8, III.35.4
with zone plates, III.35.4

Resonance, mechanical, in laser servo system,
IV.27.8, IV.27.9f, IV.27.16, IV.27.20

Resonance enhancement, II.36.82
Resonance excitation, II.36.79
Resonance frequency, for lasers, IV.2.6,

IV.27.12–IV.27.16
Resonant modes (RM), II.36.19

in photonic crystal, IV.20.6–IV.20.7, IV.20.7f,
IV.20.8, IV.20.10, IV.20.12–IV.20.13

Resonant photodiode, IV.4.69
Resonant Raman scattering, IV.17.17
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Resonators:
cavity, I.3.24
configurations, I.11.25
of lasers, I.11.20
phase conjugate, II.39.32, II.39.34f
ring, II.39.34
ring, unidirectional, II.39.7
stable laser, I.11.25, I.11.25f
unstable, I.11.27–I.11.28, I.11.28f

Response time, I.15.10
Responsive quantum efficiency (see Quantum

efficiency)
Responsivity, I.16.8

of solid-state arrays, III.4.9–III.4.10
spectral, I.15.10

Restrahlen reflection spectrum, II.36.15f
Restricted exit angle concentrators,

III.2.18–III.2.20
Retardance, II.22.7–II.22.8, II.22.23, II.22.25
Retardation plates, I.5.22–I.5.23, I.5.23f, I.5.24,

I.5.24f, II.3.46, II.3.48, II.22.8
achromatic, II.3.48, II.3.52–II.3.53, II.3.54f,

II.3.55–II.3.56
composite, II.3.57
compound, II.3.55
crystalline-quartz, II.3.49

angle of incidence and, II.3.52
“first-order,” II.3.49–II.3.50
multiple order, II.3.51
single order, II.3.50
temperature changes and, II.3.51

mica, II.3.48–II.3.49
variable, II.3.57

Retarder, II.22.8, II.22.24
Retina:

in binocular vision, III.12.8, III.12.18
damage to, III.9.21, III.15.1, III.15.3–III.15.4,

III.15.7–III.15.8, IV.19.1, IV.19.3
detached, III.13.1, III.13.21
detecting pathology in, III.10.12
directional sensitivity of, III.9.5, III.13.19
examining, III.11.4, III.15.1
focus of light on, III.11.2, III.15.9
laser damage to, III.15.12–III.15.13, 

III.15.13f
in macular degeneration, III.13.20
macular pigment in, III.13.10, III.15.1, 

III.15.12
microscopic structure of, III.10.9, III.10.11f,

III.10.13
peripheral, III.12.3
photoreceptors in, III.8.3

(See also Photoreceptors, biological)
physiology of, III.9.3, III.9.12, III.10.3f
radiation exposure limits for, III.15.10–III.15.11

Retina (Cont.):
schematic of, III.9.8f
tilting of, III.11.3
in vertebrates, III.9.4
visual information from, III.12.3–III.12.12,

III.12.20, III.12.29
Retinal anatomy, I.25.10–I.25.11
Retinal blur, III.10.4, III.11.18, III.13.7–III.13.8
Retinal camera, III.8.3, III.10.6f, III.10.9
Retinal disparity, III.12.2, III.12.14–III.12.15,

III.12.23
Retinal illuminance, I.24.9, I.24.11–I.24.12, I.28.3,

I.28.18, II.24.44–II.24.46
calibration of, I.28.17
maximum permissible, I.28.19, I.28.19f
in maxwellian view systems, I.28.6–I.28.7
photopic, I.25.4

Retinal image, I.28.18f
quality of, I.24.19, I.25.3–I.25.4

aberration data, calculation from, I.24.20
psychophysical comparison method,

I.24.20–I.24.22
size, III.15.9, III.15.9f, III.15.12
spatial frequency content of, I.28.7–I.28.8
with visual instruments, I.24.25–I.24.26

Retinal inhomogeneity, I.26.39
Retinal irradiance, III.15.8–III.15.9
Retinal microscopy, III.10.2, III.10.9
Retinal neurons, I.25.6f
Retinal physiology, I.25.12, I.25.12f, I.25.12n,

I.25.13
Retinal planes, and source planes, I.28.8–I.28.9
Retinal processing, I.25.10
Retinal reflectance, I.24.10f
Retinal thermal hazard function, III.15.4f,

III.15.10–III.15.11
Retina pigment epithelium (RPE), III.9.12,

III.13.20
Retinoscopy, III.11.4–III.11.5
Retrofocus lenses, I.1.57
Retroreflectors, II.4.28, II.4.28f, II.29.9

afocal, II.2.21f
cat’s eye, II.29.5
in observer’s pupils, II.29.20f

Return-to-zero (RZ) format, IV.12.12, IV.12.12f,
IV.12.37f

clock recovery for, IV.12.13, IV.12.14f, IV.12.16,
IV.12.36

data stream for, IV.12.12–IV.12.13, IV.12.13f
and mode-locking, IV.12.28
power spectrum for, IV.12.13, IV.12.13f

Reverse-saturable absorption (RSA), IV.19.5,
IV.19.6f, IV.19.8–IV.19.9, IV.19.11

Reversion prism, II.4.14f
Reversion theorem, III.9.1
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Revolution:
paraxial optics systems of, I.1.41
sphere of, I.1.38–I.1.39
surfaces of, I.1.37f

RF channelization, II.12.44
RF spectrum analysis, II.12.45
Rhabdomeric-type photoreceptors (inverte-

brates), III.9.3
Rhomboidal prism, II.4.25f
Riccati-Bessel functions, I.6.13
Ridge waveguide (RWG) lasers, I.13.10,

IV.4.6–IV.4.7, IV.4.7f, IV.4.14, IV.4.58
Right circularly polarized (RCP) radiation,

II.20.15
Ring field system, II.18.28, II.18.28f
Ring lasers, I.11.31–I.11.32
Ring network topology, IV.13.13–IV.13.14,

IV.13.14f
Ring resonators, II.39.34

unidirectional, II.39.7
Riser angle, in Fresnel lens facet structure,

III.2.10, III.2.11f
Risley mirrors, II.4.27f
Risley prism, II.4.25, II.4.26f
Ritchey-Chretien imaging system, III.2.18
Ritchey-Chretien telescope, II.18.8, II.18.8f
Rms contrast, I.29.4
Rms noise, I.15.10
Rochon prisms, II.3.7, II.3.19, II.3.21, II.3.23,

II.3.25–II.3.26
defects in, II.3.22
glass-calcite, II.3.22

Rock salt prism, Littrow-type, II.5.7
Rod intrusion, I.26.39
Rods, I.25.5, I.25.7f, I.25.9f

and aging, III.13.13
alignment of, III.9.8
directional sensitivity of, III.9.4
electrodynamic properties of, III.9.17
in human eye, III.6.16, III.7.9, III.10.3f
physiology of, III.9.3, III.9.9f
spherule in, III.9.2

Roentgen, Wilhelm Conrad, III.19.5, III.34.7,
III.35.26

Roentgen satellite (ROSAT) (see ROSAT (Rönt-
gensatellit))

Ronchi patterns, II.30.5f
Ronchi test, II.30.1, II.30.3–II.30.4, II.30.4f
ROSAT (Röntgensatellit), II.11.4, III.28.1,

III.28.6
Rose limit, I.21.5
Rotating wave approximation (RWA), IV.28.5
Rotation, conics of, I.1.38
Rotationally symmetric lenses, I.1.30,

I.1.65–I.1.67, I.1.67f, I.1.68, I.1.71

Rotationally symmetric systems, II.2.3
aberration symmetries for, I.1.97
paraxial forms for, I.1.19
wavefront aberrations for, I.1.97

Rotational-vibrational spectra of molecules,
II.20.29

Rotational viscosity, in thermotropic liquid crys-
tals, II.14.9–II.14.10

Roto-optic effect, II.12.4
Routing:

in networks, IV.2.13
nonlinear directional coupler for, IV.21.6
nonlinear loop mirror for, IV.21.6

Rowland gratings, II.5.10f, III.21.3, III.21.5,
III.21.8

RR concentrators, III.2.18
Ruby, absorption and luminescence spectra of,

II.28.10f, II.28.11
Ruby lasers, I.11.14, I.11.14f, I.11.35, I.14.14
Rupture, modulus of, II.35.9
RX concentrators, III.2.18, III.2.18f
RXI concentrators, III.2.18, III.2.18f
Rydberg constant, I.8.5
Rydberg states, IV.26.22
Rytov’s series of exponential approximations,

III.3.4
Rytov transformation, III.1.11

Saccade, III.12.21, III.12.27, III.15.8, III.17.7
Saccadic suppression, I.24.35, I.24.35f
Saggital fans, I.1.40
Sagnac interferometers (see Interferometers,

Sagnac)
Sagnac loop, IV.9.8
Sample-and-hold circuit, IV.12.4
Sampled-servo format, of tracks, I.31.18
Sampling, III.4.17–III.4.20, IV.12.2, IV.12.4

insufficient (see Aliasing)
and quantization, IV.12.11

Sampling theorem, IV.12.4–IV.12.6, IV.12.6f
S- and t-trace formulae, I.1.48
Satellite spheres, in precision photometry, III.2.25
Saturable absorbers, I.14.10, I.14.12, IV.25.4

artificial, I.14.7
fast, IV.25.9–IV.25.10, IV.25.14–IV.25.15
in lasers, IV.25.4, IV.25.5f, IV.25.6
parameters for, IV.25.6, IV.25.6f, IV.25.7,

IV.25.7f, IV.25.8
in pump-probe spectroscopy, IV.25.19
semiconductor, IV.25.11, IV.25.20–IV.25.24
slow, IV.25.8–IV.25.9, IV.25.9f,

IV.25.13–IV.25.14
and soliton mode-locking, IV.25.13

Saturable Bragg reflector (SBR), IV.25.11
Saturated absorption, II.20.24
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Saturated output power, for rare-earth doped
amplifiers, IV.5.3

Saturation current, in photodetectors, IV.4.72
Saturation equivalent exposure (SEE), III.4.11
Saturation output power, for rare-earth doped

amplifier, IV.5.3
Savart plate, II.3.60
Scalar diffraction theory, analytical models of,

II.8.10–II.8.11
Scalar field, I.4.3
Scalars, gaussian, I.1.50t
Scalar wave equation, IV.1.8, IV.8.2
Scaling, wavelength, I.7.7, I.7.9
Scaling law, I.4.22–I.4.23
Scan-error reduction, II.19.51f

anamorphic, II.19.51–II.19.52
double-reflection, II.19.52, II.19.52f, II.19.53,

II.19.53f, II.19.54
passive methods of, II.19.51

Scan magnification, II.19.5
Scanner lenses, II.2.12, II.2.12f
Scanner-lens relationships, II.19.38, II.19.38f,

II.19.39
Scanners, II.13.25, II.23.16f

acousto-optic, II.19.47–II.19.48
afocal lenses for, II.2.12, II.2.12f
analog, II.13.25, II.13.25f, II.13.26, II.13.26f
angular, II.19.5
carousel, II.19.23, II.19.23f
circular, II.19.17, II.19.19f
classification of, II.19.5
common module, II.19.25f
compound-mirror-optics, II.19.15
convergent-beam, II.19.20f
design considerations for, II.19.37
devices, II.19.34
digital, II.13.27f
early single-mirror, II.19.15
electro-optic, II.19.48–II.19.49,

II.19.49f–II.19.50f
drive power in, II.19.50

flat-field, II.19.44
frame, II.19.4
galvanometer, II.19.44, II.19.45f
holographic, II.19.39–II.19.41, II.19.41f, II.23.15

operations in the Bragg regime,
II.19.41–II.19.42, II.19.42f, II.19.43,
II.19.43f, II.19.44, II.19.44f

image-space, II.19.19–II.19.20, II.19.21f, II.19.23
convergent-beam, II.19.21

Kennedy, II.19.15, II.19.17
mechanical, II.19.4
monogon, II.19.35–II.19.36
object-space, II.19.19–II.19.20,

II.19.20f–II.19.22f

Scanners (Cont.):
one-dimensional, II.19.21
parallel-beam, II.19.20f, II.19.24, II.19.26
performance characteristics of, II.19.38
polygon, II.19.35
prismatic polygon, II.19.8t, II.19.35f, II.19.36,

II.19.36f, II.19.37
pushbroom, II.19.4, II.19.17–II.19.18
pyramidal, II.19.8t
real-time, II.19.25f–II.19.26f
reflective polygon, II.19.20
refractive prism, II.19.22f
remote sensing, II.19.15f
resonant, II.19.45, II.19.45f, II.19.46–II.19.47
rotating prism, II.19.15, II.19.17
rotating reflective, II.19.23f
rotating wedge, II.19.17, II.19.17f–II.19.18f
soupbowl, II.19.23, II.19.23f
split-aperture, II.19.16f
system classifications in, II.19.3
two-dimensional, II.19.19, II.19.20f
vibrational, II.19.44, II.19.45f

suspension system in, II.19.46–II.19.47
wide-field-of-view line, II.19.15–II.19.16,

II.19.16f
windshield wiper, II.19.23, II.19.24f

Scanning:
active, II.19.5
airborne light-, geometry for, II.19.7f
angular, II.19.29
aperture shape factors in, II.19.10–II.19.11,

II.19.11t
coherent source in, II.19.27
data rates in, II.19.7
duty cycle of, II.19.14
flying-spot, II.19.5, II.19.26
incoherent source in, II.19.26–II.19.27
input/output, II.19.4f, II.19.7n, II.19.9

aperture shape factor in, II.19.10t
for input/output imaging, II.19.26
monogon postobjective, II.19.30f
multiplexed, II.19.24
objective, II.19.29, II.19.29n
overillumination in, II.19.14, II.19.35
passive, II.19.22
polygon preobjective, II.19.30f
power density in, II.19.26
power transfer in, II.19.26, II.19.28f
resolution in, II.19.9, II.19.11, II.19.11n,

II.19.12f–II.19.13f
augmentation of, II.19.12–II.19.14
conservation of, II.19.34

transverse translational, II.19.29
underillumination in, II.19.14–II.19.15, II.19.35
(See also Objective optics)
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Scanning arrays, I.23.7, I.23.15
Scanning electron microscopes (SEMs), III.35.16,

III.35.18
Scanning image, II.19.36–II.19.37
Scanning methods, II.19.4
Scanning microscope, III.27.5
Scanning systems:

for digital film, III.6.27
as Schwarzschild objective application, III.27.1
xerographic process in, III.5.4

Scan overlap, II.19.17
Scanpaths, in human vision, III.17.7
Scan velocity, II.32.6
Scatter, II.33.29

anomalous, II.35.28
beam-splitter, II.26.12
Doppler-shifted, II.26.2
near specular, II.26.9f

measurement of, II.26.9–II.26.10
point sources of, II.26.1–II.26.2
stoichiometric, II.33.30
total integrated (TIS) (see Total integrated scat-

ter (TIS))
Scatterance, spectral, I.43.10–I.43.11
Scattered radiation, II.24.36
Scattering, II.36.84f

anisotropic, II.39.7
anti-Stokes, IV.3.5, IV.17.5t, IV.17.7, IV.17.7f,

IV.18.32–IV.18.35
applications of, III.3.2
in biological photoreceptors, III.9.11–III.9.12,

III.13.10–III.13.12
bio-optical models for, I.43.41f
in black surfaces, use of, II.37.17
Brillouin (see Brillouin scattering)
coherent, III.3.5–III.3.7, III.20.8, III.36.4
Compton, III.20.7–III.20.8, III.30.15, III.35.27,

III.35.30, IV.26.7, IV.26.10
from crystals, III.22.2
by cylinders, I.6.16
defect, I.7.6
diffraction-dominated, I.43.33
diffuse, III.36.4
dynamic, II.14.10, III.3.7–III.3.8
effect in color photography, III.6.2, III.6.6–III.6.7
effects in X-ray telescopes, II.11.4, II.11.16,

II.11.16f–II.11.17f, II.11.22–II.11.23,
II.11.23f

and fiber attenuation, IV.1.10, IV.2.2
forward, I.43.33, I.43.34f
Gordon-Morel model of, I.43.42
Haltrin-Kattawar model of, I.43.42
incoherent, III.3.5–III.3.7
inelastic, I.43.51, I.43.51f, II.36.77–II.36.79,

II.36.80f

Scattering (Cont.):
integral equation for, III.3.4
Kopelevich model of, I.43.38–I.43.39, I.43.42
in laser cooling, IV.28.2–IV.28.3
of light, I.6.2–I.6.6, I.6.7f, I.6.10f

differential scattering cross section, I.6.9
vibration ellipses of, I.6.11f

and linear polarization, III.25.2
material, I.7.6
Mie, I.6.12, I.43.33, I.44.10, I.44.15–I.44.16,

I.44.16f–I.44.19f
molecular, I.6.12
multiple, I.44.18, III.3.8–III.3.16
neutron, II.36.12, III.3.6, III.36.7–III.36.8,

III.36.8f
nonlinear, in optical limiting, IV.19.4f,

IV.19.8–IV.19.9
by nonspherical particles, I.6.17
in optical molasses, IV.28.12
by particles, I.43.33–I.43.35, III.3.2, III.3.5–III.3.7
from particular defects, I.7.7
Petzold, I.43.33–I.43.34
and photographic latent image creation, III.6.20
plane, I.6.10
properties of, III.3.2
Raman, I.9.18–I.9.19, I.43.51f, I.43.52, I.44.11,

I.44.21
Rayleigh, I.43.31–I.43.33, I.44.10,

I.44.14–I.44.15
Rayleigh wing, IV.17.15
by regular particles, I.6.15
schematic representation of, III.3.4f
shift-invariant, II.11.17
single, III.3.4–III.3.8
small-angle, I.7.3
by spheres vs. cylinders, I.6.16
stimulated photorefractive (SPS), II.39.10
stimulated versus spontaneous, IV.17.19
stimulation of, in fibers, IV.1.39–IV.1.40, IV.3.2,

IV.3.4–IV.3.9, IV.17.16–IV.17.20
surface (see Surface scattering)
surface transfer function and, II.11.17
theory of, III.3.3–III.3.4
topographic, I.7.5
in ultracold collisions, IV.28.28
in water, I.43.30–I.43.32, I.43.32t, I.43.35, I.43.36t
wave (see Surface scattering)
wavelength dependence of, I.43.35, I.43.37,

I.43.39–I.43.40, I.43.40f
X-ray, III.3.6, III.19.7, III.20.8, III.26.4,

III.35.27, III.35.29t, III.35.30,
III.35.30f–III.35.31f, III.A.1, III.A.2f

(See also Brillouin scattering; Optical fiber, stim-
ulated scattering processes in; Raman scat-
tering; Rayleigh scattering; specific types)
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Scattering centers, III.3.2–III.3.3
in coherent scattering, III.3.6–III.3.7
in dynamic scattering, III.3.8
in incoherent scattering, III.3.4–III.3.5
in multiple scattering, III.3.8, III.3.10

Scattering force, IV.28.6
Scattering functions:

and surface power spectral density (PSD) func-
tion, II.11.22

volume, I.43.33, I.43.35f, I.43.39t
wavelength dependence of, I.43.38f, I.43.38t

Scattering rate:
in atomic beam slowing, IV.28.10
in laser cooling, IV.28.2–IV.28.3

Scatterometers, I.42.17, II.26.5–II.26.7, II.26.7f,
II.26.8–II.26.9

bidirectional scattering distribution function
(BSDF), II.26.6

BRDF, II.26.5f
large-radius, II.26.10
measurement issues in, II.26.11–II.26.12

Schawlow-Townes formula, IV.26.31–IV.26.32,
IV.26.35

Scheimpflug condition, I.1.67, II.1.7f, II.2.4,
II.15.19, II.15.20f

Scheimpflug rule, II.2.4, II.2.8
Schell model source, I.4.12
Schiefspiegler objectives, II.18.29, II.18.29f
Schmidt-Cassegrain objectives, II.18.18, II.18.18f

reflective, II.18.19, II.18.19f
Schmidt corrector system, III.2.9, III.2.17
Schmidt objectives, II.18.15, II.18.15f

field-flattened, II.18.16, II.18.16f
reflective, II.18.17, II.18.17f
Shafer relayed virtual, II.18.19, II.18.19f,

II.18.20, II.18.20f
solid, II.18.17, II.18.17f

Schmidt prism, II.4.12, II.4.12f
Schottky barrier, I.23.11

detector (SBD), I.23.7, I.23.13, I.23.31
IT-CCD-FPA, I.23.13
in optical fibers, II.10.27
photodiodes, on focal plane arrays (FPA),

I.23.13
Schottky photodiodes, IV.1.29, IV.4.66, IV.4.68
Schrödinger equation, I.9.25, IV.20.3, IV.28.2

for neutron waves, III.36.4
nonlinear, IV.1.41, IV.1.41t, IV.3.4, IV.7.2,

IV.17.28, IV.28.34
Schupmann lenses, II.1.26, II.18.7
Schwarzschild soft X-ray microscope, II.11.28,

II.11.28f, II.11.29
Schwarzschild objectives, III.27.1–III.27.5, III.35.4

anastigmatic, flat-image, II.18.15, II.18.15f
aplanatic, II.18.13, II.18.13f, II.18.14, II.18.14f

Schwinger formula, III.32.17
Scintillating fibers, III.2.7
Scintillation, I.44.26, III.1.11, IV.6.18
Scintillation X-ray detectors, III.34.6–III.34.7
Scophony system, III.5.4
Scorotron, III.5.2, III.5.3f
Scotopic vision, II.24.41–II.24.42, III.7.9,

III.7.9f–III.7.10f, III.7.11, III.7.11f,
III.7.12–III.7.13, III.13.7, III.13.13, III.14.3

luminous efficiency functions, II.24.42t, II.24.43
Scully-Lamb master equation, IV.26.16,

IV.26.18–IV.26.23
SEAL objectives, II.18.30, II.18.30f
Sea water:

absorption coefficient of, I.43.22, I.43.23t
index of refraction in, I.43.18–I.43.19, I.43.19f,

I.43.21t
inherent optical properties of, I.43.35
inorganic particles in, I.43.15
organic particles in, I.43.14–I.43.15
particulate matter in, I.43.14–I.43.16, I.43.16f
pure, I.43.14
spectral absorption coefficient for, I.43.29t

SECAM standard, for color broadcast camera
output, III.4.20

Second:
definition of, II.29.2
as SI base unit, III.7.2

Secondary magnification, II.18.42
Secondary spectrum, II.18.42
Second-harmonic generation (SHG), II.33.29,

IV.3.2, IV.17.16, IV.17.24–IV.17.25, IV.22.1,
IV.22.3, IV.23.24

Sectors, in optical disks, I.31.4
Segmented mirror, III.1.38–III.1.39, III.1.39f,

III.10.2
in vision correction, III.10.7–III.10.8

Segmented piston correctors, for wavefront aber-
rations, III.10.8

Seidel aberrations, I.1.98, III.27.1
Selenium films, extinction ratios for, II.3.43f
Self-action effects, IV.17.27–IV.17.28

internal, IV.19.8, IV.19.11
Self-amplitude modulation, of saturable

absorbers, IV.25.6–IV.25.8, IV.25.10, IV.25.14
Self-defocusing, I.14.7, IV.19.7–IV.19.8

in mode locking, I.14.6
Self-focusing, I.14.7, IV.17.27, IV.17.32,

IV.19.7–IV.19.8
Self-induced transparency, II.38.5
Self-motion, perception of, III.12.6
Self-phase modulation (SPM), IV.1.41, IV.3.1,

IV.3.3, IV.13.7, IV.13.7f
in dispersion-managed soliton transmission,

IV.7.13
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Self-phase modulation (SPM) (Cont.):
and longitudinal Kerr effect, IV.25.12, IV.25.12f,

IV.25.13–IV.25.14
in slow saturable absorber, IV.25.9
and transform-limited pulse, IV.7.2–IV.7.3,

IV.7.3f, IV.7.4
Self-protecting optical limiters, IV.19.10
Self-pumped phase conjugate mirrors (SPPCMs),

II.39.7, II.39.8f
Self-scanned array (SSA), I.21.22f–I.21.23f

television cameras, I.21.2
Self-steepening, IV.3.4
Self-switching, IV.21.2, IV.21.4
Sellmeier formula, I.9.15, II.33.17,

II.33.25–II.33.27
for material dispersion curves, IV.1.13

Selwyn’s law, I.20.21, I.20.23–I.20.24
Semiconductor detectors, III.34.5–III.34.6,

III.35.17–III.35.18
Semiconductor laser amplifier loop optical mirror

(SLALOM), IV.12.38
Semiconductor laser amplifiers (SLAs), IV.2.12,

IV.11.4–IV.11.7
design of, IV.11.4, IV.11.6f
gain spectrum for, IV.11.5f

Semiconductor lasers, I.11.37, I.11.37f, I.11.38,
IV.4.1, IV.4.7

applications for, I.13.3–I.13.4
arrays, I.13.28, I.13.29f
band structure of, I.13.17f
basic operation of, I.13.4, I.13.4f
blue, I.13.8
double heterostructure, I.13.5f
gallium arsenide (GaAs), I.31.7
life cycle of, IV.4.9
light-vs.-current relationship in, I.13.6f
mode locking in, I.14.7
modulation in, I.13.32–I.13.33, I.13.34f, I.13.35,

I.13.35f, I.13.36, I.13.36f, I.13.37–I.13.38,
I.13.38f, I.13.39

noise in, IV.4.24–IV.4.25, IV.4.28
operation of, IV.4.9
as optical system transmitters,

IV.12.24–IV.12.27
packaging for, IV.4.8, IV.4.8f
parasitic elements affecting, I.13.36, I.13.37f
phase-locked, I.13.30
pumping in, I.13.4
resonant cavity of, I.13.5–I.13.6
resonant optical feedback, I.13.41f
spectral properties of, I.13.39–I.13.41
threshold current of, I.13.7
transparency in, I.13.6
turn-on delay for, IV.4.16, IV.4.17f

Semiconductor modulators, IV.4.2

Semiconductor optical amplifier (SOA),
IV.21.6–IV.21.7, IV.21.7f

Semiconductor optical wavelength converter,
IV.11.10–IV.11.11

Semiconductors:
in all-optical switching, IV.21.3
band structure of, I.12.3, I.12.3f–I.12.4f, I.12.5,

I.12.5f
compound, II.39.20–II.39.21

photorefractive, II.39.20t
and continuum excitation, IV.25.20–IV.25.21
diamond and zinc blende, I.9.27
direct vs. indirect, I.12.4
electro-optic, II.39.21
and exciton excitation, IV.25.20
indirect, I.12.6, I.12.6f
light extraction in, I.12.7
linear optical properties of, II.36.12
local vibrational modes (LVM) in, II.36.22t
magneto-optical phenomena of,

II.36.40–II.36.41
materials for, II.36.85t
materials parameters, II.36.86t–II.36.91t
metal oxide (MOS), I.16.11
nondegenerate, II.36.48
nonlinear optical properties of, II.36.54,

II.36.55t, II.36.56, II.36.56t,
II.36.57–II.36.59

optical limiting in, IV.19.10, IV.19.10f
optical properties of, II.36.3–II.36.4,

II.36.6–II.36.7
measurement of, II.36.59, II.36.60f, II.36.61

optical responses for, by wavelength, II.36.13t
optoelectronic technologies of, II.36.7
photoexcitation and relaxation in, II.36.73f
substrates, properties of, I.12.21t
in thermalization regime, IV.25.21–IV.25.22
transmission spectra in, II.36.67–II.36.68,

II.36.68f
and ultrashort pulse generation, IV.25.4,

IV.25.15–IV.25.16, IV.25.16f, IV.25.17,
IV.25.17f, IV.25.18

wafer processing, I.12.24
Semiconductor saturable absorber mirror

(SESAM), IV.25.11, IV.25.22
Sénarmont compensator, II.3.57
Sénarmont polariscope, I.5.28
Sénarmont prisms, II.3.7, II.3.19, II.3.21, II.3.23
Sensitivity, I.15.10
Sensors (see specific types)
Separate confinement heterostructure (SCH),

IV.4.5, IV.4.5f
Serial byte connection (SBCON), standard for,

IV.16.1
Serial multiplexing, IV.12.24, IV.12.25f
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Serrodyne signal, II.6.33
Servo bandwidth, IV.27.10, IV.27.18, IV.27.20
Servo lag, in adaptive optics system design, III.1.43
Servo system:

Bode representation of, IV.27.5
and closed-loop stability, IV.27.8–IV.27.12
for doubly resonant oscillators,

IV.22.27–IV.22.28, IV.22.31–IV.22.32
for laser, IV.27.6, IV.27.6f, IV.27.7, IV.27.7f,

IV.27.8
phase and amplitude response in, IV.27.6f

Seya-Namioka vacuum-ultraviolet monochroma-
tor, II.3.40

Shack-Hartmann analyzer, III.26.5
Shack-Hartmann wavefront sensor (see Hartmann-

Shack wavefront sensor (HSWS))
SHADOW, for X-ray optics modeling, III.19.10,

III.26.4
Shafer objectives, II.18.27, II.18.27f, II.18.37,

II.18.37f
Shallow gradient index (SRGRIN) optics,

II.9.7–II.9.8
Shape error (SHE), and mirror surface quality,

III.26.4–III.26.5
Sharpness, and granularity, I.20.24
Shear, III.12.2, III.12.6, III.12.27
Shearing interferometers, III.1.37
Shear modulus, II.35.8
Shenker objectives, II.18.25, II.18.25f, II.18.26
Short-arc lamps, I.10.34
Short-cavity lasers, I.14.20
Short-period grating (SPG), IV.15.6
Shot noise, I.15.10, I.18.3, I.22.13, III.4.12

bandwidth and, I.18.4
integration time and, I.18.3
in lasers, IV.4.22, IV.27.7–IV.27.8
in photodiodes, IV.4.74
in point-to-point communications links, IV.1.27,

IV.1.28f, IV.1.29–IV.1.30
and receiver sensitivity, IV.2.7, IV.2.9

Shutters, I.28.12
types of, I.28.14t

Signal:
digital, IV.12.10
frequency modulated (FM), IV.27.4
in imaging system sampling, III.4.17–III.4.20
optical, properties of, IV.21.2
in optical parametric generation,

IV.22.2–IV.22.4, IV.22.5f, IV.22.7–IV.22.8,
IV.22.62

in solid-state arrays, III.4.9–III.4.11
in solid-state cameras, III.4.14

Signal analysis:
best technique in, I.18.15
boxcar averaging in, I.18.14
gated integration and, I.18.13–I.18.14, I.18.14f

Signal analysis (Cont.):
lock-in amplifiers and, I.18.14, I.18.14f, I.18.15
modulated sources, I.18.13
in optical systems, I.18.3
photon counting and, I.18.15
transient photon counting and, I.18.15
unmodulated sources, I.18.13

Signal-dependent noise, IV.2.9–IV.2.10
Signal processing, Fabry-Perot amplifiers for,

IV.11.4
Signal recovery:

Lorentzian, IV.27.13
problems in, IV.27.22

Signal representation, analytical, I.4.2
Signal-to-noise ratio (SNR), I.21.4

for charge injection device, III.4.7
in fiber-optic systems, IV.4.74, IV.6.2
in fiber-optic telecommunications,

II.10.24–II.10.25
in frame transfer devices, III.4.8
for lasers, IV.4.1, IV.4.22–IV.4.23,

IV.27.12–IV.27.14
in medical X-ray imaging, III.35.30, III.35.31f
and noise equivalent exposure, III.4.10
in point-to-point communications links, IV.1.26,

IV.1.30
for quantized digital signals, IV.12.11
and receiver sensitivity, IV.2.7
for solid-state camera, III.4.14
and video compression, III.17.4
in X-ray diffraction analysis, III.35.8

Silicon:
doped polycrystalline, I.22.3, I.22.3f
hydrogenated amorphous, I.22.3, I.22.3f
reflectance vs. wavelength, II.35.51f
single-crystal, I.22.3, I.22.3f
specific heat of, II.35.72f
thermal conductivity of, II.35.67f–II.35.68f

Silicon carbide:
in black surfaces, II.37.53
emittance vs. temperature for, II.35.55t
emittance vs. wavelength for, II.35.54t
extinction coefficient for, II.35.20t

vs. wavelength, II.35.26f
index of refraction in, II.35.20t

vs. wavelength, II.35.26f
reflectance vs. wavelength, II.35.51f
thermal conductivity of, II.35.67f–II.35.68f

Silicon photodetectors, III.4.2
Sillenites (see Cubic oxides)
Silver:

extinction coefficient for, II.35.18t–II.35.19t
vs. wavelength, II.35.27f

index of refraction in, II.35.18t–II.35.19t
vs. wavelength, II.35.27f

reflectance of, II.35.39t–II.35.40t
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Silver (Cont.):
reflectance vs. wavelength for, II.35.47f
specific heat of, II.35.70f
thermal conductivity of, II.35.64f–II.35.65f

Silver halide crystals, III.6.1
blue sensitivity of, III.6.4
in film X-ray detector, III.34.7
light scatter by, III.6.6–III.6.7
and photographic speed, III.6.20
photophysics of, III.6.8–III.6.10
and spectral sensitizers, III.6.14
and ultraviolet light, III.6.4

Silver halide film, II.23.7–II.23.8
Silver halide photographic layers:

development effects in, I.20.13
emulsion in, I.20.4
exposure of, I.20.6
grains in, I.20.4
optical density of, I.20.6
processing, I.20.5
reciprocity failure in, I.20.12–I.20.13
spectral sensitivity in, I.20.11–I.20.12, I.20.12f
structure of, I.20.4

Simple lenses:
imaging by, II.1.5f
thermal focus shift of, I.39.2

Simulated annealing, I.34.20
Simulator sickness, III.12.33
Simultaneous measurement, II.30.20
Simultaneous multiple surfaces (SMS) concentra-

tors, III.2.18, III.2.18f
Sine plate, II.29.13f
Single-channel video transmission, IV.2.14
Single-component development, in xerographic

systems, III.5.9, III.5.9f
Single-crystal (SC) fiber, IV.14.2t–IV.14.3t,

IV.14.8–IV.14.10, IV.14.10f
Single element lenses, II.1.11–II.1.12, II.1.12f,

II.1.13–II.1.16, II.1.16f–II.1.17f
performance of, II.1.36–II.1.37

Single-hop network, IV.13.14
Single lens reflex cameras (see Cameras, SLR)
Single-longitudinal-mode lasers (SLM),

I.13.41–I.13.42, IV.2.6
Single-mode fiber (SMF), IV.1.9, IV.2.1–IV.2.2

for coherent communications links, IV.1.39
cut-back method applied to, IV.1.15
and dispersion, IV.1.11, IV.1.13f, IV.1.17, IV.2.4,

IV.2.4n, IV.6.11, IV.6.11f
effect area of, IV.3.7
electric field of, IV.13.4
and gain-guided lasers, IV.4.14
long-distance applications for, IV.1.9, IV.1.11
noise in, IV.6.17
nonlinearities in, IV.3.1
normalized variables for, IV.1.11–IV.1.12

Single-mode fiber (SMF) (Cont.):
polarization modes in, IV.8.6
in telecom systems, IV.4.3
transmission loss for, IV.6.7

Single-mode lasers, IV.12.27
for high-cost communications systems, IV.4.12
index-guided, IV.4.14
operation of, IV.26.18

Single-mode SC duplex fiber-optic connector,
IV.16.5, IV.16.5f

Single quantum well (SQW), IV.4.29, IV.4.31f
Single scattering, III.3.4–III.3.8

coherent, III.3.5–III.3.7
dynamic, III.3.7–III.3.8
incoherent, III.3.4–III.3.5

Single-scattering albedo, spectral, I.43.12
Single-sheeted mirror, III.10.1
Single transverse mode, for VCSELs, IV.4.48
Single-use cameras, III.6.26–III.6.27
Singly-resonant optical parametric oscillator

(SRO), II.38.19–II.38.20
Singly resonant oscillator (SRO),

IV.22.14–IV.22.15, IV.22.50
cavity geometries for, IV.22.33–IV.22.34,

IV.22.34f
conversion efficiency in, IV.22.20–IV.22.21,

IV.22.21t, IV.22.38
devices using, IV.22.32–IV.22.35
parameters for, IV.22.33t
pulsed, IV.22.50–IV.22.51
pump-enhanced, IV.22.15
steady-state threshold in, IV.22.15–IV.22.16,

IV.22.21t
tuning of, IV.22.34–IV.22.35

Singular value decomposition (SVD),
I.26.47–I.26.48, I.26.48f, III.1.27

Sinusoidal grating patches, I.29.4, I.29.5f
Sinusoids, in vision science, III.10.4
Sisyphus laser cooling, IV.28.17
SI units (Système International d’Unités),

II.24.22, II.29.2, III.7.2, III.14.3
base units in, III.7.2, III.14.4–III.14.7, III.14.4t
vs. English units, III.14.7–III.14.8, III.14.8t

Size of source effect, II.24.36–II.24.37
Skew (eye) movement, III.12.2, III.12.23
Skew invariant, I.1.25, I.1.61
Skew rays, I.1.25–I.1.26, I.1.39, III.2.7, III.2.13,

III.21.4, IV.1.8, IV.1.8f
in concentrator geometries, III.2.20–III.2.21,

III.2.21f
Skin depth, II.35.6
Skot, III.7.8
Slater parameters, I.8.14–I.8.15, I.8.19
Slater wavefunctions, I.8.14
Slide film, III.6.10, III.6.23
Sliding frequency-guiding filters, IV.7.8–IV.7.9
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Slit width, effect of, I.2.15
Slope error (SLE), and mirror surface quality,

III.26.4–III.26.5, III.28.5
Slowly varying envelope approximation (SVEA),

IV.3.2, IV.3.4
Smakula’s formula, II.20.4
Smart pixels, and VCSELs, IV.4.45
Smear, I.22.32
Smirnov, M. S., III.10.2–III.10.3
Smith and Baker absorption values, I.43.22,

I.43.23t
Smith invariant, I.1.84
Smoothing, I.42.54
Snell’s law, I.1.11, I.1.24, I.1.27, I.5.4, I.9.11, I.9.23,

I.12.7, II.3.2, II.3.4, II.3.22, III.9.2,
III.9.13–III.9.14, III.19.7, III.19.10, III.36.5

Snow blindness, III.15.4–III.15.5
SOAR, I.38.28
Society of Photooptical Instrumentation Engi-

neers (SPIE), III.2.13
Sodium (laser) guide star, III.1.29,

III.1.33–III.1.35
Sodium nitrate, II.3.25
Softening temperature, II.33.34
Software:

atmospheric transmission (see Atmospheric
transmission software)

for nonimaging optics systems, III.2.8
optical design (see Optical design software)
for X-ray optics modeling, III.19.10, III.26.4

Solar cell covers, I.42.58f, I.42.59
SolarChem, II.37.37

BRDF of, II.37.54f
Solar collection:

CPC use in, III.2.15
and étendue, III.2.4
requirements of, III.2.1

Solar radiation:
and cataracts, III.13.8
exposure to, III.13.5, III.15.1–III.15.2, III.15.4
and ozone depletion, III.15.6

Solar retinitis, III.15.1, III.15.7
Solar simulators:

mixing rods in, III.2.33
Soleil compensator, II.3.57, II.3.59, II.3.59f,

II.3.60
Solid angle, II.24.10, II.24.10f, III.7.3–III.7.4,

III.7.4f, III.14.5, III.14.5f
for biological photoreceptor waveguiding,

III.9.4, III.9.5f
in radiation transfer, III.2.5, III.2.6f

Solids:
mechanical properties of, I.9.4
optical properties of, I.9.24
propagation of light in, I.9.4

Solid-state array:
architecture for, III.4.3–III.4.9, III.4.20
performance of, III.4.9–III.4.13
in solid-state camera, III.4.2
versatility of, III.4.21

Solid-state camera, III.4.1–III.4.21
imaging system applications of, III.4.3
output analysis for, III.4.20–III.4.21
performance of, III.4.13–III.4.15
resolution of, III.4.15–III.4.17

Solid-state ion chambers, III.34.5
Solid-state lasers, I.11.13–I.11.14, I.11.18, I.11.19f,

I.14.13
Solid-state sum-frequency laser, III.1.34, III.1.34f,

III.1.35, III.1.35f
Solid-state theory, photography application of,

III.6.8
Solitary lasers, IV.25.15
Soliton lasers, I.14.6–I.14.7, I.14.18–I.14.19
Soliton mode locking, IV.25.9f, IV.25.13–IV.25.14
Soliton perturbation theory, IV.25.13
Solitons, II.10.30, II.10.40

applications for, IV.12.42
frequency of, controlling, IV.7.7–IV.7.8
generation of, IV.3.1, IV.3.3, IV.17.25–IV.17.26,

IV.25.13
in long-distance transmissions, IV.2.12, IV.7.5
nature of, IV.7.2–IV.7.4
propagation of, IV.1.40–IV.1.41, IV.1.41f,

IV.1.41t, IV.1.42, IV.17.14
in optical fibers, II.10.9, II.10.38

properties of, IV.7.4–IV.7.5
purpose of, IV.7.1–IV.7.2
and self-switching, IV.21.4
in stimulated Raman scattering,

IV.18.26–IV.18.29, IV.18.29f
transmission and amplification of, II.10.29
in ultrashort pulse transmissions,

IV.1.31–IV.1.32
Soliton transmission systems, IV.7.5–IV.7.7

dispersion-managed (DM), IV.7.12–IV.7.13,
IV.7.13f, IV.7.14–IV.7.15

frequency-guiding filters in, IV.7.7–IV.7.9
wavelength-division multiplexing,

IV.7.9–IV.7.12
Solves, I.34.4

specifications of, I.34.6
SONET rings, IV.2.16, IV.13.13
SOR 3.5-m telescope AO system, III.1.36
Source calibrations in the ultraviolet,

I.10.10–I.10.11
Source diameter, wavelength in, I.12.36
Source irradiance, III.15.8
Source modeling, for nonimaging optics,

III.2.7–III.2.8
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Sources:
in optical communication systems, IV.4.1
in photosensitivity, IV.9.2

Space curves, differential geometry of, I.1.20–I.1.21
Space Eikonometer, III.11.15
Space-integrating compressive receiver,

II.12.45–II.12.46
Space-integrating correlator, I.30.13
Space Interferometry Mission, III.28.12
Space perception, III.12.3–III.12.4

distortion by monocular magnification,
III.12.13–III.12.17

distortion by unequal binocular magnification,
III.12.17–III.12.20

and prism, III.12.20–III.12.21
Space switching, II.6.32
Spar cutting, II.3.13
Spatial contrast sensitivity, I.25.24–I.25.25
Spatial contrast sensitivity function, III.17.3
Spatial dilution, III.2.6
Spatial filters, I.25.25, I.28.22, I.30.8, I.30.8f
Spatial frequency, II.32.2
Spatial hole burning, I.11.31, IV.4.15,

IV.4.48–IV.4.49, IV.12.2, IV.12.26
Spatial mode:

in lasers, IV.4.15
in VCSELs, IV.4.59

Spatial multiplexing, II.39.35
Spatial sinusoid, I.25.21, I.25.27f
Spatial walkoff, in parametric generation,

IV.22.63–IV.22.64
Specific heat, II.35.8

of aluminum, II.35.70f
of beryllium, II.35.72f
of copper, II.35.70f
of gold, II.35.70f
of iron, II.35.71f
of molybdenum, II.35.71f
of nickel, II.35.71f
of silicon, II.35.72f
of silver, II.35.70f
of stainless steel, II.35.71f
temperature dependence of, in metals,

II.35.68t–II.35.69t
Speckle, I.4.23–I.4.24
Speckle effects:

in BSDF, II.26.12
with mixing rods, III.2.33
in monochromatic beam, III.26.5
in multiple scattering, III.3.15–III.3.16
on synchrotron beam lines, III.35.4

Speckle fields, generation of, I.28.22
Speckle spectroscopy, III.26.5
Spectacles, for vision correction, III.10.2, III.10.11

for aniseikonia, III.12.18

Spectacles, for vision correction (Cont.):
for anisometropia, III.12.23
for cataracts, III.11.13
and eye movement, III.12.29–III.12.30
lenses for, III.11.2, III.11.6–III.11.10
optic axes of, III.18.4
vertex error from, III.11.1
(See also Bifocal spectacles)

Spectra:
atomic, II.28.14
homogeneous lineshape of, II.28.14

Spectral bands, for infrared imaging, I.23.5–I.23.6,
I.23.6f

Spectral data:
linear models and, I.26.28–I.26.29
singular value decomposition (SVD) and,

I.26.28
Spectral density, in lasers, IV.27.3–IV.27.4
Spectral diffusion, IV.24.14, IV.24.16–IV.24.17
Spectral errors, II.24.39–II.24.40
Spectral filter, narrow-line, as optical limiter,

IV.19.1
Spectral hole, IV.25.21
Spectral hole burning, IV.4.15
Spectral inversion, IV.3.11, IV.3.11f, IV.3.12
Spectral luminous efficiency function for photopic

vision, III.7.8–III.7.9, III.7.9f, III.7.16,
III.7.16t, III.7.17f, III.14.2

Spectral luminous efficiency function for scotopic
vision, III.7.9, III.7.9f–III.7.10f

Spectral mode:
in lasers, IV.4.15
in VCSELs, IV.4.49

Spectral representation, I.4.24
Spectral sensitizing dyes, III.6.14–III.6.19
Spectrograph, III.21.4

off-axis, double-pass, II.5.13f
Pfund, II.5.13f

Spectroheliograms, II.11.6
Spectrometers, II.25.10, III.34.4, III.35.16

dispersion, II.36.63
double-beam, II.20.4, II.20.5f
Fourier transform, I.42.16, II.36.63, II.36.63f,

II.36.64–II.36.65, II.36.74
grating, II.20.6
luminescence, II.20.5–II.20.6

using phase-sensitive detection, II.20.8,
II.20.8f, II.20.9

luminescence excitation, II.20.11, II.20.11f,
II.20.12, II.20.12f

mirror, II.5.8f
modulation, II.36.67, II.36.67f, II.36.68, II.36.70
neutron gravity, III.36.6f
optical absorption, II.20.2–II.20.3

absorption coefficient in, II.20.3
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Spectrometers (Cont.):
optically detected magnetic resonance

(ODMR), II.20.22f
Perkins-Elmer Model 112, II.5.9f
phase sensitive detection, II.20.13
polarization, II.20.15, II.20.15f
polarized absorption, II.20.26
prism, II.5.1, II.5.3f

Bunsen-Kirchoff, II.5.5f
Perkin-Elmer Model, II.5.4

rapid-scan, II.12.42
unicam prism-grating, II.5.15f
(See also Spectroscopy)

Spectrophotometer, I.42.16, II.25.9
double-beam, II.20.4, II.20.5f
(See also Spectrometers)

Spectropolarimetry, II.22.8
for chemical applications, II.22.26

Spectroradiometers, II.5.1, II.5.2f
prism/grating, II.5.14t

Spectroradiometry, III.7.16, III.14.1
Spectroradiometry, I.27.22
Spectroscopic phenomena, quantum basis of, I.8.4
Spectroscopic systems:

broadband, II.36.62
components of, II.36.61–II.36.62, II.36.62f
laser, II.36.62–II.36.63
reflection in, II.36.65
transmission/absorption in, II.36.65–II.36.67

Spectroscopic techniques, nonlinear, II.36.61
Spectroscopic transition, rates of, I.8.6–I.8.7
Spectroscopy:

adaptive optics for, III.1.14–III.1.15
atomic, II.28.5
and atom trapping, IV.28.19–IV.28.20
coherent, Raman interactions in, IV.18.43,

IV.18.43t, IV.18.44f
coherent anti-Stokes Raman, II.36.58
coherent Stokes Raman (CSRS), II.36.58
coherent transient, IV.24.25–IV.24.27
of condensed matter, II.28.8
differential transmission, IV.25.19–IV.25.22
Doppler-free saturation, II.20.25f
electric-field-modulated reflection, II.36.70
electromagnetically induced transparency in,

IV.23.3
evanescent wave, IV.14.14
excitation, II.28.22
excitation photoluminescence (PLE), II.36.76
FM, IV.27.14
Fourier transform, II.28.5
gas-phase, I.8.9
H-atom, I.8.11
high-resolution time-domain, IV.22.55
Lamb dip, II.28.5, II.28.7f

Spectroscopy (Cont.):
laser absorption saturation, I.8.12
laser cooling in, IV.28.27
and laser stabilization, IV.27.12–IV.27.16
laser Stark, II.20.27, II.20.27f, II.20.28, II.20.28f,

II.20.29
linear dichroism, III.25.2
luminescence, II.36.72
modulation transfer, IV.27.20
molecular, II.28.6

gas-phase, II.28.5
neutron, III.36.13
of 1–electron atoms, I.8.10–I.8.12
optical, I.8.14, II.36.6, IV.24.2–IV.24.3
optical hole-burning (OHB), II.20.24, II.20.24f,

II.20.25–II.20.26, II.20.26f
optical transfer function in, III.1.22–III.1.23
photo-associative, IV.28.28–IV.28.30, IV.28.30f
photon correlation, III.3.8
photon echo, IV.24.25–IV.24.26, IV.24.26f
polarization, II.28.23–II.28.24, IV.27.13
pump probe, IV.25.19–IV.25.20
Raman, II.28.18–II.28.19, II.28.19f,

II.36.57–II.36.58, II.36.59f, II.36.61
Raman-induced Kerr-effect (RIKES), II.36.58
reflection gratings in, III.21.3
saturated absorption, II.20.25
solid state, I.8.25, II.28.14

polarization effects in, II.28.23
speckle, III.26.5
Stark, II.28.14
time-of-flight (TOF), II.28.7–II.28.8
transition-metal ion, II.28.11
trapped ion, IV.28.19
ultrafast, IV.25.4, IV.25.15–IV.25.17,

IV.25.20–IV.25.24
ultraviolet photoemission (UPS), II.36.33
X-ray photoemission (XPS), II.36.33
Zeeman, II.28.24–II.28.26
(See also Spectrometers)

Spectrum:
of light, I.4.20, I.4.24

limitations, I.4.20
normalized, I.4.6

secondary, II.18.42
Spectrum analyzer, II.29.28
Specular reflection, I.6.4–I.6.5
Spheres, coated, I.6.15–I.6.16
Spherical aberration, I.1.98, II.18.42, III.10.4,

III.10.7, III.18.10
in achromatic doublets, II.1.24
in landscape lenses, II.1.18, II.1.19f
left-hand solution for, II.1.24
in lenses, II.1.11
reciprocal object distance and, II.1.13f–II.1.14f
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Spherical aberration (Cont.):
right-hand solution for, II.1.24
shape factor and, II.1.14f
in single lenses, II.1.11–II.1.12, II.1.14f
zonal, II.18.42

Spherical-grating monochromator (SGM),
III.21.5, III.21.8

Spherical lenses, in nonimaging optics systems,
III.2.8–III.2.9

Spherical Micro Integrated Lenses (SMILE) 
(see Microlenses, SMILE)

Spherical primary objectives, with Schmidt princi-
pal, II.18.20, II.18.20f

Spherical surfaces, I.1.37
refraction and reflection by, I.1.41
tracing rays in, I.1.39

Spherical waves, I.2.4–I.2.5, I.2.9–I.2.10, I.2.10f,
I.2.12f–I.2.13f, I.3.3f, I.3.4

Spherochromatism, I.33.3
Sphero-cylindrical lens, III.11.3, III.11.3f, III.11.5
Spherometers, II.29.21, II.29.21f, II.29.23

automatic, II.29.22
bar, II.29.22, II.29.23t
mechanical, II.29.22
precision, II.29.22t

Spire Corp. baffles:
reflectance in, II.37.59f

Splay, II.34.12
Splice:

of fiber amplifiers, IV.11.4
loss from, IV.6.8t, IV.6.14, IV.6.17
types of, IV.6.9

Spline surfaces, III.2.7
Split-off band, and strained quantum wells,

IV.4.33
Splitter, IV.10.2, IV.10.3f

design of, IV.10.9, IV.10.9f
polarization, IV.8.7f
tapered fiber, IV.8.1, IV.8.6

Spontaneous decay rate, I.8.9
Spontaneous emission, IV.12.2, IV.28.1–IV.28.2

from amplifiers, IV.7.6
from free-electron lasers, IV.26.44
in laser cooling, IV.28.2–IV.28.3, IV.28.17,

IV.28.19
from lasers, IV.4.10–IV.4.11, IV.4.18, IV.4.20,

IV.4.22, IV.26.31, IV.26.35, IV.26.43
from LEDs, IV.4.39–IV.4.41, IV.12.26
in optical molasses, IV.28.12–IV.28.13
parametric, IV.22.8
and photonic crystal microcavities, IV.20.8,

IV.20.11–IV.20.12
in quantum theory, IV.26.8–IV.26.9, IV.26.9f,

IV.26.10, IV.26.13, IV.28.5
Spontaneous Raman scattering, IV.18.3, IV.18.22

Spot-diagram analysis, I.34.15–I.34.17
Spurious-free dynamic range (SFDR), IV.6.7
Sputtering, magnetron, I.42.15
Square root law, I.25.27
Squeezed light states, I.4.2
Squirm, II.3.17
Stable mode, I.11.26
Stacked-actuator mirrors, III.1.38–III.1.40
Stadia, II.29.3

range meter, II.29.3f
Stage scanning, II.17.40
Stainless steel, specific heat of, II.35.71f
Standard deviation, II.24.24
Standard rate equation model, II.39.3–II.39.4
Standards:

cathode ray tube (CRT)
colorimetric, I.27.15
synchronization, I.27.14

color, for liquid crystal displays (LCDs), I.27.42
deuterium lamp, I.10.10
international specifications, I.35.10
IR radiometric, I.10.9
ISO specifications, I.35.11
on jitter, IV.6.16
lamp, I.10.8
for lamp safety, III.15.15
for laser safety, III.15.13–III.15.14
luminous flux, I.10.9
luminous intensity, I.10.8
oculars, design for, II.17.21
for optical communications, IV.16.1–IV.16.8
photometric, I.10.8
radiation, I.10.8
in radiometry/photometry, III.7.2–III.7.3,

III.14.3
reflectance, II.25.14–II.25.15, II.25.15t
for solid-state camera output, III.4.20–III.4.21
for spectacle prescriptions, III.11.10
tungsten-filament lamps, I.10.10
tungsten lamp, I.10.10
types of, II.29.2
for UV radiation exposure, III.15.6
(See also specific standards)

Standing wave:
de Broglie, IV.28.37
light intensity in, IV.28.22
optical force from, IV.28.6–IV.28.8, IV.28.11
and optical lattices, IV.28.30–IV.28.32, IV.28.32f
production of, IV.28.16

Stanford/MSFC Multispectral Solar Telescope
Array, II.11.6

Star architecture, in power-limited transmission
medium, IV.2.13

Star concentrator, III.2.21
Staring arrays, I.23.7, I.23.15
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Stark effect, II.28.23, II.39.22, IV.4.2, IV.4.57,
IV.4.58f, IV.17.5t, IV.17.12, IV.17.14–IV.17.15,
IV.17.25, IV.23.20

Star network topology, IV.13.13–IV.13.14,
IV.13.14f

in FDDI, IV.16.3
Static state director’s distribution, in LC cells,

II.14.15–II.14.16, II.14.16f
Statistical radiometry, I.4.24
Steering mirrors, III.1.17–III.1.18
Stefan-Boltzmann’s law, III.14.12
Step-index fibers, IV.1.7, IV.1.9, IV.1.11

Bessel functions for, IV.1.9f
core diameter-wavelength relation for, IV.1.12
dispersion in, IV.2.3–IV.2.4
index profile for, IV.1.19f

Steradian, III.7.3, III.14.5
Stereoacuity, I.25.43, II.2.13
Stereopsis, I.24.37, I.25.42–I.25.43

and aging, III.13.18
calculation of, III.12.12
DaVinci, III.12.4
definition of, III.12.2
in head-mounted display systems,

III.12.31–III.12.32
and intraocular blur, III.12.19–III.12.20
and magnification, III.12.10f, III.12.14–III.12.15

Stereoscopic acuity, I.24.38–I.24.39, I.24.39f
Stereoscopic instruments, I.24.39
Sterilamps, I.10.35
Steward Observatory group, III.1.7
Stigmatic imaging, I.1.33, I.1.35
Stilb, III.7.8
Stiles-Crawford effect, I.24.12, I.24.12f, I.24.13,

I.24.20, I.25.8, III.9.2, III.9.6f
first kind (SCE I), III.9.3, III.9.5–III.9.7,

III.9.13, III.9.21–III.9.22, III.9.29
second kind (SCE II), III.9.5, III.9.22

Stimulated Brillouin scattering (SBS),
II.10.37–II.10.38, II.39.9, IV.1.39–IV.1.40,
IV.3.1, IV.3.7–IV.3.9, IV.17.16–IV.17.17,
IV.17.20

backward, IV.18.48
beam geometry for, IV.3.8f
equations for, IV.18.45–IV.18.49
frequency shift in, IV.18.46–IV.18.48
gain in, IV.18.47–IV.18.49
k vector diagrams for, IV.18.46f–IV.18.47f
linewidth in, IV.18.48
noise buildup in, IV.18.49
parameters for various materials,

IV.18.51t–IV.18.53t
for phase conjugation, IV.18.45,

IV.18.49–IV.18.50, IV.18.50f, IV.18.54,
IV.18.54f

Stimulated emission, IV.12.2, IV.28.2
from atomic beam slowing, IV.28.10
from lasers, IV.4.11, IV.4.45, IV.12.26, IV.26.18
in quantum theory, IV.26.8–IV.26.9, IV.26.9f,

IV.26.10
Stimulated photon echo, IV.24.15, IV.24.15f,

IV.24.16–IV.24.17, IV.24.17f, IV.24.18,
IV.24.18f

Stimulated photorefractive scattering (SPS),
II.39.10

Stimulated Raman Adiabatic Passage (STIRAP),
IV.23.4

Stimulated Raman scattering (SRS),
IV.1.39–IV.1.40, IV.1.42, IV.3.1, IV.3.4–IV.3.7,
IV.17.5t, IV.17.19, IV.17.19f, IV.17.20, IV.18.4

applications for, IV.18.42–IV.18.44
backward, IV.18.42
beam geometry for, IV.3.5, IV.3.5f
broadband effects in, IV.18.29–IV.18.30,

IV.18.30f, IV.18.31–IV.18.32
equations for, IV.18.6–IV.18.7, IV.18.20t,

IV.18.22
and focused beams, IV.18.40–IV.18.42
frequency shifts in, IV.18.11t–IV.18.15t, IV.23.27
gain in, IV.18.8–IV.18.9, IV.18.16t–IV.18.18t,

IV.18.42
gain narrowing in, IV.18.16, IV.18.21
geometries for, IV.18.4, IV.18.5f
linewidth in, IV.18.9, IV.18.10f,

IV.18.16t–IV.18.18t, IV.18.32
multiple Stokes generation in, IV.18.39,

IV.18.41f
for phase conjugation, IV.18.49
phase pulling in, IV.18.25–IV.18.26, IV.18.28f
photon interactions in, IV.18.21–IV.18.22
polarization dependence in, IV.18.42, IV.18.42t
pulsed transient effects in, IV.18.23–IV.18.24,

IV.18.24f, IV.18.25, IV.18.25t, IV.18.26f
pump depletion in, IV.18.9–IV.18.10,

IV.18.15–IV.18.16, IV.18.21f, IV.18.23,
IV.18.31

soliton solutions in, IV.18.26–IV.18.29, IV.18.29f
Stokes/anti-Stokes, IV.18.2, IV.18.2f, IV.18.4,

IV.18.33–IV.18.35
(See also Anti-Stokes scattering)

Stokes noise in, IV.18.35–IV.18.39, IV18.40f
temperature dependence in, IV.18.19t–IV.18.20t

Stimulated Rayleigh scattering, IV.17.20
Stimulated Rayleigh-wing scattering, IV.17.5t
Stimuli, constant, I.29.10
Stimulus sequencing, I.29.10
Stochastic errors, II.29.2
Stokes-Poincaré parameters, III.25.8
Stokes scattering matrix, I.7.2
Stokes shift, II.28.17
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Stokes-shifted Brillouin scattering, IV.3.7–IV.3.9,
IV.17.20, IV.18.44, 17.17

Stokes-shifted Raman scattering, IV.3.4–IV.3.7,
IV.17.17, IV.17.17f, IV.17.18, IV.18.1–IV.18.2,
IV.18.2f, IV.18.3, IV.18.3t

Stokes sideband, I.8.27f, I.8.29
Stokes vectors, I.5.26–I.5.27, II.22.4,

II.22.8–II.22.9, II.22.11t–II.22.12t, II.22.16,
II.22.28

definition of, II.22.8–II.22.9
measurement, II.22.16

Stokes wave, II.39.9
Stop placement, I.38.6
Stop shift, I.1.100
Storage media, alternative, I.31.31
Storage rings, as synchrotron radiation sources,

III.32.2–III.32.3, III.32.3f, III.32.10
Strabismus, III.12.2, III.16.5
Straightness measurements, II.29.12
Strain, IV.4.2, IV.4.15, IV.4.29
Strained layers, in LEDs, IV.4.40
Strained layer (SL) lasers, IV.4.1, IV.4.31–IV.4.34

band diagrams for, IV.4.32f
Strained-layer superlattices (SLSs), II.28.13,

II.28.13f
Stratified-medium model (SMM), II.27.4
STRAY, I.38.28
Stray light, III.13.11

Monte Carlo techniques used to evaluate,
III.2.7

Strehl ratio, I.7.11, II.11.6
in adaptive optics system design,

III.1.40–III.1.42, III.1.44–III.1.48
atmospheric tilt effect on, III.1.15–III.1.17,

III.1.23
definition of, III.10.2
from focus anisoplanatism, III.1.30,

III.1.31f–III.1.32f
and human eye aberrations, III.10.7f, III.10.8
jitter effect on, III.1.18f
for least-squares adaptive estimator, III.1.37f
in spectroscopy, III.1.14–III.1.15, III.1.22
and tracking bandwidth, III.1.20f, III. 1. 24f

Stress-optical measurements, I.5.26
String method (edge rays), in concentrator design,

III.2.23
Stripe geometry, in lasers, IV.4.6
Stripe lasers:

GaAs/AlGaAs, I.13.9f
ion bombardment, I.13.8

Strip loading, IV.4.7
Strip mirror integrator (SMI), III.2.41
Stroma, III.13.5–III.13.6
Strontium barium niobate (SBN), II.39.17
Strontium titanate, refractive index for, II.33.72t

Structure functions, III.1.9
Strut design, I.38.22, I.38.22f
Stylus writing, III.5.5
Subaperture:

in adaptive optics system design,
III.1.40–III.1.46

in Shack-Hartmann sensor, III.1.25–III.1.27
Subjective amplitude of accommodation, I.24.30
Sub-picosecond relaxation, II.20.14, II.20.14f
Substrate growth:

Bridgeman technique, I.12.22
gradient-freeze technique, I.12.22
Liquid Encapsulated Czochralski (LEC) tech-

nique, I.12.22
Substrate materials:

mechanical properties of, II.33.50t–II.33.51t
physical properties of, II.33.44t
thermal properties of, II.33.54t–II.33.55t

Substrates, I.12.21
doping, in LEDs, I.12.22
growth techniques for, I.12.22

Sum-and-difference-frequency processes,
II.38.14–II.38.16

Sum frequency generation (SFG), IV.17.4,
IV.17.5t, IV.17.7, IV.17.16, IV.17.25, IV.22.3,
IV.25.18

Sum rule relationships, II.33.11, II.36.11
Sum rules, for electronic interactions, I.9.15–I.9.16
Superconducting tunneling junction (STJ) detec-

tors, III.34.9
Supermirrors, III.24.6, III.35.9, III.36.9, III.36.13
Superposition:

coherent, of atomic states, IV.23.6–IV.23.7
as nonimaging optics uniformity control, III.2.2,

III.2.33, III.2.34f–III.2.35f, III.2.40–III.2.41
in X-ray diffraction, III.35.6

Supersensitizers, in color photography,
III.6.15–III.6.16, III.6.16f

Surface acoustic wave (SAW), II.12.2, II.12.47
Surface acoustic wave (SAW) devices, II.6.14
Surface current, I.22.11–I.22.12, I.22.12n
Surface-emitting lasers (SEL), I.13.42–I.13.43,

I.13.44f, I.13.45
distributed grating, I.13.43
with a 45° mirror, I.13.42

Surface-emitting LEDs (S-LEDs),
IV.4.39–IV.4.40, IV.4.40f, IV.4.41–IV.4.42

Surface location, I.34.5
Surface power spectral density (PSD) function,

II.11.2, II.11.22, II.11.24, II.11.24f–II.11.25f
Surface profile, I.34.5–I.34.6
Surfaces:

color coordinates of, I.26.30
in colorimetry, I.26.25
description of, I.1.36
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Surfaces (Cont.):
fractal errors in, I.7.12
illuminates, simulation of, I.26.30
nonsequential, I.34.7
of revolution, I.1.37f
spherical, I.1.37, I.1.39, I.1.41

Surface scattering, I.7.1–I.7.2
scalar treatment for, II.11.25

Surface transfer function, of scattering surfaces,
II.11.18, II.11.18f

Sweatt model, of ray tracing, II.8.4
Sweep-out, I.15.18
Swept-carrier time-domain optical memory,

IV.24.24
Swept-frequency methods, IV.1.17
Switch, IV.10.5, IV.10.5f, IV.10.11, IV.10.11f

acousto-optic tunable wavelength, II.6.25
all-optical, IV.12.36–IV.12.38, IV.12.38f,

IV.13.15
Benes, II.6.32, II.6.33f
crossbar, II.6.32
directional coupler, II.6.23–II.6.24, II.6.24f
integrated optical, II.6.32
tapered fiber, IV.8.1, IV.8.5, IV.8.5f

Switching:
circuit, IV.13.16, IV.13.16f
control signal, IV.21.2
in networks, IV.2.13
packet, IV.13.16, IV.13.16f, IV.13.17
protection, in SONET rings, IV.13.13
self-, IV.21.2, IV.21.4
in time-division multiplexing, IV.12.8, IV.12.8f
(See also All-optical switching)

Symmetrical lenses, II.1.27–II.1.28
double astigmat, II.1.32f

Symmetry properties, of materials, II.33.7
Synchronization:

in demultiplexing, IV.12.9
in time-division multiple access,

IV.12.16–IV.12.18
in time-division multiplexing, IV.12.19–IV.12.20

Synchronous digital hierarchy (SDH), IV.2.16,
IV.12.20–IV.12.21

Synchronously pumped parametric oscillator
(SPPO), IV.22.55–IV.22.60

femtosecond, IV.22.57–IV.22.60, IV.22.60f
picosecond, IV.22.55–IV.22.57, IV.22.58f

Synchronous optical network (SONET), IV.2.16,
IV.12.20–IV.12.23, IV.12.23f, IV.16.6

and FDDI, IV.16.4
Synchronous payload envelope (SPE),

IV.12.22–IV.12.23
Synchronous pumping, in ultra-short-pulse OPOs,

IV.22.55
Synchronous transmission signal (STS),

IV.12.22–IV.12.23, IV.16.6

Synchrotron radiation, II.24.28–II.24.29
from bending magnets, III.3.6f, III.32.3–III.3.6,

III.32.7–III.32.9, III.32.9f, III.32.10
function of, III.32.2, III.32.3f
from insertion devices, III.32.10–III.32.18
and ionization chambers, III.34.4
and linearly polarized X rays, III.25.2–III.25.3
output from, III.32.4, III.32.5f
sources of, III.32.1–III.32.2, III.32.19
speckle effects with, III.35.4

Synchrotron sources, II.11.2
Synchrotron X-ray optics, III.19.6, III.19.10,

III.22.4, III.26.3–III.26.6, III.35.3, III.37.3
vs. point source/optic combination, III.35.5
polycapillary application for, III.30.14,

III.30.15t
in protein crystallography, III.35.14
and Schwarzschild objective, III.27.4

Synthetic aperture radar, I.30.8–I.30.9, I.30.9f
Systematic error, II.29.2
System calibration, II.26.13–II.26.14
System combinations, gaussian properties of,

I.1.68
Systems of revolution:

angle of incidence in, I.1.43
axial object and, I.1.46
description of, I.1.35
image locations in, I.1.44, I.1.46, I.1.46f
magnification in, I.1.46
paraxial limit in, I.1.42
paraxial optics of, I.1.41, I.1.45
paraxial ray tracing in, I.1.44
principal focal lengths in, I.1.44
reflection in, I.1.43
refraction in, I.1.43
surface power in, I.1.43
three-ray rule in, I.1.46
transfer in, I.1.42
two-ray paraxial invariant, I.1.45

Tailoring, as nonimaging optics uniformity con-
trol, III.2.2, III.2.24, III.2.38–III.2.40

Talystep roughness, I.7.11
Tanabe-Sugano diagrams, II.28.10, II.28.10f,

II.28.11, II.28.20
Tandem limiter, IV.19.6–IV.19.7
Tangential fans, I.1.39
Tangential phase matching (TPM), II.12.11
Tapered fibers, IV.8.1–IV.8.8

bending in, IV.8.5, IV.8.5f
Tapered single-mode fiber-optic power splitter,

IV.8.1
Tapped bus, in power-limited transmission

medium, IV.2.13
Target brightness, III.1.46, III.1.46f, III.1.47,

III.1.47f
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Target detection, III.4.3, III.17.5
Tatarskii, V. I., III.1.8–III.1.9, III.1.11
Taylor expansions, I.1.45
T carriers, IV.12.23–IV.12.24
Tear production, III.13.6
Technical specifications, for optical systems, I.35.2
Technology mirror assemble (TMA), II.11.4
Teflon, in optical black surfaces, II.37.27–II.37.28
Telecentric distribution, in nonimaging optics sys-

tems, III.2.18
Telecentricity, I.1.91, I.1.91f, II.19.31–II.19.32,

II.19.32f
Telecentric lenses, I.1.91, I.1.91f, II.2.11–II.2.12
Telecentric stop, II.1.8
Telecom devices, IV.4.1
Telecommunications:

edge-emitting lasers as source for, IV.4.3
long distance, IV.1.9, IV.1.11, IV.1.47
optical fiber applications for, IV.1.21
optimal laser source for, IV.4.3

Telecom systems, IV.6.1–IV.6.2
Telephoto lenses, I.1.57, II.1.29–II.1.30

reverse, II.1.30, II.1.35f
Telepresence, III.12.31
Telescopes, I.4.24

adaptive optics used in, III.1.4, III.1.6f,
III.1.41–III.1.48

aperture in, III.1.7, III.1.15, III.1.17
astronomical (see Telescopes, keplerian)
broadband X-ray (BBXRT), II.11.5,

II.11.12–II.11.13, II.11.13f
Canada-France-Hawaii, III.1.24
Cassegrain, II.2.20, II.11.4, II.32.4, III.27.1,

III.28.1
Cassegrain-Mersenne, afocal, II.18.10f
dual-field-of-view infrared, I.39.12
galilean, II.2.14

field of view in, II.2.14–II.2.15
Gemini North 8-m, III.1.22, III.1.23f
grazing incidence, II.11.14
Gregorian-Mersenne, afocal, II.18.13f
Hobby-Eberly, III.1.4
Hubble, II.30.23
inverse galilean, II.2.14–II.2.15, II.2.15f, II.2.16

field of view in, II.2.16
keplerian, II.2.7, II.2.7f, II.2.8–II.2.11
Kirkpatrick-Baez, II.11.3f
large binocular, III.1.8
Mersenne, II.2.19
micro-optic, II.8.8f
Multiple Mirror, III.1.8
Ritchey-Chretien, II.18.8f
ROSAT (Röntgensatellit), II.11.4–II.11.5
Stanford/MSFC Multispectral Solar Telescope

Array, II.11.6
subaperture in, III.1.42–III.1.46

Telescopes (Cont.):
terrestrial, II.2.10, II.2.10f
theodolite, II.29.15
three-mirror afocal, II.18.32, II.18.32f
unit magnification galilean, II.29.5, II.29.7f
and wavefront tilt, III.1.23, III.1.25
Wolter, II.11.3f–II.11.4f, II.11.5–II.11.6

diffraction-limited performance of, 
II.11.10

ghost images in, II.11.14, II.11.14f, II.11.15,
II.11.15f, II.11.16

XPECT, II.11.5, II.11.15, II.11.26
error budget in, II.11.27f

X ray, III.19.10, III.28.1
conical foil, II.11.26
grazing incidence, II.11.4, II.11.13
scattering effects in, II.11.16,

II.11.16f–II.11.17f
solar, II.11.27, II.11.27f

(See also Astronomy)
Telescopic lens (see Lenses, afocal)
Telestereoscope, III.12.15
Television:

aliasing on, III.4.18
closed-circuit, III.4.20
compression scheme for, III.17.7
digital, III.4.21
high-definition, III.4.21, III.6.27, III.17.10,

III.18.6
solid-state camera applications for, III.4.3

Temperature:
vs. absorptance, for molybdenum, II.35.53f
and frequency drift control, IV.27.18
and laser cooling, IV.28.3, IV.28.9
laser sensitivity to, IV.4.12–IV.4.13
tuning of, in optical parametric generation,

IV.22.62
Temperature change, homogeneous tolerable,

I.39.5–I.39.6
Temperature noise, I.15.10
Templates, II.29.21
Temporal despeckling, I.28.22
Temporal instability, II.35.11
Temporal sensitivity:

and aging, III.13.16–III.13.18
10Base-T, IV.16.7
Tensile strain, on quantum wells, IV.4.33–IV.4.34
Tensile strength, of optical fiber, IV.1.18–IV.1.19
Tensor characteristics, II.33.7, II.33.8t
Tensor-to-matrix conversions, II.33.32t
Terahertz optical asymmetric demultiplexer

(TOAD), IV.12.38
Ternary layers, IV.4.2
Tessar lenses, II.1.26f, II.1.27, II.1.33f
Test plates, II.29.21
Tests (see specific types)
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Texture:
imaging of, III.17.6
in visual perception, III.12.4–III.12.5,

III.12.13–III.12.14, III.12.14f
Theodolites, II.2.10, II.29.3, II.29.15

accessories for, II.29.16
Therapy:

neutron, III.35.34
X-ray radiation, III.35.33–III.35.34

Thermal blooming, IV.17.24
Thermal circuit theory, I.19.2
Thermal conductivity, II.33.36–II.33.37, II.33.37f,

II.35.8
Thermal cycling, II.35.11
Thermal defocus, I.39.4, I.39.16

compound optical construction and, I.39.4,
I.39.5f

Thermal detectors (see Detectors, thermal; Pho-
todetectors, thermal)

Thermal distortion, II.35.11
Thermal expansion, II.33.36, II.35.7–II.35.8
Thermal expansion match arrays, I.23.15
Thermal gradients:

effect of, I.39.6–I.39.7
transient longitudinal, I.39.16

Thermal injury, from optical radiation,
III.15.2–III.15.5, III.15.7–III.15.8

Thermal instability, II.35.11
Thermalization, of semiconductors,

IV.25.21–IV.25.22
Thermal noise, I.15.10

in photodetectors, IV.4.74–IV.4.75
Thermal runaway, IV.4.13
Thermistor bolometer, I.15.22–I.15.23
Thermistors, I.15.5, I.15.23f

D* of, I.15.22f
spectral response of, I.15.22f

Thermocouples, I.15.4, I.15.19, I.19.1–I.19.2, I.19.5
frequency spectra, I.15.20f
spectral response curves in, I.15.20f
unwanted, I.18.6

Thermodynamic equilibrium, I.11.2–I.11.3
Thermoluminescence (TL), II.36.72
Thermo-optic coefficient, II.33.25, II.33.28,

II.33.28f
Thermo-optic effect, as nonlinearity, IV.17.22
Thermopiles, I.15.4, I.15.10, I.15.20–I.15.21, I.19.2,

I.19.6
spectral absorption of, I.15.21f
spectral reflectance of, I.15.21f

Thermoplastic recording material, II.23.8–II.23.9
Thermoplastic resins, II.34.2
Thermoset resins, II.34.2
Thermotropic liquid crystals, II.14.3f–II.14.4f

dielectric constants in, II.14.6–II.14.7, II.14.7f
elastic constants in, II.14.8, II.14.8f–II.14.9f

Thermotropic liquid crystals (Cont.):
electronic structures in, II.14.3f
molecular vibrational absorptions in, II.14.5,

II.14.5f–II.14.6f
optical properties of, II.14.2
phenyl rings in, II.14.3f, II.14.4
refractive index dispersions in, II.14.4
viscosities of, II.14.9–II.14.10

�1/�2 concentrator, III.2.19, III.2.19f, III.2.20
Thin-film coatings:

contamination assessment techniques for,
II.37.18

design of, I.42.9
analytical synthesis methods of, I.42.15
graphical vector methods in, I.42.9
numerical methods in, I.42.10

manufacturing considerations of, I.42.14–I.42.16
materials, I.42.14
multilayer systems

analysis, matrix theory for, I.42.10–I.42.12
analysis of, I.42.15
properties of, I.42.12, I.42.12f, I.42.13, 

I.42.13f
optical interference of light in, II.37.17
thermal conductivities of, I.42.17
(See also Optical coatings)

Thin-film oxides, II.6.13–II.6.14
Thin films, I.2.24–I.2.25, I.2.28
Third-harmonic generation (THG), IV.17.4,

IV.17.5t, IV.17.9, IV.17.13, IV.17.16
energy level diagram for, IV.17.7, IV.17.7f
production of, IV.17.24–IV.17.25, IV.22.3

Third-order aberrations, I.1.98, II.18.42
Third-order optical nonlinearities, IV.17.3–IV.17.5

in all-optical switching, IV.21.2–IV.21.3
cascaded processes as, IV.17.22–IV.17.26
determining characteristics of,

IV.17.28–IV.17.33
energy level diagrams for, IV.17.6–IV.17.7,

IV.17.7f
frequency terms for, IV.17.5t
Kramers-Kronig dispersion relation in, IV.17.3,

IV.17.10–IV.17.113
nonlinear absorption, IV.17.9–IV.17.11,

IV.17.14–IV.17.15, IV.17.15f, IV.17.21,
IV.17.28, IV.17.31–IV.17.33

nonlinear refraction, IV.17.9–IV.17.11,
IV.17.13–IV.17.14, IV.17.28,
IV.17.31–IV.17.33

and optical Kerr effect, IV.17.13–IV.17.16
quantum mechanics of, IV.17.6–IV.17.9,

IV.17.20
self-focusing as, IV.17.27
soliton formation as, IV.17.27–IV.17.28
stimulated scattering as, IV.17.16–IV.17.20
thermo-optic effect as, IV.17.24
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Third-order optical nonlinearities (Cont.):
time-ordering sequences of, IV.17.6f
two-photon absorption as, IV.17.5t, IV.17.7f,

IV.17.12, IV.17.14–IV.17.15, IV.17.21,
IV.17.33, IV.19.5–IV.19.7

Third-order parametric amplification, IV.17.7
35-mm color film (see Photographic film, 35-mm)
Three-chip color imaging, I.22.36
Three-dimensional diffraction pattern, II.17.9,

II.17.11f
Three-dimensional imaging, II.17.47
Three-lens prime focus corrector objectives,

II.18.11, II.18.11f
Three-mirror objectives, II.18.32, II.18.32f,

II.18.33, II.18.33f, II.18.34
3M Nextel Black Velvet, II.37.31
Three-powered-mirror lenses, II.2.20, II.2.20f
Three-ray rule, I.1.46
Three-wave mixing, IV.3.2, IV.23.24
Threshold, I.29.3, I.29.3f, I.29.4

adjustment settings, I.29.5
carrier density, in lasers, I.13.13,

I.13.13f–I.13.14f, I.13.17f
estimation. stages to, I.29.10
voltage, in photogates, I.16.12

Thresholding, II.39.32–II.39.34
Threshold-limit values (TLVs), III.15.9–III.15.10
Throughput, I.1.25

in passive optical network, IV.2.13
Tilt:

atmospheric, III.1.15–III.1.17, III.1.44
as human eye aberration, III.10.2, III.10.4
in visual perception, III.12.2, III.12.4, III.12.14,

III.12.14f
Tilted gratings, IV.9.7
Tilted plane processor, I.30.10, I.30.10f
Tilt sensing, III.1.23
Time constant, I.15.11
Time delay, in laser servo system, IV.27.8,

IV.27.11, IV.27.15, IV.27.18–IV.27.19
Time delay and integration (TDI), III.4.3
Time-dependent error, II.24.38–II.24.39
Time-dependent (transient) optical spectroscopy,

IV.24.2–IV.24.3
Bloch equations for, IV.24.3–IV.24.5

Time-division multiple access (TDMA), IV.12.3,
IV.12.16–IV.12.17, IV.12.17f, IV.12.18

Time-division multiplexing (TDM), II.10.29,
IV.1.31, IV.12.16–IV.12.24, IV.13.2

analog, IV.12.4, IV.12.6, IV.12.9
applications for, IV.12.18
for FDDI-II, IV.16.4
frames in, IV.12.18–IV.12.19, IV.12.20f,

IV.12.21
to increase bit rate, IV.2.11
in networks, IV.12.3

Time-division multiplexing (TDM) (Cont.):
for SONET, IV.12.22–IV.12.23, IV.12.23f,

IV.12.24
synchronization in, IV.12.19–IV.12.20
system components in, IV.12.38–IV.12.40
30-channel, IV.12.21
timing information in, IV.12.9
timing recovery in, IV.12.15
24-channel, IV.12.21, IV.12.21f

Time domain, I.6.18
Time domain measurement, II.10.14, II.10.16,

II.10.18f, IV.1.16–IV.1.18
of fiber strain, IV.1.20f

Time-gated imaging, Raman amplification in,
IV.18.43–IV.18.45, IV.18.46f

Time-integrating architecture, II.12.45–II.12.47
Time-integrating correlator, I.30.13–I.30.14,

I.30.14f
Time-multiplexed switching (TMS), II.6.32
Time-of-flight Laue diffraction techniques,

III.37.3–III.37.4
Time-of-flight measurement, II.29.5
Time slot, IV.12.9

and intersymbol interference, IV.13.5
in time-division multiple access,

IV.12.16–IV.12.18
in time-division multiplexing,

IV.12.18–IV.12.19, IV.12.20f, IV.13.2
Timing recovery, IV.12.14–IV.12.16

in time-division multiple access, IV.12.17
Timing signal, IV.12.14
Tiodize V-E17 surface, II.37.40–II.37.41
T-matrix method, I.6.12, I.6.17
TN cells (see Nematic liquid crystals, twist align-

ment of)
Token, in FDDI, IV.16.3
Token passing ring, FDDI as, IV.16.2
Toner, xerographic, III.5.1

charge measurement for, III.5.8, III.5.8f
in fusing process, III.5.10–III.5.11
removal of, III.5.11
in two-component magnetic brush develop-

ment, III.5.5–III.5.7
Tone reproduction, in photographic film,

I.20.17–I.20.18
T1 signal, IV.12.21
Tonic level of accommodation, I.24.32
Toroidal-grating monochromator (TGM),

III.21.5, III.21.8
Toroidal gratings, III.21.3, III.21.7t
Toroidal mirror, III.26.4, III.26.6
Torsion, in visual perception, III.12.2, III.12.4,

III.12.23, III.12.27
Total flux, into a hemisphere, II.24.16–II.24.17
Total frustrated reflection microscopy, 

II.17.25
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Total integrated scatter (TIS), I.7.10–I.7.11,
II.26.2, II.26.4–II.26.5, II.26.7, II.26.9, II.37.21

with a Coblentz Sphere, II.26.8f
with a diffuse integrating sphere, II.26.8f

Total internal reflection (TIR), III.2.13, III.2.17
of prism, IV.10.5, IV.10.6f

Total internal reflection (TIR) facets, in Fresnel
lenses, III.2.10–III.2.11

Total mass loss (TML), II.37.19
Total power law, II.33.24, II.33.24f
Trabecular meshwork, III.13.21–III.13.22
Track-error signal (TES), I.31.15
Tracking:

as adaptive optics system design parameter,
III.1.40–III.1.41, III.1.44

automatic, I.31.15
bandwidth for, III.1.17–III.1.19, III.1.20f, III.1.24
continuous/composite format, I.31.15, I.31.15f
on grooves, I.31.15–I.31.16, I.31.16f
hardware for, III.1.23–III.1.25
sampled, I.31.17, I.31.17f

Track-pitch, I.31.3
Tracks, I.31.3, I.31.5

defining, I.31.4
seek operation

counting during, I.31.17–I.31.18
Track-servo marks, I.31.17
Transatlantic fiber cable link, IV.1.18
Transconductance amplifiers, I.18.12–I.18.13
Transducer:

designs for, IV.27.16–IV.27.18
piezoelectric (PZT), IV.27.6, IV.27.8, IV.27.9f,

IV.27.10, IV.27.16–IV.27.21
Transducer array, beam-steered, II.12.22
Transfer functions, II.32.1–II.32.2

analysis, II.32.2
Transfer matrix method, to solve Maxwell’s equa-

tions, IV.20.3–IV.20.4
Transformation:

affine, I.1.62
afocal, I.1.65
collinear (see Collinear transformation)
matrix representation of, I.1.64–I.1.65
projective (see Collineation)

Transform-limited pulse, IV.7.2–IV.7.3, IV.7.3f,
IV.7.4

Transient four-wave mixing, IV.25.18, IV.25.18f,
IV.25.19

Transillumination, II.17.37–II.17.38
Transition-edge sensor (TES), III.34.8
Transition-edge sensor (TES) microcalorimeters,

III.35.22–III.35.23, III.35.23f,
III.35.24f–III.35.25f

Transition frequencies, in molecular physics,
II.28.5

Transition-metal ions, II.28.9
and rare-earth ions, II.28.8
spectroscopy, II.28.11

Transition radiation, III.33.1, III.33.3
Transitions:

direct, II.36.24
electric dipole, I.8.13
electronic, II.36.38–II.36.39
forbidden, I.9.30–I.9.32
high-energy, II.36.32, II.36.33f
homogeneous width of, I.8.10
indirect, II.36.25–II.36.26
interband, II.36.34f–II.36.35f

(See also Interband transitions)
multiphonon, II.36.48
natural linewidth of, I.11.5
optical, I.8.8–I.8.9

distribution frequencies in, I.8.9
radiative, I.8.8
spectroscopic, I.8.6–I.8.7
two-photon absorption, I.8.12
zero-phonon, I.8.28

Transmission, in spectroscopic systems,
II.36.65–II.36.67

Transmission coefficients, II.36.9
Transmission loss, IV.6.7
Transmission reflection, II.25.2f
Transmission spectra, in semiconductors, II.36.67
Transmission zone plate, III.23.7, III.23.8f
Transmittance, II.25.3–II.25.4, II.25.8, II.25.10

of black felt paper, II.37.40f
of black velvet, II.37.41f
of commando cloth, II.37.42f
measurement of, II.25.8–II.25.10, II.25.10f,

II.25.11
in metals, II.35.6
of neoprene, II.37.43f

Transmitter arrays, IV.2.11
Transmitters:

analog, II.6.29
CATV, II.6.32
digital, II.6.28–II.6.29
extinction ratio of, IV.6.14
in optical fiber communications system, IV.2.1,

IV.2.5–IV.2.6
semiconductor laser as, IV.12.24–IV.12.25
spectral, I.43.10

Transparency, III.2.24
Transparency film, III.6.10, III.6.23
Transparent fiber systems, IV.5.2
Transparent head-mounted display,

III.18.4–III.18.5, III.18.10
Transparent substrate (TS) chip, I.12.7
Transverse chromatic aberration (TCA), III.9.7
Transverse coherence, III.35.3
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Transverse electric (TE) waveguide mode, IV.4.15
Transverse electromagnetic (TEM) modes,

I.11.23–I.11.24
transverse laser modes, I.11.23–I.11.24, 

I.11.24f
Transverse holographic technique, for fiber grat-

ing fabrication, IV.9.5, IV.9.5f
Transverse junction stripe (TJS) lasers, I.13.10
Transverse Kerr effect, IV.25.11–IV.25.12,

IV.25.12f, IV.25.14–IV.25.15
Transverse laser modes, I.11.22–I.11.23,

I.11.25–I.11.27
TEM (transverse electromagnetic),

I.11.23–I.11.24, I.11.24f
Transverse magnetic (TM) waveguide mode,

IV.4.15
Transverse ray plots, I.33.2
Transverse relaxation, and echo signals, IV.24.14
Transverse relaxation rate, IV.24.8, IV.24.11f
Transverse relaxation time, IV.24.5, IV.24.7,

IV.24.9, IV.24.12, IV.24.15, IV.25.16
Transverse spatial coherence, III.32.19
Trap loss, IV.28.28
Trapped ion spectroscopy, IV.28.19
Trapped needle system, in autoexposure cameras,

II.15.11
Trapping, of neutral atoms (see Atom trapping)
Trapping states, for micromaser, IV.26.34
Traveling wave:

in dark state, IV.28.37
optical force for, IV.28.5–IV.28.8, IV.28.8f

Traveling wave (TW) amplifiers, IV.11.4
Tribo, in xerographic toner charge measurement,

III.5.8
Tributary signal, IV.12.18, IV.12.20
Trichromatic color-matching, I.26.8
Trifocal spectacles, III.11.7–III.11.8, III.13.23
Trigger detection, II.20.22
Tri-Level color copying, III.5.13, III.5.13f
Trinitron CRTs, I.27.5
Triplet lenses, II.1.26, II.1.26f, II.1.27, II.1.32f
Triply resonant oscillator (TRO), IV.22.15
Trischiefspiegler objectives, II.18.29
Troland, I.28.3, II.24.45–II.24.46, III.14.8
TRU-color diffuse black, II.37.41
Trumpet (concentrator), III.2.16, III.2.16f
Tunable lasers, IV.2.6, IV.2.11, IV.18.43, IV.27.14

optical protection from, IV.19.1
Tungsten:

extinction coefficient for, II.35.19t–II.35.20t
vs. wavelength, II.35.27f

index of refraction in, II.35.19t–II.35.20t
vs. wavelength, II.35.27f

reflectance of, II.35.40t–II.35.41t
reflectance vs. wavelength for, II.35.47f

Tungsten arc (photomicrographic) lamps, I.10.39,
I.10.45f

Tungsten-filament lamps, I.10.17, I.10.18f, I.10.19
standards, I.10.10

Tungsten film, III.6.24t
Tungsten hexafluoride, II.37.56
Tungsten radiation, III.7.16
Tunneling current, in dark current, I.16.8
Twin-channel substrate mesa lasers, I.13.23f,

I.13.24
Twin-channel (TCL) lasers, I.13.31
Twin-ridge structure (TRS) lasers, I.13.21
Two-alternative forced choice task (2afc), I.29.9
Two-beam coupling, IV.19.10, IV.19.12

amplification, II.39.28
photorefractive gain in, II.39.27
photorefractive loss in, II.39.28–II.39.29
wave interactions in, II.39.4, II.39.4f,

II.39.5–II.39.6
Two-component magnetic brush development,

III.5.5–III.5.7
Two-component systems, I.32.5

with finite conjugates, I.32.6f
with infinitely distant objects, I.32.6f

Two-dimensional images, optical processing of,
I.30.14

Two-lens systems, II.1.20, II.1.20f, II.1.21, II.1.21f,
II.1.22, II.1.22f

Two-mirror, three-reflection objectives, II.18.28,
II.18.28f

Two-parameter tuning, IV.22.28, IV.22.31
Two-photon absorption (2PA), IV.17.5t, IV.17.12,

IV.17.14–IV.17.15, IV.17.21, IV.17.33
energy level diagram for, IV.17.7f
and optical limiting, IV.19.5–IV.19.6, IV.19.6f,

IV.19.7
in semiconductors, IV.19.10

Two-photon spectroscopy, IV.27.14
Two-photon transitions, IV.24.21–IV.24.22,

IV.24.23f
Two plane waves, interference of, I.2.8, I.2.8f,

I.2.9, I.2.9f
Two-powered-mirror lenses, II.2.19, II.2.19f, II.2.20
Two steps plus one method, II.30.20
Twyman-Green interferometers (see Interferome-

ters, Twyman-Green)

Ultimate strength, II.35.9
Ultracold collisions, IV.28.24, IV.28.27–IV.28.29,

IV.28.29f, IV.28.30
Ultrafast lasers, IV.25.3–IV.25.4, IV.25.16,

IV.25.16f, IV.25.22
Ultrashort lasers:

intensity correlation in, I.14.22–I.14.23
interferometric correlation in, I.14.23
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Ultrashort lasers (Cont.):
phase reconstruction in, I.14.25
pulse amplitude in, I.14.25
(See also specific types)

Ultrashort pulse generation, IV.25.4,
IV.25.13–IV.25.15

experimental study techniques for,
IV.25.18–IV.25.24

semiconductors in, IV.25.15–IV.25.16, IV.25.16f,
IV.25.17, IV.25.17f, IV.25.18

(See also Saturable absorbers)
Ultrashort pulse transmission, IV.1.31–IV.1.32
Ultrasound imaging, III.35.25
Ultraviolet photoemission spectroscopy (UPS),

II.36.33
Ultraviolet radiation, regions of, II.36.4
Ultraviolet (UV) light:

and cataracts, III.11.13–III.11.14, III.13.8,
III.13.19, III.15.1, III.15.4–III.15.6

and color photographic film, III.6.4
and color photographic paper, III.6.5
exposure limits for, III.15.9–III.15.10
extreme, III.19.6
eye damage from, III.13.6, III.15.2,

III.15.4–III.15.7, III.15.10
in fiber grating fabrication, IV.9.5–IV.9.7
ocular effect of, III.13.5–III.13.7, III.13.9
and photographic image dyes, III.6.10
in photometry, III.7.18
in photosensitivity, IV.9.2–IV.9.3
in radiometry, III.7.5, III.14.1
and Schwarzschild objective applications, III.27.1
skin damage from, III.15.1, III.15.10
and spectacle lenses, III.11.9–III.11.10

Unbalanced nonlinear interferometer (UNI),
IV.12.38

Uncertainty principle, I.8.9
Uncrossed converging reflector, II.2.39f,

III.2.38–III.2.39
Uncrossed diverging reflector, II.2.39f, III.2.38
Underscan, in CRTs, I.27.13
Undersea communications:

amplified soliton transmission for, IV.1.31
couplers for, IV.8.4
optical amplifiers in, IV.2.12

Undulators, III.26.4, III.32.1–III.32.2, III.32.6,
III.32.13, III.32.13f, III.32.14–III.32.17

free-electron laser as, III.33.4
NSLS In-Vacuum UNdulator (IVUN),

III.32.14f–III.32.16f
polarization of, III.32.18
power of, III.32.17–III.32.18

Unfolded diagrams, reflection, I.1.36, I.1.36f
Uniformity, in illumination, III.2.2

faceted reflectors for, III.2.40–III.2.42

Uniformity, in illumination (Cont.):
and integrating cavities, III.2.25–III.2.28
lens arrays for, III.2.33–III.2.38
mixing rods for, III.2.28–III.2.33
for projection system, III.2.23–III.2.25
tailoring for, III.2.38–III.2.40

Unit conversions:
illuminance, III.7.8t
luminance, III.7.9t
photometric to radiometric, III.7.13–III.7.15
radiometric to photometric, III.7.12–III.7.13

Unit power relays, II.2.21
Upchirp, I.14.6

Kerr-effect-induced, I.14.7
Upper Atmospheric Research Satellite (UARS),

I.44.36, I.44.37f
Upwelling average cosine, spectral, I.43.12
Urbach tail model, II.33.17, II.33.39

parameters, II.33.81t–II.33.82t
U.S. Air Force Airborne Laser program, III.1.4
U.S. Federal Product Performance Standard,

III.15.14
UV hazard action spectrum curve, III.15.3,

III.15.4f
Uviarc lamps, I.10.27, I.10.27f

Valence band, II.36.6–II.36.7
photoemission from, II.36.32f
theory of covalency, I.8.21–I.8.22

Van Cittert-Zernike theorem, I.2.39, I.2.39f,
I.2.40, I.4.14, I.4.18–I.4.20

Vander Lugt filters (see Filters, Vander Lugt)
Vanes, I.38.11–I.38.12, I.38.12f–I.38.13f, II.37.1,

II.37.14
angle consideration in, I.38.14, I.38.14f, I.38.15,

I.38.15f, I.38.16, I.38.16f
bevel placement on, I.38.14, I.38.14f
depth consideration in, I.38.16–I.38.17, I.38.17f,

I.38.18
designing, I.38.13
specular, I.38.18, I.38.19f

Van Hove singularities, II.36.33
Vanishing point, III.12.4, III.12.4f
Vantage point, III.12.3
Vapor axial deposition (VAD), II.10.44, IV.1.46
Vapor phase epitaxy (VPE), I.12.23–I.12.24,

II.6.16–II.6.17
Variable-gain amplifier (VGA), IV.12.40
Varifocal systems, I.32.11
Vector diffraction, I.3.27, I.3.29f

theory, II.8.14, II.8.14f
Vector electromagnetic field, I.4.23
Vector matching, IV.17.5
Vectors, I.26.44–I.26.45

linear combinations of, I.26.46
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Vector scattering amplitude, I.6.6
Vee (V) three-level atomic scheme, IV.23.6,

IV.23.6f
Velocimetry:

Doppler, II.29.27
laser Doppler, II.29.28, II.29.28f, II.29.29
particle image (PIV), II.29.27

Velocity-changing collisions, IV.24.14–IV.24.17
Velocity dependence:

in laser cooling/VSCPT, IV.28.37, IV.28.38f
of optical forces, IV.28.1–IV.28.2, IV.28.6–IV.8.8
in optical molasses, IV.28.12, IV.28.13f

Velocity distribution:
in atomic beam slowing, IV.28.10–IV.28.11,

IV.28.12f, IV.28.25–IV.28.26
of atomic sample, IV.28.3, IV.28.7
for Bose-Einstein condensation, IV.28.35
in optical lattices, IV.28.33, IV.28.34f

Velocity-selective coherent population trapping
(VSCPT), IV.23.5, IV.28.37–IV.28.38,
IV.28.38f

Verdet constant, IV.10.7
Vergence, I.24.35–I.24.36

in binocular vision, III.12.8, III.12.20–III.12.25
lens effects on, III.12.25–III.12.27
prism, III.12.29

VeriMask, II.23.20
Version, in binocular vision, III.12.8,

III.12.21–III.12.22
Vertex plane, I.1.37
Vertical cavity lasers, I.13.44, I.13.45f

performance characteristics of, I.13.46t
Vertical cavity surface-emitting laser (VCSEL),

IV.2.6n, IV.4.2, IV.4.45–IV.4.50
electrical injection of, IV.4.47–IV.4.48, IV.4.48f
geometry of, IV.4.45, IV.4.46f
L-I curve for, IV.4.49
long-wavelength, IV.4.50
mirror reflectivity of, IV.4.46–IV.4.47, IV.4.50
quantum wells in, IV.4.46
spatial characteristics of emissions from,

IV.4.48–IV.4.49
spectral characteristics of emissions from,

IV.4.49–IV.4.50
Vestibular organs, III.12.29
Vestibulo-ocular reflex (VOR), III.12.21,

III.12.29–III.12.30, III.12.33
Vestibulo-ocular responses, I.24.34
Vibrational optical effects, in semiconductors,

II.36.18–II.36.23
Vibrational sideband, I.8.28, II.28.16, II.28.17f
Vibrational symmetries, infrared and Raman-

active, I.9.20t–I.9.21t
Video back, II.15.7
Video coding standards, III.17.4

Video enhancement, in microscopy, II.17.44,
II.17.44f, II.17.45, II.17.45f, II.17.46, II.17.46f

Video monitors (see Cathode ray tube (CRT))
Video Quality Experts Group (VQEG)s, III.17.4
Video transmission, analog, on fiber,

IV.2.14–IV.2.15
Vidicon cameras, I.21.22
Vieth-Müller circle, III.12.8–III.12.9, III.12.9f,

III.12.10
Vignetting, I.1.89, I.1.89f, II.1.8, II.18.42,

II.24.20–II.24.21
Virtual image, II.18.42
Virtual reality environments:

distance perception in, III.12.32–III.12.33
imaging in, III.17.1, III.17.10
visual-vestibular information from,

III.12.33–III.12.34
Virtual transitions, in nonlinear interactions,

IV.17.8, IV.17.21
Virtual tributaries, in SONET, IV.16.6
Visible spectrum:

exposure limits for, III.15.9–III.15.11
eye damage from, III.15.2, III.15.4, III.15.5f
multilayer reflective coatings for,

III.24.1–III.24.2
in radiometry, III.7.5, III.14.1

Visible spectrum sampling, I.26.6
Visual acuity, I.25.35–I.25.36, III.10.2

through accommodation, III.12.3
and aging, III.13.11, III.13.15–III.13.16,

III.13.16f, III.13.23
assessment of, I.25.36f
binocular stereoscopic discrimination,

I.25.42–I.25.44
and cataracts, III.10.13, III.13.19
and corneal desiccation, III.13.6
disparity discrimination thresholds, I.25.44f
and head-mounted displays, III.18.3, III.18.11
measurement of, III.10.3, III.11.5, III.13.15
motion detection and, I.25.38–I.25.39, I.25.39f,

I.25.40–I.25.42
pattern discrimination and, I.25.37–I.25.38
postsurgical, III.10.15–III.11.17
of retina, III.15.12
retinal eccentricities in, I.25.36, I.25.37f

Visual angles, I.25.3
Visual cortex, primary (V1), I.25.13, I.25.14f,

I.25.15
direction selectivity of, I.25.15n

Visual differences predictor, III.17.3–III.17.4
Visual field, III.12.3

and aging, III.13.18
and binocular vision, III.12.3, III.12.8
peripheral, III.12.29, III.13.22

Visualization, III.17.7–III.17.9
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Visual photometry, III.7.6
Visual plane, III.12.3
Visual processing, central, I.25.13

anatomy of, I.25.13
physiology of, I.25.14

Visual stimulus:
commonly used, I.29.4
size of, I.28.1

Visual system, I.24.6
aberration-free, I.24.13–I.24.14, I.24.14f, I.24.15,

I.24.15f
adaptation and inhibition in, I.25.26–I.25.28
chromatic aberrations in, I.24.17–I.24.18,

I.24.18f, I.24.19
contrast detection in, I.25.21, I.25.27

chromatic, I.25.31
temporal, I.25.28–I.25.29, I.25.29f

contrast discrimination in, I.25.33–I.25.34
contrast estimation in, I.25.35
contrast masking in, I.25.33–I.25.34
controlling luminance intensity in,

I.28.12–I.28.13
depth-of-focus in, I.24.26–I.24.27, I.24.28f
diffraction-limited (see Visual system, 

aberration-free)
information-processing model of, I.25.16f
intraocular scattered light and, I.24.19
light, varying source of, I.28.14
line-spread function (LSF) in, I.24.14
mean oblique astigmatism of, I.24.17f
modulation transfer function (MTF) in, I.24.14,

I.24.14f, I.24.24, I.24.24f
monochromatic ocular aberration in,

I.24.15–I.24.16, I.24.16f, I.24.17, I.24.17f
movements in, I.24.34–I.24.35, I.25.22–I.25.23
ocular ametropia in, I.24.8
ophthalmoscopic methods, I.24.22–I.24.24
optical/retinal inhomogeneity in, I.25.26
paraxial models of, I.24.6t, I.24.7, I.24.7f, I.24.8
phase transfer function (PTF) in, I.24.14
pupil diameter in, I.24.11
receptors in, I.25.24–I.25.25
reduced, I.24.7
refractive errors in, I.24.8–I.24.9, I.24.9f
schematic, I.24.5f, I.24.7
spatial channels in, I.25.25–I.25.26
spectral sensitivity of, I.28.3
stability of fixation in, I.24.36–I.24.37, I.24.37f
stereoscopic acuity in, I.24.38, I.24.38f
stereoscopic instruments and, I.24.39
tasks in, I.25.16, I.25.16n, I.25.17
transmittance in, I.24.10, I.24.10f
vestibulo-ocular responses in, I.24.34
wide-angle models of, I.24.8
(See also Eye, human; Human visual system

(HVS); specific topics)

Vitreous humor, III.13.7
Voice communication, timing delays in, IV.12.16
Voigt effect, II.36.46
Voigt profile, I.44.13
Voltage amplifiers, I.18.11–I.18.12
Voltage-controlled oscillator (VCO), IV.12.15,

IV.12.15f, IV.12.16
Volume scattering, III.3.2, III.3.5
Volume scattering function, spectral,

I.43.11–I.43.12
Von Kármán spectrum, III.1.9
V-parameter:

for cochlear hair cells, III.9.25
for waveguides, III.9.2, III.9.15–III.9.16,

III.9.16f, III.9.17, III.9.17f, III.9.19

Wadsworth constant-deviation, prism-mirror
arrangement, II.5.5f

Wadsworth gratings, II.5.8, II.5.12f
Wafer processing:

laser scribing of, I.12.26
of semiconductors, I.12.24
testing and, I.12.26

Walkoff:
group velocity, IV.22.64
spatial, IV.22.63–IV.22.64
and stimulated Raman scattering, IV.3.7

Wander, IV.6.16
Wannier excitons, II.36.28
Wannier Stark localization (WSL), IV.4.63
Water, I.43.3–I.43.4, I.43.17

apparent optical properties (AOP), I.43.4,
I.43.6t, I.43.12–I.43.13

electromagnetic properties of, I.43.17–I.43.18
environmental conditions in, I.43.7f
fundamental quantities in, I.43.5t
geometry used in, I.43.10f
homogeneous waters in, I.43.13
index of refraction in, I.43.20t–I.43.21t
inherent optical properties (IOP), I.43.4, I.43.5t,

I.43.7f, I.43.10–I.43.12, I.43.37t
Jerlov types (see Jerlov water types)
optical constants of, I.43.17–I.43.18, I.43.18f
optical properties of, I.43.3
pure, absorption coefficients of, I.43.19t
radiometric quantities in, I.43.5t, I.43.6, I.43.7f
scattering in, I.43.30–I.43.32
sea (see Sea water)
spectral absorption coefficient for, I.43.20,

I.43.29
Water vapor regained (WVR), II.37.20
Watts, I.21.4

conversion to lumens, III.7.12
vs. lumens, III.7.7
as radiometric unit, III.7.5, III.14.1, III.14.4,

III.14.4t, III.14.7
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Wave attenuation, III.3.8–III.3.9
Waveband materials, optical and thermal data for,

I.39.3t–I.39.4t
Wave equations, I.9.6–I.9.7
Wavefront aberration, I.1.94, I.1.94f, I.1.95, 

I.1.97
and adaptive optics, III.1.5–III.1.7,

III.1.12–III.1.15, III.10.3
and anisoplanatism, III.1.21
and atmospheric tilt, III.1.15–III.1.17, 

III.1.23
correctors for, III.1.38–III.1.40, III.10.8
definition of, III.10.2
in eyes, I.24.16, I.24.16f
fringe patterns in, I.2.12
of human eye, III.10.4–III.10.5, III.10.6f,

III.10.8, III.10.8f
and ray aberrations, I.1.95
rotational symmetric systems and, I.1.94,

I.1.94f, I.1.97
Wavefront deviations, II.7.4f–II.7.5f
Wavefront division, I.2.14

interference by, I.2.14, I.2.16f
in neutron interferometry, III.36.10

Wavefront error, I.35.3
in adaptive optics system design,

III.1.42–III.1.43
for a lens, I.35.5
root-mean-square, I.35.4
tolerancing method, in optical systems, I.36.3

Wavefront multiplexers, grating designs and,
II.8.11, II.8.11t, II.8.12

Wavefronts, I.2.5, I.3.4
aspherical

hologram for testing, II.30.24f
measuring, II.30.22

cylindrical, I.3.13, I.3.14f–I.3.15f
examples of, I.2.5f
gradient (slope) of, III.1.25–III.1.26
propagation in atmospheric turbulence,

III.1.10–III.1.11
Wavefront sensing, III.1.25–III.1.28

in adaptive optics retina camera, III.10.6f
as adaptive optics system design parameter,

III.1.40–III.1.43
data latency in, III.1.36f
higher-order, III.1.25–III.1.28, III.1.37–III.1.38
laser beacons for, III.1.28–III.1.35

Wavefunctions:
antisymmetric, I.8.14
of electrons, I.8.14
Slater, I.8.14

Waveguide confinement factor, IV.4.4
Waveguide dispersion, IV.1.11, IV.1.18,

IV.2.4–IV.2.5
Waveguide modulator, IV.4.57–IV.4.60

Waveguides, II.6.3, IV.1.6, IV.1.8, IV.2.2,
IV.3.1–IV.3.2

active index-changing mechanisms in, II.6.9
bends, II.6.20
biological

hair cells as, III.9.24–III.9.26
modal patterns, III.9.16–III.9.24

analysis of, III.9.22–III.9.23,
III.9.23f–III.9.24f

changes in, by species, III.9.20f
human, III.9.18f
schematics of, III.9.16f
transmitted energy as function of V param-

eter for, III.9.17f
models for, III.9.7–III.9.15, III.9.22
mode of, III.9.2, III.9.12–III.9.13,

III.9.15–III.9.19, III.9.22
plant cells as, III.9.26–III.9.29
for retina, III.9.3–III.9.5
single-receptor model for, III.9.15–III.9.18
sources of, III.9.2
V-parameter for, III.9.2, III.9.15–III.9.17,

III.9.17f, III.9.19, III.91.6f
carrier effects in, II.6.10
channel, II.6.4, II.6.4f
coupling phenomenon, II.6.7–II.6.8
dielectric, II.6.3, II.10.4
diffused, II.6.5
dispersion, in optical fibers, II.10.9
effective index method in, II.6.5
fabrication techniques for, II.6.4
frequency doubling in, II.6.12
index of refraction in, II.6.8–II.6.9
ion-exchanged glass, II.6.12–II.6.13
leaky, II.6.3
linear electro-optic effect in, II.6.9–II.6.10
and line defects in photonic crystals,

IV.20.13–IV.20.14, IV.20.14f, IV.20.15,
IV.20.15f, IV.20.16, IV.20.16f, IV.20.17,
IV.20.17f

mode matching in, II.6.21, II.6.22f
multilayer slab, II.6.5, II.6.5f, II.6.6
nonlinear effects in, II.6.12
and optical confinement, IV.4.4–IV.4.5, IV.4.5f,

IV.4.6, IV.4.29
photorefractive, II.39.35
planar, IV.8.1
and point defects in photonic crystals,

IV.20.9–IV.20.10, IV.20.10f,
IV.20.11–IV.20.13

stripe, II.6.4, II.6.4f
symmetric slab, II.6.3, II.6.3f, II.6.4, II.6.7,

II.6.7f
thermal effects in, II.6.11
for wavelength-division multiplexing,

IV.1.32–IV.1.33
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Wave interactions:
anisotropic scattering, II.39.7
four-wave mixing, II.39.6, II.39.6f, II.39.7
two-beam coupling, II.39.4, II.39.4f,

II.39.5–II.39.6
Wavelength, I.34.4

and attenuation, IV.6.7–IV.6.8
controlling, I.28.12, I.28.13t
de Broglie, in optical trapping, IV.28.22
for lasers in telecom applications, IV.4.2
in network architectures, IV.13.14
and ocular radiation damage, III.15.2–III.15.8
for optical amplifier, IV.11.3
in optical fiber applications, IV.1.22–IV.1.23,

IV.2.3
optical responses for semiconductors, II.36.13t
vs. penetration depth, for aluminum, 

II.35.52f
for photodetectors, IV.4.72t
for point-to-point system, IV.1.26
scaling, I.7.7, I.7.9
selection filters, I.28.12
splitting, with tapered fiber technology, IV.8.6,

IV.8.6f
switch, acousto-optic tunable, II.6.25
of thermal neutron beam, III.36.3
of X rays, III.19.6

Wavelength conversion, IV.11.7–IV.11.9
Wavelength-dispersive X-ray fluorescence

(WDXRF), III.35.16–III.35.17, III.35.17f
Wavelength division multiplexing (WDM),

II.6.34–II.6.35, II.6.35f, II.6.36, II.10.30,
II.10.30f–II.10.31f, II.10.32, II.10.32f, II.12.43,
IV.1.32–IV.1.34, IV.1.33f–IV.1.34f, IV.12.9,
IV.32.f

applications for, IV.13.1–IV.13.2
broadband, and dispersion flattening, IV.1.18
channel capacity in, IV.1.42, IV.13.3, IV.13.3f,

IV.13.12
couplers for, IV.8.1, IV.8.4
dispersion compensation in, IV.13.8–IV.13.12
fabrication of, II.10.31
four-wave mixing in, IV.3.11, IV.13.8
frequency-guiding filters in, IV.7.8–IV.7.9
to increase bit rate, IV.2.11
laser, I.13.45
and soliton transmission, IV.7.2, IV.7.9–IV.7.12,

IV.7.15–IV.7.17
traveling wave amplifiers for, IV.11.4
and tunable lasers, IV.2.6, IV.2.11

Wavelength-routed network, IV.13.13, 
IV.13.13f

Wavelength routers, IV.13.14
Wavelength scans, II.26.12
Wavelength-tunable lasers, IV.13.14
Wave mechanics, I.8.5

Wave meters:
dynamic, II.21.19, II.21.19f, II.21.20
interferometric, II.21.19
static, II.21.20, II.21.20f

Wave modulation distance meter, II.29.8f
Wave-particle duality, IV.26.8, IV.26.10
Waveplate, II.22.8
Waves, examples of, I.2.5f

(See also specific wave types)
Wave theory, of rays, I.1.9
WDM networks, IV.11.7

architecture for, IV.13.12–IV.13.17
channel power equalization in,

IV.13.21–IV.13.23, IV.13.23f, IV.13.24,
IV.13.24f

crosstalk in, IV.13.24, IV.13.24f, IV.13.25,
IV.13.25f, IV.13.26, IV.13.26f

erbium-doped fiber amplifiers for, IV.13.1,
IV.13.17–IV.13.21

for large throughput, IV.12.13
regeneration vs. optical amplification in,

IV.13.17, IV.13.18f
WDM ring network, blocking probability in,

IV.13.13–IV.13.14, IV.13.15f
WDM-TDM optical networking, IV.12.42
Weber contrast, I.29.4
Weber’s law, I.25.27, I.25.29, I.25.33
Web inspection cameras, III.4.21
Weibull exponent, IV.1.20, IV.1.21t,

IV.1.22f–IV.1.23f
Weisskopf-Wigner approximation, IV.26.35
Welder’s flash, III.15.4
Weld-line phenomenon, II.34.15
Well capacity, in photogates, I.16.12
Welsbach mantle, I.10.15
Wernicke prism, II.5.6f
Wetherell and Womble objectives, three-mirror,

II.18.34f, II.18.35
Weyl’s plane-wave decomposition, I.3.21
Wide area network (WAN), IV.2.13
Wide-field objectives, with Maksutov correction,

II.18.22, II.18.22f
Wiener filters (see Filters, Wiener)
Wiener-Khintchine theorem, I.4.5, I.4.22
Wiener spectrum, I.20.23–I.20.24
Wien’s displacement law, III.14.11–III.14.12
Wigglers, III.26.4, III.32.1, III.32.6,

III.32.11–III.32.12, III.32.12f
polarization of, III.32.18
power of, III.32.17

Wigner threshold laws, for ground-state collisions,
IV.28.28

Williamson construction, for lightpipes, III.2.13,
III.2.13f, III.2.29f

Window materials, far-infrared, I.15.4n
Windshear detection, I.16.12
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Wind velocity profiles, III.1.19f
Winner-take-all, II.39.33f, II.39.34
Wolf shift, I.4.22
Wollaston, W. H., II.1.17
Wollaston prisms, II.3.7, II.3.19, II.3.21, II.3.23,

II.3.25, II.4.15, II.4.15f
Wolter telescopes (see Telescopes, Wolter)
Wolter X-ray optics, III.28.1–III.28.7

applications for, III.35.4
collecting area with, III.28.1, III.28.5–III.28.6,

III.28.6f, III.28.3f
fabrication of, III.28.6–III.28.7
geometry of, III.28.1–III.28.2, III.28.2f
mirror surface in, III.28.4–III.28.5
resolution in, III.28.2, III.28.3f, III.28.4, III.28.4f

Work function, of photodetectors, I.16.2
World Health Organization (WHO), III.15.10
WORM (write-once-read-only) technology,

I.31.2–I.31.3
Wright objectives, II.18.16, II.18.16f, II.18.17

Xenon lamps, I.10.34
Xerographic process:

cleaning/erasing image in, III.5.11
color images in, III.5.2, III.5.5, III.5.11–III.5.13
exposure systems in, III.5.4
features of, III.5.2
fusing in, III.5.10–III.5.11
ghost images in, III.5.4, III.5.11
image creation in, III.5.2–III.5.5
image development in, III.5.5–III.5.10
image transfer in, III.5.10
invention of, III.5.1
quality control in, III.5.11
schematic of, III.5.1f

X-ray absorption near-edge structure (XANES),
III.34.4, III.35.3, III.35.17

X-ray detectors:
criteria for, III.34.3, III.34.8t–III.34.9t
cryogenic, III.34.8, III.36.9
film, III.34.7, III.36.8
ionization, III.34.3–III.34.6
phosphor screen for, III.35.32
scintillation, III.34.6, III.36.7
semiconductor, III.35.18

X-ray diffraction:
bent crystals in, III.35.8–III.35.9, III.35.9t,

III.35.11t, III.335.10t
Bragg construction in, III.35.6, III.35.6f
crystals for, III.19.8, III.22.1–III.22.6,

III.35.6–III.35.7
in Ewald construction, III.35.6, III.35.6f, III.35.7
intensity gain in, III.35.8–III.35.9, III.35.9t,

III.35.10, III.35.10t, III.35.11, III.35.11t
superposition in, III.35.6

X-ray diffraction analysis, III.35.8

X-ray fluorescence (XRF), III.30.4,
III.35.15–III.35.16

bent crystals in, III.35.22, III.35.22f–III.35.23f
Bremsstrahlung radiation in,

III.35.17–III.35.18, III.35.22
crystals in, III.35.16, III.35.22,

III.35.22f–III.35.23f
energy-dispersive, III.35.17–III.35.23
microfocus (MXRF)

crystal diffraction in, III.35.22,
III.35.22f–III.35.23f

monocapillary, III.35.18
polycapillary, III.35.19, III.35.19f, III.35.20,

III.35.20f–III.35.21f
ultra-high resolution in, III.35.22–III.35.23

Rayleigh scattering in, III.35.20, III.35.21f
wavelength-dispersive (WDXRF),

III.35.16–III.35.17, III.35.17f
resolution in, III.35.16

X-ray imaging, medical, III.19.5, III.19.10,
III.35.24–III.35.33, III.37.3

contrast in, III.35.26, III.35.26f, III.35.27,
III.35.28f, III.35.29–III.35.30, III.35.30f

in monochromators, III.35.33
resolution in, III.35.27, III.35.30–III.35.31,

III.35.31f, III.35.32
scatter in, III.35.27, III.35.29, III.35.29t,

III.35.30f–III.35.31f
X-ray imaging systems:

annular apertures, obscured, II.11.9, II.11.9f,
II.11.10

design and analysis pitfalls in, II.11.7
development of, II.11.2
grazing incidence, II.11.3, II.11.8

effects of, II.11.19, II.11.19f
quality criteria in, II.11.6, II.11.7f
residual surface roughness in, II.11.20, 

II.11.20f
short-wavelength considerations in, II.11.21,

II.11.21f
solar physics, II.11.27

X-ray interferometer, III.28.10, III.28.10f,
III.28.11, III.28.11f, III.28.12, III.36.11

X-ray interferometry, III.28.10–III.28.12, 
III.36.11

X-ray lasers, I.11.33–I.11.34, III.33.1, III.33.4
characteristics of, III.33.1, III.33.2t
optics for, III.33.4

X-ray lenses, III.20.3–III.20.8
numerical aperture (NA) of, III.20.3, 

III.20.8
X-ray lithography, III.19.10, III.30.3–III.30.4,

III.33.2, III.35.5
X-ray metrology, III.26.5, III.28.11
X-ray microanalysis, III.20.5, III.20.8
X-ray microlithography, II.11.2

INDEX I.123



X-ray microscopy, III.19.6, III.19.10,
III.20.7–III.20.8, III.20.9f, III.32.19, III.33.2,
III.35.4

resolution in, III.20.8, III.35.4
X-ray Multimirror Mission (XMM),

III.28.1–III.28.2, III.28.3f, III.28.6
X-ray optics:

modeling, software for, III.19.10, III.26.4
monocapillary:

applications for, III.29.4–III.29.6, III.35.4,
III.35.8–III.35.9, III.35.18

condensing, III.29.2–III.29.3, III.29.3f,
III.29.4–III.29.6

design of, III.29.1, III.29.2f, III.29.3, III.29.3f,
III.29.4

and electron impact sources, III.31.11
fabrication of, III.29.4
imaging, III.29.3, III.29.3f, III.29.4
materials for, III.29.1, III.29.2t

multicapillary, collimation in, III.30.6f,
III.30.8–III.30.11, III.30.11f–III.30.12f,
III.30.15

polycapillary:
angle of acceptance in, III.35.27
angle of incidence in, III.30.5, III.30.5f
applications for, III.30.4, III.30.15,

III.35.4–III.35.5, III.35.8–III.35.9,
III.35.15, III.35.19–III.35.21

collimation in, III.30.6f, III.30.8–III.30.11,
III.30.11f–III.30.12f, III.30.15

composition of, III.30.5, III.30.6f–III.30.7f,
III.30.8t

and electron impact sources, III.31.11
energy filtering in, III.30.13, III.30.13f
in focused-beam diffraction, III.35.13,

III.35.14f
focusing with, III.30.13–III.30.14, III.30.14f,

III.30.15
function of, III.30.4–III.30.7
with neutron beams, III.36.15
radiation damage in, III.30.14
resolution in, III.30.8, III.30.11
synchrotron, photons in, III.26.3
transmission data for, III.30.5–III.30.7,

III.30.7f–III.30.10f, III.35.9t–III.35.11t
SHADOW, III.19.10, III.26.4
synchrotron, III.19.6, III.19.10, III.22.4,

III.26.3–III.26.6, III.35.3, III.37.3
vs. point source/optic combination, III.35.5
polycapillary application for, III.30.14,

III.30.15t
in protein crystallography, III.35.14
and Schwarzschild objective, III.27.4

Wolter, III.28.1–III.28.7
applications for, III.35.4

X-ray optics (Cont.):
collecting area with, III.28.1, III.28.5–III.28.6,

III.28.6f, III.28.3f
fabrication of, III.28.6–III.28.7
geometry of, III.28.1–III.28.2, III.28.2f
mirror surface in, III.28.4–III.28.5
resolution in, III.28.2, III.28.3f, III.28.4,

III.28.4f
X-Ray Optics, Center for, III.21.3
X-ray photoemission spectroscopy (XPS), II.36.33
X-ray production:

and blackbody radiation, III.19.6
and Bremsstrahlung radiation, III.19.6,

III.31.6–III.31.7, III.31.7f
X-ray radiation:

characteristic, III.31.6–III.31.7, III.31.7f,
III.31.10, III.33.2, III.35.15

X-ray radiation therapy, III.35.33–III.35.34
X rays:

absorption for, III.19.7, III.20.3
applications for, III.19.5, III.19.10, III.20.5,

III.20.7, III.35.3, III.35.14,
III.35.24–III.35.33, III.37.3

in astronomical optics, III.28.1–III.28.12
astronomy, applications for, III.19.6,

III.28.1–III.28.12, III.30.4, III.37.3
atomic photoabsorption of, III.A.1, III.A.2f
atomic scattering of, III.A.1, III.A.2f
characteristic, III.31.6–III.31.7, III.31.7f,

III.31.10, III.35.15
collimating, III.35.7–III.35.8
cosmic sources of, III.28.1, III.28.10
crystalline dispersion for, III.22.1–III.22.6
diffraction of, III.19.5, III.19.7–III.19.8,

III.19.8f, III.19.9, III.19.9f,
III.35.6–III.35.8

discovery of, III.19.5, III.34.7
electron impact sources of, III.31.5–III.31.11
fluorescence (XRF), III.35.15–III.35.23
incidence angle for, III.22.1
interaction in matter, III.A.1–III.A.2,

III.A.3t–III.A.8t
microfocusing of, III.26.6
monocapillary optics for, III.29.1–III.29.6,

III.31.11
multichannel plate optics for, III.30.1–III.30.3,

III.30.3f–III.30.4f
and multilayer reflective coatings,

III.24.1–III.24.2
novel sources of, III.33.1–33.4
optics of, progress in, III.19.5
and polarization, III.25.1–III.25.8,

III.32.6–III.32.8
polycapillary optics for, III.30.1,

III.30.4–III.30.15, III.31.11

I.124 INDEX



X rays (Cont.):
production of, III.19.6
property changes for, III.19.7
for radiation therapy, III.35.33–III.35.34
reflection of, III.19.5, III.19.9–III.19.10
refraction of, III.19.5–III.19.7, III.19.8f,

III.20.3–III.20.8
scattering of, III.3.6, III.19.7, III.20.8, III.26.4,

III.35.27, III.35.29t, III.35.30,
III.35.30f–III.35.31f, III.A.1, III.A.2f

simulations for, III.19.10
soft, II.11.5–II.11.6
spectral range for, III.19.5–III.19.6
synchrotron optics for, III.26.3–III.26.6
zone plate use with, III.23.1–III.23.7, III.35.4

X-ray scattering, III.3.6, III.19.7, III.20.8, III.26.4,
III.35.27, III.35.29t, III.35.30,
III.35.30f–III.35.31f, III.A.1, III.A.2f

X-ray sources:
electron beam impact, III.31.5, III.31.5f

anode material for, III.31.10
brightness of, III.31.7–III.31.8, III.31.8f,

III.31.9, III.31.9f, III.31.11
focussed beam in, III.31.10–III.31.11
optics for, III.31.11
parallel beam in, III.31.10
processes of, III.31.5–III.31.7, III.31.f
voltage for, III.31.10

X-ray synchrotron sources, II.11.29, II.11.29f
X-ray telescopes, III.19.10, III.28.1
X-y addressed switch-FET (SWIFET), I.23.16

Y-branch interferometric modulator, IV.4.51,
IV.4.51f, IV.4.54–IV.4.56

Yellow matter, I.43.14, I.43.22, I.43.30
absorption by, I.43.23, I.43.24t
concentrations, variability in, I.43.24

Yield strength, II.35.9
Yolo objectives, II.18.28f, II.18.29
Young, Thomas, III.10.2, III.10.7
Young’s astigmatic formulae, I.1.48
Young’s double-slit experiment, I.2.14–I.2.15,

I.2.15f, I.2.17, I.2.17f
Young’s modulus, II.33.32–II.33.33, II.35.8
Young-Thollon prism, II.5.7f

Zeeman effect, II.20.19–II.20.20, II.28.23, 
II.36.48

Zeeman pattern, II.20.17, II.20.18f
Zeeman shift, in magneto-optical trapping,

IV.28.23–IV.28.24
Zeeman splitting, IV.23.4, IV.23.18, IV.26.8
Zeiss Infinity Color-Corrected Systems Plan Apo

objective, II.17.19
Zenger prism, II.5.6f
Zernicke’s three-beam interferometers, II.21.8,

II.21.8f
Zernike formula, II.33.26
Zernike polynomials, I.1.98

definition of, III.10.2
and optical aberrations, III.1.12–III.1.15,

III.10.4
Zernike test, II.30.10
Zero-phonon lines, I.8.27f, I.8.28–I.8.30, II.28.14,

II.28.15f, II.28.16, II.28.17f
Zero-phonon transition, I.8.28
Zirconium arc lamps, I.10.39, I.10.44f
ZO-MOD BLACK, II.37.58
Zonal spherical aberration, II.18.42
Zone of clear and single binocular vision

(ZCSBV), III.12.25, III.12.25f
Zone plates, I.3.11, I.3.12f, I.3.13

amplitude, III.23.4, III.23.4f, III.23.5, III.23.5f
Bragg-Fresnel optics for, III.23.7–III.23.8,

III.23.8f
focusing properties of, III.23.1–III.23.2
Fresnel, II.7.18, III.23.3, III.32.19

aberration characteristics of, II.7.23
diffraction efficiency of, II.7.25

geometry of, III.23.2–III.23.4
with laser-generated plasmas, III.33.2
manufacture of, III.23.6–III.23.7
phase, III.23.5–III.23.6, III.23.6f
resolution with, III.35.4
shapes of, III.23.1, III.23.1f
terminology for, III.23.2n

Zoom lenses, II.15.11, II.16.15, II.16.20
Zoom systems, I.32.11
Z-scan, to determine nonlinear characteristics,

IV.17.31–IV.17.32, IV.17.32f, IV.17.33
Z-tilt, III.1.17

INDEX I.125



ABOUT THE EDITORS

Michael Bass is Professor of Optics, Physics, and Electrical and Computer Engineer-
ing in the School of Optics/Center for Research and Education in Optics and Lasers
at the University of Central Florida. He received his B.S. in physics from Carnegie-
Mellon, and his M.S. and Ph.D. in physics from the University of Michigan.

Jay M. Enoch is Professor of the Graduate School and Dean Emeritus, School of
Optometry, University of California at Berkeley. He also serves as a professor in the
Department of Ophthalmology at the University of California at San Francisco. He
received his B.S. in optics and optometry from Columbia University and his Ph.D. in
physiological optics from Ohio State University.

Eric W. Van Stryland is Professor of Optics, Physics, and Electrical and Computer
Engineering in the School of Optics/Center for Research and Education in Optics
and Lasers at the University of Central Florida. He received his Ph.D. from the Uni-
versity of Arizona.

William L. Wolfe is a Professor Emeritus at the Optical Sciences Center at the Uni-
versity of Arizona. He received his B.S. in physics from Bucknell University, and his
M.S. in physics and M.S.E. in electrical engineering from the University of Michigan.

The Optical Society of America is dedicated to advancing study, teaching, research,
and engineering in optics.


