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## Preface

In 1849 G.G. Stokes published a classical paper [Sto] in which he modeled the response of a viscous incompressible fluid by a constitutive equation that has, ever since, been known as the Stokes law. When combined with the results in the earlier paper of Navier [Na], the Stokes law leads to the Navier-Stokes system of nonlinear partial differential equations; this system, subject to the incompressibility constraint on admissible velocity fields, has served as the basic mathematical model for studying the motions of incompressible viscous fluids for over a century and a half. The success of the Navier-Stokes model, in both the incompressible as well as the compressible case, has been far ranging and is unquestioned, in spite of various fundamental problems which still actively engage the attention of fluid dynamicists and mathematicians all around the globe; these problems include the well-known issues of showing that turbulent flow is a consequence of the Stokes law and discovering an adequate existence and uniqueness theory for the case of three-dimensional flows. It is widely acknowledged that there also exists a large variety of common substances (such as blood, motor oils, molasses, etc.) which exhibit fluid-like behavior but can not be adequately described using the Stokes law; such fluids are termed non-Newtonian and a significant number of constitutive relations have been proposed to describe either individual non-Newtonian fluids or entire classes of them.

This is not a book about the behavior of fluids which are universally recognized as exhibiting distinctly non-Newtonian behavior. Rather, this volume addresses the following question: what kind of model results if, in the process which leads to the formulation of the Stokes constitutive relation, we do not, a priori, impose the dual restrictions (1) that the relationship between the components of the reduced stress tensor and the rate of deformation tensor is strictly linear and (2) that the reduced stress tensor depends only on the first-order gradients of the velocity field. Thus, unlike models of non-Newtonian fluid flow, in which some ad-hoc nonlinear relation is assumed between the stress and rate of deformation tensors, and unlike some of the efforts, which will be described in this book, to regularize the Navier-Stokes model in three space dimensions by adding onto the equations terms involving higher-order spatial derivatives of the velocity field, the incompressible, nonlinear,
bipolar fluid flow model treated in this volume is simply a consequence of not rigidly imposing, a priori, the two key assumptions which lead to the Stokes law; the philosophy underlying this approach has been clearly spelled out in the book by Shinbrot [Sh].

The first rigorous development of the theory of viscous, multipolar fluid flow is to be found in the fundamental paper of Nec̆as and Šilhavý [NS1]; the follow-up paper by Bellout et al. [BBN1] focused on elaborating the model in the incompressible, nonlinear bipolar case. With respect to the work in both [NS1] and [BBN1], it is essential to note that the development of the constitutive equations proceeds in such a manner as to render the resulting theory entirely consistent with the basic principles of material frame-indifference and the second law of thermodynamics (in the form of the Clausius-Duhem inequality). Also, as concerns the higherorder boundary conditions, which must be formulated for fluid flow problems in which spatial derivatives of the velocity of order higher than two appear, these are a rigorous consequence of the principle of virtual work coupled with some fundamental results due to Heron [HB] on the traces of divergence free vector fields; as such, these boundary conditions, which are an essential part of the theory of incompressible, nonlinear, bipolar fluid flow, stand out in stark contrast to the ad hoc types of higher-order boundary conditions which have been employed by those authors who have studied the regularizing effects of adding higher-order spatial derivatives to the Navier-Stokes equations. Since the original development of the multipolar fluid models, for both compressible and incompressible flow, a number of research groups, primarily in the United States, Eastern Europe, and China, have explored the consequences of these models; their efforts, which will be described in this book, have focused on the solution of problems in the context of specific geometries, on the existence of weak and classical solutions, and on such dynamical systems aspects of the theory as the existence of compact global attractors and inertial manifolds. The present volume is devoted exclusively to the task of elucidating some of the results which have been obtained, thus far, for the case of incompressible, nonlinear, bipolar fluid flow.

We now offer a description of the contents of this volume in the order in which the material is developed. Chapter 1 develops the theory of incompressible multipolar fluid dynamics with an emphasis on the nonlinear bipolar model. We begin in Sect. 1.1 by reviewing the hypotheses which lead to the Stokes constitutive law for viscous fluid flow and the Navier-Stokes equations which are a direct consequence of that law. In Sect. 1.2 we review the development of the general multipolar fluid model as presented in the fundamental paper of Nečas and S̆ilhavý [NS1]; the specialization to the case of linear bipolar fluid response appears in Sect. 1.3. Section 1.4 presents the development of the system of partial differential equations governing flow of an incompressible, nonlinear, bipolar fluid and is based, primarily, on the analysis presented in [BBN1]; a key feature of this section nis the derivation of the higher-order boundary conditions from the principle of virtual work coupled with the analysis in Heron [HB]. Elementary examples of incompressible nonlinear bipolar flows, i.e., steady plane Poiseuille flow, steady Poiseuille flow in a circular cylinder, and plane Couette flow are analyzed in Sect. 1.5. In Sect. 1.6 we describe
some of the other extensions and generalizations of the standard Navier-Stokes model for incompressible viscous fluid flow which have one or more attributes in common with the bipolar fluid model; these include the non-Newtonian models of Ladyzhenskaya type [La1, 2], [DuG], [Lio1], multipolar fluids of grade 3 [BNR], dipolar fluids [BG], the extended incompressible viscous flow models of Green and Naghdi [GN1, 2], and the nonlinear dispersive Navier-Stokes alpha (NS- $\alpha$ ) model of incompressible viscous flow, also known as the viscous Camassa-Holm equations (VCHE), treated in [CFH1, 2, 3] and [FHT1, 2]. Examples of particular flows associated with the models introduced in Sect. 1.6 are then studied in Sect. 1.7. Chapter 1 concludes by presenting, as further motivation for construction of the non-Newtonian model studied in this monograph, a catalog of experimental results which are inconsistent with the Stokes' hypothesis.

Chapter 2 is devoted to the problem of plane Poiseuille flow of incompressible bipolar viscous fluids between parallel plates; general results concerning existence, uniqueness, and continuous dependence on the constitutive parameters are elaborated in Sect. 2.2. Then, in Sect. 2.3, we obtain sharp estimates for the velocity field associated with the bipolar fluid in terms of the velocity fields associated with specializations of the bipolar constitutive theory that result from setting one or more of the key constitutive parameters equal to zero. Uniqueness of the steady Poiseuille flow within a general class of equilibrium flows in the parallel-wall domain is proven in Sect. 2.4. Finally, in Sect. 2.5 we consider the problems of existence and asymptotic stability for time-dependent plane Poiseuille flow of an incompressible, nonlinear, bipolar fluid. The work in this chapter is based, primarily, on the analysis in [BBN1] and [BB1, 2, 3].

In Chap. 3 we turn to a study of a variety of incompressible bipolar flows in special geometries and types of domains. Building on the work in [BH2], we formulate the classical problem of flow between rotating concentric cylinders for an incompressible, nonlinear, bipolar fluid in Sect. 3.2 and prove results concerning the existence, uniqueness, and continuous dependence (on constitutive parameters) for such flows. Section 3.3 is devoted to an analysis of bubble stability in a nonNewtonian viscous fluid of the type that the nonlinear bipolar model reduces to when the higher-order viscosity is set equal to zero; using the analysis presented in [B16] we elaborate upon the dynamics of a spherical bubble cavity in such a fluid employing both linearized dynamics and Lyapunov theory to analyze the stability of the cavity. In Sect. 3.4 we examine the problem of (steady) exterior flow of an incompressible, nonlinear, bipolar viscous fluid in the plane. Following the approach employed by Bellout and Nečas [BN] we first study the exterior problem in a truncated domain containing an obstacle and, then, proceed to obtain the solution in the original unbounded domain by implementing a limit process; it is also shown that the solution predicts the existence of a drag force on the obstacle in the direction of the velocity field at infinity. Finally, in Sect. 3.4 we study, following the analysis in [BW], the problem of flow of an incompressible, nonlinear, bipolar fluid over a non-smooth boundary, focusing on flows in polygonal domains. More specifically, the work in Sect. 3.4 analyzes the stability of solutions with respect to perturbations of the boundary of the domain and examines the regularity of solutions
for problems defined on polygonal domains providing, in particular, a description of the asymptotic behavior of solutions near corners on the boundary of the domain. It is shown, in contrast with similar results based on use of the Navier-Stokes system (which are at variance with experimental data) that solutions of the bipolar initialboundary value problem are not stable with respect to perturbations of the boundary of the domain by Lipschitz curves. Indeed, as we explicitly point out in Sect. 3.5, it has been known since the work of Nikuradze in the 1930s (e.g., [ScG]) that at high Reynolds numbers the presence of even very small protrusions on the surface of a bounding wall for a viscous flow substantially affects the flow.

Chapter 4 is devoted to proving general existence and uniqueness theorems for incompressible bipolar flow as well as for those non-Newtonian flows which result from setting the higher-order viscosity equal to zero; results are established for problems in both bounded and unbounded domains as well as for problems with periodic boundary conditions. The analysis begins in Sect.4.2, where a Galerkin argument is used to prove the existence and uniqueness of weak solutions for the initial-boundary value problem associated with incompressible, nonlinear, bipolar flow in a bounded domain of $R^{n}, n=2,3$, with sufficiently smooth boundary. We also study the regularity of the solution and prove some estimates which establish the asymptotic stability of solutions of the initial-boundary value problem; the work in this section is based, for the most part, on the results obtained in [BBN4]. Section 4.3 establishes the existence of weak and measure-valued solutions for incompressible non-Newtonian fluids which are generated as a special case of the bipolar model with vanishing higher-order viscosity. Employing an a priori restriction to consideration of the relevant space-periodic problems, the concept of a Young measure-valued solution is first defined. Then, for a certain range of the order of the nonlinearity associated with the non-Newtonian model in space dimension $n=2$, the Young measures are shown to be Dirac measures, while for another range the Young measures are proven to be Dirac and the associated weak solutions are shown to be regular solutions; a similar set of results is generated for the case of space dimension $n=3$. The discussion in Sect. 4.3 is based, in large measure, on the work in [BBN2], [BBN3], and [MNN]. In Sect. 4.4 we again consider the problem of flow of an incompressible, nonlinear, bipolar fluid in an unbounded, parallelwall channel. To prove existence of solutions for this problem, we first establish the existence of approximate solutions in bounded subdomains of the channel by using a Galerkin approach; then it is shown that there exists a subsequence of such approximate solutions whose limit is a unique weak solution of the initial-boundary value problem; the bulk of the analysis in this section first appeared in [BH4]. Finally, in Sect. 4.5 we summarize some of the most important extant results on existence and uniqueness for solutions of the Navier-Stokes equations and recall a few of the unresolved problems in three space dimensions. We also discuss related work on existence and uniqueness theorems for some of the generalizations of the Navier-Stokes model that were described in Sect. 1.6, including the non-Newtonian Ladyzhenskaya type models, viscous flow models with artificial viscosity, the multipolar fluid model of grade 3, and the viscous Camassa-Holm equations.

Chapter 5 focuses on the existence of maximal compact attractors for incompressible bipolar and non-Newtonian flows in bounded domains and for space periodic problems. Proving the existence of a maximal compact attractor involves (1) proving the existence of absorbing sets in order to deduce the uniform compactness, for large time, of the relevant solution operator, (2) establishing the uniform differentiability of the solution operator on the attractor, and (3) proving the uniform boundedness of an associated linearized operator; this operator, which is associated with the linearization of the nonlinear, incompressible, bipolar equations about an equilibrium solution, is introduced in Sect. 5.2 where we also establish the linearized stability of solutions of the incompressible bipolar equations. The results in Sect. 5.2 are based on the analysis in [B14]. Section 5.3 presents the results obtained in [BBN5] for incompressible bipolar initial-boundary value problems (and hold for the space periodic problems, also) in dimensions $n=2,3$; in Sect. 5.3 the existence of a maximal compact global attractor is proven and estimates are obtained for both the Hausdorff and fractal dimensions of the attractor. For a different range of the exponent controlling the nonlinearity in the bipolar model, it is shown in Sect. 5.4 that a maximal compact attractor exists for the space periodic problem, in $\operatorname{dim} n=2$, for which both the Hausdorff and fractal dimensions are independent of the higher-order viscosity; it is also shown, independently, that the corresponding non-Newtonian space periodic problem admits a maximal compact attractor in space dimension $n=2$; the results presented are based on the work in [Bl3]. Finally, it is shown in Sect. 5.5 that, as a consequence of the analysis in [B12, 3], the attractor for the bipolar problem, whose existence in the space periodic case when $n=2$ was established in Sect. 5.4, converges in the sense of semidistance to the compact attractor for the corresponding non-Newtonian problem as the higher-order viscosity converges to zero.

Finally, Chap. 6 considers (1) the problem of the existence of an inertial manifold for bipolar, incompressible, viscous flows, and the associated phenomena of orbit squeezing, and (2) the question of whether a maximal compact global attractor exists for the flow of an incompressible bipolar viscous fluid in an unbounded, parallel walled channel; existence of solutions for this latter problem was proven in Sect. 4.4. Following the analysis in [BH3] it is proven, in Sect. 6.2, that an inertial manifold exists for the incompressible, nonlinear, bipolar viscous flow problem, subject to space periodic conditions, in both dimensions $n=2$ and 3 . The work in Sect. 6.2 also establishes a squeezing property for the orbits of the associated solution operator; a more fundamental ( $L^{2}$ ) squeezing property is shown to hold in Sect. 6.3 by using results in [BH1]. In Sect. 6.4 we employ the analysis which appeared in [BH5] to prove the existence of a global compact attractor for the equations governing nonlinear bipolar fluid flows in unbounded two-dimensional channels. Finally, in Sect. 6.5, we survey some related recent work on the asymptotic behavior of solutions to problems for incompressible bipolar and non-Newtonian flows by other authors, highlighting developments connected with proving the existence of a global attractor.

Three appendices may be found at the end of this book, the first of which, Appendix A, sets the notation we have tried to use, consistently, throughout this
volume. In the few instances when the same notation has been used with different meanings in different chapters (or sections), this circumstance has been carefully pointed out. Appendix A also reviews some important basic analysis results and definitions, including embedding and interpolation theorems for Sobolev spaces and some fundamental Sobolev space estimates. Appendix B establishes several key lemmas involving the rate of deformation tensor, including two inequalities of Korn type which are used repeatedly in Chaps.4-6. The spectral gap condition, an essential ingredient in the proof of the existence of an inertial manifold in Chap. 6 is established in Appendix C. A reasonably comprehensive bibliography accompanies this volume; however, a substantial portion of the literature on non-Newtonian flows which is unrelated to the nonlinear bipolar model has not been detailed. In addition, by the time this volume appears, it is somewhat likely that new work within the realm of incompressible, nonlinear, bipolar viscous flow will have been published; for all such unintended omissions, the authors offer an a priori apology.

DeKalb, IL
H. Bellout and F. Bloom

October 2012
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# Chapter 1 <br> Incompressible Multipolar Fluid Dynamics 

### 1.1 Introduction: The Stokes Constitutive Law and the Navier-Stokes Equations

The study of the motions of an incompressible viscous fluid by mathematicians, physicists, and engineers, has been an ongoing enterprise since the publication by G.G. Stokes [Sto] of his classical memoir on the internal friction of fluids in motion in 1849. Perhaps the closest one can come to something resembling a reasonable bibliography, detailing the variety of work on the subject that was initiated by Stokes' research, is the seventy-five page list of references at the end of the 8 th revised edition of the classic volume [ ScG ] on boundary layer theory. Among the noteworthy (and still valuable) texts and treatises dealing with incompressible viscous fluid flow based on the Stokes constitutive equation are those of Lamb [Lam], Batchelor [BaG], Landau and Lifschitz [LL], Shinbrot [Sh], and Serrin [Se]. A concise and well-written modern text which covers many of the most important elementary aspects of the theory is that of Chorin and Marsden [CM]. Finally, books which are of a more distinctly mathematical flavor, and which treat the very difficult problems of existence and uniqueness for the NavierStokes equations, include those of Constantin and Foias [CF], Galdi [Ga1], Temam [Te1], [Te3], Ladyzhenskaya [La1], Sohr [So], and P.-L. Lions [PL]. Three recent collections of papers on contemporary problems in mathematical fluid dynamics, including those associated with the motion of viscous incompressible fluids, are [NeP], [GHR], [BMW], and [FS1, 2]. Numerical methods for treating the NavierStokes equations are discussed in [Te1] and [Te3]. The list of volumes delineated above does not even begin to "scratch the surface" with respect to the literature, in book form, which deals with problems for the incompressible Navier-Stokes equations, but it is more than sufficient in terms of offering the interested reader a very comprehensive overview of the subject. In this book we will assume that the reader has a basic understanding of the field of modern continuum mechanics as well as some familiarity with elements of the subject of viscous incompressible
fluid flow; in particular we assume that the reader has been exposed to a discussion of the fundamentals of incompressible fluid flow, i.e., to the development of the theory underlying the Navier-Stokes equations, as well as to the solution of basic flow problems within the context of that theory, at the level of, say, the text by Batchelor [BaG]. Of necessity, we also must assume that the reader is acquainted with elements of the classical and modern theory of both elliptic and parabolic partial differential equations at the level of the texts [McO], [RR], or [Ev]. Some familiarity with aspects of the modern theory of dynamical systems would also be helpful but is not absolutely essential. Appendix A provides a compendium of useful notation employed in the book, as well as some basic analysis definitions and results and a survey of embedding and interpolation theory for Sobolev spaces which is used extensively for Chaps. 4-6.

For the remainder of this chapter, $\Omega \subset R^{n}, n=2$, 3 , will denote either an open bounded domain or an unbounded domain, such as the region between two flat, parallel plates in $\mathbb{R}^{3}$; whenever we deal with a specific problem in this and subsequent chapters, we will be careful to indicate the nature of the domain in question. In some cases (e.g., Sect. 3.4) we will have $\Omega=\mathbb{R}^{n} / \Omega_{*}, n=2,3$, with $\Omega_{*}$ an open bounded domain in $\mathbb{R}^{n}$ so that flow in $\Omega$ represents flow around the obstacle $\Omega_{*}$ (the exterior flow problem). By $x_{i}, i=1, \ldots, n$, we denote a set of (Eulerian) rectilinear Cartesian coordinates ${ }^{1}$ in $\Omega$. The velocity field of an incompressible viscous fluid, which occupies the region $\Omega$, at time $t$, will be denoted most often by $\boldsymbol{v}$ (although it will sometimes be useful to denote this velocity field by $\boldsymbol{u}$ ). In component form, for $n=3$, we have

$$
(\boldsymbol{v})_{i}(\boldsymbol{x}, t)=v_{i}\left(x_{1}, x_{2}, x_{3}, t\right), \quad t \geq 0 .
$$

When required we will replace the rectilinear components $v_{1}, v_{2}, v_{3}$ (for flow in $R^{3}$ ) by the cylindrical components $v_{r}, v_{\theta}, v_{z}$ of the velocity field in which case, of course, the cylindrical coordinates $r, \theta, z$ are used in lieu of Cartesian coordinates.

We now pose the following question (which most researchers in fluid dynamics believe they already know the answer to), namely, where does the Stokes Hypothesis (and the corresponding system of partial differential equations known as the NavierStokes equations) come from? In an ideal fluid, in which there are no frictional forces, neighboring parts of the fluid may move at different velocities, without one exerting a force on the other, provided these regions in the fluid are separated by a streamline. The assumption that frictional forces are not at work (in an ideal fluid) produces troubling results such as the well-known d'Alembert "paradox". Thus, because frictional forces are caused by relative motions of neighboring regions in a fluid, any model of fluid motion which incorporates such forces would have to predict the absence of internal frictional forces whenever neighboring portions of the fluid are not moving relative to each other; frictional forces appear, however, if such relative motion is present. We will return to this elementary (but fundamental)

[^0]concept after a brief pause to recall the structure of the Stokes Law and the manner in which it leads to the Navier-Stokes equations. We restrict, a priori, our considerations to the incompressible case; by virtue of the equation of continuity (conservation of mass) this assumption is, of course, equivalent to the statement that $\nabla \cdot \boldsymbol{v}=0$, everywhere in the domain currently occupied by the fluid; it is always true if the mass density $\rho$ is constant in space and time.

The starting point for the derivation of the Navier-Stokes equations, in most standard fluid dynamics textbooks, is the differential form of the statement of conservation of momentum in Eulerian coordinates, i.e.,

$$
\begin{equation*}
\rho \boldsymbol{a}=\nabla \cdot \boldsymbol{t}+\rho \boldsymbol{f} . \tag{1.1}
\end{equation*}
$$

In (1.1), $\rho$ is the mass density (assumed to be a constant), $\boldsymbol{a}$ is the fluid acceleration, $\boldsymbol{t}$ is the stress tensor, and $\boldsymbol{f}$ is the body force/mass, all of which are measured at a point $(\boldsymbol{x}, t)$ in the domain occupied by the fluid at time $t$. Furthermore, $\boldsymbol{a}$ is given by the convective time derivative of the velocity field $\boldsymbol{v}$ (the derivative following the motion of fluid particles), i.e., $\boldsymbol{a}=D \boldsymbol{v} / D t$ where

$$
\begin{equation*}
\left(\frac{D \boldsymbol{v}}{D t}\right)_{i}=\frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{i}}{\partial x_{j}} \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{j} \frac{\partial v_{i}}{\partial x_{j}}=(\boldsymbol{v} \cdot \nabla \boldsymbol{v})_{i}, \tag{1.3}
\end{equation*}
$$

it being understood that we always sum on repeated indices such as the index $j$ in (1.2). Finally $\boldsymbol{t}$, in (1.1), is the Cauchy stress tensor which measures force/area in the fluid in the sense that if $S$ is a surface internal to the domain occupied by the fluid at the time $t$, and $\boldsymbol{x} \in S$, then the traction $\boldsymbol{T}$ at $(x, t)$, i.e., the force/area exerted at $\boldsymbol{x}$ at time $t$, by neighboring portions of the fluid, is given by $\boldsymbol{T}=\boldsymbol{t} \boldsymbol{n}$ where

$$
\begin{equation*}
(\boldsymbol{T})_{i}=t_{i j} n_{j} . \tag{1.4}
\end{equation*}
$$

The full stress tensor $\boldsymbol{t}$ is now expressed as

$$
\begin{equation*}
\boldsymbol{t}=-p \boldsymbol{I}+\boldsymbol{\tau} \tag{1.5}
\end{equation*}
$$

where the "reduced stress tensor" $\boldsymbol{\tau}$ is identically set equal to the zero tensor in an ideal fluid in which the stress tensor is generated by a hydrostatic pressure $p$. If we introduce the rate of deformation tensor

$$
\begin{equation*}
\boldsymbol{e}=\frac{1}{2}\left(\nabla \boldsymbol{v}+(\nabla \boldsymbol{v})^{T}\right) \tag{1.6a}
\end{equation*}
$$

with components

$$
\begin{equation*}
e_{i j}=\frac{1}{2}\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right), \tag{1.6b}
\end{equation*}
$$

then the Stokes Law is the assumption that for some constant $\mu_{0}>0$, specific to the fluid being modeled,

$$
\begin{equation*}
\tau_{i j}=2 \mu_{0} e_{i j} \tag{1.7}
\end{equation*}
$$

where $\mu_{0}$ is the viscosity. A fluid which conforms to the constitutive hypothesis (1.7) is known as a Newtonian fluid. For an incompressible viscous fluid ( $\partial v_{i} / \partial x_{i}=$ 0 ), the insertion of the ansatz (1.5), (1.7) into the (vector) equation (1.1), expressing balance of momentum, yields the Navier-Stokes system of partial differential equations

$$
\begin{equation*}
\rho\left(\frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{i}}{\partial x_{j}}\right)=-\frac{\partial p}{\partial x_{i}}+\mu_{0} \nabla^{2} v_{i}+\rho F_{i} \tag{1.8}
\end{equation*}
$$

where $\frac{\partial p}{\partial x_{i}}=(\nabla p)_{i}$. In a bounded domain, say $\Omega \subseteq R^{n}, n=2,3$, the system (1.8) is to be solved subject to the standard non-slip boundary conditions $\boldsymbol{v}=\mathbf{0}$ on $\partial \Omega$ and the specification of an initial condition of the form $\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(\boldsymbol{x})$ for $\boldsymbol{x} \in \Omega$. In Sect. 4.5 we will review, briefly, some of what is known about the existence and uniqueness of both strong and weak solutions for initial and initial-boundary value problems for the Navier-Stokes system; suffice it to say, at this junction, that difficulties abound in $R^{3}$ with respect to obtaining what would be considered to be satisfactory results relative to, e.g., the uniqueness of weak solutions, the existence of classical solutions, globally in time, or the finite-time blow-up of classical solutions, although partial results, some of a very deep and fundamental mathematical character, have been obtained. In spite of this observation we note that (as pointed out in Sect. 3.7 of Schlichting and Gersten [ScG], where we have replaced their reference to the Stokes Law by (1.7)),

> Although Eq. (1.7) must be viewed as a pure hypothesis, or even as an educated guess, the equations of motion arising from inserting Eq. (1.7) [into the equation describing balance of momentum] can be accepted, because they have been confirmed by an exceedingly large number of experiments, sometimes in extreme conditions, as will be realised by the reader on completing this book. These equations of motion are a very good description of actual physical processes.

No researcher who is familiar with the predicative success of the system (1.8) could possibly take exception with the above quoted statement from [ScG]. Yet, beyond the difficulties with the establishment of acceptable existence/uniqueness results in $\mathbb{R}^{3}$, which those who are unequivocal proponents of (1.8) for "ordinary" fluids (in all circumstances) would claim is just a consequence of either not having
available the proper mathematical tools, or a skilled enough mathematician, there are other substantive problems; some of these, which will be discussed further on in this volume, include the Stokes paradox for flow around an obstacle in the plane, the difficulties associated with applying the Navier-Stokes equations to study the flow over rough surfaces, the need to implement a theory, the Prandtl boundary-layer theory, which lacks an entirely firm mathematical grounding, to study problems in which the Reynolds number is high (but a transition to turbulent flow has not yet occured), and the entire question of the feasibility of using the Navier-Stokes equations to describe strong turbulence in fluids. Indeed, it is well-known that even Prandtl was not happy with the essential tenets of boundary-layer theory. Moreover, all of the shortcomings associated with applying the model based on the Stokes Law (1.7) are not simply the result of trying to implement that model for fluids which are truly non-Newtonian in nature such as magma, plastic melts, polymer solutions, or suspensions such as blood; in such fluids, as pointed out, e.g., in [Oe], the frictional stresses acting on a fluid element may depend on both the instantaneous state of motion as well as on the motion of the fluid in the past. Truly non-Newtonian fluids may not only exhibit memory effects but may also require that the linear constitutive relation (1.7) be replaced by one in which $\boldsymbol{\tau}$ is a nonlinear function of $\boldsymbol{e}$ (in all ordinary motions) through the introduction of a viscosity function which depends in a nonlinear fashion on $|\boldsymbol{e}|$. In this book we shall always have in mind "ordinary" viscous fluids, those whose behavior is described very well by the Navier-Stokes equations in most, but not all, situations. We will not be introducing a nonlinear version of (1.7), as has been done, e.g., by Ladyzhenskaya [La1, 2], so as to obtain a satisfactory existence theory; nor will we be introducing, in some ad hoc fashion, higher-order derivative terms in (1.8), along with an associated ad hoc set of boundary conditions, as has been done in, e.g., [La5], [Lio1], [BdV2, 3], or [OS1, 2] so as to regularize the Navier-Stokes system. The approach followed in this volume is based on a simple yet fundamental understanding of the genesis of the Stokes Law (1.7) and follows a tradition which is firmly ingrained in the historical development of classical physics.

While the development of the equations governing incompressible fluid flow may begin, in most textbooks on fluid dynamics, with the ansatz (1.7), i.e., the Stokes Law, this does not give a complete picture of the process that is actually taking place. A good description of the basic thought process which leads to the constitutive law (1.7) is to be found in the lecture notes by M. Shinbrot [Sh]; as Shinbrot points out in [Sh], Chap. 7, "the argument is one often used in physics and engineering and is well worth appreciating. It is based on a modification of Occam's razor: do not complicate your hypotheses unnecessarily. This means that if, under the simplest hypotheses consistent with the phenomena we wish to describe, a model can be derived that is already too difficult to cope with completely, then this model should be retained unless and until paradoxes appear within it." Shinbrot then proceeds to "apply this (modification of Occam's razor) to derive the form of the reduced stress tensor, keeping in mind that there are to be no forces between portions of a fluid that are not in relative motion. This means, first, that the reduced stress tensor $\boldsymbol{\tau}$ must be
zero when the velocity $\boldsymbol{v}$ is zero. ${ }^{2}$ Moreover $\boldsymbol{\tau}$ must be zero when the velocity $\boldsymbol{v}$ is constant throughout the fluid, for then there is no relative motion between different parts of the fluid. The simplest hypothesis that assures us of this is that $\boldsymbol{\tau}$ is a function of the derivatives of $\boldsymbol{v}$ only". In our notation this last hypothesis is equivalent to the mathematical statement that

$$
\begin{equation*}
\boldsymbol{\tau}=\boldsymbol{\tau}(\nabla \boldsymbol{v}, \nabla \nabla \boldsymbol{v}, \ldots) \tag{1.9}
\end{equation*}
$$

with $\boldsymbol{\tau}=\mathbf{0}$ when all of the arguments of $\boldsymbol{\tau}$ are $\mathbf{0}$. To this point, (1.9) holds for every viscous fluid whether it be air, water, or some polymer solution. In the overall argument, there now appears the two basic, restrictive, assumptions which lead to the Stokes Hypothesis; as Shinbrot [Sh] argues "within the framework of the hypothesis (1.9), the simplest assumption that can be made is that $\boldsymbol{\tau}$ depends only on the first derivatives of $\boldsymbol{v}$. Again, the simplest hypothesis about the form of this dependence is that it is linear". Under the auspices of these two stated assumptions, each component of the reduced stress tensor $\boldsymbol{\tau}$ has the form
$\tau_{i j}=a_{i j} \frac{\partial v_{1}}{\partial x_{1}}+b_{i j} \frac{\partial v_{1}}{\partial x_{2}}+c_{i j} \frac{\partial v_{1}}{\partial x_{3}}+d_{i j} \frac{\partial v_{2}}{\partial x_{1}}+e_{i j} \frac{\partial v_{2}}{\partial x_{2}}+f_{i j} \frac{\partial v_{2}}{\partial x_{3}}+g_{i j} \frac{\partial v_{3}}{\partial x_{1}}+h_{i j} \frac{\partial v_{3}}{\partial x_{2}}+k_{i j} \frac{\partial v_{3}}{\partial x_{3}}$
where the coefficients $a_{i j}, b_{i j}, \ldots, k_{i j}$ are all constants. Shinbrot next shows that (1.10) already implies a restrictive form of the Stokes hypothesis; in fact, the argument [Sh] continues by indicating "the coefficients in (1.10) still have to be adjusted so that $\boldsymbol{\tau}=\mathbf{0}$ where there is no relative motion between different portions of a fluid. Now, in a fluid rotating like a rigid body with constant angular velocity, there is no relative motion between its various parts. Consider such a fluid, with the $x_{3}$-axis the axis of rotation. In this case, it is not hard to show that the velocity of the fluid at the point $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)$ is

$$
\begin{equation*}
\boldsymbol{v}=\omega\left(-x_{2}, x_{1}, 0\right) \tag{1.11}
\end{equation*}
$$

where $\omega$ is a constant. By (1.10), then,

$$
\begin{equation*}
\tau_{i j}=\omega\left(d_{i j}-b_{i j}\right) \tag{1.12}
\end{equation*}
$$

and this must be zero, so that $d_{i j}=b_{i j}$. In a similar way, making the axis of rotation the $x_{1}$ - and then the $x_{2}$-axis, we find $g_{i j}=e_{i j}, h_{i j}=f_{i j}$ ". Therefore, we obtain from (1.10)
$\tau_{i j}=a_{i j} \frac{\partial v_{1}}{\partial x_{1}}+e_{i j} \frac{\partial v_{2}}{\partial x_{2}}+b_{i j}\left(\frac{\partial v_{1}}{\partial x_{2}}+\frac{\partial v_{2}}{\partial x_{1}}\right)+c_{i j}\left(\frac{\partial v_{1}}{\partial x_{3}}+\frac{\partial v_{3}}{\partial x_{1}}\right)+f_{i j}\left(\frac{\partial v_{2}}{\partial x_{3}}+\frac{\partial v_{3}}{\partial x_{2}}\right)$.

[^1]The constitutive relation (1.13) is equivalent to a restrictive form of the Stokes hypothesis; the quantities $\frac{\partial v_{1}}{\partial x_{1}}, \frac{\partial v_{2}}{\partial x_{2}}, \frac{1}{2}\left(\frac{\partial v_{1}}{\partial x_{2}}+\frac{\partial v_{2}}{\partial x_{1}}\right)$, etc., are just the components of the rate of deformation tensor $e_{i j}$ in (1.6b) so that $\boldsymbol{\tau}=\boldsymbol{\tau}(\boldsymbol{e})$ and is, in fact, linear in the components of $\boldsymbol{e}$ which, as Shinbrot [Sh] points out "is more than is required by the Stokes Hypothesis. The linearity of (1.13) is a consequence of our diligent application of Occam's razor: we took as the simplest hypothesis that $\boldsymbol{\tau}$ is a linear function of $\nabla \boldsymbol{v}$ ". Shinbrot then pointedly notes that "some mathematicians, while accepting the other hypotheses, have been offended by the assumption of linearity, and perhaps they are correct. That is where the last part of the razor plays a role. The model should be retained until contradictions appear. Until they do, consistency requires that the simplest hypotheses be made". Of course, two basic assumptions, not one, have been made in arriving at (1.13), namely, (1) that $\boldsymbol{\tau}$ depends only on $\nabla \boldsymbol{v}$, and not on $\nabla \nabla \boldsymbol{v}, \nabla \nabla \nabla \boldsymbol{v}$, etc., and (2) that $\boldsymbol{\tau}$ is linear in the components of $\nabla \boldsymbol{v}$. It is precisely the absence of a dependence of $\boldsymbol{\tau}$ on higher-order spatial gradients of $\boldsymbol{v}$ that leads to contradictory results when the Navier-Stokes equations are applied to the study of flow of a viscous fluid over a surface with a rough boundary.

The reduction from the linear version (1.13) of the Stokes hypothesis to the Stokes Law (1.7), for an incompressible fluid, now proceeds in a standard manner which we will not repeat here; the basic assumption which drives this reduction is that the equations which represent a physical phenomenon have to be independent of the coordinate system used to describe it. The actual reduction which takes us from (1.13) to (1.7) may be found in most elementary fluid dynamics texts, e.g., [Sh] or [CM], with the principle which dictates the process involved very often going under the heading of material frame indifference.

Shinbrot concludes his discussion ([Sh], Chap. 7) of the Stokes hypothesis, and the subsequent derivation of the Navier-Stokes equations, with the following observations about solutions in $\mathbb{R}^{3}$ :

It is not known whether solutions with large initial data are unique! This is related to the smoothness question. The solution is initially smooth and unique. But at the first value of $t$ where it is not smooth (if there is one), uniqueness may also be lost. This uniqueness question is one of the outstanding questions in theoretical hydrodynamics. Instant fame awaits the person who answers it. (Especially if the answer is negative!)
If it should turn out that solutions are not unique, that fact would qualify as a paradox and would justify complicating the model. There are two obvious ways in which the model can be changed. The first is to allow the reduced stress tensor to depend on higher derivatives of the velocity than the first. The second is to allow the reduced stress tensor to depend nonlinearly on the derivatives of the velocity. A piquant aspect is lent to the whole problem by the fact that in either case the solution can be shown to be unique!

It might be argued that as a practical matter the whole question may be irrelevant since solutions are known to be unique if the data are small. It is true, after all, that for large initial data no fluid can be looked upon as incompressible. However, the values of the initial data for which the uniqueness question can be settled are too small. They are well below the values for which compressibility effects in water, say, come into effect or in which our hypotheses can be expected to fail. Thus, even from a "practical" point of view, the existence and uniqueness theorems require strengthening.

In any case, the uniqueness question remains an aggravating mathematical problem which seems extremely difficult for no very good reason.

In Sect. 1.6 we will discuss various generalizations of the (incompressible) Navier-Stokes system (1.8); some of these generalizations were constructed with a view towards proving the kind of existence and uniqueness results in $\mathbb{R}^{3}$ that have eluded researchers (to date) within the context of the Navier-Stokes theory. However, the absence of adequate existence and uniqueness results for initialvalue and initial-boundary value problems associated with (1.8) in $\mathbb{R}^{3}$ does not of itself represent a paradox that warrants changing the model represented by (1.7) to allow for a nonlinear viscosity which is dependent on $|\boldsymbol{e}|$, as in the work in [La1, 2], [DuG], or [Kan], or for the additions of terms involving higher-order spatial derivatives of $\boldsymbol{v}$. Rather, it is the existence of problems like the Stokes paradox for Stokes flow of a Newtonian fluid around an obstacle in the plane, or the predictions generated by using the Newtonian model, and the associated non-slip boundary condition, to study flow over a surface with a rough boundary, which warrant at least considering changes with respect to (1.7). As will be made clear in Sect. 1.2, the changes we refer to do not amount to arbitrarily introducing nonlinear viscosity into the model, or selecting a particular type of nonlinear behavior to model the kind of phenomena exhibited by true "non-Newtonian" fluids (e.g., the Weissenberg effect); nor do they involve the somewhat arbitrary addition of higherorder derivatives of the components of the velocity vector to the system (1.8), with the consequential addition of higher-order boundary conditions. In fact, as we will point out further on in this chapter, in those papers where higher-order derivatives, and associated higher-order boundary conditions, have been used to modify the Navier-Stokes system, the boundary conditions employed are inconsistent with the principal of virtual work and the constraint imposed by incompressibility. As detailed in Sect. 1.2, the approach which is followed, in order to obtain the modification of the Navier-Stokes system discussed in this book, consists of beginning with the fundamental ansatz (1.9) for a viscous fluid, and imposing only those constraints which are consistent with the basic principles of continuum mechanics and thermodynamics, without a priori imposing the restriction that $\boldsymbol{\tau}$, in (1.9), be a linear function or that it depend only on $\nabla \boldsymbol{v}$.

It appears to be ingrained in the thought processes of much of the fluid dynamics research community that fluids are either Newtonian, i.e., that they always conform to the constitutive relationship (1.7), or that they are non-Newtonian; this line of reasoning is not consistent with the historical development of much of classical physics and is, in fact, contradicted by the behavior of many well-known fluids. Blood flow, for example, is very well modeled by the Navier-Stokes equations for flow in the large arteries while flow in arteries with a relatively much smaller radius can only be modelled successfully by employing non-Newtonian constitutive equations [AzP], [BHTV], [OOL], [QF]. It is, therefore, reasonable to believe that a realistic constitutive relation for blood would involve a set of constitutive parameters whose values, under appropriate flow conditions, would be such as to render that constitutive relation (almost) indistinguishable from the Newtonian Law (1.7).

As already noted, similar situations have repeatedly appeared in the history of classical physics. In the early part of the twentieth century, Newton's Laws of motion for particles and rigid bodies were supplanted by the (special) relativistic mechanics developed by Poincaré, Lorenz, and Einstein. For more than a century it has been accepted that Newton's Laws do not hold exactly for any body in motion; rather, they are an approximation to the laws of motion which follow from Special Relativity when a body is moving at speeds which are small compared to the speed of light. For most intents and purposes, therefore, one may work with Newton's Laws without being concerned that they are only an approximation to a more encompassing theory. A similar situation occurs in classical electromagnetic theory. It is usually assumed in most elementary treatments of electromagnetic theory that the relationship between the electric displacement $\boldsymbol{D}$ and the electric field vector $\boldsymbol{E}$ is of the form $(\epsilon=\epsilon(\boldsymbol{x}, t))$

$$
\begin{equation*}
\boldsymbol{D}=\epsilon \boldsymbol{E} \tag{1.14}
\end{equation*}
$$

where $\epsilon$ is called the dielectric permittivity. For "air" $\epsilon$ is a constant, $\epsilon=\epsilon_{0}$, the dielectric permittivity of free space. The corresponding relationship between the magnetic intensity vector $\boldsymbol{H}$, and the magnetic field vector $\boldsymbol{B}$, in free space is

$$
\begin{equation*}
\boldsymbol{H}=\mu_{0} \boldsymbol{B} \tag{1.15}
\end{equation*}
$$

where $\mu_{0}$ is the magnetic permeability of empty space. The use of (1.14), with $\epsilon=\epsilon_{0}$, and (1.15), in conjunction with Maxwell's equations, leads to the standard, linear, wave equation for $\boldsymbol{E}$ and experimental results for the propogation of electromagnetic waves in space then yields the conclusion that $\epsilon_{0} \mu_{0}=1 / c^{2}$. In the early 1960s, however, it became clear that not all electromagnetic media conformed to the linear dielectric relationship $(1.14)^{3}$ and that the constitutive relationship (1.14) had to be broadened to allow for nonlinear dielectric media satisfying

$$
\begin{equation*}
\boldsymbol{D}=\epsilon(\|\boldsymbol{E}\|) \boldsymbol{E} \tag{1.16}
\end{equation*}
$$

where $\|\cdot\|$ is the standard Euclidean norm on $\mathbb{R}^{3}$. In the nonlinear optics literature, constitutive relations of the form (see [Bl1])

$$
\begin{equation*}
\epsilon(\|\boldsymbol{E}\|)=\epsilon_{0}+\epsilon_{1}\|\boldsymbol{E}\|^{2} \tag{1.17}
\end{equation*}
$$

became prevalent (as well as relations involving far more complex algebraic expressions than (1.17), and polynomial relations which involve powers of $\|\boldsymbol{E}\|$ higher than two). It soon became clear, however, that even for media thought to be "nonlinear dielectrics", (1.16), (1.17) only supplanted (1.14) in situations where

[^2]$\|\boldsymbol{E}\|$ is very large (as in a high intensity laser beam) because experiments have shown that, even in such media, $\epsilon_{0} \ll \epsilon_{1}$. Thus, even those media which are known to exhibit nonlinear dielectric behavior in some circumstances conform to the linear dielectric relation (1.14) when not subjected to conditions involving the passage of a high intensity electromagnetic wave. It is not unreasonable to believe that (1.17) also applies, say, to air, albeit with a higher order permittivity $\epsilon_{1}$ that is even orders of magnitude smaller than the (already) small $\epsilon_{1}$ associated with distinctly "nonlinear" dielectric media.

The philosophical and historical approach to the development of constitutive theory we have described above is the one which underlies the development of the multipolar fluid dynamics equations in Sect. 1.2. The constitutive relations for bipolar viscous fluids, which are described in Sects. 1.3 and 1.4, are entirely consistent with the general theory constructed in Sect. 1.2 and, moreover, conform to the requirement that in those circumstances, when certain constitutive parameters appearing in the model are small, the results obtained are indistinguishable from those predicted by the Navier-Stokes equations. The notion that, at some point, even for "ordinary" fluids, the Stokes Law (1.7) may have to be considered as an approximation to a more general constitutive law, is not new in the literature. We note, in particular, the following observation by David Ruelle [Ru], where in the quoted remarks we have replaced his equation numbers by their equivalents in this section, and where $v=\mu_{0} / \rho$ is the kinematic viscosity:

Let us briefly discuss the physical meaning of the Navier-Stokes equations (1.8). It expresses the acceleration $\left(\partial_{i} v_{i}+\sum v_{j} \partial_{j} v_{i}\right)$ in terms of three forces. There is a viscosity term $\left(v \Delta v_{i}\right)$ corresponding to self-friction, then the gradient of the pressure term, and finally the external force term $\left(F_{i}\right)$. The viscosity term is obtained by expressing the self-friction forces in terms of the rate of deformation of the fluid in the linear approximation; this term can therefore only be trusted for small velocity gradients. Suppose in particular that a solution of the Navier-Stokes equation develops a singularity (infinite velocity gradient), then it is clear that the term $\left(v \Delta v_{i}\right)$ is no longer physically correct. It is thus tempting to consider instead of (1.8) an equation with a more general nonlinear viscosity term, but the simplicity of (1.8) makes it well worth investigating in detail before going to something more complicated.

In Sect. 1.6 we will describe some of the results for the generalization of the Navier-Stokes equations that was introduced by Ladyzhenskaya [La2]; this model is similar, in some respects, to the special case of the nonlinear bipolar model of Sect. 1.4 when the higher order viscosity vanishes. Without going into detail, in this section, on the precise structure of the Ladyzhenskaya generalization of the NavierStokes equations, it is worth noting the following remarks of Du and Gunzburger [DuG]:

[^3]Here we consider one particular model introduced by Ladyzhenskaya. The study of this model may be justified through a variety of physical and mathematical arguments. In the first place, for certain values of a parameter appearing in the model, the model still conforms with the definition of a fluid as given by Stokes. For the incompressible flow of a viscous fluid, the laws of conservation of mass and momentum, which no one questions, provide an underdetermined system of partial differential equations for the velocity, pressure, and stress fields; in order to close the system a constitutive law relating the stress to the velocity must be provided. The particular form this constitutive relation takes depends on what kind of fluid one is dealing with. Stokes introduced a series of requirements which serve to define an "ordinary" fluid, e.g., water or air. The Stokes hypotheses which define our fluid lead to a specific mathematical form for the nonlinear relation between the stress and the velocity fields. If, in addition, one requires that the relation between the stress and velocity fields be linear, then one arrives at the Navier-Stokes equations. However, if one retains the Stokes hypothesis defining a fluid and then retains some of the nonlinear terms in the general constitutive relation which a Stokesian fluid must satisfy, then one arrives at the Ladyzhenskaya model considered here. In other words, the Ladyzhenskaya model is derived by combining the principles of conservation of mass and momentum with the rules which define a Stokesian fluid and then retaining some of the nonlinear terms in the resulting constitutive law. The Navier-Stokes model is derived by first invoking exactly the same assumptions plus the assumption that the constitutive relation is a linear one. Thus, from a modeling standpoint, the Navier-Stokes equations are a special case of the Ladyzhenskaya equations considered here. This leads to the obvious conclusion that any flow which can be accurately described by solution of the Navier-Stokes equations can be at least as accurately described by solutions of the Ladyzhenskaya equations. Incidentally, Ladyzhenskaya also gives a partial justification based on kinetic theory arguments, for why one should retain the nonlinear terms she chooses to include in the constitutive relation.

We should add, of course, that these observations in [DuG] do not take account of the fact that, beyond the linearization involved, the development of the Stokes Law (1.7) also entails the a priori elimination of any dependence, whatsoever, of the reduced stress tensor $\boldsymbol{\tau}$ on higher-order spatial derivatives of $\boldsymbol{v}$; in the developments to follow, we shall see that allowing for such a dependence requires enforcing a set of higher-order boundary conditions for problems posed either in a bounded domain or on the boundary of an obstacle in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$. The higher-order boundary conditions allow for more closely correlating the resulting flow, in the domain in question, with curvature variations on the boundary.

### 1.2 Multipolar Fluid Dynamics

### 1.2.1 Introduction

In the preceding section we alluded to the fact that more than 150 years after the formulation of the Stokes Law (1.7), a number of well-defined problems still exist within the context of the associated Navier-Stokes system (1.8), even for such ordinary viscous fluids as water and air; these problems, when viewed within the context of the actual mathematical process which yields the constitutive law (1.7), led Nec̆as and S̆ilhavý [NS1] to develop a thermodynamic theory of constitutive
equations for multipolar viscous fluids using the framework of the theory of Green and Rivlin [GrR1, 2]. In [NS1], the authors formulated a theory of viscous fluid flow which is based on the belief that a stronger mechanism of dissipation and viscosity, namely, a dependence of the stress on higher-order gradients of velocity, must occur in flows of viscous fluids. In fluids in which higher gradients of velocity influence the response, the rate of work of the internal forces cannot be expected to be only the product of the usual second-order stress tensor with the first gradient of velocity; instead, a more general expression must be assumed containing the sum of products of higher-order multipolar stress tensors with higher gradients of velocity. Otherwise, such materials cannot be compatible with the Clausius-Duhem inequality. In [GrR1, 2] the authors considered only the constitutive equations of elastic nonviscous materials.

The purpose of this section is to develop the thermodynamic theory of constitutive equations of multipolar viscous fluids within the framework of the theory of Green and Rivlin. The postulated constitutive equations express the Helmholtz free energy, entropy, heat flux vector, and the multipolar stress tensors as functions of the following variables: the density and its gradients up to a fixed order, gradients of velocity up to a fixed order, the temperature, and the gradient of temperature. We then derive the general restrictions which the principle of material frame-indifference and the Clausius-Duhem inequality place on the constitutive functions of the fluid. In Sect. 1.3, we restrict our attention to bipolar fluids for which the constitutive quantities depend linearly on the gradients of velocity and temperature, with coefficients independent of temperature and gradients of density. Using representation theorems for isotropic linear functions, we obtain explicit forms for the viscous stresses. The corresponding scalar coefficients, in front of the gradients of velocity in these expressions, generalize (and include as special cases) the classical viscosities. As in the classical case, the Clausius-Duhem inequality yields the nonnegativity of the viscous work which, in its strengthened form, plays a crucial role in the existence theory presented in Chap. 4. The general theory of viscous multipolar fluid flow as presented in Sect. 1.2 does not, a priori, restrict itself to the incompressible case. However, after presenting the general results for linear, viscous, multipolar fluids in Sect. 1.2, the discussion is specialized to the incompressible linear bipolar case in Sect. 1.3; this, in turn, serves to motivate the example of the incompressible, nonlinear bipolar fluid in Sect. 1.4. In Sect. 1.4, following the approach in [GrR1], we use the principle of virtual work to deduce the form of the higher-order boundary conditions associated with the bipolar model; this is done first in the general (compressible) case and then, using some deep results of Heron [HB], for the case in which the velocity satisfies the constraint of incompressibility. In Sect. 1.5, we consider some elementary examples of steady flows of isothermal, incompressible, nonlinear bipolar fluids; these include plane Poiseuille flow, Couette flow between moving parallel plates, and proper Poiseuille flow in a circular pipe. In Sect. 1.6, we offer an overview of the structure of some of the other extensions and generalizations of the Navier-Stokes equations which have appeared in the literature; results concerning specific flows, within the context of some of these other extensions, are presented in Sect. 1.7.

### 1.2.2 Balance Equations and the Clausius-Duhem Inequality

A detailed discussion of the thermo-mechanics of multipolar continua may be found in [GrR1, 2]; in this section we will content ourselves with presenting a summary of the basic concepts, equations, and inequalities. We use, throughout, Eulerian coordinates so that all of the fields associated with a thermo-mechanical process are functions of the actual positions $\boldsymbol{x}$ of fluid particles at time $t$; with $\boldsymbol{x}$ we associate the (Eulerian) coordinates $x_{i}, i=1,2,3$ assuming (without loss of generality) motion in $\mathbb{R}^{3}$. Let $N \geq 1$ be an integer. Then, we make the following definition:

Definition 1.1. A thermodynamic process of a multipolar fluid of grade $N$ is a collection of $N+8$ functions of position and time, namely, $\boldsymbol{v}, \theta, \rho, e, \eta, \boldsymbol{b}, r, \boldsymbol{q}$, and $\boldsymbol{t}^{(k)}, k=0,1, \ldots, N-1$, whose interpretation is as follows:
$\boldsymbol{v}$, with components $v_{i}$, is the velocity field
$\theta$ is the field of positive absolute temperature
$\rho$ is the density of the fluid
$\boldsymbol{e}$ is the specific internal energy
$\eta$ is the specific entropy
$\boldsymbol{b}$, with components $b_{i}$, is the specific external body force
$r$ is the rate at which heat is transferred to the fluid
$\boldsymbol{q}$ is the heat flux vector
$\boldsymbol{t}^{(k)}$ with components $t_{i j_{1} \ldots j_{k} j}$, is the spatial multipolar
stress tensor of order $k+2, k=0,1, \ldots, N-1$.

Remarks. For $k=0, \boldsymbol{t}^{(0)}$ with components $t_{i j}$, is the usual Cauchy stress tensor. We will assume that $t_{i j_{1} \ldots j_{k} j}$ is symmetric in the indices $j_{1}, \ldots, j_{k}$, an assumption which is motivated by the fact that $t^{(k)}$ enters the balance equations only through its products with spatial gradients of velocity, all of which possess the same symmetry. We also assume that any function which appears in this section is continuously differentiable to whatever order is required in order to render meaningful the expressions appearing in the balance equations and the Clausius-Duhem inequality.

Each thermo-mechanical process of a viscous, multipolar fluid must satisfy the equations expressing balance of mass, energy, linear and angular momentum, and the second law of thermodynamics as embodied in the Clausius-Duhem inequality.

In the order just indicated, these equations and inequalities are as follows, where we sum on repeated indices:

$$
\begin{gather*}
\frac{\partial \rho}{\partial t}+\frac{\partial}{\partial x_{i}}\left(\rho v_{i}\right)=0,  \tag{1.18}\\
\rho \frac{D}{D t}\left(e+\frac{1}{2}\|\boldsymbol{v}\|^{2}\right)=\frac{\partial}{\partial x_{i}}\left(-q_{i}+\sum_{K=0}^{N-1} t_{i j_{1} \ldots j_{k j} j} \frac{\partial^{k+1} v_{j}}{\partial x_{j_{1}} \cdots \partial x_{j_{k}} \partial x_{j}}\right)+\rho b_{i} v_{i}+\rho r,  \tag{1.19}\\
\rho \frac{D v_{i}}{D t}=\frac{\partial}{\partial x_{j}} t_{i j}+\rho b_{i},  \tag{1.20}\\
\rho \frac{D}{D t}\left(\epsilon_{j k p} x_{k} v_{p}\right)=\frac{\partial}{\partial x_{i}}\left(\epsilon_{j k p} x_{k} t_{i p}+\epsilon_{j k p} t_{i p k}\right)+\rho \epsilon_{j k p} x_{k} b_{p} \tag{1.21}
\end{gather*}
$$

with $\boldsymbol{\epsilon}$ the usual alternating tensor, and

$$
\begin{equation*}
\rho \frac{D \eta}{D t} \geq-\frac{\partial}{\partial x_{i}}\left(\frac{q_{i}}{\theta}\right)+\rho\left(\frac{r}{\theta}\right) \tag{1.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{D}{D t}=\frac{\partial}{\partial t}+v_{j} \frac{\partial}{\partial x_{j}} \tag{1.23}
\end{equation*}
$$

denotes the convective (or material time) derivative. We note that the higher-order stresses $\boldsymbol{t}^{(k)}, k=1, \ldots, N-1$, do not enter into the equation of balance of linear momentum, while only $\boldsymbol{t}^{(0)}$ and $\boldsymbol{t}^{(1)}$ enter the equation expressing balance of angular momentum, i.e., (1.21).

Remarks. Green and Rivlin [GrR1, 2] have shown that the equations of balance of linear and angular momentum follow from the equation of balance of energy and the principle of material frame-indifference.

Standard manipulations of the balance equations (see, e.g., [GrR2] or [TN]) yield the following reduced forms for the balance of energy, balance of angular momentum, and the Clausius-Duhem inequality:

$$
\begin{gather*}
\rho \frac{D e}{D t}=\sum_{k=0}^{N-1}\left(t_{i j_{1} \ldots j_{k} j}+t_{i j_{1} \ldots j_{k j p, p}}\right) v_{i, j_{1} \ldots j_{k} j}-q_{i, i}+\rho r, \\
\epsilon_{i j k}\left(t_{j k}+t_{j p k, p}\right)=0, \\
\rho \theta \frac{D \eta}{D t} \geq \rho \frac{D e}{D t}-\sum_{k=0}^{N-1}\left(t_{i j_{1} \ldots j_{k} j}+t_{i j_{1} \ldots j_{k j p, p}}\right) v_{i, j_{1} \ldots j_{k} j}+\frac{q_{i} \theta_{, i}}{\theta}
\end{gather*}
$$

In (1.19'), (1.21'), and (1.22') a comma followed by an index (or indices) denotes partial differentiation with respect to the coordinate (or coordinates) corresponding to the index (or indices).

Remarks. If we introduce the Helmholtz free energy function $\psi=e-\theta \eta$, then the following dissipation inequality is easily shown to be equivalent to the reduced form (1.22') of the Clausius-Duhem inequality:

$$
\begin{equation*}
\rho \frac{D \psi}{D t} \leq \sum_{k=0}^{N-1}\left(t_{i j_{1} \ldots j_{k} j}+t_{i j_{1} \ldots j_{k j p, p}}\right) v_{i, j_{1} \ldots j_{k} j}-\rho \eta \frac{D \theta}{D t}-\frac{q_{i} \theta_{, i}}{\theta} . \tag{1.24}
\end{equation*}
$$

### 1.2.3 The General Constitutive Equation for Multipolar Viscous Fluids

Let $M, K \geq 1$ be prescribed positive integers and let $F$ (respectively, $\boldsymbol{F}$ in vector or tensor-valued cases) stand for any one of the functions $e, \eta, \psi, \boldsymbol{q}$, or $\boldsymbol{t}^{(k)}$, $k=0,1, \ldots, N-1$. With the convention that $\boldsymbol{t}^{(k)}=\mathbf{0}$, for $k \geq N$, we consider constitutive relations of the following general form

$$
\begin{equation*}
F=F\left(\rho, \nabla \rho, \ldots \nabla^{M-1} \rho, \nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right) \tag{1.25}
\end{equation*}
$$

where all of the functions ( $e, \eta, \psi$, etc.), on the right-hand side of (1.25), are smooth functions of their arguments. Each of the arguments of $F$ are evaluated at $(\boldsymbol{x}, t)$ in the fluid.

Remarks. The form of the constitutive relations, as postulated in (1.25), is motivated by the general continuum mechanics definition of a "fluid" in terms of the symmetry group of the material; in this regard, see [Noll], [Cr], [Sam], and [GVW].

We now make the following definition:
Definition 1.2. The material defined by (1.25) where $F=e, \eta, \psi, \boldsymbol{F}=\boldsymbol{q}, \boldsymbol{t}^{(k)}$, $k=0, \ldots, N-1$ is called a multipolar viscous fluid of type ( $N, M, K$ ).

Remarks. If $M>1$ or $K>1$ the multipolar viscous fluid of type $(N, M, K)$ is a nonsimple fluid in the sense of [TN].

Beyond the restrictions imposed by symmetry, which have already been invoked, two general principles of continuum mechanics and thermodynamics are now used to restrict the form of the constitutive equations, namely, the principle of material frame indifference and the Clausius-Duhem inequality; these two basic principles must be satisfied in every thermo-mechanical process of a multipolar viscous fluid of type $(N, M, K)$. In applying the principle of frame indifference, we consider a change of frame of the form

$$
\begin{equation*}
\bar{x}_{i}=Q_{i j}(t) x_{j}+c_{i}(t) \tag{1.26}
\end{equation*}
$$

when the $Q_{i j}(t)$ are the components of a (time-dependent) orthogonal matrix, i.e., $Q_{i j}(t) Q_{i k}(t)=\delta_{j k}$, and the $c_{i}(t)$ are the components of an arbitrary time-dependent vector. For the constitutive theory to be frame-indifferent, the quantities $\theta, \rho, e, \eta, \boldsymbol{q}$, and the $\boldsymbol{t}^{(k)}$ must transform as follows under a change of frame (1.26):

$$
\begin{gather*}
\bar{\theta}=\theta, \bar{\eta}=\eta, \bar{e}=e, \bar{\rho}=\rho, \bar{r}=r  \tag{1.27a}\\
\bar{q}_{i}=Q_{i j} q_{j}  \tag{1.27b}\\
\bar{i}_{i j_{1} \ldots j_{k} j}=Q_{i l} Q_{j_{1} m_{1}} \cdots Q_{j_{k} m_{k}} Q_{j m} t_{l m_{1} \ldots m_{k} m} \tag{1.27c}
\end{gather*}
$$

The arguments on the left-hand side of $(1.27 \mathrm{a}, \mathrm{b}, \mathrm{c})$ are $(\overline{\boldsymbol{x}}, t)$ while those on the right-hand side are $(\boldsymbol{x}, t)$. The transformation laws for the gradients of density, temperature, and velocity, under the change of frame (1.26), are given by

$$
\begin{gather*}
\bar{\rho}_{, i_{1} \ldots i_{k}}=Q_{i_{1} j_{1}} \cdots Q_{i_{k} j_{k}} \rho_{j_{1} \ldots j_{k}},  \tag{1.28a}\\
\bar{\theta}_{, i}=Q_{i j} \theta_{, j},  \tag{1.28b}\\
\bar{v}_{i, j}=Q_{i l} Q_{j m} v_{l, m}+W_{i j},  \tag{1.28c}\\
\bar{v}_{i, j_{1} \ldots j_{k}}=Q_{i l} Q_{j_{1} m_{1}} \cdots Q_{j_{k} m_{k}} v_{l, m_{1} \ldots m_{k}} \quad(k \geq 2) \tag{1.28d}
\end{gather*}
$$

where

$$
\begin{equation*}
W_{i j}=\dot{Q}_{i m} Q_{j m}, \quad W_{i j}=-W_{j i} \tag{1.28e}
\end{equation*}
$$

As a consequence of $(1.28 \mathrm{c}, \mathrm{e})$, the rate of deformation tensor $e_{i j}=\frac{1}{2}\left(v_{i, j}+v_{j, i}\right)$ transforms as

$$
\begin{equation*}
\bar{e}_{i j}=Q_{i l} Q_{j m} e_{l m} \tag{1.29}
\end{equation*}
$$

The proof of the following theorem, which we omit, is a relatively simple exercise which results from combining the transformation rules ( $1.27 \mathrm{a}-\mathrm{c}$ ) and (1.28a-e), i.e.,

Theorem 1.1. A multipolar viscous fluid of type $(N, M, K)$ satisfies the principle of material frame-indifference if and only if
(i) the functions e, $\eta, \psi, \boldsymbol{q}$, and $\boldsymbol{t}^{(k)}$ depend on the first spatial gradient of velocity only through its symmetric part $\boldsymbol{e}$, i.e., $F=e, \eta, \psi, \boldsymbol{F}=\boldsymbol{q}, \boldsymbol{t}^{(k)}$ satisfy

$$
\begin{align*}
& F\left(\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho, \nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right) \\
& \quad=F\left(\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho, \boldsymbol{e}, \nabla^{2} \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right) \tag{1.30}
\end{align*}
$$

(ii) The constitutive functions e, $\eta, \psi, \boldsymbol{q}, \boldsymbol{t}^{(k)}$ are isotropic scalar, vector, and tensorvalued functions of the scalar, vector, or tensor arguments $\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho$, $\boldsymbol{e}, \nabla^{2} \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta$, and $\nabla \theta$.

Remarks. The second part of Theorem 1.1 means, e.g., that the $k$-th multipolar stress tensor $\boldsymbol{t}^{(k)}$ satisfies the functional equation

$$
\begin{align*}
& t_{i j_{1} \ldots j_{k j}}\left(\bar{\rho}, \nabla \bar{\rho}, \ldots, \nabla^{M-1} \bar{\rho}, \bar{e}, \nabla^{2} \overline{\boldsymbol{v}}, \ldots, \nabla^{K} \overline{\boldsymbol{v}}, \bar{\theta}, \nabla \bar{\theta}\right) \\
= & Q_{i l} Q_{j_{1} m_{1}} \cdots Q_{j_{k} m_{k}} Q_{j m} t_{l m_{1} \ldots m_{k} m}\left(\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho, e, \nabla^{2} \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right) . \tag{1.31}
\end{align*}
$$

### 1.2.4 Consequences of the Clausius-Duhem Inequality

We now demand, following Coleman and Noll [CN], that the Clausius-Duhem inequality be satisfied in every process compatible with the constitutive equations and the equations of balance of energy and linear momentum; these contain the external sources $r$ and $\boldsymbol{b}$, respectively, and it is essential to admit that $r$ and $\boldsymbol{b}$ can be arbitrary functions of $\boldsymbol{x}, t$. In view of the form of the constitutive equations this means that all possible motions and all possible variations of the absolute temperature are admissible.

To facilitate the statement of the restrictions which the Clausius-Duhem inequality places on the constitutive functions, we make the following definitions:
Definition 1.3. The equilibrium part of the multipolar stress tensor $\boldsymbol{t}^{(k)}$ is defined to be

$$
\begin{equation*}
\boldsymbol{t}_{(E)}^{(k)}\left(\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho, \theta\right) \equiv \boldsymbol{t}^{(k)}\left(\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho, 0, \ldots, 0, \theta, 0\right) \tag{1.32a}
\end{equation*}
$$

for $k=0,1, \ldots, N-1$, while the viscous part of $\boldsymbol{t}^{(k)}$ is given by

$$
\begin{align*}
& \boldsymbol{t}_{(V)}^{(k)}(\rho, \nabla \rho, \ldots,\left.\nabla^{M-1} \rho, \nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right) \\
&=\boldsymbol{t}^{(k)}\left(\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho, \nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right) \\
& \quad-\boldsymbol{t}_{(E)}^{(k)}\left(\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho, \theta\right) \tag{1.32b}
\end{align*}
$$

for $k=0,1,2, \ldots, N-1$.
Remarks. The viscous part, $\boldsymbol{t}_{(V)}^{(k)}$ of the multipolar stress tensor $\boldsymbol{t}^{(k)}$ is often called the residual stress tensor and is denoted from this point on by $\boldsymbol{\tau}^{(k)}$; thus,

$$
\begin{equation*}
\boldsymbol{t}^{(k)}=\boldsymbol{t}_{(E)}^{(k)}+\boldsymbol{\tau}^{(k)} \tag{1.33}
\end{equation*}
$$

$k=0,1, \ldots, N-1$, where the arguments of the tensor functions in (1.33) are as indicated in (1.32b).

Remarks. Following Nečas and S̆ilhavý [NS1] we set

$$
\begin{equation*}
\sigma=\ln \rho \tag{1.34}
\end{equation*}
$$

in which case the dependence of the constitutive functions on $\rho$, and its gradients through order $M-1$, is replaced by a dependence on $\sigma$ and its gradients.

The next definition is central to the rest of the development in this subsection:
Definition 1.4. A multipolar viscous fluid satisfies the second law of thermodynamics if the Clausius-Duhem inequality (1.22) holds in every process which is compatible with the constitutive equations (1.25) and the equations of balance of mass (1.18), energy (1.19), and linear momentum (1.20).

The major result in this section is given by Theorem 1.2, below; for the proof we refer the interested reader to the original paper [NS1].

Theorem 1.2. A multipolar viscous fluid of type ( $N, M, K$ ) satisfies the second law of thermodynamics if and only if, in every process, the generalized Gibbs equation

$$
\begin{align*}
& \rho \frac{D \psi}{D t}=-\rho \eta \frac{D \theta}{D t}+\sum_{k=0}^{N-1}\left(t_{(E) i j_{1} \ldots j_{k} j}+t_{(E) i j_{1} \ldots j_{k} j p, p}\right) v_{i, j_{1} \ldots j_{k} j} \\
&-\sum_{k=1}^{N-1} \frac{\partial}{\partial \theta} t_{(E) j j_{1} \ldots j_{k} p} \theta_{, p} v_{j, j_{1} \ldots j_{k}} \tag{1.35}
\end{align*}
$$

holds, as well as the residual dissipation inequality

$$
\begin{equation*}
\sum_{k=0}^{N-1}\left(\tau_{i j_{1} \ldots j_{k} j}+\tau_{i j_{1} \ldots j_{k j p, p}}\right) v_{i, j_{1} \ldots j_{k} j}+\sum_{k=1}^{N-1} \frac{\partial}{\partial \theta} \tau_{(E) j_{j} \ldots j_{k} p} \theta_{, p} v_{j, j_{1} \ldots j_{k}}-q_{i} \theta_{, i} / \theta \geq 0 \tag{1.36}
\end{equation*}
$$

In addition, $F$ is independent of both $\nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}$, and $\nabla \theta$, whenever $F$ stands for any one of the constitutive functions $\psi$, $\eta$, or $e$, i.e., for $F=\psi, \eta$, or $e$,

$$
\begin{equation*}
F\left(\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho, \nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right)=F\left(\rho, \nabla \rho, \ldots, \nabla^{M-1} \rho, \theta\right) \tag{1.37}
\end{equation*}
$$

throughout the domain of the constitutive functions. Finally, both the entropy relation

$$
\begin{equation*}
\eta=-\frac{\partial \psi}{\partial \theta} \tag{1.38}
\end{equation*}
$$

and the generalized stress relations

$$
\begin{equation*}
\operatorname{Sym}\left(t_{(E) i_{1} \ldots j_{k} j}+t_{(E) i_{1} \ldots j_{k j p, p}}-\frac{\partial}{\partial \theta} t_{(E) i j_{1} \ldots j_{k j p}} \theta_{, p}\right)=-\rho \operatorname{Sym}\left(\frac{\partial \psi}{\partial \sigma_{, j_{1} \ldots j_{k}}} \delta_{i j}\right) \tag{1.39}
\end{equation*}
$$

for $k=0,1, \ldots, N-1$, hold throughout the domain of the constitutive functions, where Sym denotes symmetrization with respect to the indices $i, j_{1}, \ldots, j_{k}$.

Remarks. In the proof of Theorem 1.2, the various constitutive functions are expressed in terms of $\sigma=\ln \rho$ and its gradients, e.g.,

$$
\begin{equation*}
\psi=\psi\left(\sigma, \nabla \sigma, \ldots, \nabla^{M-1} \sigma, \nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right) . \tag{1.40}
\end{equation*}
$$

Our final result in this subsection serves to place upper bounds on the order of polarity $N$ in terms of the orders $M, K$ of the gradients of density and velocity, i.e., we have the following result, a proof of which may be found in [NS1]:

Theorem 1.3. If a multipolar viscous fluid of type ( $N, M, K$ ) satisfies the second law of thermodynamics and $k \geq \max \{M, K+1\}$ then in every process

$$
\begin{equation*}
\operatorname{Sym}\left(t_{i j_{1} \ldots j_{k} j}+t_{i_{1} \ldots j_{k} j p, p}\right)=0 \tag{1.41}
\end{equation*}
$$

Furthermore, if $t_{i j_{1} \ldots j_{k} j}$ is symmetric in $i, j_{1}, j_{2}, \ldots, j_{k}$ for $k \geq \max \{M, K+1\}$ then $N \leq K+1$ and $N \leq M$.

### 1.2.5 Linear Multipolar Viscous Fluids

For the balance of this section we will confine the discussion to the structure of constitutive functions for linear multipolar viscous fluids. We assume that only the density $\rho$, and not its gradients, enter the constitutive equations so that $M=1$. Our basic assumption in this subsection is that the viscous stresses and the heat flux vector depend linearly on the gradients of the velocity field and the gradient of the temperature field. Our first result is the following:

Theorem 1.4. If a multipolar viscous fluid of type $(N, 1, K)$ satisfies the second law of thermodynamics, and the principle of material frame-indifference, then

$$
\begin{equation*}
t_{E i j}^{(0)}=-p \delta_{i j} \tag{1.42}
\end{equation*}
$$

where

$$
\begin{equation*}
p=\rho^{2} \frac{\partial \psi}{\partial \rho} . \tag{1.43}
\end{equation*}
$$

Furthermore, if $k$ is odd, then

$$
\begin{equation*}
\boldsymbol{t}_{E}^{(k)}=\mathbf{0} \tag{1.44}
\end{equation*}
$$

while if $k>0$ and even

$$
\begin{equation*}
\boldsymbol{t}_{E}^{(k)}=\boldsymbol{t}_{E}^{(k)}(\theta) \tag{1.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Sym} t_{E i j_{1} \ldots j_{k j}}=0 . \tag{1.46}
\end{equation*}
$$

Proof. We observe that the transformation law (1.31) for the total multipolar stress tensor implies analogous laws for the equilibrium and viscous parts of the stress. Therefore,

$$
\begin{equation*}
t_{E j_{1} \ldots j_{k+2}}^{(k)}(\rho, \theta)=Q_{j_{1} m_{1}} \cdots Q_{j_{k+2} m_{k+2}} t_{E m_{1} \ldots m_{k+2}}^{(k)}(\rho, \theta) \tag{1.47}
\end{equation*}
$$

for every $\boldsymbol{Q}$ which is orthogonal. Consequencely $\boldsymbol{t}_{E}^{(k)}$ is an isotropic tensor of order $k+2$. If $k$ is odd, then the only isotropic tensor of order $k+2$ is $\mathbf{0}$ (it is sufficient to set $Q_{i j}=-\delta_{i j}$ in (1.47)); this establishes (1.44). Formulas (1.42), (1.43) result from combining the generalized stress relation (1.39) with the fact that $\boldsymbol{t}_{E}^{(1)}=\mathbf{0}$. If $k$ is even, and $k>0$, then (1.39) with $k$ replaced by $k-1$ yields

$$
\begin{equation*}
\operatorname{Sym}\left(t_{E i j_{1} \ldots j_{k-1} j}^{(k-1)}+\frac{\partial}{\partial \rho} t_{E i j_{1} \ldots j_{k j p}}^{(k)} \rho_{, p}\right)=0 . \tag{1.48}
\end{equation*}
$$

However, as $k-1$ is odd, the first term in (1.48) vanishes by virtue of (1.44); moreover, the symmetrization is irrelevant as $t_{i j_{1} \ldots j_{k-1} j p}^{(k)}$ is symmetric in $j_{1} \ldots j_{k-1} j$. Thus,

$$
\begin{equation*}
\frac{\partial}{\partial \rho} t_{E i j_{1} \ldots j_{k-1}, j}^{(k)} \rho_{, p}=0 . \tag{1.49}
\end{equation*}
$$

This last result implies that

$$
\begin{equation*}
\frac{\partial}{\partial \rho} t_{E}^{(k)}\left(j_{1} \ldots j_{k-1, j p}=0\right. \tag{1.50}
\end{equation*}
$$

from which (1.45) follows. Finally, by combining (1.39) with the fact that $t_{E}^{(k+1)}=$ $\mathbf{0}$, for $k$ even, we obtain (1.46).

We now have the following definition of a linear, viscous multipolar fluid:
Definition 1.5. A multipolar viscous fluid of type ( $N, M, K$ ) is said to be linear if $M=1$ and for every $\rho, \theta$ the quantities

$$
\begin{equation*}
\boldsymbol{\tau}^{(k)}=\boldsymbol{\tau}^{(k)}\left(\rho, \nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right) \tag{1.51a}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{q}=\boldsymbol{q}\left(\rho, \nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}, \theta, \nabla \theta\right) \tag{1.51b}
\end{equation*}
$$

depend linearly on $\nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}$, and $\nabla \theta$.
Our first characterization of a linear, viscous multipolar fluid is
Theorem 1.5. If a linear viscous multipolar fluid of type $(N, 1, K)$ satisfies the principle of material frame-indifference, then $\boldsymbol{\tau}^{(k)}$, with $k$ even, depends on $\rho, \theta$, and the odd-order spatial gradients of $\boldsymbol{v}$, i.e.,

$$
\begin{equation*}
\boldsymbol{\tau}^{(k)}=\boldsymbol{\tau}^{(k)}\left(\rho, \theta, \nabla \boldsymbol{v}, \nabla^{3} \boldsymbol{v}, \ldots, \nabla^{L} \boldsymbol{v}\right), k \text { even } \tag{1.52a}
\end{equation*}
$$

while $\boldsymbol{q}$ and $\boldsymbol{\tau}^{(k)}$, with $k$ odd, depend on $\rho, \theta$, and the even-order spatial gradients of $\boldsymbol{v}$, i.e.,

$$
\begin{equation*}
\boldsymbol{q}=\boldsymbol{q}\left(\rho, \theta, \nabla^{2} \boldsymbol{v}, \ldots, \nabla^{L-1} \boldsymbol{v}, \nabla \theta\right) \tag{1.52b}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\tau}^{(k)}=\boldsymbol{\tau}^{(k)}\left(\rho, \theta, \nabla^{2} \boldsymbol{v}, \ldots, \nabla^{L-1} \boldsymbol{v}, \nabla \theta\right), k \text { odd } \tag{1.52c}
\end{equation*}
$$

where $L$ is an odd positive integer which depends on $K$.
Proof. We offer a sketch of the proof only. By linearity, the expressions for $\boldsymbol{q}$ and $\boldsymbol{\tau}^{(k)}$ are sums of a number of terms depending linearly on the gradients of velocity of different orders and of a term depending linearly on $\nabla \theta$. The transformation laws for the stresses and the heat flux vector under changes of frame must be satisfied by each of these linear terms separately. Using these transformation laws, with $Q_{i j}=-\delta_{i j}$, and counting the number of rotations in these transformation laws for each of the linear terms, one readily sees that only the terms with the orders of the gradients of velocity indicated in assertions (1.52a,b,c) can be nonzero. The details are omitted.

The representation theorem, below, is essential for the discussion of linear bipolar fluids in Sect. 1.3, which, in turn, serves to motivate the form of the constitutive theory for the incompressible bipolar fluid in Sect. 1.4.

Theorem 1.6. In a linear, viscous multipolar fluid satisfying the principle of material frame-indifference $\boldsymbol{\tau}^{(0)}, \boldsymbol{\tau}^{(k)}$, and $\boldsymbol{q}$ have the form

$$
\begin{align*}
& \tau_{i j}= \lambda v_{k, k} \delta_{i j}+\mu\left(v_{i, j}+v_{j, i}\right)+\sum_{r=0}^{N-2}\left(\alpha^{(r)} \delta_{i j} \Delta^{r+1} v_{k, k}+\beta_{1}^{(r)} \Delta^{r+1} v_{i, j}\right.  \tag{1.53}\\
&\left.+\beta_{2}^{(r)} \Delta^{r+1} v_{j, i}+\gamma^{(r)} \Delta^{r} v_{k, k i j}\right), \\
& \tau_{i j k}=\sum_{r=0}^{N-2}\left(c_{1}^{(r)} \delta_{i j k} \Delta^{r+1} v_{k}+c_{2}^{(r)} \delta_{i j k} \Delta^{r} v_{n, n k}+c_{3}^{(r)} \delta_{i k} \Delta^{r+1} v_{j}+c_{4}^{(r)} \delta_{i k} \Delta^{r} v_{m, m j}\right. \\
&+c_{5}^{(r)} \delta_{j k} \Delta^{r+1} v_{i}+c_{6}^{(r)} \delta_{j k} \Delta^{r} v_{m, m i}+c_{7}^{(r)} \Delta^{r} v_{i, j k}+c_{8}^{(r)} \Delta^{r} v_{k, i j} \\
&\left.+c_{9}^{(r)} \Delta^{r} v_{j, k i}+c_{10}^{(r)} \Delta^{r-1} v_{m, m i j k}\right) \\
&+ c_{11} \delta_{i j} \theta_{, k}+c_{12} \delta_{i k} \theta_{, j}+c_{13} \delta_{j k} \theta_{, i} \tag{1.54}
\end{align*}
$$

and

$$
\begin{equation*}
q_{i}=\sum_{r=0}^{N-2}\left(d_{1}^{(r)} \Delta^{r} v_{m, m i}+d_{2}^{(r)} \Delta^{r+1} v_{i}\right)-k \theta_{, i} \tag{1.55}
\end{equation*}
$$

Here $\lambda, \mu, \alpha^{(r)}, \beta_{1}^{(r)}, \beta_{2}^{(r)}, \gamma^{(r)}, c_{1}^{(r)}, \ldots, c_{13}, d_{1}^{(r)}, d_{2}^{(r)}$ and $k$ are all scalar functions of $\rho, \theta$ such that $c_{10}^{(r)}$ satisfies $c_{10}^{0}=0$. If the body satisfies the reduced equation of balance of angular momentum, then

$$
\begin{equation*}
\beta_{1}^{(r)}+c_{5}^{(r)}+c_{7}^{(r)}=\beta_{2}^{(r)}+c_{3}^{(r)}+c_{9}^{(r)} \tag{1.56}
\end{equation*}
$$

for $r=0,1, \ldots, N-2$. Similar, but more complicated expressions can be obtained also for $\boldsymbol{\tau}^{(k)}$ with $k \geq 2$.
Proof. In view of the transformation laws for $\boldsymbol{\tau}^{(k)}$ and $\boldsymbol{q}$ under changes of frame, the coefficients in the expressions for $\boldsymbol{q}$ and $\boldsymbol{\tau}^{(k)}$, in front of the gradients of velocity and the gradient of temperature, must be isotropic tensors. Using the general forms for isotropic tensors (see [Sp]) and the symmetry of the gradients of $\boldsymbol{v}$, one eventually arrives at (1.54)-(1.56). The details are omitted.

The analysis presented in [NS1] offers several other characterizations of the constitutive theory for linear, multipolar viscous fluids; however, as none of these characterizations are essential for our discussion of the linear, incompressible bipolar fluid in Sect. 1.3, we will simply refer the interested reader to Sect. 5 of [NS1] for further details. A survey of the basic concepts associated with the theory of viscous multipolar fluids, in both the compressible and incompressible cases, may be found in the paper of Novotný [Nov], as well as [N3, 4]. For an analysis of the compressible bipolar problem we refer the reader to the series of papers $[\mathrm{NeN}]$, [NN], [NNS1, 2, 3] and [NS2].

### 1.3 The Linear Bipolar Fluid

In this section our goal is to specialize the discussion in Sect. 1.2.5 to account for the situation in which the fluid is bipolar (i.e., $N=2$ ) as well as isothermal and incompressible. Consistent with the analysis in Sect. 1.2 we set $t_{i_{1} \ldots j_{N} j} \equiv 0$ and suppose that $t_{E i j_{1} \ldots j_{k} j} \equiv 0$, for $k \geq 1$. We also postulate that $t_{i j}=t_{j i}$ and that $\frac{\partial}{\partial x_{i}} t_{p k i}=\frac{\partial}{\partial x_{i}} t_{k p i}$; these two latter conditions, together with (1.20), imply that (1.21) is satisfied. In addition, we assume that for $k=0,1, \ldots, N-1$,

$$
\begin{equation*}
\tau_{i j_{1} \ldots j_{k} j}=\tau_{i j_{1} \ldots j_{k} j}\left(\nabla \boldsymbol{v}, \ldots, \nabla^{K} \boldsymbol{v}\right) \tag{1.57a}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{q}=-\kappa \nabla \theta, \quad \kappa>0 \text { (Fourier Law of Heat Conduction). } \tag{1.57b}
\end{equation*}
$$

It then follows, as a consequence of (1.57a) and the residual dissipation inequality (1.36), that

$$
\begin{equation*}
\sum_{k=0}^{N-1}\left(\tau_{i j_{1} \ldots j_{k} j}+\tau_{i j_{1} \ldots j_{k j p} j p}\right) \frac{\partial^{k+1} v_{j}}{\partial x_{j_{1}} \cdots \partial x_{j_{k}} \partial x_{j}} \geq 0 \tag{1.58}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{E i j} \equiv t_{E i j}^{(0)}=-p(\rho, \theta) \delta_{i j} \tag{1.59}
\end{equation*}
$$

where, as in (1.43), $p=\rho^{2} \frac{\partial \psi}{\partial \theta}$. In Sect. 1.2.5 we showed (Theorem 1.5) that for a linear, viscous multipolar fluid the principle of material frame-indifference implies that the $\tau_{i j_{1} \ldots j_{k} j}$ with $k$ even, $k=0, \ldots, N-1$, depend only on odd-order gradients of $\boldsymbol{v}$ while the $\tau_{i j_{1} \ldots j_{k} j}$ with $k$ odd depend only on even-order gradients of $\boldsymbol{v}$. Also, material frame-indifference implies the general representation for $\tau_{i j}$ displayed in (1.53). Therefore, for a bipolar linear viscous fluid, it follows from (1.53), with $N=2$, that

$$
\begin{equation*}
\tau_{i j}=\lambda v_{k, k}+\mu\left(v_{i, j}+v_{j, i}\right)+\alpha \delta_{i j} \nabla v_{k, k}+\beta_{1} \Delta v_{i, j}+\beta_{2} \Delta v_{j, i}+\gamma v_{k, k i j} \tag{1.60}
\end{equation*}
$$

In a similar manner, with $N=2$, (1.54) reduces to

$$
\begin{align*}
\tau_{i j k}=c_{1} \delta_{i j} \Delta v_{k}+ & c_{2} \delta_{i j} v_{m, m k}+c_{3} \delta_{i j} \Delta v_{j}+c_{4} \delta_{i k} v_{m, m j} \\
& +c_{5} \delta_{j k} \Delta v_{i}+c_{6} \delta_{j k} v_{m, m}+c_{7} v_{i, j k}+c_{8} v_{k, i j}+c_{9} v_{j, k i} \tag{1.61}
\end{align*}
$$

In (1.60), (1.61) we have dropped the superscripts on the coefficients, i.e., $c_{1}=c_{1}^{(0)}$, etc. We have also used the assumpion that the process is isothermal and applied the restriction $c_{10}^{(0)}=0$.

Remarks. For $N \geq 2$ an example of a set of constitutive equations, for a linear multipolar viscous fluid, which satisfies both the principle of material frameindifference and the Clausius-Duhem inequality (1.22) is given by the following expression:

$$
\begin{equation*}
\tau_{i j_{1} \ldots j_{m} j}=\sum_{l=m}^{N-1}(-1)^{l+m} \Delta^{l-m} \frac{\partial^{m} g_{i j}^{l}}{\partial x_{j_{1}} \cdots \partial x_{j_{m}}} \tag{1.62}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{i j}^{l}=\lambda_{l} v_{k, k} \delta_{i j}+2 \mu_{l} e_{i j}(\boldsymbol{v}), \quad \mu_{l} \geq 0, \quad \lambda_{l} \geq \frac{-2 \mu_{l}}{3} \tag{1.63a}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{i j_{1} \ldots j_{m} j} \equiv 0, \text { for } 1 \leq m \leq N-1 \tag{1.63b}
\end{equation*}
$$

We now turn to the special case of an incompressible, linear, multipolar fluid; this case also serves to highlight the basic viewpoint of multipolarity. In order to be somewhat specific we will concentrate on the problem of steady flow between parallel plates at $x_{2}= \pm 1$. We suppose that $p=p\left(x_{1}, x_{2}\right)$ while

$$
\begin{gather*}
\frac{\partial v_{i}}{\partial x_{i}}=0, \quad \rho=\text { const. }  \tag{1.64a}\\
\rho \frac{\partial v_{i}}{\partial x_{j}} v_{j}+\frac{\partial p}{\partial x_{i}}-\frac{\partial \tau_{i j}}{\partial x_{j}}=0 . \tag{1.64b}
\end{gather*}
$$

With the classical Stokes Law

$$
\begin{equation*}
\tau_{i j}=\lambda_{0} \operatorname{div} \boldsymbol{v} \delta_{i j}+2 \mu_{0} e_{i j}(\boldsymbol{v}), \tag{1.64c}
\end{equation*}
$$

$\lambda_{0} \geq-\frac{2}{3} \mu_{0}, \mu_{0}>0$, we obtain the usual steady-state Navier-Stokes equations. Assuming that the flow has the form $v_{1}=v_{1}\left(x_{2}\right), v_{2}=0, v_{3}=0$ (plane Poiseuille flow between fixed parallel plates), $(1.64 \mathrm{~b}, \mathrm{c})$, with $\operatorname{div} \boldsymbol{v}=0$, reduce to

$$
\begin{equation*}
\frac{\partial p}{\partial x_{1}}-\mu_{0} v_{1}^{\prime \prime}=0, \quad \frac{\partial p}{\partial x_{2}}=0 \tag{1.65}
\end{equation*}
$$

so that $p=p_{0}+p_{1} x_{1}$. Thus

$$
\begin{equation*}
p_{1}-\mu_{0} v_{1}^{\prime \prime}=0 \tag{1.66}
\end{equation*}
$$

Fig. 1.1 Sequence of linear bipolar viscous profiles

and as $\boldsymbol{v}=\mathbf{0}$, for $x_{2}= \pm 1$, we obtain the well-known result [Sh]

$$
\begin{equation*}
v_{1}\left(x_{2}\right)=-\frac{p_{1}}{2 \mu_{0}}\left(1-x_{2}^{2}\right), \quad-1 \leq x_{2} \leq 1 . \tag{1.67}
\end{equation*}
$$

If we set $P=\int_{-1}^{1} v_{1}\left(x_{2}\right) d x_{2}$, then $v_{1}=3 P\left(1-x_{2}^{2}\right) / 4$. A major problem with (1.67) is the fact that the form of the profile (1.67) remains parabolic as $\mu_{0} \rightarrow 0^{+}$. From experimental observations, and the Prandtl boundary-layer theory (which is in reasonable accord with such observations) we know that as $\mu_{0} \rightarrow 0^{+}$the resulting profiles must flatten out with respect to the axis $x_{2}=0$ and must approach the boundaries at $x_{2}= \pm 1$ in an ever increasing tangential fashion. More precisely, experimental observations and the Prandtl boundary-layer equations lead us to expect, for a sequence of viscosities $\left\{\mu_{0}^{n}\right\}$ with $\mu_{0}^{n} \rightarrow 0$, as $n \rightarrow \infty$, a sequence of progressively flattened profiles such as those depicted in Fig. 1.1a-c.

In order to gauge the effect of multipolarity on the velocity profile (1.67) we will consider special cases of (1.60), (1.61); to this end we set

$$
\begin{gather*}
\left\{\begin{array}{c}
\tau_{i j}^{0}=\lambda_{0} \delta_{i j} \operatorname{div} v+2 \mu_{0} e_{i j} \quad\left(\lambda_{0} \geq 0, \mu_{0} \geq 0\right) \\
\tau_{i j}^{1}=\lambda_{1} \delta_{i j} \operatorname{div} v+2 \mu_{1} e_{i j} \quad\left(\lambda_{1} \geq 0, \mu_{1} \geq 0\right) \\
\tau_{E i j}=-p \delta_{i j}, \quad \tau_{E i j k}=0 \\
\tau_{i j}=\tau_{i j}^{0}-\Delta \tau_{i j}^{1}, \quad \tau_{E i j k}=\frac{\partial \tau_{i j}^{1}}{\partial x_{k}}
\end{array}, .\right. \tag{1.68}
\end{gather*}
$$

then we easily find that

$$
\begin{gather*}
\tau_{i j}=-p \delta_{i j}+\lambda_{0} \delta_{i j} \operatorname{div} v+2 \mu_{0} e_{i j}-\lambda_{1} \delta_{i j} \Delta \operatorname{div} v-2 \mu_{1} \Delta e_{i j}  \tag{1.71}\\
\tau_{i j k}=\lambda_{0} \delta_{i j} v_{l, l k}+2 \mu_{1} \frac{\partial e_{i j}}{\partial x_{k}} \tag{1.72}
\end{gather*}
$$

Clearly, (1.71), (1.72) are special cases of (1.60), (1.61); with the assumption of incompressibility, the full set of constitutive relations for an isothermal, linear, bipolar fluid reduce to

$$
\begin{gather*}
t_{i j}=-p \delta_{i j}+2 \mu_{0} e_{i j}-2 \mu_{1} \Delta e_{i j}  \tag{1.73}\\
\tau_{i j k}=2 \mu_{1} \frac{\partial e_{i j}}{\partial x_{k}} . \tag{1.74}
\end{gather*}
$$

Assume, again, that the flow has the form $v_{1}=v_{1}\left(x_{2}\right), v_{2}=0, v_{3}=0$, with $p=p\left(x_{1}, x_{2}\right)$; substituting this information into (1.73), and then the resultant form of $\tau_{i j}$ into (1.64b), we find that

$$
\begin{equation*}
\mu_{0} v_{1}^{\prime \prime}\left(x_{2}\right)-\mu_{1} v_{1}^{\prime \prime \prime \prime}\left(x_{2}\right)=p_{1}(\text { const. }) . \tag{1.75}
\end{equation*}
$$

Besides the usual non-slip boundary conditions which must be satisfied, i.e., $v_{1}( \pm 1)=0$, it will be shown, in Sect. 1.4, that on the boundary $\partial \Omega$ of an open, bounded domain $\Omega$ in $R^{n}, n=2,3$ (provided the boundary is sufficiently smooth) we must also satisfy

$$
\begin{equation*}
\tau_{i j k} \nu_{j} v_{k}-\tau_{j k l} \nu_{j} v_{k} \nu_{l} \nu_{i}=M_{i}, \tag{1.76}
\end{equation*}
$$

$i=1, \ldots, n$. In (1.76), $\boldsymbol{v}$ is the exterior unit normal to $\partial \Omega$ while $\boldsymbol{M}$ is the prescribed moment on the boundary. If we take $\boldsymbol{M}=\mathbf{0}$, then for flow between parallel plates at $x_{2}= \pm 1$, (1.76) implies that $v_{1}^{\prime \prime}( \pm 1)=0$. A simple calculation now shows that the solution of the boundary-value problem for (1.75) is given by

$$
\begin{equation*}
v_{1}\left(x_{2}\right)=\frac{P}{\frac{4}{3}-\frac{4}{\eta^{2}}\left(1-\frac{1}{\eta} \frac{\sinh \eta}{\cosh \eta}\right)}\left(1-x_{2}^{2}+\frac{2}{\eta^{2}} \frac{\cosh \eta x_{2}}{\cosh \eta}-\frac{2}{\eta^{2}}\right) \tag{1.77}
\end{equation*}
$$

where $\eta=\sqrt{\mu_{0} / \mu_{1}}$ and, again, $P=\int_{-1}^{1} v_{1}\left(x_{2}\right) d x$. As $\mu_{1} \rightarrow 0^{+}$, it is not difficult to show that the profile given by (1.77) converges to the profile predicted by the classical Navier-Stokes relation (1.64c), with $\operatorname{div} \boldsymbol{v}=0$, i.e., to (1.67). We also note that it follows from (1.77) that for $\eta=\infty, v_{1}(0)=3 P / 4$, while for $\eta \rightarrow 0^{+}$, $v_{1}(0)=25 P / 32$; in fact for $\mu_{0}=0, \mu_{1}>0$ we calculate that

$$
\begin{equation*}
v_{1}\left(x_{2}\right)=\frac{5}{32} P\left(5-6 x_{2}^{2}+x_{2}^{4}\right) . \tag{1.78}
\end{equation*}
$$

Thus, linear multipolarity has only a minor perturbative effect on the velocity profile for this particular steady flow; the profiles are still distinctly parabolic in character and do not exhibit the "flattening out" phenomenon which is predicted by the boundary layer theory for the classical Navier-Stokes equations in the case of vanishing kinematic viscosity. A similar situation occurs within the context of the
linear dipolar fluid model of Bleustein and Green [BG]; this will be demonstrated in Sect. 1.7 when we review the consequences of applying their model to the problem of Poiseuille flow in a circular cylinder.

An excellent picture, for the case of Poiseuille flow between parallel plates, of the actual velocity profiles at large Reynolds numbers, may be gleaned from Fig. 82 of [GO]; in this case flattened profiles are observed at the inlet to the channel (the Reynolds number being large, not because of the small magnitude of the kinematic viscosity, but, rather, because of the small distance traversed by the fluid); these profiles correspond precisely to those depicted in our Fig. 1.1 for $\mu<\mu_{0}^{3}$. The remedy to the problems described above is to move away from the linearity built into the constitutive relations (1.71), (1.72), for the bipolar fluid, and toward a slightly nonlinear version of these constitutive relations, one which is completely admissible within the context of the original Nečas-S̆ilhavý [NS1] formulation of the basic theory.

### 1.4 The Nonlinear Bipolar Fluid

### 1.4.1 Introduction

In this section we will formulate the constitutive theory for incompressible, nonlinear, viscous bipolar fluids that will be used throughout the remainder of the monograph. The constitutive relation we construct here in Sect. 1.4.2 is entirely consistent with the general development in Sect. 1.2, is in accord, therefore, with both the principle of material frame-indifference and the second law of thermodynamics for isothermal continua, and serves as a natural nonlinear extension of the linear theory discussed in Sect.1.3. When the constitutive parameter $\alpha$ in the theory vanishes we recover the linear, viscous, incompressible bipolar model of Sect. 1.3; if only the higher-order viscosity $\mu_{1}$ vanishes, then we recover, in essence, the nonlinear generalization of the Navier-Stokes theory studied by Ladyzhenskaya [La2] and [DuG] for $\alpha$ in a certain range. For $\alpha=0$ and $\mu_{1}=0$ the model reduces to the one based on Stokes Law (1.7) and, thus, yields the incompressible Navier-Stokes equations. When $\mu_{1}>0$ the system of partial differential equations governing the velocity in the bipolar model is of fourth order and the simple nonslip boundary condition $\boldsymbol{v}=\mathbf{0}$ on $\partial \Omega$ no longer suffices to produce a well-posed problem, where $\partial \Omega$, assumed to be sufficiently smooth, is the boundary of an open bounded domain in $R^{n}, n=2,3$. In Sects. 1.4.3 and 1.4.4, following the analysis outlined by Toupin [To] for elastic media, we apply the principle of virtual work to deduce the appropriate form of the higher-order boundary conditions that must be appended to the non-slip condition on the boundary of a bounded domain; this is worked out in Sect. 1.4.3 without imposing the constraint of incompressibility on the virtual velocities and velocity gradients. Then, in Sect. 1.4.4, we apply the theory developed by Heron [HB] so as to obtain the appropriate form of the
higher-order boundary conditions for incompressible bipolar fluid flow. We note that the conditions derived in Sects. 1.4.3 and 1.4.4 are very different from the (artificial) assumption that the normal derivative of the velocity field vanish in $\partial \Omega$; such an assumption has been empoyed, e.g., in [Lio1] and [OS1, 2] where higher-order derivatives of the velocity field were added onto the Navier-Stokes system of partial differential equations in order to regularize the associated initial-boundary value problem. We shall have more to say about this particular issue in Sects. 1.6 and 4.5.

### 1.4.2 The Constitutive Relation for a Viscous, Incompressible Nonlinear Bipolar Fluid

The general theory of multipolar fluids, as constructed in Sect. 1.2, allows for very broad types of nonlinearity in the relationships between the stress tensors and velocity gradients. In early work on the phenomenological behavior of viscous fluids, Prandtl suggested replacing the constant viscosity $\mu_{0}$, in the classical Stokes Law (1.64c), with $\operatorname{div} \boldsymbol{v}=0$, by a viscosity function $\mu$ which was defined to be directly proportional to the first spatial velocity gradient; for the plane Poiseuille flow problem (between parallel plates), which was considered in the last section, this constitutive hypothesis is embodied in the relation $\mu=\mu_{0}\left|v_{1}^{\prime}\right|$, in which case (1.66) becomes

$$
\begin{equation*}
p_{1}-\mu\left(\left|v_{1}^{\prime}\right| v_{1}^{\prime}\right)^{\prime}=0 . \tag{1.79}
\end{equation*}
$$

Solving (1.79) subject to the boundary conditions $v_{1}( \pm 1)=0$ we obtain

$$
\begin{equation*}
v_{1}\left(x_{2}\right)=\frac{5}{6} P\left(1-\left|x_{2}\right|^{3 / 2}\right), \tag{1.80}
\end{equation*}
$$

a profile which is even further removed from the actual profile that one expects to see in a steady flow situation, as the viscosity grows smaller than the parabolic profile $v_{1}=3 P\left(1-x_{2}^{2}\right) / 4$ predicted by the classical Stokes Law, or the profile (1.77) predicted by the linear theory of the bipolar fluid. The next natural step in this process would be to modify the Prandtl ansatz embodied in (1.79) and allow the viscosity $\mu$ to be an arbitrary function of $\left|v_{1}^{\prime}\left(x_{2}\right)\right|$ for the case of steady plane Poiseuille flow between parallel plates at $x_{2}= \pm 1$. With $\tau_{i j}=2 \mu(|\boldsymbol{e}|) e_{i j}$, (1.79) now becomes

$$
\begin{equation*}
p_{1}-\left(\mu\left(\left|v_{1}^{\prime}\right|\right) v_{1}^{\prime}\right)^{\prime}=0 \tag{1.81}
\end{equation*}
$$

so that

$$
\begin{equation*}
p_{1} x_{2}-\mu\left(\left|v_{1}^{\prime}\right|\right) v_{1}^{\prime}=0 \tag{1.82}
\end{equation*}
$$

In principle, the constant pressure gradient $p_{1}$ and the velocity profile $v_{1}=v_{1}\left(x_{2}\right)$ may be identified by experimental procedures; working under the auspices of that assumption, and ignoring for now the possible presence of higher-order derivatives of the velocity field (as (1.81) does), the functional form of $\mu$ may be obtained from (1.82) as follows: suppose that $v_{1}^{\prime}\left(x_{2}\right)$ is monotone in $(-1,1)$, odd, and nonnegative on $[-1,0]$. Writing, in (1.82), $x_{2}=v_{1}^{\prime-1}\left(v_{1}^{\prime}\left(x_{2}\right)\right)$ we find that, on the range of $\left|v_{1}^{\prime}\right|$,

$$
\begin{equation*}
p_{1} \frac{\left(v_{1}^{\prime}\right)^{-1}\left(v_{1}^{\prime}\right)}{v_{1}^{\prime}}=\mu\left(\left|v_{1}^{\prime}\right|\right) . \tag{1.83}
\end{equation*}
$$

Let us suppose that our measurements give us a more realistic profile than those produced in Sect. 1.3 (such profiles result, for example, from applications of boundary-layer theory for the steady-state Navier-Stokes equations). More precisely, suppose we observe a profile of the form

$$
\begin{equation*}
v_{1}\left(x_{2}\right)=\frac{P}{2} \frac{1+\delta}{\delta}\left(1-\left|x_{2}\right|^{\delta}\right), \quad \delta \geq 2 \tag{1.84}
\end{equation*}
$$

where, again, $P>0$ is given by $\int_{-1}^{1} v_{1}\left(x_{2}\right) d x_{2}$. We look for a solution $\mu$ of (1.83) of the form

$$
\begin{equation*}
\mu\left(\left|v_{1}^{\prime}\right|\right)=\beta\left|v_{1}^{\prime}\right|^{(2-\delta) /(\delta-1)} \tag{1.85}
\end{equation*}
$$

with $\beta>0$ constant. Substituting (1.84) and (1.85) into (1.82) we find that the constitutive hypothesis (1.85) is admissible provided the constant $\beta$ is given by

$$
\begin{equation*}
\beta=\left|p_{1}\right|\left(\frac{2}{P(1+\delta)}\right)^{1 /(\delta-1)} \tag{1.86}
\end{equation*}
$$

For the plane Poiseuille flow governed by the classical Stokes relation we have, from the analysis in Sect. 1.3, that the viscosity $\mu_{0}$ satisfies

$$
\begin{equation*}
\mu_{0}=\frac{2\left|p_{1}\right|}{3 P} \tag{1.87}
\end{equation*}
$$

and (1.86) should be viewed in the same light. If we set $\alpha=(\delta-2) /(\delta-1), \delta \geq 2$, then $0<\alpha<1$.

The formal considerations described above provide the motivation to study incompressible, isothermal, bipolar fluids in which the stress tensors $t_{i j}$ and $\tau_{i j k}$ are given, respectively, by the following nonlinear modification of (1.73), (1.74): For some $\mu_{1}>0$,

$$
\begin{equation*}
t_{i j}=-p \delta_{i j}+2 \mu(|\boldsymbol{e}|) e_{i j}-2 \mu_{1} \Delta e_{i j} \tag{1.88a}
\end{equation*}
$$

$$
\begin{equation*}
\tau_{i j k}=2 \mu_{1} \frac{\partial e_{i j}}{\partial x_{k}} \tag{1.88b}
\end{equation*}
$$

where we have replicated (1.74) as (1.88b) and where the nonlinear, lower-order viscosity $\mu$ has the form

$$
\begin{equation*}
\mu=\mu_{0}\left(\epsilon+e_{i j} e_{i j}\right)^{-\alpha / 2} \tag{1.89}
\end{equation*}
$$

with $\epsilon \geq 0$ and $\mu_{0}$ the classical viscosity associated with the Stokes Law (1.7). The heuristic argument presented, above, indicates that the constitutive theory specified by (1.88a,b), (1.89) should be investigated with $\alpha$ in the range $0<\alpha<1$. Throughout the course of this monograph, however, we will expand the analysis to include situations where $\alpha<0$; such an assumption, relative to $\alpha$, will encompass the Ladyzhenskaya modification of the Navier-Stokes system if we also set $\mu_{1}=0$ in (1.88a,b). Moreover, with $\alpha=0,(1.88 \mathrm{a}, \mathrm{b})$ reduces to the constitutive theory (1.73), (1.74) for the incompressible, isothermal, linear bipolar fluid, and with $\alpha=\mu_{1}=0$ we recover the constitutive theory which leads to the incompressible Navier-Stokes equations.

Remarks. In many places in this work we will set $\alpha=2-p$, in which case (1.89) assumes the form

$$
\begin{equation*}
\mu=\mu_{0}\left(\epsilon+e_{i j} e_{i j}\right)^{\frac{p-2}{2}} \tag{1.90}
\end{equation*}
$$

A non-Newtonian fluid with a nonlinear viscosity which conforms to (1.90) is called shear-thinning if $p<2$ and shear-thickening if $p \geq 2$.

Irrespective of how we express the nonlinear viscosity $\mu$, the most significant point to be made about the constitutive theory embodied in $(1.88 \mathrm{a}, \mathrm{b})$ is that it is a nonlinear, isothermal constitutive theory that takes into account the presence of higher-order velocity gradients and is compatible with the basic principles of material frame-indifference and the Clausius-Duhem inequality. By inserting (1.88a) into the differential form (1.1) of the equation expressing balance of linear momentum, we obtain the system of partial differential equations governing the velocity field in an isothermal, incompressible bipolar fluid, namely,

$$
\begin{equation*}
\rho\left(\frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{i}}{\partial x_{j}}\right)=-\frac{\partial p}{\partial x_{i}}+2 \frac{\partial}{\partial x_{j}}\left[\mu(|\boldsymbol{e}|) e_{i j}\right]-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right)+\rho f_{i} . \tag{1.91}
\end{equation*}
$$

The system (1.91), and the incompressibility condition $\nabla \cdot \boldsymbol{v}=0$, are to hold either in all of $R^{n}(n=2,3)$, in which case we consider a pure initial-value problem, or in all of $R^{n}$ with periodic boundary conditions and a base cell of the form $\Omega=[0, L]^{n}$, $n=2,3$, or in the exterior of a bounded domain $\Omega \subseteq R^{n}, n=2$, 3 , or in an open bounded $\Omega \subseteq R^{n}$, with smooth boundary $\partial \Omega$. In the two latter situations having a well-posed boundary-value problem (for the steady flow situation) or initial-boundary value problem (for an unsteady flow) requires the specification,
not only of the usual non-slip condition on $\partial \Omega$, which is common in the Newtonian case, but also of higher-order boundary conditions; this is, of course, because the system (1.91) is of fourth order in the spatial derivatives of $\boldsymbol{v}$. The multipolar stress tensor $\tau_{i j k}$ specified in (1.88b) enters into the higher-order boundary conditions as will be seen in the next two subsections. A discussion of the appropriate structure for periodic boundary conditions appears in conjunction with the general existence theory for incompressible bipolar fluids which is presented in Chap.4.

### 1.4.3 The Structure of the Higher-Order Boundary Conditions 1: Virtual Work Without the Incompressibility Constraint

We now turn to the issue of the structure of the higher-order boundary conditions associated with the constitutive equations (1.88a,b), (1.90) defining an incompressible nonlinear bipolar fluid under isothermal conditions. Following the similar analysis in [To] for elastic materials, we obtain an appropriate set of boundary conditions by applying the principle of virtual work. Our analysis, in this subsection, will be carried out without imposing the constraint of incompressibility on the virtual velocities and velocity gradients; this constraint is imposed in Sect. 1.4.4 and the resulting modification of the computations presented, below, will then yield the final form of the higher-order boundary conditions associated with the multipolar stress tensor $\tau_{i j k}$. The analysis presented here is based on the recent work in [BB4].

We begin by rewriting the constitutive equations in the form

$$
\begin{equation*}
t_{i j}=-p \delta_{i j}+\tau_{i j}^{(0)}-\frac{\partial}{\partial x_{k}} \tau_{i j k} \tag{1.92}
\end{equation*}
$$

where $\tau_{i j k}$ is given by (1.88b) and

$$
\begin{equation*}
\tau_{i j}^{(0)}=2 \mu_{0}\left(\epsilon+e_{i j} e_{i j}\right)^{\frac{p-2}{2}} e_{i j} . \tag{1.93}
\end{equation*}
$$

Next, we define

$$
\begin{gather*}
\Gamma\left(e_{i j}\right)=\mu_{0} \int_{0}^{e_{i j} e_{i j}}(\epsilon+s)^{\frac{p-2}{2}} d s,  \tag{1.94a}\\
\Phi\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)=\mu_{1} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}}, \tag{1.94b}
\end{gather*}
$$

and

$$
\begin{equation*}
W\left(e_{i j}, \frac{\partial e_{i j}}{\partial x_{k}}\right)=\Gamma\left(e_{i j}\right)+\Phi\left(\frac{\partial e_{i j}}{\partial x_{k}}\right) . \tag{1.95}
\end{equation*}
$$

Then, clearly,

$$
\begin{align*}
\tau_{i j}^{(0)} & =\frac{\partial \Gamma}{\partial e_{i j}}=\frac{\partial W}{\partial e_{i j}}  \tag{1.96a}\\
\tau_{i j k} & =\frac{\partial \Phi}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)}=\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \tag{1.96b}
\end{align*}
$$

so that the complete residual stress tensor $\tau_{i j}=\tau_{i j}^{(0)}-\frac{\partial}{\partial x_{k}} \tau_{i j k}$ is given by

$$
\begin{equation*}
\tau_{i j}=\frac{\partial W}{\partial e_{i j}}-\frac{\partial}{\partial x_{k}}\left(\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)}\right) \tag{1.97}
\end{equation*}
$$

The potential energy of the fluid in a fixed, bounded domain $\Omega \subseteq R^{n}, n=2,3$, with smooth boundary $\partial \Omega$, and exterior unit normal $\boldsymbol{v}$ at $\boldsymbol{x} \in \partial \Omega$, is now defined by

$$
\begin{equation*}
E(\Omega)=\int_{\Omega} W\left(e_{i j}, \frac{\partial e_{i j}}{\partial x_{k}}\right) d \boldsymbol{x} \tag{1.98}
\end{equation*}
$$

The principle of virtual work, therefore, assumes the form

$$
\begin{equation*}
\delta E(\Omega)=\int_{\Omega} f_{i} \delta v_{i} d \boldsymbol{x}+\oint_{\partial \Omega}\left(T_{i} \delta v_{i}+M_{i} D \delta v_{i}\right) d S_{\boldsymbol{x}} \tag{1.99}
\end{equation*}
$$

for arbitrary values of the virtual velocity variations $\delta v_{i}$, subject only to the constraint that the $\delta v_{i}=0$ on $\partial \Omega$, and arbitrary variations of the virtual velocity gradients $\delta v_{i, j}$, where $D \delta v_{i}=\delta v_{i, j} v_{j}$ are the normal derivatives of the virtual velocity components on $\partial \Omega, f_{i}=\rho F_{i}-\frac{\partial p}{\partial x_{i}}, T_{i}$ are the tractions/area on $\partial \Omega$, and $M_{i}$ are the hypertractions (or moments)/area on $\partial \Omega$. From (1.98) we have

$$
\begin{equation*}
\delta E(\Omega)=\int_{\Omega}\left[\frac{\partial W}{\partial e_{i j}} \delta e_{i j}+\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \delta\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)\right] d \boldsymbol{x} \tag{1.100}
\end{equation*}
$$

Now,

$$
\delta e_{i j}=\frac{1}{2}\left(\delta v_{i, j}+\delta v_{j, i}\right)
$$

so

$$
\begin{equation*}
\frac{\partial W}{\partial e_{i j}} \delta e_{i j}=\frac{1}{2} \frac{\partial W}{\partial e_{i j}}\left(\delta v_{i, j}+\delta v_{j, i}\right)=\frac{\partial W}{\partial e_{i j}} \delta v_{i, j} \tag{1.101}
\end{equation*}
$$

by the symmetry of $e_{i j}$. In a similar manner,

$$
\delta\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)=\frac{1}{2}\left(\delta v_{i, j k}+\delta v_{j, i k}\right)
$$

and

$$
\begin{equation*}
\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \delta\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)=\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \delta v_{i, j k} \tag{1.102}
\end{equation*}
$$

Employing (1.101), (1.102) in (1.100) we obtain

$$
\begin{equation*}
\delta E(\Omega)=\int_{\Omega}\left[\frac{\partial W}{\partial e_{i j}} \delta v_{i, j}+\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \delta v_{i, j k}\right] d \boldsymbol{x} \tag{1.103}
\end{equation*}
$$

However, by integration by parts, and the divergence theorem, we obtain for the first integral in (1.103)

$$
\begin{align*}
\int_{\Omega} \frac{\partial W}{\partial e_{i j}} \delta v_{i, j} d \boldsymbol{x} & =\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\frac{\partial W}{\partial e_{i j}} \delta v_{i}\right) d \boldsymbol{x}-\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\frac{\partial W}{\partial e_{i j}}\right) \delta v_{i} d \boldsymbol{x} \\
& =-\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\frac{\partial W}{\partial e_{i j}}\right) \delta v_{i} d \boldsymbol{x} \tag{1.104}
\end{align*}
$$

as $\delta v_{i}=0$ on $\partial \Omega$. In an analogous fashion, two consecutive integrations by parts, applied to the second integral in (1.100), yields

$$
\begin{aligned}
\int_{\Omega} \frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \delta v_{i, j k} d \boldsymbol{x}= & \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \delta v_{i, j}\right) d \boldsymbol{x} \\
& -\int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)}\right) \delta v_{i, j} d \boldsymbol{x} \\
= & \oint_{\partial \Omega} \frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \delta v_{i, j} v_{k} d S_{\boldsymbol{x}} \\
& -\int_{\Omega} \frac{\partial}{\partial x_{j}}\left[\frac{\partial}{\partial x_{k}}\left(\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)}\right) \delta v_{i}\right] d \boldsymbol{x} \\
& +\int_{\Omega} \frac{\partial^{2}}{\partial x_{j} \partial x_{k}}\left(\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)}\right) \delta v_{i} d \boldsymbol{x}
\end{aligned}
$$

or

$$
\begin{align*}
\int_{\Omega} \frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \delta v_{i, j k} d \boldsymbol{x}= & \oint_{\partial \Omega} \frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)} \delta v_{i, j} v_{k} d S_{\boldsymbol{x}} \\
& +\int_{\Omega} \frac{\partial^{2}}{\partial x_{j} \partial x_{k}}\left(\frac{\partial W}{\partial\left(\frac{\partial e_{i j}}{\partial x_{k}}\right)}\right) \delta v_{i} d \boldsymbol{x} \tag{1.105}
\end{align*}
$$

where we have, again, used the fact that $\delta v_{i}=0$ on $\partial \Omega$. Employing (1.104) and (1.105) in (1.103), and taking note of (1.96a,b), we find that

$$
\delta E(\Omega)=-\int_{\Omega} \frac{\partial}{\partial x_{j}} \tau_{i j}^{(0)} \delta v_{i} d \boldsymbol{x}+\oint_{\partial \Omega} \tau_{i j k} \delta v_{i, j} v_{k} d S_{\boldsymbol{x}}+\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\frac{\partial}{\partial x_{k}} \tau_{i j k}\right) \delta v_{i} d \boldsymbol{x}
$$

or, by combining like integrals,

$$
\begin{equation*}
\delta E(\Omega)=\int_{\Omega} \frac{\partial}{\partial x_{j}}\left\{-\tau_{i j}^{0}+\frac{\partial}{\partial x_{k}} \tau_{i j k}\right\} \delta v_{i} d \boldsymbol{x}+\oint_{\partial \Omega} \tau_{i j k} \delta v_{i, j} v_{k} d S_{\boldsymbol{x}} . \tag{1.106}
\end{equation*}
$$

If we now combine (1.99) and (1.106), and recall that $\tau_{i j}=\tau_{i j}^{(0)}-\frac{\partial}{\partial x_{k}} \tau_{i j k}$, we obtain the equation

$$
\begin{equation*}
\int_{\Omega}\left(f_{i}+\frac{\partial}{\partial x_{j}} \tau_{i j}\right) \delta v_{i} d \boldsymbol{x}+\oint_{\partial \Omega}\left(M_{i} v_{j}-\tau_{i j k} v_{k}\right) \delta v_{i, j} d S_{\boldsymbol{x}}=0 \tag{1.107}
\end{equation*}
$$

By virtue of the independence of the variations of the virtual velocity components (in $\Omega$ ) and their gradients (on $\partial \Omega$ ), and in the absence, to this point, of the incompressibility constraint, we obtain from (1.107)

$$
\begin{equation*}
\frac{\partial}{\partial x_{j}} \tau_{i j}=-f_{i}=-\rho F_{i}+\frac{\partial p}{\partial x_{i}}, \text { in } \Omega \tag{1.108}
\end{equation*}
$$

or

$$
\begin{equation*}
-\frac{\partial p}{\partial x_{i}}+\frac{\partial}{\partial x_{j}} \tau_{i j}^{(0)}-\frac{\partial}{\partial x_{j}}\left(\frac{\partial}{\partial x_{k}} \tau_{i j k}\right)+\rho F_{i}=0, \text { in } \Omega \tag{1.109}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\tau_{i j k} v_{k}=M_{i} v_{j}, \text { on } \partial \Omega \tag{1.110}
\end{equation*}
$$

If we multiply (1.110) through by $v_{j}$, sum on $j$, and use the fact that $v_{j} v_{j}=1$, it follows that

$$
\begin{equation*}
\tau_{i j k} \nu_{j} v_{k}=M_{i}, \text { on } \partial \Omega \tag{1.111}
\end{equation*}
$$

for $i=1,2,3$ (in $R^{3}$ ), which is the form the higher-order boundary conditions assume, at each fixed time $t$, if we do not impose the incompressibility constraint on the velocity variations; in the next subsection we will modify the calculations presented here so as to take into account this constraint.

### 1.4.4 Structure of the Higher-Order Boundary Conditions 2: Virtual Work Subject to the Incompressibility Constraint

If we now restrict ourselves in (1.107) to smooth, divergence free virtual velocity fields with compact support in $\Omega$, then (1.107) reduces to

$$
\begin{equation*}
\int_{\Omega}\left(f_{i}+\frac{\partial}{\partial x_{j}} \tau_{i j}\right) \delta v_{i} d \boldsymbol{x}=0 \tag{1.112}
\end{equation*}
$$

for all $\delta v_{i}$ which are smooth and divergence free. It then follows (see, e.g., [GRa] Theorem 2.3) that (1.108) holds. Using (1.108) it is then a direct consequence of (1.107) that the boundary integrals

$$
\begin{equation*}
\oint_{\partial \Omega}\left(M_{i} v_{j}-\tau_{i j k} v_{k}\right) \delta v_{i, j} d s=0 \tag{1.113}
\end{equation*}
$$

for all $\delta v_{i}$ that are divergence free and zero on $\partial \Omega$. From (1.113) it follows that for any tensor $\boldsymbol{w}$ which is the restriction of the gradient of a divergence free, smooth, vector function $\delta \boldsymbol{v}$ which vanishes on the boundary, we have

$$
\begin{equation*}
\oint_{\partial \Omega}\left(M_{i} v_{j}-\tau_{i j k} v_{k}\right) w_{i j} d s=0 \tag{1.114}
\end{equation*}
$$

As $\delta v_{i}$ is zero on $\partial \Omega$ it follows that all tangential derivatives of $\delta v_{i}$ are zero on the boundary. Thus, in (1.113), the only non-zero part of $\delta v_{i, j}$ is that component which corresponds to the normal derivative of $\delta v_{i}$. By the normal derivative of the vector $\delta \boldsymbol{v}$ with components $\delta v_{i}$ we mean, of course, the vector whose $i$ th component is $\frac{\partial \delta v_{i}}{\partial x_{j}} v_{j}$ and by Theorem 3.1 of [HB] all such vectors are tangential to $\partial \Omega$. Furthermore, for any smooth vector $\boldsymbol{g}$ tangential to $\partial \Omega$ there exists a function $\delta v_{i}$ such that

$$
\begin{align*}
\frac{\partial \delta v_{i}}{\partial \boldsymbol{v}} & =g_{i}, \text { on } \partial \Omega \\
\delta v_{i} & =0, \text { on } \partial \Omega  \tag{1.115}\\
\operatorname{div} \delta v_{i} & =0, \text { in } \Omega
\end{align*}
$$

Remarks. Heron, in [HB], studied higher-order traces of divergence free fields. We use only a particular form of his Theorem 3.1 and for the convenience of the reader we state below this simplified version of Heron's theorem.
Theorem (Heron [HB]). Let $\Omega$ be a connected, bounded subset of $R^{n}$, with $C^{3}$ boundary $\partial \Omega=\Gamma$. Given a vector $\boldsymbol{g}_{1} \in \boldsymbol{H}^{1 / 2}(\Gamma)$ there exists $\boldsymbol{u} \in \boldsymbol{W}^{2,2}(\Omega)$, with $\operatorname{div} \boldsymbol{u}=0$ in $\Omega, \boldsymbol{u}=\mathbf{0}$ on $\Gamma$, and $\frac{\partial \boldsymbol{u}}{\partial \boldsymbol{v}}=\boldsymbol{g}_{1}$ on $\Gamma$ if and only if $\boldsymbol{g}_{1}$ is tangential to $\Gamma$, i.e., if and only if $\boldsymbol{g}_{1} \cdot \boldsymbol{v}=0$ where $\boldsymbol{v}$ is the unit normal to $\Gamma$.

It now follows from (1.113) that the tangential component of $M_{i} v_{j}-\tau_{i j k} v_{k}$ is zero on $\partial \Omega$ and we may state the following

Lemma 1.1. For an incompressible, nonlinear, bipolar viscous fluid defined by the constitutive relations (1.88a,b), (1.90), in an open bounded domain $\Omega \subseteq R^{n}, n=$ 2,3 , with smooth boundary $\partial \Omega$, the higher-order boundary condition

$$
\begin{equation*}
\tau_{i j k} v_{j} v_{k} \tau_{i}=M_{i} \tau_{i}, \text { on } \partial \Omega \tag{1.116}
\end{equation*}
$$

must be satisfied, where for $n=2, v$ is the exterior unit normal to the smooth curve $\partial \Omega$ at $\boldsymbol{x} \in \partial \Omega$ and $\boldsymbol{\tau}$ is the unit tangent vector, while for $n=3, \boldsymbol{v}$ is the exterior unit normal to the surface $\partial \Omega$ at $\boldsymbol{x} \in \partial \Omega$ and $\boldsymbol{\tau}$ is any unit vector in the tangent plane to $\partial \Omega$ at $\boldsymbol{x}$.

Remarks. Throughout most of this book we will assume that $\boldsymbol{M}=\mathbf{0}$ on $\partial \Omega$ so that (1.116) reduces to

$$
\begin{equation*}
\tau_{i j k} v_{j} v_{k} \tau_{i}=0, \text { on } \partial \Omega \tag{1.117}
\end{equation*}
$$

An alternative form of the higher-order boundary conditions is then given by
Lemma 1.2. Let $\Omega$ be an open bounded domain in $R^{n}, n=2,3$ with smooth boundary $\partial \Omega$ and let $\boldsymbol{x} \in \partial \Omega$. Let $\boldsymbol{v}$ be the exterior unit normal to $\partial \Omega$ at $\boldsymbol{x}$, and let $\boldsymbol{\tau}$ denote any unit vector in the tangent space to $\partial \Omega$ at $\boldsymbol{x}$. Then, at $\boldsymbol{x}$,

$$
\begin{equation*}
\tau_{i j k} v_{j} v_{k} \tau_{i}=0 \Leftrightarrow \tau_{i j k} v_{j} v_{k}-\tau_{j k l} v_{j} v_{k} v_{l} v_{i}=0, \tag{1.118}
\end{equation*}
$$

where $i=1,2$ if $n=2$, and $i=1,2,3$ if $n=3$.
Proof. Suppose $\tau_{i j k} \nu_{j} v_{k}-\tau_{j k l} \nu_{j} \nu_{k} \nu_{l} \nu_{i}=0, i=1,2,3$. Multiplying through by $\tau_{i}$, summing on $i$, and using the fact that $\nu_{i} \tau_{i}=0$ we get

$$
\tau_{i j k} v_{j} v_{k} \tau_{i}=0, \quad i=1,2,3
$$

Now, let $\tau_{i j k} \nu_{j} \nu_{k} \tau_{i}=0$ and let $\hat{\boldsymbol{\tau}}$ be the vector at $\boldsymbol{x}$ with $i$-th component $(\hat{\boldsymbol{\tau}})_{i}=$ $\tau_{i j k} \nu_{j} v_{k}$. Also, let $\beta \boldsymbol{\tau}$ be the projection of $\hat{\boldsymbol{\tau}}$ onto the tangent plane to $\partial \Omega$ at $\boldsymbol{x}$, where $\boldsymbol{\tau}$ is a unit vector in the tangent space, so that (see Fig. 1.2)

$$
\begin{equation*}
\hat{\boldsymbol{\tau}}=\alpha \boldsymbol{v}+\beta \boldsymbol{\tau} \tag{1.119}
\end{equation*}
$$

Fig. 1.2 Tangent plane to $\partial \Omega$ at $x$

where $\alpha \boldsymbol{v}$ is the projection of $\hat{\boldsymbol{\tau}}$ onto the normal direction to $\partial \Omega$ at $\boldsymbol{x}$. Therefore,

$$
\begin{equation*}
\hat{\tau}_{i}=\tau_{i j k} v_{j} v_{k}=\alpha v_{i}+\beta \tau_{i} \tag{1.120}
\end{equation*}
$$

which, as $v_{i} \tau_{i}=0, v_{i} v_{i}=1$, implies that

$$
\begin{equation*}
\alpha=\tau_{i j k} v_{j} v_{k} v_{i} \equiv \tau_{j k l} v_{j} v_{k} v_{l} \tag{1.121}
\end{equation*}
$$

As $\tau_{i} \tau_{i}=1$, by virtue of our hypothesis, and the definition of $\hat{\boldsymbol{\tau}}$,

$$
\begin{equation*}
\tau_{i j k} v_{j} v_{k} \tau_{i}=\beta=0 \tag{1.122}
\end{equation*}
$$

in which case

$$
\begin{equation*}
\tau_{i j k} v_{j} v_{k}=\left(\tau_{j k l} v_{j} v_{k} v_{l}\right) \nu_{i}, \quad i=1,2,3 \tag{1.123}
\end{equation*}
$$

so that $\tau_{i j k} v_{j} v_{k}-\left(\tau_{j k l} \nu_{j} v_{k} v_{l}\right) \nu_{i}=0, i=1,2,3$ whenever $\tau_{i j k} v_{j} v_{k} \tau_{i}=0$.
Remarks. The proof of Lemma 1.2 has been constructed for the case $n=3$; the proof for $n=2$ is a trivial modification of the proof given above.

Remarks. In Appendix B it is shown, in Lemma B.3, that the second of the conditions in (1.118) implies that

$$
\begin{equation*}
\tau_{i j k} e_{i j} \nu_{k}=0, \text { on } \partial \Omega . \tag{1.124}
\end{equation*}
$$

By virtue of Lemma 1.2 it now follows that (1.124) is also a consequence of the condition (1.117).

Remarks. Suppose that $\tau_{i j k} v_{j} v_{k} \tau_{i}=M_{k} \tau_{k} \neq 0$ on $\partial \Omega$, where we sum on all repeated indices. Then, by virtue of $(1.120)$ and (1.121) we have

$$
\begin{equation*}
\tau_{i j k} v_{j} v_{k}-\left(\tau_{j k l} v_{j} v_{k} v_{l}\right) v_{i}=\beta \tau_{i} . \tag{1.125}
\end{equation*}
$$

Multiplying (1.125) by $\tau_{i}$, summing on $i$, and using the facts that $v_{i} \tau_{i}=0, \tau_{i} \tau_{i}=1$, we obtain

$$
\begin{equation*}
\beta=\tau_{i j k} v_{j} v_{k} \tau_{i}=M_{k} \tau_{k} \tag{1.126}
\end{equation*}
$$

the last result being valid on $\partial \Omega$ by virtue of the higher-order boundary condition (1.116). Substituting (1.126) back into (1.125) we obtain

$$
\begin{equation*}
\tau_{i j k} v_{j} v_{k}-\left(\tau_{j k l} v_{j} v_{k} \nu_{l}\right) v_{i}=\left(M_{k} \tau_{k}\right) \tau_{i}, \text { on } \partial \Omega \tag{1.127}
\end{equation*}
$$

as the form of the higher-order boundary conditions on $\partial \Omega$ which are equivalent to (1.116) whenever $M_{i} \tau_{i} \neq 0$ on $\partial \Omega$. The term on the right-hand side of (1.127) is the projection of the vector $\boldsymbol{M}$ onto the tangent plane to the surface $\partial \Omega$ at a point $\boldsymbol{x} \in \partial \Omega$ if we are working in space dimension $n=3$; if $n=2$, it is the projection of $\boldsymbol{M}$ onto the direction of the tangent vector to the curve $\partial \Omega$ at a point $\boldsymbol{x} \in \partial \Omega$.

### 1.5 Elementary Examples of Incompressible Nonlinear Bipolar Fluid Flow

### 1.5.1 Introduction

In the previous section we formulated the constitutive theory for an incompressible, viscous, bipolar fluid; this constitutive theory is completely defined by the relations (1.88a), (1.89), for the stress tensor $t_{i j}$ and (1.88b) for the first multipolar stress tensor $\tau_{i j k}$. The constitutive parameters $\mu_{0}, \mu_{1}$ are assumed to be positive, while $\epsilon \geq 0$; in this section we will look at some of the consequences of taking $0<\alpha<1$, the motivation for restricting $\alpha$ to this range having been given in Sect. 1.4.2. By collecting all of the results in Sect. 1.4, we may write the full initial-boundary value problem, for the components $v_{i}$ of the velocity field of a nonlinear, incompressible bipolar viscous fluid, in the following form, where $\Omega$ is a bounded domain in $R^{n}$, $n=2,3$ with smooth boundary $\partial \Omega$, and the $x_{i}$ are (Eulerian) Cartesian coordinates: for $i=1, \ldots, n(n=2,3)$,

$$
\begin{equation*}
\rho\left(\frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{j}}{\partial x_{j}}\right)=-\frac{\partial p}{\partial x_{i}}+2 \mu_{0} \frac{\partial}{\partial x_{j}}\left[\left(\epsilon+e_{i j} e_{i j}\right)^{-\alpha / 2} e_{i j}\right]-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right)+\rho f_{i} \tag{1.128}
\end{equation*}
$$

in $\Omega \times[0, T), T>0$, with $\rho$ the fluid density, $p$ the pressure, and $f_{i}$ the components of the external body force/mass,

$$
\begin{gather*}
\nabla \cdot \boldsymbol{v}=0, \text { in } \Omega \times[0, T)  \tag{1.129}\\
\boldsymbol{v}=\mathbf{0}, \tau_{i j k} v_{j} v_{k}-\tau_{j k l} v_{j} v_{k} v_{l} v_{i}=\left(M_{k} \tau_{k}\right) \tau_{i}, i=1,2,3, \text { on } \partial \Omega \times[0, T) \tag{1.130}
\end{gather*}
$$

on $\partial \Omega \times[0, T)$, where the $M_{i}$ are the components of the hypertraction (moments) on $\partial \Omega$ at time $t \in[0, T)$, and $\boldsymbol{v}$ is the exterior unit normal at $\boldsymbol{x} \in \partial \Omega$, and

$$
\begin{equation*}
v(x, 0)=v_{0}(x), \quad x \in \Omega \tag{1.131}
\end{equation*}
$$

For our work in this section we will assume that the $M_{i}=0$ and that $f_{i}=0$ as well. We want to examine the consequences of applying the theory delineated in (1.128)-(1.131) to three, standard, elementary examples of steady flow: plane Poiseuille flow between fixed parallel plates, proper Poiseuille flow in a circular pipe, and plane Couette flow over a plate which moves with constant velocity. As all of our examples involve steady flow, for each case we have $\frac{\partial v_{i}}{\partial t}=0$; moreover, the geometries of the three flows selected are such that, for each $i$, we will also have $v_{j} \frac{\partial v_{i}}{\partial x_{j}}=0$. Therefore, on the left-hand side of (1.128), $\frac{D v_{i}}{D t}=0$ for each case considered, in which case the steady flow equations become

$$
2 \mu_{0} \frac{\partial}{\partial x_{j}}\left[\left(\epsilon+e_{i j} e_{i j}\right)^{-\alpha / 2} e_{i j}\right]-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right)=\frac{\partial p}{\partial x_{i}}
$$

in $\Omega$, for $i=1, \ldots, n, n=2,3$. The remaining conditions are the incompressibility constraint

$$
\nabla \cdot \boldsymbol{v}=0, \text { in } \Omega
$$

and the boundary conditions

$$
\boldsymbol{v}=\mathbf{0}, \tau_{i j k} v_{j} v_{k}-\tau_{j k l} \nu_{j} v_{k} v_{l} v_{i}=0, \text { on } \partial \Omega
$$

for $i=1, \ldots, n, n=2,3$. In order to obtain closed form solutions for the relevant boundary-value problem in this section, we will set $\epsilon=\mu_{1}=0$ in (1.128'). However, in Chap. 2, which is devoted entirely to steady plane Poiseuille flow between parallel plates, we will prove that there exists a unique solution of the boundary-value problem $\left(1.128^{\prime}\right),\left(1.129^{\prime}\right),\left(1.130^{\prime}\right)$ which depends continuously on $\epsilon$ and $\mu_{1}$ as $\epsilon \rightarrow 0^{+}$and $\mu_{1} \rightarrow 0^{+}$; for $\mu_{1} \rightarrow 0^{+}$, continuous dependence will be proven to hold in the norm of $C^{1+\delta}$, for $0<\delta<\frac{1}{2}$, so that, in particular, the approximation corresponding to $\epsilon=\mu_{1}=0$ is a reasonably accurate one, for small $\epsilon$ and $\mu_{1}$, in the $C^{0}$ norm. An analogous continuous dependence result for the example of (steady) proper Poiseuille flow in a circular pipe will appear in the Ph.D. thesis of A. Montz [Mon].

### 1.5.2 Steady Plane Poiseuille Flow

We assume a flow of the form

$$
\begin{equation*}
v_{1}=v_{1}\left(x_{2}\right), v_{2}=0, v_{3}=0 \tag{1.132}
\end{equation*}
$$

between fixed parallel plates at $x_{2}= \pm a$, for some $a>0$. It is easily seen that in this case $\left(1.128^{\prime}\right)$ reduces to the fourth-order nonlinear ordinary differential equation

$$
\begin{equation*}
\mu_{0}\left[\left(\epsilon+\frac{1}{2} v_{1}^{\prime 2}\left(x_{2}\right)\right)^{-\alpha / 2} v_{1}^{\prime}\left(x_{2}\right)\right]^{\prime}-\mu_{1} v_{1}^{\prime \prime \prime \prime}\left(x_{2}\right)=p_{1} \tag{1.133}
\end{equation*}
$$

where $p_{1}=\frac{\partial p}{\partial x_{1}}=$ const. The divergence free condition (1.129') is, of course, automatically satisfied, while the boundary conditions reduce to

$$
\begin{equation*}
v_{1}( \pm a)=0, \quad v_{1}^{\prime \prime}( \pm a)=0 \tag{1.134}
\end{equation*}
$$

If we set $\mu_{1}=0$ in (1.133), then only the first set of boundary conditions in (1.134) is relevant and (1.133) becomes

$$
\begin{equation*}
\left[\left(\epsilon+\frac{1}{2} v_{1}^{\prime 2}\left(x_{2}\right)\right)^{-\alpha / 2} v_{1}^{\prime}\left(x_{2}\right)\right]^{\prime}=\frac{p_{1}}{\mu_{0}} \tag{1.135}
\end{equation*}
$$

so that for some real $\gamma$,

$$
\begin{equation*}
\left(\epsilon+\frac{1}{2} v_{1}^{\prime 2}\left(x_{2}\right)\right)^{-\alpha / 2} v_{1}^{\prime}\left(x_{2}\right)=\left(\frac{p_{1}}{\mu_{0}}\right) x_{2}+\gamma \equiv g\left(x_{2}\right) . \tag{1.136}
\end{equation*}
$$

If we set $w_{\epsilon}=\epsilon+v_{1}^{\prime 2}\left(x_{2}\right) / 2$ then it follows from (1.136) that $w_{\epsilon}$ satisfies the transcendental algebraic equation

$$
\begin{equation*}
w_{\epsilon}^{1-\alpha}-\epsilon w_{\epsilon}^{-\alpha}=\frac{1}{2} g^{2} ; \quad \epsilon>0,0<\alpha<1 \tag{1.137}
\end{equation*}
$$

whose solutions are easily seen to depend continuously on $\epsilon$ as $\epsilon \rightarrow 0^{+}$; we, therefore, turn our attention to (1.136) with $\epsilon=0$, or

$$
\begin{equation*}
2^{\alpha / 2}\left|v_{1}^{\prime}\left(x_{2}\right)\right|^{-\alpha} v_{1}^{\prime}\left(x_{2}\right)=g\left(x_{2}\right) \tag{1.138}
\end{equation*}
$$

from which it follows that $\operatorname{sgn} v_{1}^{\prime}\left(x_{2}\right)=\operatorname{sgn} g\left(x_{2}\right)$. Thus, (1.138) yields

$$
\begin{equation*}
2^{\alpha / 2}\left|v_{1}^{\prime}\left(x_{2}\right)\right|^{1-\alpha}=\operatorname{sgn} g\left(x_{2}\right) \cdot g\left(x_{2}\right) \tag{1.139}
\end{equation*}
$$

or

$$
\begin{equation*}
(\sqrt{2})^{\alpha /(1-\alpha)} v_{1}^{\prime}\left(x_{2}\right)= \pm\left[\operatorname{sgn} g\left(x_{2}\right) \cdot g\left(x_{2}\right)\right]^{1 /(1-\alpha)} \tag{1.140}
\end{equation*}
$$

where we choose the plus sign in (1.140) for $v_{1}^{\prime}\left(x_{2}\right)>0$ (equivalently, $g\left(x_{2}\right)>0$ ) and the minus sign for $v_{1}^{\prime}\left(x_{2}\right)<0$ (equivalently, $g\left(x_{2}\right)<0$ ). In view of the viscous behavior of the fluid we know that, besides $v_{1}( \pm a)=0$, we must have $v_{1}^{\prime}(-a)>0$ and $v_{1}^{\prime}(a)<0$. Although (1.140) may be integrated for arbitrary $\alpha, 0<\alpha<1$, it is instructive to proceed as follows: Consider the sequence $\left\{\alpha_{n}\right\}, 0<\alpha_{n}<1$, for each positive integer $n$, given by $\alpha_{n}=(n-1) / n$; then $\alpha_{n} \rightarrow 1^{-}$as $n \rightarrow \infty$ while $\alpha_{1}=0$. Setting $\alpha=\alpha_{n}$ in (1.140), and denoting the solution of the corresponding equation by $u_{n}\left(x_{2}\right)$, we have

$$
\begin{equation*}
2^{(n-1) / 2} u_{n}^{\prime}\left(x_{2}\right)= \pm\left(\operatorname{sgn} g\left(x_{2}\right)\right)^{n} g^{n}\left(x_{2}\right) \tag{1.141}
\end{equation*}
$$

so that

$$
\begin{cases}2^{(n-1) / 2} u_{n}^{\prime}\left(x_{2}\right)= \pm g^{n}\left(x_{2}\right), & n \text { even },  \tag{1.142}\\ 2^{(n-1) / 2} u_{n}^{\prime}\left(x_{2}\right)=g^{n}\left(x_{2}\right), & n \text { odd }\end{cases}
$$

where we employ the convention that the plus sign in (1.141) corresponds to $g\left(x_{2}\right)>0$ while the minus sign corresponds to $g\left(x_{2}\right)<0$. We will consider two special cases of (1.142):
(a) $n=2\left(\alpha_{n}=1 / 2\right)$. In this case our differential equation reads

$$
\begin{equation*}
\sqrt{2} u_{2}^{\prime}\left(x_{2}\right)= \pm\left[\left(\frac{p_{1}}{\mu_{0}}\right)^{2} x_{2}^{2}+\frac{2 \gamma p_{1}}{\mu_{0}} x_{2}+\gamma^{2}\right] \tag{1.143}
\end{equation*}
$$

so that for some constant $\tilde{\gamma}$

$$
\begin{equation*}
\sqrt{2} u_{2}\left(x_{2}\right)= \pm\left[\left(\frac{p_{1}}{\mu_{0}}\right)^{2} \frac{x_{2}^{3}}{3}+\frac{\gamma p_{1}}{\mu_{0}} x_{2}^{2}+\gamma^{2} x_{2}\right]+\tilde{\gamma} \tag{1.144}
\end{equation*}
$$

We now apply the boundary conditions $u_{2}( \pm a)=0$, choosing the plus sign in (1.144) at $x_{2}=-a$ and the minus sign at $x_{2}=+a$; this follows from the fact that $u_{2}^{\prime}(-a)>0$ while $u_{2}^{\prime}(a)<0$. We obtain

$$
\left\{\begin{array}{l}
-\frac{1}{3}\left(\frac{p_{1}}{\mu_{0}}\right)^{2} a^{3}+\frac{\gamma p_{1}}{\mu_{0}} a^{2}-\gamma^{2} a+\tilde{\gamma}=0,  \tag{1.145}\\
-\left(\frac{1}{3}\left(\frac{p_{1}}{\mu_{0}}\right)^{2} a^{3}+\frac{\gamma p_{1}}{\mu_{0}} a^{2}+\gamma^{2} a\right)+\tilde{\gamma}=0
\end{array}\right.
$$

from which it follows that $\gamma=0$ while $\tilde{\gamma}=\left(p_{1} / \mu_{0}\right) a^{3} / 3$. As $\gamma=0$, for $p_{1}<0$,

$$
g\left(x_{2}\right)=\left(\frac{p_{1}}{\mu_{0}}\right) x_{2} \begin{cases}>0, & x_{2}<0  \tag{1.146}\\ <0, & x_{2}>0\end{cases}
$$
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Thus

$$
u_{2}\left(x_{2}\right)=\frac{2^{-1 / 2}}{3}\left(\frac{p_{1}}{\mu_{0}}\right)^{2} \begin{cases}x_{2}^{3}+a^{3}, & x<0  \tag{1.147}\\ -x_{2}^{3}+a^{3}, & x_{2}>0\end{cases}
$$

A sketch of the velocity profile is depicted in Fig. 1.3, where we have set $\gamma^{\prime}=$ $\frac{2^{-1 / 2}}{3}\left(p_{1} / \mu_{0}\right)^{2}$.
For the velocity profile given by (1.147) we easily compute that

$$
\begin{equation*}
P=\int_{-a}^{a} u_{2}\left(x_{2}\right) d x_{2}=\frac{3}{4} a^{4} \gamma^{\prime} \equiv \frac{a^{4}}{2 \sqrt{2}}\left(\frac{p_{1}}{\mu_{0}}\right)^{2} . \tag{1.148}
\end{equation*}
$$

(b) $n=3\left(\alpha_{n}=2 / 3\right)$. In this case, by virtue of (1.142), the differential equation is

$$
\begin{equation*}
2 \mu_{3}^{\prime}\left(x_{2}\right)=\left(\frac{p_{1}}{\mu_{0}}\right)^{3} x_{2}^{3}+3\left(\frac{p_{1}}{\mu_{0}}\right)^{2} \gamma x_{2}^{2}+3 \frac{p_{1}}{\mu_{0}} \gamma^{2} x_{2}+\gamma^{3} \tag{1.149}
\end{equation*}
$$

so that

$$
\begin{equation*}
2 u_{3}\left(x_{2}\right)=\left(\frac{p_{1}}{\mu_{0}}\right)^{3} \frac{x_{2}^{4}}{4}+\left(\frac{p_{1}}{\mu_{0}}\right)^{2} \gamma x_{2}^{3}+\frac{3}{2} \cdot \frac{p_{1}}{\mu_{0}} \gamma^{2} x_{2}^{2}+\gamma^{3} x_{2}+\bar{\gamma} \tag{1.150}
\end{equation*}
$$

Applying the boundary conditions at $x_{2}= \pm a$ then yields, after some algebraic manipulation, the relations

$$
\left\{\begin{array}{l}
\frac{1}{2}\left(\frac{p_{1}}{\mu_{0}}\right)^{2} a^{4}+\frac{3}{2} p_{1}\left(\frac{\gamma}{\mu_{0}}\right)^{2} a^{2}+2 \bar{\gamma}=0,  \tag{1.151}\\
\gamma\left(2\left(\frac{p_{1}}{\mu_{0}}\right)^{2}+2 \gamma^{2} a\right)=0
\end{array}\right.
$$
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from which it is immediate that $\gamma=0$ and $\bar{\gamma}=-(1 / 4)\left(p_{1} / \mu_{0}\right)^{3} a^{4}$. Substituting these results into (1.150), we find as the explicit expression for the velocity profile in this case (again, with the assumption that $p_{1}<0$ ):

$$
\begin{equation*}
u_{3}\left(x_{2}\right)=\frac{1}{8}\left(\frac{\left|p_{1}\right|}{\mu_{0}}\right)^{3}\left(a^{4}-x_{2}^{4}\right) \tag{1.152}
\end{equation*}
$$

a sketch of which is depicted in Fig. 1.4, where we have set $\tilde{\gamma}=$ $(1 / 8)\left(\left|p_{1}\right| / \mu_{0}^{0}\right)^{3}$. In this case we compute that

$$
\begin{equation*}
P=\int_{-a}^{a} u_{3}\left(x_{2}\right) d x_{2}=\frac{8}{5} a^{5} \tilde{\gamma} \equiv \frac{a^{5}}{5}\left(\frac{\left|p_{1}\right|}{\mu_{0}}\right)^{3} . \tag{1.153}
\end{equation*}
$$

### 1.5.3 Steady (Proper) Poiseuille Flow in a Circular Cylinder

The physical problem treated in this subsection is genuinely two-dimensional in nature, although when formulated in terms of polar coordinates it appears to be a one-dimensional problem. We begin by looking at steady flow in a cylinder of arbitrary cross section and take the $x_{1}$-axis parallel to the generators of the cylinder (which we will, henceforth, call a pipe). This time we ask if there exists a steady flow of the form

$$
\begin{equation*}
v_{1}=v_{1}\left(x_{2}, x_{3}\right), \quad v_{2}=0, \quad v_{3}=0 \tag{1.154}
\end{equation*}
$$

For the flow in (1.154) all components $e_{i j}$ of the rate of deformation tensor vanish except for

$$
\begin{equation*}
e_{12}=e_{21}=\frac{1}{2} \frac{\partial v_{1}}{\partial x_{2}}, \quad e_{13}=e_{31}=\frac{1}{2} \frac{\partial v_{1}}{\partial x_{3}} . \tag{1.155}
\end{equation*}
$$

Then by virtue of (1.88a), (1.89)

$$
\begin{equation*}
t_{11}=t_{22}=t_{33}=-p, \quad t_{23}=t_{32}=0 \tag{1.156}
\end{equation*}
$$

while

$$
\begin{equation*}
t_{12}=\mu_{0}\left(\epsilon+\frac{1}{2}\left[\left(\frac{\partial v_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial v_{1}}{\partial x_{3}}\right)^{2}\right]\right)^{-\alpha / 2} \frac{\partial v_{1}}{\partial x_{2}}-\mu_{1}\left(\frac{\partial^{3} v_{1}}{\partial x_{2}^{3}}+\frac{\partial^{3} v_{1}}{\partial x_{3}^{2} \partial x_{2}}\right) \tag{1.157}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{13}=\mu_{0}\left(\epsilon+\frac{1}{2}\left[\left(\frac{\partial v_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial v_{1}}{\partial x_{3}}\right)^{2}\right]\right)^{-\alpha / 2} \frac{\partial v_{1}}{\partial x_{3}}-\mu_{1}\left(\frac{\partial^{3} v_{1}}{\partial x_{3} \partial x_{2}^{2}}+\frac{\partial^{3} v_{1}}{\partial x_{3}^{3}}\right) \tag{1.158}
\end{equation*}
$$

The equilibrium equations (1.128'), when coupled with (1.154)-(1.158), yield

$$
\begin{equation*}
\frac{\partial p}{\partial x_{2}}=\frac{\partial p}{\partial x_{3}}=0 \tag{1.159}
\end{equation*}
$$

and

$$
\begin{align*}
& -\frac{\partial p}{\partial x_{1}}+\mu_{0}\left\{\frac{\partial}{\partial x_{2}}\left[\left(\epsilon+\frac{1}{2}\left[\left(\frac{\partial v_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial v_{1}}{\partial x_{3}}\right)^{2}\right]\right)^{-\alpha / 2} \frac{\partial v_{1}}{\partial x_{2}}\right]\right. \\
& \left.+\frac{\partial}{\partial x_{3}}\left[\left(\epsilon+\frac{1}{2}\left[\left(\frac{\partial v_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial v_{1}}{\partial x_{3}}\right)^{2}\right]\right)^{-\alpha / 2} \frac{\partial v_{1}}{\partial x_{3}}\right]\right\} \\
& -\mu_{1}\left(\frac{\partial^{4} v_{1}}{\partial x_{2}^{4}}+2 \frac{\partial^{4} v_{1}}{\partial x_{2}^{2} \partial x_{3}^{2}}+\frac{\partial^{4} v_{1}}{\partial x_{3}^{4}}\right)=0 . \tag{1.160}
\end{align*}
$$

From (1.159), (1.160) it follows that $p=p\left(x_{1}\right)$ with $p^{\prime}\left(x_{1}\right)=p_{1}=$ const. If, in (1.160), we set $\epsilon=\alpha=\mu_{1}=0$, we recover the Poiseuille flow predicted by the Navier-Stokes equations and governed by the Poisson equation

$$
\begin{equation*}
\frac{\partial^{4} v_{1}}{\partial x_{2}^{2}}+\frac{\partial^{2} v_{1}}{\partial x_{3}^{2}}=\frac{p_{1}}{\mu_{0}} \tag{1.161}
\end{equation*}
$$

With $r=\sqrt{x_{2}^{2}+x_{3}^{2}}$, and $v_{1}\left(x_{2}, x_{3}\right)=u(r)$, the case of (proper) Poiseuille flow in a pipe of circular cross section, (1.161) becomes

$$
\begin{equation*}
u^{\prime \prime}(r)+\frac{1}{r} u^{\prime}(r)=\frac{p_{1}}{\mu_{0}} \tag{1.162}
\end{equation*}
$$

and, if the radius of a cross section is $R>0$, then by virtue of the viscous nature of the fluid $u(R)=0$; the well-known solution of this problem (e.g. Shinbrot [Sh]) for which $u(0)<\infty$ is given by

$$
\begin{equation*}
u(r)=\frac{-p_{1}}{4 \mu_{0}}\left(R^{2}-r^{2}\right) \tag{1.163}
\end{equation*}
$$

so that the speed varies parabolically across the pipe with a maximum at $r=0$.
We now consider (1.160) within the context of (proper) Poiseuille flow in a circular pipe whose cross section has radius $R$; i.e., we assume $v_{1}\left(x_{2}, x_{3}\right)=u(r)$ and introduce polar coordinates $x_{2}=r \cos \theta, x_{3}=r \sin \theta$ so that

$$
\begin{equation*}
\left(\frac{\partial v_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial v_{1}}{\partial x_{3}}\right)^{2}=u^{\prime 2}(r) \tag{1.164}
\end{equation*}
$$

A lengthy but straightforward calculation yields

$$
\begin{align*}
& \frac{\partial}{\partial x_{2}}\left[\left(2 \epsilon+\left(\frac{\partial v_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial v_{1}}{\partial x_{3}}\right)^{2}\right)^{-\alpha / 2} \frac{\partial v_{1}}{\partial x_{2}}\right] \\
& =\Gamma_{\epsilon}(r)^{-\alpha / 2}\left[u^{\prime \prime}(r) \frac{x_{2}^{2}}{r^{2}}+\frac{u^{\prime}(r)}{r}\left\{1-\frac{x_{2}^{2}}{r^{2}}\right\}\right] \\
& -\alpha \Gamma_{\epsilon}(r)^{-(\alpha / 2+1)} u^{\prime 2}(r) u^{\prime \prime}(r)\left(\frac{x_{2}^{2}}{r^{2}}\right) \tag{1.165}
\end{align*}
$$

with $\Gamma_{\epsilon}(r)=2 \epsilon+u^{\prime 2}(r)$; an entirely analogous expression is obtained for

$$
\frac{\partial}{\partial x_{3}}\left[\left(2 \epsilon+\left(\frac{\partial v_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial v_{1}}{\partial x_{3}}\right)^{2}\right)^{-\alpha / 2} \frac{\partial v_{1}}{\partial x_{3}}\right]
$$

and addition of these expressions readily yields

$$
\begin{align*}
2^{-\alpha / 2} \frac{\partial}{\partial x_{2}} & {\left[\left(\epsilon+\frac{1}{2}\left[\left(\frac{\partial v_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial v_{1}}{\partial x_{3}}\right)^{2}\right]\right)^{-\alpha / 2} \frac{\partial v_{1}}{\partial x_{2}}\right] } \\
+ & 2^{-\alpha / 2} \frac{\partial}{\partial x_{3}}\left[\left(\epsilon+\frac{1}{2}\left[\left(\frac{\partial v_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial v_{1}}{\partial x_{3}}\right)^{2}\right]\right)^{-\alpha / 2} \frac{\partial v_{1}}{\partial x_{3}}\right] \\
& =\Gamma_{\epsilon}(r)^{-\alpha / 2}\left[u^{\prime \prime}+\frac{1}{r} u^{\prime}(r)\right]-\alpha \Gamma_{\epsilon}(r)^{-(\alpha / 2-1)} u^{\prime 2}(r) u^{\prime \prime}(r) \tag{1.166}
\end{align*}
$$

so that for steady flow in a circular pipe (1.160) assumes, for $0<r \leq R$, the form

$$
\begin{align*}
2^{\alpha / 2} \mu_{0}\left\{\Gamma_{\epsilon}(r)^{-\alpha / 2}\right. & {\left.\left[u^{\prime \prime}(r)+\frac{1}{r} u^{\prime}(r)\right]-\alpha \Gamma_{\epsilon}(r)^{-(\alpha / 2+1)} u^{\prime 2}(r) u^{\prime \prime}(r)\right\} } \\
& -\mu_{1}\left\{u^{\prime \prime \prime \prime}(r)+\frac{2}{r} u^{\prime \prime \prime}(r)-\frac{1}{r^{2}} u^{\prime \prime}(r)+\frac{1}{r^{3}} u^{\prime}(r)\right\}=p_{1} \tag{1.167}
\end{align*}
$$

By virtue of $\left(1.130^{\prime}\right),(1.167)$ is to be analyzed subject to the boundary conditions

$$
\begin{equation*}
\lim _{r \rightarrow 0} u(r)<\infty, \quad u(R)=0, \quad u^{\prime \prime}(R)=0 \tag{1.168}
\end{equation*}
$$

A careful study of the full nonlinear boundary-value problem (1.167), (1.168), which includes proofs of existence, uniqueness, and continuous dependence of $u(r)$ on both $\epsilon$ and $\mu_{1}$, as $\epsilon \rightarrow 0^{+}, \mu_{1} \rightarrow 0^{+}$, may be found in the Ph.D. thesis of A. Montz [Mon]. For the purposes of the present exposition we will content ourselves with an examination of the profiles predicted by (1.167), with $\epsilon=\mu_{1}=0$, and the boundary condition $u(R)=0$. If we set $\mu_{1}=0$ in (1.167), and also set

$$
\begin{equation*}
z(r)=u^{\prime}(r), \quad c_{1}^{\alpha}=\frac{p_{1}}{\mu_{0}} \cdot 2^{\alpha / 2} \tag{1.169}
\end{equation*}
$$

we easily find that

$$
\begin{equation*}
z^{\prime}(r)\left[1-\frac{\alpha z^{2}(r)}{2 \epsilon+z^{2}(r)}\right]=-\frac{1}{r} z(r)+c_{1}^{\alpha}\left(2 \epsilon+z^{2}(r)\right)^{\alpha / 2} \tag{1.170}
\end{equation*}
$$

which, for $\epsilon=0$, reduces to the Bernoulli equation

$$
\begin{equation*}
(1-\alpha) z^{\prime}(r)=-\frac{1}{r} z(r)+c_{1}^{\alpha}\left(z^{2}(r)\right)^{\alpha / 2} \tag{1.171}
\end{equation*}
$$

The solutions of (1.171) are given, for arbitrary real $c_{2}$, by

$$
\begin{equation*}
z(r) \equiv u^{\prime}(r)= \pm\left(\frac{c_{1}^{\alpha} r}{2}+\frac{c_{2}}{r}\right)^{1 /(1-\alpha)}, \quad 0<r \leq R \tag{1.172}
\end{equation*}
$$

For $p_{1}>0$ we must have $u^{\prime}(R)<0$, which dictates the choice of the minus sign in (1.172) on $(0, R]$; also, if $\lim _{r \rightarrow 0} u(r)<\infty$ then, clearly, we must also set $c_{2}=0$ in (1.172) so that, for $0<\alpha<1$,

$$
\begin{equation*}
u^{\prime}(r)=-k_{\alpha} r^{1 /(1-\alpha)}, \quad 0<r \leq R \tag{1.173}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{\alpha} \equiv\left(\frac{c_{1}^{\alpha}}{2}\right)^{1 /(1-\alpha)}=\left(\frac{p_{1}}{\mu_{0} 2^{\frac{\alpha}{2}+1}}\right)^{1 /(1-\alpha)} \tag{1.174}
\end{equation*}
$$

For $\alpha=0$, integration of (1.173), subject to $u(R)=0$, yields the familiar result (1.163). For arbitrary $\alpha, 0<\alpha<1$, integration of (1.173) yields, for some real $c_{3}$,

$$
\begin{equation*}
u(r)=-k_{\alpha}\left(\frac{1-\alpha}{2-\alpha}\right) r^{(2-\alpha) /(1-\alpha)}+c_{3} \tag{1.175}
\end{equation*}
$$

and then imposition of the boundary condition at $r=R$ yields the velocity profiles

$$
\begin{equation*}
u(r)=k_{\alpha}\left(\frac{1-\alpha}{2-\alpha}\right)\left[R^{(2-\alpha) /(1-\alpha)}-r^{(2-\alpha) /(1-\alpha)}\right], \quad 0 \leq r \leq R . \tag{1.176}
\end{equation*}
$$

To obtain a clearer picture of the profiles (1.176), we again consider the sequence $\left\{\alpha_{n}\right\}, 0<\alpha_{n}<1, \alpha_{n} \rightarrow 1^{-}$as $n \rightarrow \infty$, given by $\alpha_{n}=(n-1) / n$. Setting $\alpha=\alpha_{n}$ in (1.176), and denoting the resulting profile by $u_{n}(r)$, we easily compute that

$$
\begin{equation*}
u_{n}(r)=K_{n}\left[R^{n+1}-r^{n+1}\right], \quad 0 \leq r \leq R \tag{1.177}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{n}=\left(p_{1} / \mu_{0} 2^{(3 n-1) / 2 n}\right)^{n} \cdot \frac{1}{n+1} . \tag{1.178}
\end{equation*}
$$

For $n=2(\alpha=1 / 2)$ we obtain

$$
\begin{equation*}
u_{2}(r)=\frac{1}{3 \cdot 2^{5 / 2}}\left(\frac{p_{1}}{\mu_{0}}\right)^{2}\left[R^{3}-r^{3}\right], \quad 0 \leq r \leq R \tag{1.179}
\end{equation*}
$$

while for $n=3(\alpha=2 / 3)$ we get

$$
\begin{equation*}
u_{3}(r)=\frac{1}{4 \cdot 2^{4}}\left(\frac{p_{2}}{\mu_{0}}\right)^{3}\left[R^{4}-r^{4}\right], \quad 0 \leq r \leq R . \tag{1.180}
\end{equation*}
$$

It is clear that the profiles given explicitly by (1.177) exhibit the "flattening out" one sees in Poiseuille flow, for small values of the standard kinematic viscosity, prior to the breakdown of laminar flow and the onset of turbulence. The persistence of the profiles (1.176) for $\epsilon \neq 0, \mu_{1} \neq 0$ (but small) can be demonstrated by means of appropriate continuous dependence theorems for the behavior of the solutions of (1.167), (1.168) as $\epsilon$ and $\mu_{1} \rightarrow 0^{+}$(e.g., [Mon]); an example of just such a continuous dependence result, as has already been indicated, is proven in Chap. 2 for the problem of plane Poiseuille flow between parallel plates.

### 1.5.4 Plane Couette Flow

For our last example we consider the problem of steady flow between parallel plates at $x_{2}= \pm a$, but now assume that the bottom plate at $x_{2}=a$ is moving with constant velocity $\bar{u}$. The flow still has the form (1.132) but the boundary conditions are now

$$
\begin{equation*}
v_{1}(-a)=0, \quad v_{1}(a)=\bar{u} \tag{1.181}
\end{equation*}
$$

The solution of this problem, within the framekwork of the steady Navier-Stokes equations, is well known and is given by

$$
\begin{equation*}
v_{1}\left(x_{2}\right)=\frac{p_{1}}{2 \mu_{0}} x_{2}^{2}+\frac{\bar{u}}{2 a} x_{2}+\frac{1}{2}\left(\bar{u}-\frac{p_{1}}{\mu_{0}} a^{2}\right) \tag{1.182}
\end{equation*}
$$

which, for $\bar{u}=0$, reduces to the solution of the plane Poiseuille flow problem between fixed parallel plates. In order to examine an example of this flow within the framework of the nonlinear theory for a bipolar fluid with $\epsilon=\mu_{1}=0$, we consider the differential equation (1.142) for $n=2(\alpha=1 / 2)$, i.e.,

$$
\begin{equation*}
\sqrt{2} u_{2}^{\prime}\left(x_{2}\right)= \pm\left(\frac{p_{1}}{\mu_{0}} x_{2}+\gamma\right)^{2} \tag{1.183}
\end{equation*}
$$

subject to the boundary conditions $u_{2}(-a)=0, u_{2}(a)=\bar{u}$. Integration of (1.183) again yields (1.144), and as we must still have $u_{2}^{\prime}(-a)>0, u_{2}^{\prime}(a)<0$, imposition of the boundary conditions and some elementary algebraic manipulations yield

$$
\begin{equation*}
\gamma=-\frac{\mu_{0} \bar{u}}{\sqrt{2} p_{1} a^{2}}, \quad \tilde{\gamma}=\frac{1}{3}\left(\frac{p_{1}}{\mu_{0}}\right)^{2} a^{3}+\frac{\bar{u}}{\sqrt{2}}+\frac{1}{2}\left(\frac{\mu_{0}}{p_{1}}\right)^{2} \frac{\bar{u}^{2}}{a^{3}} . \tag{1.184}
\end{equation*}
$$

Inserting the constants $\gamma, \tilde{\gamma}$ into (1.144) and simplifying, we find for the profile $u_{2}\left(x_{2}\right)$ the following explicit form:

$$
\begin{align*}
& u_{2}\left(x_{2}\right)=2^{-1 / 2}\left\{\frac{1}{3}\left(\frac{p_{1}}{\mu_{0}}\right)^{2}\left(x_{2}^{3}+a^{3}\right)+\frac{\bar{u}}{\sqrt{2}}\left(1-\frac{x_{2}^{2}}{a^{2}}\right)\right. \\
&\left.+\frac{1}{2}\left(\frac{\mu_{0}}{p_{1}}\right)^{2} \frac{\bar{u}^{2}}{a^{4}}\left(x_{2}+a\right)\right\}, \quad \text { for } x_{2} \geq \frac{1}{\sqrt{2}}\left(\frac{\mu_{0}}{p_{1}}\right)^{2} \frac{\bar{u}}{a^{2}},  \tag{1.185a}\\
& u_{2}\left(x_{2}\right)=2^{-1 / 2}\left\{\frac{1}{3}\left(\frac{p_{1}}{\mu_{0}}\right)^{2}\left(x_{2}^{3}+a^{3}\right)+\frac{\bar{u}}{\sqrt{2}}\left(1-\frac{x_{2}^{2}}{a^{2}}\right)\right. \\
&\left.+\frac{1}{2}\left(\frac{\mu_{0}}{p_{1}}\right)^{2} \frac{\bar{u}^{2}}{a^{4}}\left(-x_{2}+a\right)\right\}, \quad \text { for } x_{2} \leq \frac{1}{\sqrt{2}}\left(\frac{\mu_{0}}{p_{1}}\right)^{2} \frac{\bar{u}}{a^{2}} . \tag{1.185b}
\end{align*}
$$

A simple comparison shows that $(1.185 \mathrm{a}, \mathrm{b})$ reduce to (1.147) if $\bar{u}=0$.

### 1.6 Other Extensions and Generalizations of the Navier-Stokes Model

There is, by now, a very large literature on non-Newtonian fluid dynamics as well as a bewildering array of different models that have been proposed to study non-Newtonian fluid behavior. We have no intention in this section of attempting anything approaching a comprehensive survey of non-Newtonian fluid phenomena and, indeed, such an overview of the field is available in many other excellent sources. We recommend, in particular, the following: (1) the encyclopedic volume by Joseph [Jo2] on visoelastic fluid behavior, (2) Chap. III, Sect. 2 of [GRRT] by Galdi which surveys problems in non-Newtonian fluid mechanics, (3) the article by Malek and Rajagopal [MR], (4) Rajagopal's article [Raj] on the mechanics of nonNewtonian fluids, (5) the comprehensive survey of the area of polar fluid dynamics by Cowin [Cow], and (6) the forthcoming monograph by Galdi and Robertson [GRo]; this latter volume introduces some of the most important types of nonNewtonian fluids, including Reiner-Rivlin fluids, power law models, simple fluids, and Oldroyd-B models, and presents a rigorous mathematical analysis of some of the corresponding boundary-value and initial-boundary value problems. Our limited goal, in this section, is to describe the structure of several non-Newtonian fluid models which exhibit one or more similarities to the constitutive model (1.88a,b) for the bipolar, viscous fluid; the properties we have in mind include, in particular, a (lower-order) nonlinear viscosity which resembles (1.90), or the presence of higher-order spatial derivatives of the velocity components and an associated set of higher-order boundary conditions. For each of the models considered in this section, which exhibit a dependence on velocity gradients of order greater than one, we also present a survey in Sect. 1.7 of some of the specific problems, such as plane Poiseuille flow between parallel plates, or proper Poiseuille flow in a circular pipe, which have been solved within the framework of these theories; the reader should then be able to compare several of these results with the solutions obtained, in Chaps. 2 and 3, for similar types of flows of a bipolar viscous fluid.

The paper of Friedlander and Pavlović [FPa] offers an excellent survey of the particular class of non-Newtonian fluids with a shear dependent viscosity that was studied, rigorously, for the first time by Ladyzhenskaya [La1, 2]; the authors indicate that the basic model was essentially introduced by Smagorinsky in connection with his studies of meteorlogical phenomena. Smagorinsky [Sma] has discussed the utility of employing fluid mechanics models exhibiting a nonlinear viscosity function in the context of the theory of rapidly rotating fluids and argues that the chosen form of the nonlinearity may be justified on the basis of the HeisenbergKolmogorov similarity theory for three-dimensional isotropic theory; the particular form chosen for the nonlinear viscosity $\mu(|\boldsymbol{e}|)$ in his studies was

$$
\begin{equation*}
\mu(|\boldsymbol{e}|)=\mu_{*}|\boldsymbol{e}|, \quad \mu_{*}>0 \tag{1.186}
\end{equation*}
$$

so that the stress tensor assumes the form

$$
\begin{equation*}
t_{i j}=-p \delta_{i j}+\mu_{*}|\boldsymbol{e}| e_{i j} \tag{1.187}
\end{equation*}
$$

We note, in passing, the similarity of (1.187) to the hypothesis of Prandtl, which is embodied in (1.79), for the problem of plane Poiseuille flow. The more general constitutive theory that was introduced by Ladyzhenskaya, in [La1, 2], is of the form $\boldsymbol{t}=-p \boldsymbol{I}+\boldsymbol{\tau}(\boldsymbol{e})$, where it is assumed that for some positive constants $c_{1}, \bar{\nu}_{0}, \bar{\nu}_{1}, \bar{\nu}_{2}$ and $q, \boldsymbol{\tau}(\boldsymbol{e})$ satisfies the following three conditions:

$$
\begin{gather*}
\left|\tau_{i j}(\boldsymbol{e})\right| \leq c_{1}\left(1+|\boldsymbol{e}|^{2 q}\right)|\boldsymbol{e}|  \tag{1.188a}\\
\tau_{i j}(\boldsymbol{e}) \frac{\partial v_{i}}{\partial x_{j}} \geq \bar{v}_{0}|\boldsymbol{e}|^{2}+\bar{v}_{1}|\boldsymbol{e}|^{2(1+q)} \tag{1.188b}
\end{gather*}
$$

and, for arbitrary smooth divergence free vectors $\boldsymbol{v}, \boldsymbol{v}^{\prime}$ which are such that $\left.\boldsymbol{v}\right|_{\partial \Omega}=$ $\left.\boldsymbol{v}^{\prime}\right|_{\partial \Omega}, \partial \Omega$ the (smooth) boundary of an open bounded domain $\Omega$ in $R^{n}, n=2,3$

$$
\begin{equation*}
\int_{\Omega}\left(\tau_{i j}(\boldsymbol{e})-\tau_{i j}\left(\boldsymbol{e}^{\prime}\right)\right)\left(\frac{\partial v_{i}}{\partial x_{j}}-\frac{\partial v_{i}^{\prime}}{\partial x_{j}}\right) d \boldsymbol{x} \geq \bar{v}_{2} \int_{\Omega}\left(\frac{\partial v_{i}}{\partial x_{j}}-\frac{\partial v_{i}^{\prime}}{\partial x_{j}}\right)\left(\frac{\partial v_{i}}{\partial x_{j}}-\frac{\partial v_{i}^{\prime}}{\partial x_{j}}\right) d \boldsymbol{x} . \tag{1.188c}
\end{equation*}
$$

The model defined by the viscosity function (1.186) conforms to (1.188a,b,c) if we take $q=1$. Other examples of constitutive hypotheses, relative to the reduced stress tensor $\tau_{i j}$, which satisfy (1.188a,b,c) are as follows:

$$
\begin{gather*}
\tau_{i j}(\boldsymbol{e})=\bar{v}|\boldsymbol{e}|^{2 q} e_{i j},  \tag{1.189a}\\
\tau_{i j}(\boldsymbol{e})=\bar{v}\left(1+|\boldsymbol{e}|^{2}\right)^{q} e_{i j},  \tag{1.189b}\\
\tau_{i j}(\boldsymbol{e})=\bar{v}(1+|\boldsymbol{e}|)^{2 q} e_{i j}, \tag{1.189c}
\end{gather*}
$$

and

$$
\begin{equation*}
\tau_{i j}(\boldsymbol{e})=\bar{v}\left(1+|\boldsymbol{e}|^{2 q}\right) e_{i j} . \tag{1.189d}
\end{equation*}
$$

The nonlinear viscosity $\mu(|\boldsymbol{e}|)=\bar{v}\left(1+|\boldsymbol{e}|^{2}\right)^{q}$ is, of course, in full agreement with (1.90) if we make the identification $\bar{v}=\mu_{0}$ and $q=(p-2) / 2$. In Sect. 4.5 we will recall some of Ladyzhenskaya's results for those non-Newtonian fluid models which conform to the behavior delineated in (1.188a,b,c). The Ladyzhenskaya modification of the Navier-Stokes system has also been analyzed by other authors. In [DuG] the authors study the initial-boundary value problem for an incompressible $(\nabla \cdot \boldsymbol{v}=0)$ viscous fluid satisfying the system of partial differential equations

$$
\begin{equation*}
\frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{i}}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left(\mathcal{A}(\boldsymbol{v}) \frac{\partial v_{i}}{\partial x_{j}}\right)+f_{i} \tag{1.190}
\end{equation*}
$$

in a bounded domain $\Omega \subseteq R^{n}, n=2,3$, where we have set the density $\rho \equiv 1$ and where

$$
\begin{equation*}
\mathcal{A}(\boldsymbol{v}) \equiv v_{0}+v_{1}|\nabla \boldsymbol{v}|^{\hat{q}}, \quad \hat{q}>0 . \tag{1.191}
\end{equation*}
$$

The non-Newtonian model defined by (1.190), (1.191) is essentially equivalent to the one defined by the reduced stress tensor (1.189d). We will have more to say about the results of [DuG] in Sect. 4.5. In [Lio1] Lions studies several problems which are related to the ones analyzed by Ladyzhenskaya [La1, 2] and Du and Gunzburger [DuG]; defining

$$
\begin{equation*}
[\boldsymbol{A}(\boldsymbol{v})]_{i j}=\frac{\partial}{\partial x_{j}}\left(|\nabla \boldsymbol{v}|^{p-2} \frac{\partial \boldsymbol{v}}{\partial x_{j}}\right) \tag{1.192}
\end{equation*}
$$

and assuming that the velocity field is divergence free, the equations associated with these problems assume the following (vector) forms for some positive $\bar{\nu}, \bar{\nu}_{0}, \bar{\nu}_{1}$ :

$$
\begin{align*}
& \frac{\partial \boldsymbol{v}}{\partial t}+v_{j} \frac{\partial \boldsymbol{v}}{\partial x_{j}}=-\nabla p+\bar{v} \boldsymbol{A}(\boldsymbol{v})+\boldsymbol{f}  \tag{1.193a}\\
& \frac{\partial \boldsymbol{v}}{\partial t}+v_{j} \frac{\partial \boldsymbol{v}}{\partial x_{j}}=-\nabla p+\bar{v}_{0} \Delta \boldsymbol{v}+\bar{v} \boldsymbol{A}(\boldsymbol{v})+\boldsymbol{f} \tag{1.193b}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}+v_{j} \frac{\partial \boldsymbol{v}}{\partial x_{j}}=-\nabla p+\left(\bar{v}_{0}+\bar{v}_{1}\|\boldsymbol{v}\|^{2}\right) \Delta \boldsymbol{v}+\boldsymbol{f} \tag{1.193c}
\end{equation*}
$$

Some of the results associated with (1.193a,b,c) will also be summarized in Sect.4.5. To the class of Ladyzhenskaya type non-Newtonian problems described, above, we can also add the Carreau model [YKRA] for a shear-thinning fluid, namely, for some $\mu_{0}>0, \mu_{\infty}>0, \gamma>0$, and $q$ real,

$$
\begin{equation*}
\mu(\boldsymbol{e})=\mu_{\infty}+\left(\mu_{0}-\mu_{\infty}\right)\left(1+|\gamma \boldsymbol{e}|^{2}\right)^{q} . \tag{1.194}
\end{equation*}
$$

The non-Newtonian model defined by (1.194) has had some success in modeling blood flow in arteries, i.e., [YKRA], where $q$ is taken to be $q=-0.322$.

The second of the two key elements present in (1.88a,b), which distinguishes the constitutive theory from the one associated with the Stokes Law (1.7) for the reduced stress tensor, is the presence of the higher-order velocity gradients in (1.88a) and the concurrent appearance of the first multipolar stress tensor in (1.88b). Other authors have introduced, albeit in an ad hoc manner, higher-order spatial derivatives of the velocity into the fluid dynamics equations in an attempt to regularize the NavierStokes system. Often, the goal of such a regularization is to be able to go to the
limit, as the parameter controlling the additional terms goes to zero, so as to deduce the existence of a weak solution to the original Navier-Stokes system. J.-L. Lions [Lio1, 2] perturbed the Navier-Stokes system for incompressible flow by adding to the Navier-Stokes equations the artificial viscosity term $-\epsilon(-\Delta)^{\beta} \boldsymbol{v}$ with $\epsilon>0$; this yields the following equation for $v$ if we set $\rho=1$ :

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}+\boldsymbol{v} \cdot \nabla \boldsymbol{v}=-\nabla p+v \Delta \boldsymbol{v}-\epsilon(-\Delta)^{\beta} \boldsymbol{v}+\boldsymbol{f} \tag{1.195}
\end{equation*}
$$

Friedlander and Pavlović [FPa] point out that, although the modification of NavierStokes reflected in (1.195) is not well-motivated, from a physical standpoint, the artificial (higher-order) viscosity term in (1.195) has proven useful in obtaining numerical approximations for incompressible viscous flow problems. Other studies which treat regularizations of Navier-Stokes that are in the same spirit as (1.195) include the papers of Beirăo da Veiga [BdV2, 3] and Ladyzhenskaya [La5]. The special case of (1.195) for which $\beta=2$ has been treated, in considerable detail, by Ou and Sritharan [OS1, 2]. In the two studies [Lio1, 2], besides the usual non-slip boundary condition, which applies for flow in a bounded domain, or in the exterior of such a domain, additional Neumann type boundary conditions are specified. With $\beta=2$ in (1.195), this means that the full-initial boundary-value problem considered in [OS1, 2] assumes the form

$$
\begin{gather*}
\frac{\partial \boldsymbol{v}}{\partial t}+\boldsymbol{v} \cdot \nabla \boldsymbol{v}=-\nabla p+v \Delta \boldsymbol{v}-\epsilon \Delta^{2} \boldsymbol{v}+\boldsymbol{f}, \text { in } \Omega \times[0, T),  \tag{1.196a}\\
\nabla \cdot \boldsymbol{v}=0, \text { in } \Omega \times[0, T),  \tag{1.196b}\\
\boldsymbol{v}=\mathbf{0}, \frac{\partial \boldsymbol{v}}{\partial n}=0, \text { on } \partial \Omega \times[0, T),  \tag{1.196c}\\
\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(\boldsymbol{x}), \text { in } \Omega . \tag{1.196d}
\end{gather*}
$$

As we have seen in Sect. 1.4, specifying the vanishing of $\partial v / \partial n$ on $\partial \Omega \times[0, T)$ is not in accord with the (natural) boundary conditions that are derivable from the principle of virtual work when the reduced stress tensor depends on third-order spatial gradients of the velocity field; furthermore, the enforcement of the second boundary condition in (1.196c) can lead to serious inconsistencies, as has already been pointed out in Sect. 1.4.4, and as will be pointed out again in 3.5. Some of the existence and uniqueness results obtained in [Lio1, 2] and [OS1, 2] will be elaborated in Sect. 4.5.

Several other authors have considered models for incompressible, viscous fluid flow which involve spatial derivatives of the velocity of order two or higher. Because of the proliferation of partial derivatives that appear in the work to be described, we will, for the remainder of this subsection, denote such derivatives by using the standard notation $v_{i, j}=\frac{\partial v_{i}}{\partial x_{j}}$, etc. In [BNR] Bellout, Nec̆as, and Rajagopal have studied flows of multipolar fluids of grade 3; the model in question combines the
theory of multipolar fluids with the theory of fluids of differential type, specifically with the subclass of such fluids that can be characterized as fluids of grade $n$ (see, e.g., [TN]). Using a fluid flow model of differential type allows for taking into account the history of velocity gradients while using elements of multipolar theory enables one to blend non-locality into the model. The fluid of grade three conforms to the specification of a Cauchy stress tensor $\boldsymbol{t}$ of the form

$$
\begin{equation*}
\boldsymbol{t}=-p I+\mu_{0} \boldsymbol{A}_{1}+\alpha_{1} \boldsymbol{A}_{2}+\alpha_{2} \boldsymbol{A}_{1}^{2}+\beta_{1} \boldsymbol{A}_{3}+\beta_{2}\left[\boldsymbol{A}_{1} \boldsymbol{A}_{2}+\boldsymbol{A}_{2} \boldsymbol{A}_{1}\right]+\beta_{3}\left(\operatorname{tr} \boldsymbol{A}_{1}^{2}\right) \boldsymbol{A}_{1} \tag{1.197}
\end{equation*}
$$

where $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$, the first and second Rivlin-Ericksen tensors [RE], are given by

$$
\left\{\begin{array}{l}
\boldsymbol{A}_{1}=\nabla \boldsymbol{v}+(\nabla \boldsymbol{v})^{t}  \tag{1.198}\\
\boldsymbol{A}_{2}=\frac{d}{d t} \boldsymbol{A}_{1}+\boldsymbol{A}_{1}(\nabla \boldsymbol{v})+(\nabla \boldsymbol{v})^{t} \boldsymbol{A}_{1}
\end{array}\right.
$$

Restrictions must be placed on the constants appearing in (1.197) so that the resulting model will be compatible with the Clausius-Duhem inequality; we will not specify those restrictions here but, rather, refer the reader to [FR]. In [BNR] the constitutive equation (1.197) is modified so as to obtain the following constitutive relations for a tripolar fluid of grade three: Let $\mu_{0}$ be the classical viscosity in the Stokes law and $\alpha_{1}, \alpha_{2}, \beta_{3}, \gamma, \mu_{1}$, and $\mu_{2}$ (constant) material moduli. Set

$$
\begin{gather*}
B_{i j k m}=\mu_{2}\left(\boldsymbol{A}_{1}\right)_{i j, k m}  \tag{1.199a}\\
S_{i j k}=\mu_{1}\left(\boldsymbol{A}_{1}\right)_{i j, k}+\gamma M_{i j k}-B_{i j k m, m} \tag{1.199b}
\end{gather*}
$$

with

$$
\begin{equation*}
M_{i j k}=\frac{d}{d t} e_{i j, k}+W_{m i} e_{m j, k}+W_{m j} e_{i m, k}+W_{m k} e_{i j, m} \tag{1.199c}
\end{equation*}
$$

where $\boldsymbol{W}=\frac{1}{2}\left(\nabla \boldsymbol{v}-(\nabla v)^{t}\right)$ is the spin tensor; then,

$$
\begin{equation*}
t_{i j}=-p \delta_{i j}+\mu_{0}\left(\boldsymbol{A}_{1}\right)_{i j}+\alpha_{1}\left(\boldsymbol{A}_{2}\right)_{i j}+\alpha_{2}\left(\boldsymbol{A}_{1}^{2}\right)_{i j}+\beta_{3}\left(\boldsymbol{A}_{1}^{2}\right)_{m m}\left(\boldsymbol{A}_{1}\right)_{i j}-S_{i j k, k} \tag{1.199d}
\end{equation*}
$$

In (1.199a,b) the $\mu_{1}$ and $\mu_{2}$ are higher-order viscosity coefficients. The associated free energy function $\psi$ has the form

$$
\begin{equation*}
\rho \psi=\frac{1}{4} \alpha_{1}\left(\boldsymbol{A}_{1}\right)_{i j}\left(\boldsymbol{A}_{1}\right)_{i j}+\frac{1}{8} \gamma\left(\boldsymbol{A}_{1}\right)_{i j, k}\left(\boldsymbol{A}_{1}\right)_{i j, k} . \tag{1.200}
\end{equation*}
$$

Some of the results on existence, uniqueness, and stability of solutions for the model proposed in [BNR] will be reviewed in Sect. 4.5. We note that in order to have a
well-posed initial-boundary value problem, for the constitutive theory delineated in (1.199a-d), for the tripolar fluid of grade three, one needs to formulate a set of higher-order boundary conditions to complement the usual non-slip condition $v_{i}=0$ on $\partial \Omega \times[0, T)$, with $\Omega$ an open bounded domain $\mathbb{R}^{n}, n=2$, 3 . It is shown in [BNR] that such boundary conditions assume the following formal pointwise form: Let $\boldsymbol{v}$ be the exterior normal to $\partial \Omega$ at $\boldsymbol{x} \in \partial \Omega$. The mean curvature of $\partial \Omega$ is then given by $2 \chi=-v_{i ; i}$ where for any function $f$ defined on $\partial \Omega$

$$
f_{; j}=\tilde{f}_{, j}-v_{j} v_{m} \tilde{f}_{, m}
$$

with $\tilde{f}$ any extension of $f$ from $\partial \Omega$ into a neighborhood of $\partial \Omega$. Let $\boldsymbol{\tau}^{1}$ and $\boldsymbol{\tau}^{2}$ be linearly independent tangent vectors to $\partial \Omega$ at $\boldsymbol{x} \in \partial \Omega$. Then,

$$
\begin{equation*}
B_{i j k m} v_{j} v_{k} v_{m} \tau_{i}^{l}=0, \quad l=1,2, \text { on } \partial \Omega \times[0, T) \tag{1.201a}
\end{equation*}
$$

and

$$
\begin{align*}
& {\left[S_{i j k} v_{j} v_{k}+4 \chi B_{i j k m} v_{j} v_{k} v_{m}-\left(B_{i j k m} v_{m}\right)_{; k} v_{j}\right.} \\
& \left.-\left(B_{i j k m} v_{m} v_{k}\right)_{; j}+\left(B_{l j k m} v_{l} v_{j} v_{m} v_{k}\right)_{; i}\right] \tau_{i}^{l}=0, \\
& \quad l=1,2, \text { on } \partial \Omega \times[0, T) . \tag{1.201b}
\end{align*}
$$

The derivation of $(1.201 \mathrm{a}, \mathrm{b})$ may be found in Sect. 4.5.4.
Three models of incompressible viscous fluid flow, which involve higher-order spatial derivatives of the velocity field, as well as time derivatives of velocity gradients, may be found in the work of Bleustein and Green [BG], Green and Nagdi [GN1, 2], Chen, et. al. [CFH1, 2, 3], and Foias, et. al. [FHT1, 2]; these models have certain aspects in common with one another as well as with the model for a linear viscous, incompressible bipolar fluid constructed in Sect.1.3. A concise summary of the equations and associated boundary conditions for these three classes of viscous flow models can be found in [QS]. Bleustein and Green [BG] were among the first to argue that it is "consistent to include multipolar stresses when considering fluids for which velocity gradients of various orders are present in the constitutive equations" due to "the problem of the formulation of boundary conditions ... in theories of the multipolar type, boundary conditions follow in a natural way"; this last point has been highlighted in Sects. 1.4.3 and 1.4.4 where it was demonstrated that the appropriate form of the higher-order boundary conditions follows directly from the principle of virtual work. In [BG] the type of multipolar fluid for which the constitutive theory is formulated is termed a "dipolar" fluid; these constitutive equations assume the form (see [BG], as well as Jordan and Puri [JP5] and Akyildiz and Bellout [ AB ]).

$$
\begin{gather*}
\tau_{i j}^{*}+\Phi \delta_{i j}=2 \mu e_{i j}  \tag{1.202a}\\
\tau_{(i j) k}+\Psi_{i} \delta_{j k}+\Psi_{j} \delta_{i k}=h_{1} \delta_{i j} A_{k m m}+h_{2}\left(A_{i j k}+A_{j i k}\right)+h_{3} A_{k j i} \tag{1.202b}
\end{gather*}
$$

where $\tau_{i j}^{*}$ is the (total) stress tensor, the $\tau_{(i j) k}$ denote the symmetrization with respect to the indices $i$ and $j$ of the dipolar stress tensor $\tau_{i j k}$, the arbitrary functions $\Phi$ and $\Psi_{i}$ govern the pressure (and appear as a consequence of the fact that the velocity field $\boldsymbol{v}$ is divergence free), $e_{i j}$ is the usual rate of deformation tensor, and $A_{i j k}=v_{i, j k}=$ $A_{i k j}$. As a consequence of the Clausius-Duhem inequality, the shear viscosity $\mu$ and the material constants $h_{i}, i=1,2,3$, satisfy the restrictions $\mu \geq 0$ and

$$
\begin{equation*}
2 h_{1}+h_{3} \geq 0, \quad 2 h_{2}+h_{3} \geq 0, \quad h_{3}-h_{2} \geq 0, \quad 5 h_{1}-h_{2}+2 h_{3} \geq 0 \tag{1.203}
\end{equation*}
$$

In (1.202a) the (total) stress tensor $\tau_{i j}^{*}$ is related to the (nonsymmetric) monopolar stress tensor $t_{i j}$ by

$$
\begin{equation*}
\tau_{i j}^{*}=t_{i j}+\tau_{k i j, k}+\rho\left(F_{i j}-\Gamma_{i j}\right)=\tau_{j i}^{*} \tag{1.204}
\end{equation*}
$$

where $\rho$ is the density, which we assume to be constant in the incompressible case, $F_{i j}$ is the dipolar (microscopic) body force/mass, and $\Gamma_{i j}$ is the dipolar inertia. Two forms for the dipolar inertia have appeared in the literature, namely, the original form due to Bleustein and Green [BG]

$$
\begin{equation*}
\Gamma_{i j}=d^{2}\left(\frac{D}{D t} v_{j, i}-v_{j, k} v_{k, i}\right) \tag{1.205a}
\end{equation*}
$$

and the alternative form, given by Green and Naghdi in [GN3], as

$$
\begin{equation*}
\Gamma_{i j}=d^{2}\left(\frac{D}{D t} v_{j, i}-v_{j, k} v_{k, i}-v_{j, k} v_{i, k}+v_{k, i} v_{k, j}\right) . \tag{1.205b}
\end{equation*}
$$

In both (1.205a) and (1.205b), $d \geq 0$ is a constant representing the microinertia coefficient, which has units of length. By employing the constitutive theory delineated, above, in conjunction with the usual balance of momentum equation,

$$
\rho \frac{D v_{i}}{D t}=t_{j i, j}+\rho f_{i},
$$

$f_{i}$ being the $i$ th component of the body force/mass, we obtain the following form of the dipolar fluid dynamics equations which incorporate the dipolar inertia tensor of Green and Naghdi [GN3], and in which we have set $F_{i j} \equiv 0$ :

$$
\begin{equation*}
\left(1-d^{2} \Delta\right) \frac{D v_{i}}{D t}+d^{2}\left(v_{i, k} v_{k, j}+v_{i, k} v_{j, k}-v_{k, j} v_{k, i}\right)_{, j}-\frac{1}{\rho} p_{, i}+v\left(\Delta-l^{2} \Delta^{2}\right) v_{i}+f_{i} \tag{1.206}
\end{equation*}
$$

In (1.206) the pressure $p$ is given by

$$
\begin{equation*}
p \equiv \Phi-2 \Psi_{i, i} \tag{1.207}
\end{equation*}
$$

also, $l^{2} \equiv \frac{h_{1}+h_{3}}{\mu} \geq 0$, with $v=\mu / \rho$ the kinematic viscosity. The boundary conditions specified in [BG], for an open bounded domain $\Omega$, with smooth boundary $\partial \Omega$, and exterior unit normal $\boldsymbol{v}$ at $\boldsymbol{x} \in \partial \Omega$, consist of prescribing the monopolar traction components $T_{i}=t_{k i} \nu_{k}$ and the components $T_{i j}=\tau_{k i j} v_{k}$ of the dipolar tractions; the latter condition is shown in [BG] to be equivalent to prescribing

$$
\begin{equation*}
\tau_{(k i) j} v_{k} v_{i}=T_{i j} v_{i} \equiv M_{i}, \text { on } \partial \Omega \times[0, T) \tag{1.208}
\end{equation*}
$$

The higher-order boundary conditions in (1.208) are what take the place of the analogous conditions in the bipolar model introduced in Sect. 1.4. The constitutive theory formulated in [BG], while not involving a nonlinear viscosity, is more complex than that put forth in Sect. 1.4 for the bipolar fluid. In this regard, it is important to note that like the Camassa-Holm equations in [CFH1, 2, 3], [FHT1, 2], and the isothermal viscous flow model formulated in [GN1, 2], the model constructed in [BG], unlike the bipolar model of Sect. 1.4, was envisioned as applying to more complex fluids than those which exhibit Newtonian behavior in ordinary circumstances; as pointed out in [QS], the dipolar flow theory in [BG] is believed to be capable of describing fluid motion when the fluid contains long chain molecules. Indeed, in the dipolar theory, the parameters $d$ and $l$ are thought of as representing the effects of fluid microstructure. To facilitate a comparison of the dipolar model in [BG], and the resultant evolution equations (1.206) for the components of the velocity field, with the analogous equations in [GN1, 2] and [CFH1, 2,3], [FHT1, 2], we follow the analysis in [QS] and rewrite those terms in (1.206) which are multiplied by $d^{2}$, but which do not involve partial derivatives with respect to time, such as

$$
-v_{j} \Delta v_{i, j}-v_{j, i} \Delta v_{j}
$$

in which case (1.206) assumes the form

$$
\begin{equation*}
\frac{D v_{i}}{D t}-d^{2}\left(\Delta v_{i, t}+v_{j} \Delta v_{i, j}+v_{j, i} \Delta v_{j}\right)=-p_{, i}+\mu\left(\Delta-l^{2} \Delta^{2}\right) v_{i} \tag{1.209}
\end{equation*}
$$

In (1.209) we have set $\rho=1$, and $f_{i}=0$, so that $v \equiv \mu$.
The nonlinearly dispersive Navier-Stokes alpha (NS- $\alpha$ ) model of incompressible fluid flow, also known as the viscous Camassa-Holm equations (VCHE), were proposed as a closure approximation for the Reynolds averaged equations appearing in Navier-Stokes modeling of turbulent flow; these equations, and their consequences for particular types of turbulent flow, have been extensively explored in [CFH1, 2, 3] and [FHT1, 2]. Indeed, steady solutions of VCHE have been identified with the mean flow appearing in the Reynolds equations and the results which ensue have been compared with empirical data for turbulent flows in channels and pipes; for an overview of the statistical approach to turbulence modeling based on the Reynolds (averaged) equations, the reader is referred to part IV of [ScG]. With $\boldsymbol{v}$ denoting the usual velocity field in the fluid, and

$$
\begin{equation*}
\boldsymbol{u}=\left[\boldsymbol{I}-(\nabla \cdot\langle\boldsymbol{\sigma}\rangle] \boldsymbol{v}-\frac{\partial}{\partial x_{i}}\left[\left\langle\sigma_{i} \sigma_{j}\right\rangle \frac{\partial \boldsymbol{v}}{\partial x_{j}}\right]\right. \tag{1.210}
\end{equation*}
$$

where $\rangle$ denotes the usual ensemble average, and $\sigma$ is the velocity fluctuation with components $\sigma_{i}$, the VCHE are, in the absence of an external bodyforce

$$
\begin{gather*}
\frac{d \boldsymbol{u}}{d t}+u_{j} \nabla v_{j}+\nabla \pi=v \nabla^{2} \boldsymbol{u}  \tag{1.211a}\\
\nabla \cdot \boldsymbol{v}=0 \tag{1.211b}
\end{gather*}
$$

where, in (1.211a),

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+v \cdot \nabla \tag{1.212a}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi=p-\frac{1}{2}\|\boldsymbol{v}\|^{2}-\frac{1}{2}\left\langle\sigma_{i} \sigma_{j}\right\rangle \frac{\partial \boldsymbol{v}}{\partial x_{i}} \cdot \frac{\partial \boldsymbol{v}}{\partial x_{j}} \tag{1.212b}
\end{equation*}
$$

is the usual pressure with $p$ the modified pressure. If one assumes isotropy and homogeneity for the fluctuations $\boldsymbol{\sigma}$, then $\langle\boldsymbol{\sigma}\rangle=\mathbf{0}$ and $\left\langle\sigma_{i} \sigma_{j}\right\rangle=\alpha^{2} \delta_{i j}$, with $\alpha$ a local length scale; by virtue of the assumption of homogeneity $\alpha$ is a constant. Then, under this dual assumption of homogeneity and isotropy for the $\sigma_{i}$, (1.211a) can be rewritten in the form

$$
\begin{equation*}
\frac{d \boldsymbol{v}}{d t}=\operatorname{div} t \tag{1.213}
\end{equation*}
$$

with the stress tensor $\boldsymbol{t}$ expressed as

$$
\begin{equation*}
\boldsymbol{t}=-p \boldsymbol{I}+2 v\left(\boldsymbol{I}-\alpha^{2} \nabla^{2}\right) \boldsymbol{e}+2 \alpha^{2} \dot{\boldsymbol{e}} \tag{1.214}
\end{equation*}
$$

where $\boldsymbol{e}=\frac{1}{2}\left(\nabla \boldsymbol{v}+(\nabla \boldsymbol{v})^{t}\right)$ and the corotational (or Jaumann) derivative of $\boldsymbol{e}$ is given by

$$
\begin{equation*}
\dot{\boldsymbol{e}}=\frac{d \boldsymbol{e}}{d t}+\boldsymbol{e} \boldsymbol{W}-\boldsymbol{W} \boldsymbol{e} \tag{1.215}
\end{equation*}
$$

with $\boldsymbol{W}=\frac{1}{2}\left(\nabla \boldsymbol{v}-(\nabla \boldsymbol{v})^{t}\right)$ the spin tensor introduced, previously, in (1.199c). As observed in [CFH1], in the form delineated in (1.214), (1.215), the constitutive theory underlying VCHE represents that modification of the constitutive theory defining a rate dependent incompressible homogeneous fluid of grade 2 which is
obtained by modifying the viscous dissipation term through use of the Helmholtz operator $\left(\boldsymbol{I}-\alpha^{2} \nabla^{2}\right)$. Therefore, the case where the fluctuation $\sigma$ satisfies both isotropy and inhomogeneity yields a model consistent with the basic continuum mechanics principle of material frame-indifference. In this case, where both $\langle\boldsymbol{\sigma}\rangle=$ 0 , and $\left\langle\sigma_{i} \sigma_{j}\right\rangle=\alpha^{2} \delta_{i j}$, with $\alpha$ constant, (1.211a), when coupled with (1.212a,b), and the fact that (1.210) reduces to

$$
\begin{equation*}
\boldsymbol{u}=\left[\boldsymbol{I}-\alpha^{2} \nabla^{2}\right] \boldsymbol{v} \tag{1.216}
\end{equation*}
$$

assumes the explicit form

$$
\begin{equation*}
v_{i, t}+v_{j} v_{i, j}-\alpha^{2}\left(\Delta v_{i, t}+v_{j} \Delta v_{i, j}+v_{j, i} \Delta v_{j}\right)-p_{, i}+v \Delta v_{i}-v \alpha^{2} \Delta^{2} v_{i} \tag{1.217}
\end{equation*}
$$

As observed in [QS], the two sets of equations (1.209) and (1.216) are essentially the same if we make the obvious identifications $d^{2}=l^{2}=\alpha^{2}$. As the parameters $d^{2}$ and $l^{2}$ appearing in (1.209) are independent of one another, the argument could be made that (1.209) is more general than (1.217); this would be misleading, of course, as the various parameters have different interpretations and the models in question were conceived to treat differental physical flow problems. With $\alpha=0$ in (1.217) one recovers the standard form of the incompressible Navier-Stokes equations with $\rho=1$ and $f_{i}=0$, the same being true for the dipolar equations (1.209) with $l=d=0$. Although the system of equations (1.217) is of fourth order, unlike the case with the Bleustein-Green model for the dipolar viscous fluid, there does not seem to be a well-motivated set of higher-order boundary conditions associated with VCHE. Both [CFH1] and [CFH2] use VCHE to treat the problem of turbulent channel flow in a parallel-walled channel whose half-width is $a$. The usual non-slip boundary condition, as applied to a steady flow solution of (1.217) of the form

$$
\begin{equation*}
\boldsymbol{v} \equiv \boldsymbol{U}=(U(y), 0,0) \tag{1.218}
\end{equation*}
$$

yields $U( \pm a)=0$ in [CFH1] and [CFH2]. However, in [CFH1] the additional condition (symmetry) $U(y)=U(-y),-a \leq y \leq a$, is used while, in [CFH2], the solution $U$ is subject to the additional set of boundary conditions $\nu U^{\prime}( \pm a)=\mp \tau_{0}$, with $\tau_{0}$ the boundary shear stress, as well as to the assumption that $U$ is symmetric across the channel. The condition that $\nu U^{\prime}( \pm a)=\mp \tau_{0}$ also appears in [CFH3]. We have been unable to discern, in the papers [CFH1], [CFH2], [CFH3] or [FHT1, 2], a consistent set of higher-order boundary conditions that are associated with the viscous Camassa-Holm model.

The last of the models, which incorporate higher-order spatial velocity derivatives, that we consider in this section is due to Green and Naghdi [GN1]; it is instructive to quote from their introduction:

It is clear from extensive available experimental results, and also to some extent from existing numerical simulations, that not only the vorticity (or spin) but also the rate of change of vorticity (or "spin of the spin") affect the structure of turbulent flows. Given this premise it is natural to see if a satisfactory theory can be constructed with a vorticity vector
$\boldsymbol{w}$ and a spin of vorticity vector $\boldsymbol{u}$ explicitly displayed in the theory, instead of just being evaluated at the end of the solution of problems from the velocity vector $\boldsymbol{v}$. Moreover, such a theory, if properly based on continuum thermodynamic equations, would have interest in its own right, apart from its possible application to turbulent flow.

In the discussion which follows, we will summarize the basic elements of only the restricted theory of incompressible viscous flow, with vorticity and spin of vorticity, that is found in [GN1]; the constitutive relations for this model have the form

$$
\begin{gather*}
\boldsymbol{t}=-p \boldsymbol{I}+2 \mu_{0} \boldsymbol{e}+2 \mu_{1} \boldsymbol{P}  \tag{1.219a}\\
\boldsymbol{M}_{1}=-p_{1} \boldsymbol{I}+\mu_{1} \boldsymbol{N},  \tag{1.219b}\\
\boldsymbol{M}_{2}=-p_{2} \boldsymbol{I}+2 \mu_{1} \boldsymbol{N}+2\left(\frac{\mu_{1}^{2}}{\mu_{0}}\right) \boldsymbol{P}, \tag{1.219c}
\end{gather*}
$$

where $p, p_{1}, p_{2}$ are arbitrary scalar functions of $\boldsymbol{x}, t, \mu_{0}$ is the classical viscosity coefficient, and $\mu_{1}$ is a second (higher-order) viscosity coefficient. In (1.219a,b,c), the tensors $\boldsymbol{P}$ and $\boldsymbol{N}$ are defined as follows: We begin by defining a spin vector $\boldsymbol{w}$ by $\boldsymbol{w}=\nabla \times \boldsymbol{v}$ so that with $\boldsymbol{W}$ the spin (or vorticity tensor) we have $\boldsymbol{W} \hat{\boldsymbol{a}}=\frac{1}{2} \boldsymbol{w} \times \hat{\boldsymbol{a}}$ for every vector $\hat{\boldsymbol{a}}$. Next, we define the vorticity (or "spin of spin") vector $\boldsymbol{u}$ to be $\boldsymbol{u}=\nabla \times \boldsymbol{w}=\nabla \times \nabla \times \boldsymbol{v}=\nabla(\nabla \cdot \boldsymbol{v})-\nabla^{2} \boldsymbol{v}$ so that, for incompressible flow, $\boldsymbol{u}=-\nabla^{2} \boldsymbol{v}$. Finally, we set

$$
\begin{equation*}
\boldsymbol{N}=\nabla \boldsymbol{w} \text { and } \boldsymbol{P}=\nabla \boldsymbol{u} . \tag{1.220}
\end{equation*}
$$

It can be shown that for every vector $\hat{\boldsymbol{a}},\left(\boldsymbol{N}-\boldsymbol{N}^{t}\right) \hat{\boldsymbol{a}}=\boldsymbol{u} \times \hat{\boldsymbol{a}}$. There remains the task of defining the tensors $\boldsymbol{M}_{1}$ and $\boldsymbol{M}_{2}$ in (1.219b) and (1.219c), respectively. If $\Omega_{t} \subseteq \mathbb{R}^{n}, n=2,3$ is a bounded open domain, at time $t>0$, with smooth boundary $\partial \Omega_{t}$, then the term representing the external rate of (the supply of) work $R\left(\Omega_{t}\right)$, to $\Omega_{t}$, has the following form in [GN1]:

$$
\begin{equation*}
R\left(\Omega_{t}\right)=\int_{\Omega_{t}} \rho\left(\boldsymbol{f} \cdot \boldsymbol{v}+\boldsymbol{c}_{1} \cdot \boldsymbol{w}+\boldsymbol{c}_{2} \cdot \boldsymbol{u}\right) d \boldsymbol{x}+\oint_{\partial \Omega_{t}}\left(\boldsymbol{T} \cdot \boldsymbol{v}+\boldsymbol{m}_{1} \cdot \boldsymbol{w}+\boldsymbol{m}_{2} \cdot \boldsymbol{u}\right) d S_{\boldsymbol{x}} . \tag{1.221}
\end{equation*}
$$

In (1.221), $\boldsymbol{f}$ (the body force/mass), $\boldsymbol{c}_{1}, \boldsymbol{c}_{2}, \boldsymbol{T}$ (the traction/area), $\boldsymbol{m}_{1}$, and $\boldsymbol{m}_{2}$ are all vector-valued functions of $\boldsymbol{x}, t$, either in $\Omega_{t}$ or on $\partial \Omega_{t}$. A standard "tetrahedron" argument (due to Euler) shows that the traction $\boldsymbol{T}$, at $\boldsymbol{x} \in \partial \Omega_{t}$ is related to the stress tensor $\boldsymbol{t}$ by the usual rule, i.e., $\boldsymbol{T}=\boldsymbol{t} \boldsymbol{v}$, with $\boldsymbol{v}$ the exterior unit normal to $\partial \Omega_{t}$ at $\boldsymbol{x}$; similar arguments establish the existence of second-order tensor functions $\boldsymbol{M}_{1}, \boldsymbol{M}_{2}$ such that

$$
\begin{equation*}
\boldsymbol{m}_{1}=\boldsymbol{M}_{1} \boldsymbol{v} \text { and } \boldsymbol{m}_{2}=\boldsymbol{M}_{2} \boldsymbol{v}, \text { at }(\boldsymbol{x}, t) \in \partial \Omega_{t} . \tag{1.222}
\end{equation*}
$$

It is shown, (Sect.4) in [GN1], that balance of mass, momentum, and energy, together with the admissible simplifying assumptions $\boldsymbol{c}_{2}=\left(\frac{\mu_{1}}{\mu_{0}}\right) \boldsymbol{f}, \beta_{2}=$ $\left(\frac{\mu_{1}}{\mu_{0}}\right) \boldsymbol{P}, \boldsymbol{c}_{1}=\mathbf{0}$, and $p_{1}=$ constant, enable one to deduce from the constitutive theory ( $1.219 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) the equation of motion

$$
\begin{equation*}
\rho\left(\frac{D \boldsymbol{v}}{D t}+\left(\frac{\mu_{1}}{\mu_{0}}\right) \frac{D \boldsymbol{u}}{D t}\right)=-\nabla p+\mu_{0} \nabla^{2} \boldsymbol{v}-2 \mu_{1} \nabla^{4} \boldsymbol{v}+\rho \boldsymbol{f} \tag{1.223}
\end{equation*}
$$

In component form the vector equation has the form (see [QS])

$$
\begin{equation*}
v_{i, t}+v_{j} v_{i, j}-\frac{\mu_{1}}{\rho \mu_{0}}\left(\Delta v_{i, t}+v_{j} \Delta v_{i, j}\right)=-p_{, i}+v \Delta v_{i}-\frac{2 \mu_{1}}{\rho} \Delta^{2} v_{i} \tag{1.224}
\end{equation*}
$$

with $v=\frac{\mu_{0}}{\rho}$ again the usual kinematic viscosity. If standard reference values $l_{0}$, $v_{0}$, and $\rho_{0}$ of length, velocity, and density are introduced, and we define Reynolds numbers

$$
\begin{equation*}
\operatorname{Re}=\frac{\rho_{0} l_{0} v_{0}}{\mu_{0}} \text { and } \operatorname{Re}^{*}=\frac{\rho_{0} l_{0}^{3} v_{0}}{\mu_{1}} \tag{1.225}
\end{equation*}
$$

as well as the non-dimensional variables

$$
\left.\begin{array}{ll}
\hat{\boldsymbol{x}}=\boldsymbol{x} / l_{0}, & \hat{\boldsymbol{v}}=\boldsymbol{v} / v_{0}, \quad \hat{t}=\frac{v_{0}}{l_{0}} t \\
\hat{\rho}=\rho / \rho_{0}, & \hat{\boldsymbol{u}}=\frac{l_{0}^{2}}{v_{0}} \boldsymbol{u}
\end{array}\right\}
$$

then (1.223) can be put in the form

$$
\begin{equation*}
\rho \operatorname{Re}\left(\frac{D \boldsymbol{v}}{D t}+\frac{1}{2 \beta^{2}} \frac{D \boldsymbol{u}}{D t}\right)=-\nabla p+\nabla^{2} \boldsymbol{v}-\frac{1}{\beta^{2}} \nabla^{4} \boldsymbol{v}+\rho \boldsymbol{f} \tag{1.226}
\end{equation*}
$$

where the circumflexes have been dropped on all the non-dimensional quantities, $f$ is non-dimensional, and $\beta^{2}=\mathrm{Re}^{*} / 2 \mathrm{Re}$. The Green and Naghdi model for incompressible viscous fluid flow, like the other models presented in this section, is compatible with the basic principles of continuum mechanics and thermodynamics. For a problem posed in a bounded domain $\Omega$, with smooth boundary $\partial \Omega_{t}$, the complete set of boundary conditions associated with the system (1.224) assumes the form

$$
\begin{equation*}
v_{i}=0, \quad\left(\boldsymbol{m}_{1}\right)_{i} t_{i}^{(\alpha)}=0, \quad \alpha=1,2 ; \text { on } \partial \Omega \times[0, T) \tag{1.227}
\end{equation*}
$$

where $\left(\boldsymbol{m}_{1}\right)_{i}=\left(\boldsymbol{M}_{1}\right)_{i j} v_{j},\left(\boldsymbol{M}_{1}\right)_{i j}=-p_{1} \delta_{i j}+\mu_{1} w_{i, j}($ by (1.222) and (1.220)) and the $\boldsymbol{t}^{(\alpha)}$ are linearly independent vectors spanning the tangent space at $\boldsymbol{x} \in \partial \Omega$.

### 1.7 Some Examples of Viscous Incompressible Flow Described by the Dipolar, Camassa-Holm, and Green and Naghdi Models

### 1.7.1 Introduction

In this final section of Chap. 1 we will review some of the explicit results obtained, within the context of the three models described in Sect. 1.6, which incorporate higher order gradients of the velocity field; these models are the dipolar fluid of Bleustein and Green [BG], the Camassa-Holm (VCHE) model elaborated in [CFH1, 2, 3] and [FHT1, 2], and the extended theory for incompressible viscous fluid flow due to Green and Naghdi [GN1]. The problem of Poiseuille flow in a circular pipe will be considered within the context of each of the sets of model equations in this section; steady channel flow between parallel plates will be considered using the framework of VCHE, while non-steady flow for the same geometry will be treated using the Green and Naghdi model. For the dipolar model of Bleustein and Green we will also review the results obtained for the unsteady plane Couette flow, generated by fluid motion between parallel plates, which is initiated by the sudden acceleration of the upper plate.

### 1.7.2 Examples of Viscous Incompressible Flow for Dipolar Equations

## Isothermal Steady Poiseuille Flow of a Homogeneous Isotropic Dipolar Fluid in a Cylinder

For this case, assuming $\rho=1$ and $f_{i}=0$, the dipolar system of equations (1.209) reduces to

$$
\begin{equation*}
v_{j} \frac{\partial v_{i}}{\partial x_{j}}-d^{2}\left(v_{j} \Delta v_{i, j}+v_{j, i} \Delta v_{j}\right)=-p_{, i}+\mu\left(\Delta-l^{2} \Delta^{2}\right) v_{i} \tag{1.228}
\end{equation*}
$$

We begin by assuming flow in a cylinder of arbitrary cross-section, with generators parallel to the $z$-axis of a rectilinear Cartesian coordinate system, and look for solutions of (1.228), subject to $v_{i, i}=0$, of the form

$$
\begin{equation*}
\boldsymbol{v}=v(r) \boldsymbol{e}_{z}, p=p(r, z) ; \quad r=\sqrt{x^{2}+y^{2}} \tag{1.229}
\end{equation*}
$$

Furthermore, it is assumed in [BG] that in (1.207)

$$
\begin{equation*}
\Phi=\Phi(r, z), \quad \Psi=\Psi(r, z) e_{z} \tag{1.230}
\end{equation*}
$$

so that

$$
\begin{equation*}
p(r, z)=\Phi(r, z)-2 \frac{\partial \Psi(r, z)}{\partial z} \tag{1.231}
\end{equation*}
$$

For the non-zero physical components of the dipolar stress tensor $\tau_{i j k}$ in cylindrical coordinates we compute, by setting the indeterminate stresses $\tau_{(i j) k}=0$ (without loss of generality)

$$
\left\{\begin{array}{l}
\tau_{r r z}=\left(h_{1}+h_{3}\right) v^{\prime \prime}+h_{1} r^{-1} v^{\prime},  \tag{1.232}\\
\tau_{\theta \theta z}=h_{1} v^{\prime \prime}+\left(h_{1}+h_{3}\right) r^{-1} v^{\prime}, \\
\tau_{z z z}=-2 \Psi+h_{1}\left(v^{\prime \prime}+r^{-1} v^{\prime}\right), \\
\tau_{z r r}=\tau_{r z r}=-\Psi+h_{2} v^{\prime \prime}, \\
\tau_{z \theta \theta}=\tau_{\theta z \theta}=-\Psi+h_{2} r^{-1} v^{\prime}
\end{array}\right.
$$

where $^{\prime}=\frac{d}{d r}$. From (1.202a), (1.204) with $\rho=1$ and $F_{i j}=0$, (1.205b) with $v_{j, i t}=0$, and (1.232) we compute that, in cylindrical coordinates, the non-zero components of the monopolar stress tensor $t_{i j}$ are

$$
\left\{\begin{array}{l}
t_{r r}=t_{\theta \theta}=-\Phi+\frac{\partial \Psi}{\partial z}  \tag{1.233}\\
t_{z z}=-p \\
t_{r z}=\mu v^{\prime}-\left(h_{1}+h_{3}\right)\left[v^{\prime \prime \prime}+r^{-1} v^{\prime \prime}+r^{-2} v^{\prime}\right] \\
t_{z r}=\mu v^{\prime}+\Psi^{\prime}-h_{2}\left[v^{\prime \prime \prime}+r^{-1} v^{\prime \prime}-r^{-2} v^{\prime}\right]
\end{array}\right.
$$

By virtue of the ansatz (1.229), the incompressibility constraint $v_{i, i}=0$ is satisfied identically, while (1.228) reduces to the system

$$
\begin{array}{r}
\frac{\partial p}{\partial r}=0 \\
\left(1-l^{2} D_{r}^{2}\right) D_{r}^{2} v=\frac{1}{\mu} \frac{\partial p}{\partial z} \tag{1.234}
\end{array}
$$

with $D_{r}^{2} \equiv \frac{d^{2}}{d r^{2}}+\frac{1}{r} \frac{d}{d r}$. From the first equation in (1.234) it follows that $p=p(z)$, while the second equation implies that $\frac{d p}{d z}=$ const. $\equiv p_{1}$; thus, from (1.234) we obtain

$$
\begin{equation*}
\left(1-l^{2} D_{r}^{2}\right) D_{r}^{2} v=\frac{1}{\mu} p_{1} \tag{1.235}
\end{equation*}
$$

whose general solution, as given in [BG], is

$$
\begin{equation*}
v=\frac{p_{1} r^{2}}{4 \mu}+c_{1} \ln r+c_{2}+c_{3} I_{0}\left(\frac{r}{l}\right)+c_{4} K_{0}\left(\frac{r}{l}\right) \tag{1.236}
\end{equation*}
$$

with $I_{0}$ and $K_{0}$ being the modified Bessel functions of the first and second kind, respectively, and the $c_{i}, i=1, \ldots, 4$, being arbitrary constants.

Remarks. Equation (1.235) corresponds exactly to the bipolar equation (1.167) in Sect. 1.5 if we set $\alpha=0$, identify $\mu$ in (1.235) with $\mu_{0}$, and set $l=\sqrt{\mu_{1} / \mu_{0}}$. We now specialize, as we did in 1.5 , to Poiseuille flow in a circular cylinder of radius $R$ whose axis is coincident with the $z$-axis of the cylindrical coordinate system. From the requirement that $v(0)<\infty$ we obtain, from (1.236), the conclusions $c_{1}=c_{4}=0$, so that (1.236) reduces to

$$
\begin{equation*}
v=\frac{p_{1} r^{2}}{4 \mu}+c_{2}+c_{3} I_{0}\left(\frac{r}{l}\right) . \tag{1.237}
\end{equation*}
$$

Along the wall of the circular tube, at $r=R$, the boundary conditions in the dipolar theory require that $v(R)=0$ and (see (1.208))

$$
\left\{\begin{array}{l}
\tau_{r r r}(R)=M_{r}  \tag{1.238}\\
\tau_{r r \theta}(R)=M_{\theta} \\
\tau_{r r z}(R)=M_{z}
\end{array}\right.
$$

By comparing (1.238) with (1.232) one easily sees that the assumptions (1.229), (1.230) are compatible with (1.238) if $M_{r}=M_{\theta}=0$. Although, as pointed out in [BG], the value of $M_{z}$ depends on the interaction of the fluid with the wall of the circular cylinder, we only consider here the case where $M_{z}=0$. From (1.237), the boundary conditions $v(R)=0$ and $\tau_{r r z}(R)=0$, and the expression for $\tau_{r r z}$ in (1.232), it then follows that

$$
\begin{align*}
v(r)=\frac{-p_{1} R^{2}}{4 \mu} & {\left[1-\left(\frac{r}{R}\right)^{2}\right] } \\
& +\frac{p_{1} R^{2}}{2 \mu}\left\{\frac{\left(\frac{l}{R}\right)\left[I_{0}\left(\frac{R}{l}\right)-I_{0}\left(\frac{r}{l}\right)\right]}{\left(\frac{R}{l}\right)\left(\frac{h_{1}+h_{3}}{2 h_{1}+h_{3}}\right) \Phi_{0}\left(\frac{R}{l}\right)-\left(\frac{h_{3}}{2 h_{1}+h_{3}}\right) I_{0}\left(\frac{R}{l}\right)}\right\} . \tag{1.239}
\end{align*}
$$



Fig. 1.5 Parabolic velocity profiles for the dipolar fluid

It is clear, that for fixed $\frac{R}{l}$, the velocity profile specified by (1.239) depends on the material parameters $h_{1}$ and $h_{3}$ only through the ratio $h_{1} / h_{3}$. In Fig. 1.5 the velocity profiles corresponding to (1.239) are plotted for different values of the ratio $\frac{R}{l}$ with $\frac{h_{1}}{h_{3}}=0.3$.

As $l \rightarrow 0^{+}$the system (1.234) formally converges to the one governed by the Stokes Law for Poiseuille flow in a circular pipe and the profiles in Fig. 1.5 converge, as well, to the parabolic profile predicted by the Stokes law. For small viscosity $\mu$, the profiles predicted by (1.239) deviate more significantly than those observed in practice, and computed through use of the Prandtl boundary-layer theory, than that of the classical parabolic profile for small viscosity. The treatment we have presented here follows the original solution as constructed in [BG].

## Unsteady Plane Couette Flow of a Dipolar Fluid

Jordan and Puri, [JP1]-[JP5], have analyzed, in considerable detail, a number of special types of flows of a viscous incompressible fluid within the framework of the theory of dipolar fluids as presented in [BG]; we will content ourselves here with a summary of their solution of the problem of unsteady plane Couette flow, between parallel plates, which is set in motion by the sudden acceleration of the top plate. Solutions of the aforementioned problem are found in [JP4] for arbitrary, nonnegative values of the dipolar constants $d$ and $l$ in (1.206); for $d=l \rightarrow 0^{+}$, the known solution of this problem for the viscous Newtonian fluid (see [ScG]) is recovered, as will be seen below.

In [JP4], the incompressible dipolar fluid occupies the domain $0<y<h$ between two infinite $(-\infty<x<\infty,-\infty<z<\infty)$ parallel plates at $y=0$ and $y=h$. The fluid and the plates are initially at rest but, at time $t=0^{+}$, the fluid
is set in motion as a consequence of the sudden acceleration of the upper plate at $y=0$, along the $x$-axis, to a constant velocity $V_{1}$. Thus the velocity of the upper plate can be expressed in the form $\boldsymbol{v}(h, t)=\left(V_{1} H(t), 0,0\right)$ where $H(t)$ is the usual Heaviside function. We seek a solution of (1.206) with $f_{i}=0$ (we have already assumed that $F_{i j} \equiv 0$ ) in the form

$$
\begin{equation*}
\boldsymbol{v}(y, t)=(u(y, t), 0,0) ; \quad 0<y<h, t>0 \tag{1.240}
\end{equation*}
$$

in which case $\nabla \cdot \boldsymbol{v}=0$ is satisfied identically, the only surviving equation in (1.206) is the one with $i=1$, and, in addition, all the nonlinear terms in that equation vanish as well. Furthermore, it is easily shown that the pressure $p$ must be of the form

$$
\begin{equation*}
p=\rho d^{2} u_{, y}^{2}+\chi(t) \tag{1.241}
\end{equation*}
$$

where $\chi$ is an arbitrary function. For $i=1$ in (1.206), with $f_{1}=0$, the ansatz (1.240) yields the equation of motion

$$
\begin{equation*}
u_{, t}-v u_{, y y}-d^{2} u_{, y y t}+v l^{2} u_{, y y y y}=0, \quad 0<y<h, t>0 . \tag{1.242}
\end{equation*}
$$

Associated with (1.242) are the boundary conditions

$$
\begin{array}{r}
u(0, t)=0, u(h, t)=V_{1} H(t), \quad t>0 \\
\mu l^{2} u_{, y y}(0, t)=M_{0}, \mu l^{2} u_{, y y}(h, t)=M_{1}, \quad t>0 \tag{1.243b}
\end{array}
$$

the latter set being the form assumed by (1.208) for the given geometry and the ansatz (1.240). The constants $M_{0}$ and $M_{1}$ represent the prescribed values of $\tau_{221}$ at $y=0, h$. Finally, we prescribe the initial condition

$$
\begin{equation*}
u(y, 0)=0, \quad 0<y<h \tag{1.244}
\end{equation*}
$$

The complete initial-boundary value problem now consists of (1.242), (1.243a,b), and (1.244). If, as in [JP4], we employ the non-dimensional variables

$$
\begin{equation*}
y^{\prime}=\frac{y}{h}, \quad u^{\prime}=\frac{u}{V_{1}}, \quad t^{\prime}=\frac{v t}{h^{2}}, \quad l_{1}=\frac{d}{h}, \quad l_{2}=\frac{l}{h}, \tag{1.245}
\end{equation*}
$$

then, with the primes in (1.245) dropped, the initial-boundary value problem (1.242), (1.243a,b), (1.244), in terms of the new variables and parameters, becomes

$$
\begin{gather*}
u_{t}-u_{y y}-l_{1}^{2} u_{y y t}+l_{2}^{2} u_{y y y y}=0, \quad(y, t) \in(0,1) \times(0, \infty),  \tag{1.246a}\\
u(0, t)=0, u(1, t)=H(t), u_{y y}(0, t)=\tilde{M}_{0}, u_{y y}(1, t)=\tilde{M}_{1}, \quad t>0,  \tag{1.246b}\\
u(y, 0)=0, \quad 0<y<1 \tag{1.246c}
\end{gather*}
$$

with $\tilde{M}_{0}$ and $\tilde{M}_{1}$ the non-dimensional forms of $M_{0}$ and $M_{1}$, respectively. Now, let $\bar{u}$ be the Laplace transform of $u$ in the temporal variable, i.e., $\bar{u}(y, s)=\mathcal{L}[u(y, t)]$; applying the Laplace transform to (1.246a,b,c) produces the following boundaryvalue problem for $\bar{u}$ :

$$
\left.\begin{array}{c}
l_{2}^{2} \frac{d^{4} \bar{u}}{d y^{4}}-\left(s l_{1}^{2}+1\right) \frac{d^{2} \bar{u}}{d y^{2}}+s \bar{u}=0 \\
\bar{u}(0, s)=0, \quad \bar{u}(1, s)=\frac{1}{s}, \quad \frac{d^{2} \bar{u}}{d y^{2}}(0, s)=\frac{\tilde{M}_{0}}{s}, \quad \frac{d^{2} \bar{u}}{d y^{2}}(1, s)=\frac{\tilde{M}_{1}}{s} \tag{1.247}
\end{array}\right\} .
$$

The solution of (1.247) may be obtained, by elementary techniques for linear, constant coefficient, ordinary differential equations; for $l_{2}>0$ it has the explicit form

$$
\begin{align*}
& \bar{u}(y, s)=\frac{\tilde{M}_{0}}{s\left(r_{2}^{2}-r_{1}^{2}\right)}\left\{\frac{\sinh \left(r_{2}(1-y)\right)}{\sinh \left(r_{2}\right)}-\frac{\sinh \left(r_{1}(1-y)\right)}{\sinh \left(r_{1}\right)}\right\} \\
&+\frac{\tilde{M}_{1}}{s\left(r_{2}^{2}-r_{1}^{2}\right)}\left\{\frac{\sinh \left(r_{2} y\right)}{\sinh \left(r_{2}\right)}-\frac{\sinh \left(r_{1} y\right)}{\sinh \left(r_{1}\right)}\right\} \\
& \quad+\frac{r_{2}^{2}}{s\left(r_{2}^{2}-r_{1}^{2}\right)}\left\{\frac{\sinh \left(r_{1} y\right)}{\sinh \left(r_{1}\right)}\right\}-\frac{r_{1}^{2}}{s\left(r_{2}^{2}-r_{1}^{2}\right)}\left\{\frac{\sinh \left(r_{2} y\right)}{\sinh \left(r_{2}\right)}\right\} \tag{1.248}
\end{align*}
$$

where

$$
\begin{equation*}
r_{1,2}=\frac{1}{l_{2}} \sqrt{\frac{s l_{1}^{2}+1 \mp \sqrt{\left(s l_{1}^{2}+1\right)^{2}-4 s l_{2}^{2}}}{2}} \tag{1.249}
\end{equation*}
$$

The singular points of $\bar{u}(y, s)$ are simple poles at

$$
\begin{equation*}
s=0 \text { and } s_{n}=-\frac{n^{2} \pi^{2}\left(1+n^{2} \pi^{2} l_{2}^{2}\right)}{1+n^{2} \pi^{2} l_{1}^{2}}, \quad n=1,2,3, \ldots . \tag{1.250}
\end{equation*}
$$

The expression for $\bar{u}(y, s)$ in (1.248) may, therefore, be inverted by adding up the residues at the poles delineated in (1.250); this process yields the following solution recorded in [JP4]:

$$
\begin{aligned}
& u(y, t)=H(t)\left\{u_{\infty}\left(y, l_{2}\right)\right. \\
& \quad-\frac{2 l_{2}^{2}}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n} \exp \left[-\alpha_{n}^{2}\left(l_{1}, l_{2}\right) t\right]}{n\left(1+n^{2} \pi^{2} l_{2}^{2}\right)}\left[\tilde{M}_{0} \sin [n \pi(1-y)]+\tilde{M}_{1} \sin [n \pi y]\right]
\end{aligned}
$$

$$
\begin{equation*}
\left.+\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n} \exp \left[-\alpha_{n}^{2}\left(l_{1}, l_{2}\right) t\right] \sin [n \pi y]}{n\left(1+n^{2} \pi^{2} l_{1}^{2}\right)}\right\} \tag{1.251}
\end{equation*}
$$

where $\alpha_{n}^{2}\left(l_{1}, l_{2}\right)=\left|s_{n}\right|$ and $u_{\infty}\left(y, l_{2}\right)$ is the steady-state part of $u$, which is given by $u_{\infty}\left(y, l_{2}\right)=-\tilde{M}_{0} l_{2}^{2}+y\left\{l+l_{2}^{2}\left(\tilde{M}_{0}-\tilde{M}_{1}\right)\right\}+\frac{l_{2}^{2}\left\{\tilde{M}_{1} \sinh \left[y / l_{2}\right]+\tilde{M}_{0} \sinh \left[(1-y) / l_{2}\right]\right\}}{\sinh \left[1 / l_{2}\right]}$.

As pointed out by Jordan and Puri, if one sets $l_{1}=l_{2}=L>0$ in (1.251), (1.252), and then takes the limit as $L \rightarrow 0^{+}$, the solution converges to the non-dimensional form of the velocity field for unsteady Couette flow of a viscous, incompressible Newtonian fluid; this velocity field, which corresponds to setting $l_{1}=l_{2}=0$ in (1.246a), and solving the resulting equation subject to

$$
\left.\begin{array}{c}
u(0, t)=0, u(1, t)=H(t), \quad t>0  \tag{1.253}\\
u(y, 0)=0, \quad 0<y<h
\end{array}\right\}
$$

is given by

$$
\begin{equation*}
u(y, t)=H(t)\left\{y+\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n} e^{-n^{2} \pi^{2} t} \sin (n \pi y)}{n}\right\} \tag{1.254}
\end{equation*}
$$

The solution (1.254) for the Newtonian fluid may be expressed in the form (see [ScG], Chap. 5)

$$
\begin{equation*}
u(y, t)=H(t) \sum_{n=0}^{\infty}\left[\operatorname{erfc}\left(\frac{2 n+1-y}{2 \sqrt{t}}\right)-\operatorname{erfc}\left(\frac{2 n+1+y}{2 \sqrt{t}}\right)\right] \tag{1.255}
\end{equation*}
$$

An extensive analysis of the solution (1.251), (1.252) for this dipolar flow problem may be found in [JP4].

### 1.7.3 Some Applications of the Viscous Camassa-Holm Equations

## Steady Flow in a Channel

Following the analysis in [CFH1], we consider the application of the viscous Camassa-Holm equations (VCHE) given by (1.210), (1.211a,b), and (1.212a,b) to the problem of turbulent flow in a channel of width $2 a$ with walls at $y= \pm a$. The velocity field is assumed to be steady and of the form

$$
\begin{equation*}
\boldsymbol{v}=(U(y), 0,0) \tag{1.256}
\end{equation*}
$$

and we look for a solution which satisfies the boundary conditions $U( \pm a)=0$ as well as the symmetry condition $U(-y)=U(y)$, for $-a<y<a$. With the ansatz (1.256), the system VCHE reduces to

$$
\begin{gather*}
-v\left[\left(1-\beta^{\prime}\right) U\right]^{\prime \prime}+v\left(\alpha^{2} U^{\prime}\right)^{\prime \prime \prime}=-\frac{\partial \tilde{\pi}}{\partial x}  \tag{1.257a}\\
\frac{\partial \tilde{\pi}}{\partial y}=\frac{\partial \tilde{\pi}}{\partial z}=0 \tag{1.257b}
\end{gather*}
$$

where $^{\prime}=\frac{d}{d y}$ and, employing the same basic notation as in [CFH1],

$$
\begin{gather*}
\alpha^{2}=\left\langle\sigma_{2}^{2}\right\rangle, \quad \beta=\left\langle\sigma_{2}\right\rangle  \tag{1.258a}\\
\tilde{\pi}=\pi+\int\left[U(y)-\beta^{\prime} U(y)-\left(\alpha^{2} U^{\prime}(y)\right)^{\prime}\right] U^{\prime}(y) d y \tag{1.258b}
\end{gather*}
$$

Now, in a turbulent channel flow, the mean velocity appearing in the Reynolds averaged Navier-Stokes equations has the form $\langle\boldsymbol{v}\rangle=(\bar{U}(y), 0,0)$ and the mean pressure the form $\langle p\rangle=\bar{P}(x, y, z)$. In this situation (see, $[\mathrm{ScG}])$ the Reynolds equations reduce to the system

$$
\begin{gather*}
-v \bar{U}^{\prime \prime}(y)+\frac{\partial}{\partial y}\langle w u\rangle=-\frac{\partial}{\partial x} \bar{P},  \tag{1.259a}\\
\frac{\partial}{\partial y}\langle w v\rangle=-\frac{\partial}{\partial z} \bar{P}, \quad \frac{\partial}{\partial y}\left\langle w^{2}\right\rangle=-\frac{\partial}{\partial y} \bar{P} \tag{1.259b}
\end{gather*}
$$

where $(u, v, w)$ is the fluctuation velocity in the infinite channel given by $-a \leq y \leq$ $a,-\infty<x, z<\infty$. By comparing (1.257a,b) and (1.259a,b) the authors [CFH1] deduce that $\bar{U}=U,-a \leq y \leq a$, and

$$
\begin{equation*}
v\left[\left(\alpha^{2} U^{\prime}\right)^{\prime \prime \prime}-\left(\beta^{\prime} U\right)^{\prime \prime}\right]+p_{0}=\frac{\partial}{\partial y}\langle w u\rangle \tag{1.260a}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla\left(\bar{P}+\left\langle w^{2}\right\rangle\right)=\nabla\left(\tilde{\pi}-p_{0} x\right), \quad \frac{\partial}{\partial y}\langle w v\rangle=0 \tag{1.260b}
\end{equation*}
$$

for some constant $p_{0}$. From (1.260a,b) it follows that $\langle w v\rangle(y)=0$ and

$$
\begin{equation*}
-p_{0} y-v\left[\left(\alpha^{2} U^{\prime}\right)^{\prime \prime}(y)-\left(\beta^{\prime} U\right)^{\prime}(y)\right]=-\langle w u\rangle(y) \tag{1.261}
\end{equation*}
$$

If one assumes isotropy and homogeneity throughout the channel, then with $\alpha$ constant, and $\beta=\left\langle\sigma_{2}\right\rangle=0$, the general solution of (1.257a), subject to $U( \pm a)=0$ and $U(y)=U(-y),-a<y<a$, is given by

$$
\begin{equation*}
U(y)=\lambda\left[1-\frac{\cosh (y / \alpha)}{\cosh (a / \alpha)}\right]+\gamma\left[1-\frac{y^{2}}{a^{2}}\right] \tag{1.262}
\end{equation*}
$$

for some constants $\lambda, \gamma$. The analysis in [CFH1] continues by making the assumption that isotropy and homogeneity hold away from the walls at $y= \pm a$ so that $\alpha(y)=\alpha_{0}=$ const. and $\beta(y) \equiv 0$ for $|y| \leq a_{0}$ (for some $\left.a_{0}, 0<a_{0}<a\right)$; we refer the interested reader to the original paper [CFH1] for details of the analysis that follows from this assumption, as well as for a comparison of the mean-velocity profiles in the channel predicted by the constant- $\alpha$ VCHE with experimental data for turbulent channel flow. It is important to emphasize that, unlike the bipolar model of Sects. 1.3 and 1.4, the Bleustein and Green dipolar fluid model [BG], or the Green and Naghdi model [GN1] for viscous flow, the Camassa-Holm model is thought of as applying to turbulent flow; more specifically, the ansatz has been made, for the channel flow problem, that $U$ in the VCHE corresponds to the average velocity $\bar{U}$ in the Reynolds equations. The channel flow problem for the VCHE has also been discussed in [CFH2].

## The Camassa-Holm Equations and Turbulent Flow in a Circular Pipe

The problem of turbulent flow in a circular pipe of radius $a$, whose axis is coincident with the $x$-axis, has been studied in [CFH2] using the machinery of the CamassaHolm theory. We assume a steady state situation with the fluid flowing, on average, only in the $x$ direction; as in [CFH2], we denote by $U$ the mean velocity of the fluid in that direction. Because of symmetry, $U$ and the averages of the fluctuations $\left\langle\sigma_{r}\right\rangle$ depend only on $r$, the radial distance from the $x$-axis. From the stated hypothesis, we infer from (1.210), (1.211a,b), (1.212a,b) the system of equations

$$
\begin{equation*}
V \frac{\partial U}{\partial r}=-\frac{\partial \pi}{\partial r}, \quad 0=-\frac{1}{r} \frac{\partial \pi}{\partial \theta}, \quad \text { and } \quad-v \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial V}{\partial r}\right)=-\frac{\partial \pi}{\partial x} \tag{1.263}
\end{equation*}
$$

where

$$
\begin{equation*}
V=U-\left\{\left(\frac{1}{r}+\frac{\partial}{\partial r}\right)\left\langle\sigma_{r}\right\rangle\right\} U-\left(\frac{1}{r}+\frac{\partial}{\partial r}\right)\left\{\left\langle\sigma_{r}^{2}\right\rangle \frac{\partial U}{\partial r}\right\} . \tag{1.264}
\end{equation*}
$$

From the second of the equations in (1.263) we infer that $\pi$ is dependent on $\theta$. Integration of the last of the equations in (1.263) with respect to $x$ then yields

$$
\begin{equation*}
-x \frac{\nu}{r} \frac{\partial}{\partial r}\left(r \frac{\partial V}{\partial r}\right)+c(r)=-\pi \tag{1.265}
\end{equation*}
$$

for some arbitrary function $c(r)$. We now differentiate (1.265) through with respect to $r$ and use the first equation in (1.263) so as to obtain

$$
\begin{equation*}
-x \frac{\partial}{\partial r}\left\{\frac{v}{r} \frac{\partial}{\partial r}\left(r \frac{\partial V}{\partial r}\right)\right\}+c^{\prime}(r)=-\frac{\partial \pi}{\partial r}=V \frac{\partial U}{\partial r} \tag{1.266}
\end{equation*}
$$

As the right-hand side of (1.266) depends only on $r$, so must the left-hand side; this, however, then implies that

$$
\begin{equation*}
\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial V}{\partial r}\right)\right)=0, \quad 0<r<a . \tag{1.267}
\end{equation*}
$$

If we solve (1.267) under the assumption that $V(0)<\infty$ we find that

$$
\begin{equation*}
V(r)=k_{1}\left(\frac{r}{a}\right)^{2}+k_{2}, \quad 0<r<a \tag{1.268}
\end{equation*}
$$

for some real constants $k_{1}$ and $k_{2}$. If, in addition to our previous hypotheses, we now assume that the velocity fluctuations are isotropic and homogeneous (away from the wall of the pipe) then $\left\langle\sigma_{r}\right\rangle=0$, and $\alpha^{2}=\left\langle\sigma_{r}^{2}\right\rangle$ is independent of $r$; in these circumstances (1.264) reduces to

$$
\begin{equation*}
V(r)=U(r)-\alpha^{2} \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial U}{\partial r}\right), \quad 0<r<a . \tag{1.269}
\end{equation*}
$$

Following the analysis in [CFH2] we now introduce the following non-dimensional quantities: $\tau_{0}$ is the boundary shear stress, i.e., the shear stress at $r=a, u_{*}^{2}=\tau_{0}$, $\phi(\eta)=U(r) / u_{*}$, and $\eta=R_{0}\left(\frac{r}{a}\right)$, where $R_{0}=\frac{u_{*} a}{v}$ is the so-called skin friction Reynolds number; in terms of these variables and parameters (1.269), with $V$ given by (1.268), becomes

$$
\frac{R_{0}^{2}}{\xi^{2}}\left(1-\frac{\eta}{R_{0}}\right)^{-1} \frac{\partial}{\partial \eta}\left\{\left(1-\frac{\eta}{R_{0}}\right) \frac{\partial \phi}{\partial \eta}\right\}-\phi=-f_{0}-2 f_{1}\left(1-\frac{\eta}{R_{0}}\right)^{2}
$$

where $f_{0}=k_{2} / u_{*}, f_{1}=k_{1} /\left(2 u_{*}\right)$, and $\xi=a / \alpha$. Solving this equation yields

$$
\begin{equation*}
\phi(\eta)=C I_{0}\left(\xi\left(1-\frac{\eta}{R_{0}}\right)\right)+2 f_{1}\left(1-\frac{\eta}{R_{0}}\right)^{2}+8 \frac{f_{1}}{\xi^{2}}+f_{0} \tag{1.270}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{0}(\xi)=\sum_{n=0}^{\infty} \frac{1}{(n!)^{2}}\left(\frac{r^{2}}{4}\right)^{n} \tag{1.271}
\end{equation*}
$$

is the modified Bessel function of the first kind. The second term in (1.270) is the classical Hagen-Poiseuille solution for laminar flow in a pipe which is generated by the Navier-Stokes system for this same problem. A detailed analysis of the solution (1.270), (1.271) may be found in [CFH2].

### 1.7.4 Fluid Dynamics Problems for the Extended Green-Naghdi Viscous Flow Model

## Unsteady Plane Poiseuille Flow in a Parallel-Wall Channel

We consider, within the context of the non-dimensional form (1.226) of the GreenNaghdi theory [GN1], the problem of a time-dependent plane Poiseuille flow in the channel $-1 \leq y \leq 1,-\infty<x, z<\infty$. In (1.226) we recall that $\boldsymbol{v}, \boldsymbol{u}$ are non-dimensional versions, respectively, of the fluid velocity and the curl of the spin vector $\boldsymbol{w}=\nabla \times \boldsymbol{v}$, i.e., in the incompressible situation $\boldsymbol{u}=-\nabla^{2} \boldsymbol{v} \equiv \nabla \times \nabla \times \boldsymbol{v}$. If we denote by $\boldsymbol{e}_{i}$ the (orthonormal) basis vectors along the $x, y$, and $z$ axes, then the flow we are interested in has a velocity field of the form

$$
\begin{equation*}
\boldsymbol{v}=v(y, t) \boldsymbol{e}_{1} \tag{1.272}
\end{equation*}
$$

in which case

$$
\begin{equation*}
\boldsymbol{w}=-\frac{\partial v}{\partial y} \boldsymbol{e}_{3}, \quad \boldsymbol{u}=-\frac{\partial^{2} v}{\partial y^{2}} \boldsymbol{e}_{1} . \tag{1.273}
\end{equation*}
$$

If $\boldsymbol{f}=\mathbf{0}$ in (1.226) and we use (1.272), (1.273) then

$$
\left\{\begin{array}{c}
\operatorname{Re}\left(\frac{\partial v}{\partial t}-\frac{1}{2 \beta^{2}} \frac{\partial^{3} v}{\partial t \partial y^{2}}\right)=-\frac{\partial p}{\partial x}+\frac{\partial^{2} v}{\partial y^{2}}-\frac{1}{\beta^{4}} \frac{\partial^{4} v}{\partial y^{4}}  \tag{1.274}\\
\frac{\partial p}{\partial y}=\frac{\partial p}{\partial t}=0
\end{array}\right.
$$

In [GN1], solutions of (1.274) are sought which are even in $y$ and which include the classical steady-state Poiseuille flow at $t=0$ when $\beta$ is large; this leads to

$$
\begin{gather*}
v(y, t)=L+\frac{1}{2} A\left(1-y^{2}\right)+B e^{\lambda t} \cosh (\alpha \beta y)  \tag{1.275}\\
p=-A x
\end{gather*}
$$

with $\alpha, L, A, B$ constants and

$$
\begin{equation*}
\operatorname{Re} \lambda\left(1-\frac{1}{2} \alpha^{2}\right)=\alpha^{2} \beta^{2}\left(1-\alpha^{2}\right) \tag{1.276}
\end{equation*}
$$

If it is assumed that the walls at $y= \pm 1$ are both moving with velocity $V$, then we obtain from (1.275)

$$
\begin{equation*}
V=L+B \cosh (\alpha \beta) \tag{1.277}
\end{equation*}
$$

Additionally, it is assumed in [GN1] that the component of the couple $\boldsymbol{m}_{1}$ at the walls at $y= \pm 1$, in the direction $\boldsymbol{e}_{3}$ normal to the channel, is zero when $t=0$. As $\boldsymbol{m}_{1}=\boldsymbol{M}_{1} \boldsymbol{v}$ and $\boldsymbol{M}_{1}=-p_{1} \boldsymbol{I}+\mu_{1} \boldsymbol{N}$, i.e., (1.219b), (1.222), it follows that

$$
\begin{equation*}
\boldsymbol{m}_{1} \cdot \boldsymbol{e}_{3}=\left(\boldsymbol{M}_{1} \boldsymbol{e}_{2}\right) \cdot \boldsymbol{e}_{3}=\mu N_{32}=\mu \frac{\partial w}{\partial y}=0 \tag{1.278}
\end{equation*}
$$

so that $\left.\frac{\partial^{2} V}{\partial y^{2}}\right|_{y= \pm 1}=0$, in which case, by (1.275)

$$
\begin{equation*}
-A+\alpha^{2} \beta^{2} B \cosh (\alpha \beta)=0 \tag{1.279}
\end{equation*}
$$

Then

$$
\begin{equation*}
v=V+A\left\{\frac{1}{2}\left(1-y^{2}\right)+e^{\lambda t} \frac{\cosh (\alpha \beta y)-\cosh (\alpha \beta)}{\alpha^{2} \beta^{2} \cosh (\alpha \beta)}\right\} . \tag{1.280}
\end{equation*}
$$

When $\beta$ is large, this solution reduces to the classical Poiseuille flow

$$
\begin{equation*}
v=V+\frac{1}{2} A\left(1-y^{2}\right) \tag{1.281}
\end{equation*}
$$

If either $\alpha^{2}>2$, or $\alpha^{2}<1$, then by (1.276) $\lambda>0$ and the solution (1.280) increases with increasing $t$. However, if $1<\alpha^{2}<2$, then $\lambda<0$ and the solution in (1.280) are asymptotic to that in (1.281) as $t \rightarrow \infty$. For $\alpha=1, \lambda=0$, and (1.280) becomes the steady-state solution

$$
\begin{equation*}
v=V+A\left\{\frac{1}{2}\left(1-y^{2}\right)+\frac{\cosh (\beta y)-\cosh \beta}{\beta^{2} \cosh \beta}\right\} . \tag{1.282}
\end{equation*}
$$

From (1.282) we infer that the maximum value $v_{\max }$ of $v$ occurs at the center of the channel, i.e., at $y=0$, so that

$$
\begin{equation*}
v_{\max }=V+A\left\{\frac{1}{2}+\frac{1-\cosh \beta}{\beta^{2} \cosh \beta}\right\} . \tag{1.283}
\end{equation*}
$$

If we set $\left(V / v_{\max }\right)=k$ then from (1.283) we deduce that

$$
\begin{equation*}
\frac{A}{V}\left\{\frac{1}{2}+\frac{1-\cosh \beta}{\beta^{2} \cosh \beta}\right\}=\frac{1-k}{k} \tag{1.284}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{v}{v_{\max }}=k+\frac{(1-k)\left\{\frac{1}{2}\left(1-y^{2}\right)+\frac{\cosh (\beta y)-\cosh \beta}{\beta^{2} \cosh \beta}\right\}}{\frac{1}{2}+\frac{1-\cosh \beta}{\beta^{2} \cosh \beta}} . \tag{1.285}
\end{equation*}
$$

As $\beta \rightarrow \infty$ in (1.285),

$$
\begin{equation*}
\frac{v}{v_{\max }} \rightarrow 1-(1-k) y^{2} \tag{1.286}
\end{equation*}
$$

which is the classical result obtainable from the Navier-Stokes equations, while for $\beta \rightarrow 0^{+}$,

$$
\begin{equation*}
\frac{v}{v_{\max }} \rightarrow k+\frac{1-k}{5}\left(1-y^{2}\right)\left(5-y^{2}\right) . \tag{1.287}
\end{equation*}
$$

It is observed in [GN1] that neither of the results in (1.286) or (1.287) depend on the Reynolds numbers $\mathrm{Re}, \mathrm{Re}^{*}$ defined in (1.225).

## Poiseuille Flow of a Green-Naghdi Fluid in a Circular Pipe

For this example we take the $z$-axis to be the axis of a circular cylinder of radius one and consider a steady flow solution of (1.226), in cylindrical coordinates, of the form $\left(r=\sqrt{x^{2}+y^{2}}\right)$,

$$
\begin{equation*}
\boldsymbol{v}=v(r) \boldsymbol{e}_{3}, \quad\left(r=\sqrt{x^{2}+y^{2}}\right) \tag{1.288}
\end{equation*}
$$

in which case it is easily computed that

$$
\begin{align*}
\boldsymbol{w} & =\frac{y v^{\prime}(r)}{r} \boldsymbol{e}_{1}-\frac{x v^{\prime}(r)}{r} \boldsymbol{e}_{2},  \tag{1.289a}\\
\boldsymbol{u} & =-\left(v^{\prime \prime}(r)+\frac{v^{\prime}(r)}{r}\right) \boldsymbol{e}_{3} \tag{1.289b}
\end{align*}
$$

with $^{\prime}=\frac{d}{d r}$. Taking $\boldsymbol{f}=\mathbf{0}$ again in (1.226) we obtain the system

$$
\left\{\begin{array}{c}
-\frac{\partial p}{\partial z}+v^{\prime \prime}+\frac{v^{\prime}}{r}-\frac{1}{\beta^{2}}\left(\frac{d^{2}}{d r^{2}}+\frac{1}{r} \frac{d}{d r}\right)\left(v^{\prime \prime}+\frac{v^{\prime}}{r}\right)=0  \tag{1.290}\\
\frac{\partial p}{\partial x}=0, \quad \frac{\partial p}{\partial y}=0
\end{array}\right.
$$

for which a solution of the form

$$
\begin{equation*}
v=L-\frac{A r^{2}}{4}+B I_{0}(\beta r) \tag{1.291}
\end{equation*}
$$

is easily obtained, where $A, B, L$ are constants and $I_{0}$ is, once again, the modified Bessel function of the first kind. With $v(1)=V$ we obtain from (1.291)

$$
V=L-\frac{1}{4} A+B I_{0}(\beta)
$$

and (1.291) becomes

$$
\begin{equation*}
v=V+\frac{1}{4} A\left(1-r^{2}\right)+B\left(I_{0}(\beta r)\right) . \tag{1.292}
\end{equation*}
$$

It is assumed in [GN1] that the $\boldsymbol{e}_{\theta}$ component of the couple $\boldsymbol{m}$ acting across the surface $r=1$ is zero; this condition is equivalent to $v^{\prime \prime}(1)=0$ which is, of course, the constraint that follows from the higher-order boundary conditions, for this same problem, for the bipolar fluid in Sect. 1.5.3. Applying the condition $v^{\prime \prime}(1)=0$ to (1.292) yields

$$
-\frac{1}{2} A+\beta^{2} B I_{0}^{\prime \prime}(\beta)=0
$$

in which case (1.292) becomes

$$
\begin{equation*}
v=V+\frac{1}{2} A\left(1-r^{2}\right)+\frac{A\left(I_{0}(\beta r)-I_{0}(\beta)\right)}{2 \beta^{2} I_{0}^{\prime \prime}(\beta)} \tag{1.293}
\end{equation*}
$$

From (1.293) we now obtain

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} v(r)=V+\frac{1}{4} A\left(1-r^{2}\right) \tag{1.294}
\end{equation*}
$$

which is the classical solution. Also

$$
\begin{equation*}
\lim _{\beta \rightarrow 0^{+}} v(r)=V+\frac{A \beta^{2}}{64}\left(1-r^{2}\right)\left(5-r^{2}\right) \tag{1.295}
\end{equation*}
$$

Finally $v_{\max }$ occurs along the axis of the cylinder at $r=0$ in which case (1.293) yields the result

$$
\begin{equation*}
v_{\max }=V+\frac{1}{4} A+\frac{A\left(1-I_{0}(\beta)\right)}{2 \beta^{2} I_{0}^{\prime \prime}(\beta)} \tag{1.296}
\end{equation*}
$$

As in the previous example we set $\frac{V}{v_{\max }}=k$ so that, by virtue of (1.296),

$$
\begin{equation*}
\frac{1}{k}=1+\frac{A}{V}\left\{\frac{1}{4}+\frac{1-I_{0}(\beta)}{2 \beta^{2} I_{0}^{\prime \prime}(\beta)}\right\} \tag{1.297}
\end{equation*}
$$

Employing (1.296) and (1.297) in (1.293), we compute that

$$
\begin{equation*}
\frac{v}{v_{\max }}=k+\frac{(1-k)\left\{\frac{1}{4}\left(1-r^{2}\right)+\frac{I_{0}(\beta r)-I_{0}(\beta)}{2 \beta^{2} I_{0}^{\prime \prime}(\beta)}\right\}}{\frac{1}{4}+\frac{1-I_{0}(\beta)}{2 \beta^{2} I_{0}^{\prime \prime}(\beta)}} \tag{1.298}
\end{equation*}
$$

From (1.298), we obtain the classical result associated with the Navier-Stokes model if we extract the limit as $\beta \rightarrow \infty$, i.e.,

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \frac{v(r)}{v_{\max }}=1-(1-k) r^{2} \tag{1.299}
\end{equation*}
$$

On the other hand, (1.298) also yields

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \frac{v(r)}{v_{\max }}=k+\frac{(1-k)}{5}\left(1-r^{2}\right)\left(5-r^{2}\right) \tag{1.300}
\end{equation*}
$$

Remarks. The three models of viscous fluid flow considered in this section, and Sect. 1.6, involve higher-order spatial velocity gradients as well as nonlinearity; the nonlinear aspects of these models do not come into play in any of the specific examples looked at in this section, because of the specific types of solution sought and the geometry of the domain; this is why explicit solutions were obtained for these problems. The most feasible way in which to compare the predictions of the models, involving higher order spatial velocity gradients that were introduced in Sect. 1.6, with the bipolar model of Sect. 1.4, would be to look at a specific type of flow for the linear bipolar fluid; this is, of course, because the presence of the nonlinear viscosity in the general bipolar model means that the governing equations of motion remain nonlinear even in the context of the elementary flows discussed in this section. Thus, even though the genesis and interpretation of the various models are different, one could, in principle, point to the similarities between the result in (1.77) for plane Poiseuille flow, in the context of the linear bipolar theory, and the analogous result (1.262) for the same kind of flow when treated using the viscous Camassa-Holm equations.

We conclude this chapter by presenting, below, a brief review of some of the better known experimental results which are at variance with predictions based on the standard model of incompressible viscous fluid flow generated by the Stokes' hypothesis.

### 1.8 A Catalog of Experimental Results Which Are Inconsistent with the Stokes' Hypothesis

### 1.8.1 Couette Flow

Consider two long coaxial vertical cylinders. The inner cylinder, with radius $r=$ $R_{1}$, and the external cylinder having radius $r=R_{2}$. Naturally $R_{1}<R_{2}$ and the fluid occupies the toroidal region $(r, z) ; r \in\left(R_{1}, R_{2}\right), z \in(0, L)$. There is no vertical motion of the cylinders but the cylinders are rotating around their common axis $(r=0)$ with respective angular velocities $\omega_{1}$, and $\omega_{2}$. For the incompressible bipolar fluid this problem is treated in Sect. 3.2.

## Wall Pressure

The Navier-Stokes equations predict, in this situation, that the pressure on the inner cylindrical wall will be lower than the pressure exerted by the fluid on the outer cylindrical wall. This is indeed the case for many fluids. But there are well documented experiments of fluids behaving in exactly the opposite way. Figure 1.3 on page 4 of [CMN] displays a striking example of a fluid ${ }^{4}$ which produces exactly the opposite of the Navier-Stokes prediction, i.e., the pressure of the fluid on the wall of the inner cylinder is higher than the pressure on the outer cylinder wall. In this regard, see also the movie [Mar1] and the web site [Mar2].

## Rod Climbing

When the two cylinders described above are at rest, the fluid occupies the region $(r, z), R_{1} \leq r \leq R_{2}, 0 \leq z \leq L$. The horizontal surface $z=L$ separates the liquid from the ambient atmosphere. As the cylinders rotate, the surface separating the liquid from the ambient air deforms from this planar region and is now described by a function $Z(r) ; r \in\left(R_{1}, R_{2}\right)$. The Navier-Stokes equations predict that the function $Z(r)$ will be an increasing function of $r$. However this is not always true for all fluids. There are known examples (see again Fig. 1.3 on page 4 of [CMN]) where it can be clearly seen that the fluid has climbed along the inner rod; this is commonly referred to in the literature as the Weissenberg effect. In the example referred to here it can be easily seen that the function $Z(r)$ is a monotone decreasing function of $r$.

[^4]
## Angular Velocity as a Function of Torque

Once again, within the context of Couette flow, suppose we now assume that the outer cylinder is not rotating while the inner cylinder is rotating with constant angular velocity $\omega$. Navier-Stokes predicts that the torque $T$ per unit of height which must be applied to the inner cylinder to maintain the constant angular velocity is given by

$$
T=c \frac{R_{1}^{2} R_{2}^{2}}{R_{2}^{2}-R_{1}^{2}} \omega
$$

where $c$ is a constant. The formula above states that $T$ depends linearly on $\omega$. Experiments going as far back as 1954 clearly show this is not always the case. The experiment reported in [KM] shows that a fluid consisting of rubber latex containing $62.2 \%$ of solids, with $R_{1}=2.357 \mathrm{~cm}$ and $R_{2}=2.508 \mathrm{~cm}$, exhibits a torque $T$ which depends on $\omega$ in a superlinear way. In this regard see also [CMN], Fig. 1.2, page 3 .

### 1.8.2 Poiseuille Flow

Consider a vertical pipe with a circular cross section of constant radius $R_{p}$. The pipe is long enough for one to assume it occupies the region $0 \leq r \leq R_{p}, z \geq 0$. At the bottom end, i.e., at $z=0$, the pipe is open and fluid is coming out of the pipe at a constant steady rate into the surrounding ambient atmosphere which is at constant pressure $A$. As the fluid exits the cylinder it will now occupy the region $r \in(0, R(z)), z \leq 0$. The Navier-Stokes equations predict that $R(z) \leq R_{p}$ for all $z \leq 0$. But this is not always so. There are fluids which exhibit swelling upon leaving the pipe, i.e., there are fluids for which $R(z)>R_{p}$ for $z \leq 0$. In [Mar2] it may be clearly seen that a solution of glycerine behaves as predicted by NavierStokes while a $2 \%$ solution of poly-ethylene oxide in water swells as it leaves the orifice of the pipe. See also [CMN], Fig. (27.4), page 72.

## Chapter 2 <br> Plane Poiseuille Flow of Incompressible Bipolar Viscous Fluids

### 2.1 Introduction

In Sect. 1.4 we introduced the model of an incompressible, nonlinear, bipolar viscous fluid; this model, which is consistent with the basic principles of continuum mechanics and thermodynamics, as delineated in Sect. 1.4, is based on the following constitutive hypotheses for the Cauchy stress tensor $\tau_{i j}$ and the first multipolar stress tensor $\tau_{i j k}$ :

$$
\begin{equation*}
\tau_{i j}=-p \delta_{i j}+2 \mu_{0}\left(\epsilon+e_{i j} e_{i j}\right)^{-\alpha / 2}-2 \mu_{1} \Delta e_{i j} \tag{2.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{i j k}=2 \mu_{1} \frac{\partial e_{i j}}{\partial x_{k}} \tag{2.1b}
\end{equation*}
$$

where $p$ is the pressure, $e_{i j}=\frac{1}{2}\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right)$ is the rate of deformation tensor, $v$ is the fluid velocity field, and $\mu_{0}, \mu_{1}, \epsilon$, and $\alpha$ are the constitutive constants, the first three of which are positive while $\alpha$, in this chapter, will be assumed to satisfy $0<\alpha<1$. In a bounded domain $\Omega \subset \mathbb{R}^{n}, n=2$, 3, with smooth boundary $\partial \Omega$, the constitutive hypotheses (2.1a,b) yield (see Sect. 1.4) the following initial-boundary value problem (take the density $\rho \equiv 1$ ):

$$
\begin{align*}
\frac{\partial \boldsymbol{v}}{\partial t}+\boldsymbol{v} \cdot \nabla \boldsymbol{v}= & -\nabla p+2 \nabla \cdot(\mu(|\boldsymbol{e}|) \boldsymbol{e})  \tag{2.2a}\\
& -2 \mu_{1} \nabla \cdot(\Delta \boldsymbol{e})+\boldsymbol{f}
\end{align*}
$$

$$
\begin{gather*}
\nabla \cdot \boldsymbol{v}=0  \tag{2.2b}\\
\boldsymbol{v}=\mathbf{0}, \quad \tau_{i j k} v_{j} v_{k}-\tau_{j k l} v_{j} v_{k} v_{l} v_{i}=0,  \tag{2.2c}\\
\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(\boldsymbol{x}) . \tag{2.2d}
\end{gather*}
$$

The system of partial differential equations (2.2a), (2.2b) holds in $\Omega \times[0, T), T>0$, while the initial condition (2.2d) is assumed to hold in $\Omega$, at $t=0$, and the boundary data (2.2c) is specified for $(\boldsymbol{x}, t) \in \partial \Omega \times[0, T)$, with $\boldsymbol{v}$ the exterior unit normal to $\partial \Omega$ at time $t$. In (2.2a), $\boldsymbol{f}$ specifies the external body force/volume in $\Omega$ while

$$
\begin{equation*}
\mu(|\boldsymbol{e}|)=2 \mu_{0}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} \tag{2.3}
\end{equation*}
$$

is the nonlinear viscosity function. For $\alpha=0, \mu_{1}=0$, and in the absence of the second set of boundary conditions in (2.2c), the system (2.2a)-(2.2d) reduces to the specification of the standard initial-boundary value problem for the (incompressible) Navier-Stokes equations.

In Sect. 1.5.2 we considered, for the bipolar model (2.2a)-(2.2d), the most standard of all classical problems in fluid dynamics, namely, the problem of Poiseuille flow between parallel plates whose location, in the Cartesian coordinate system $\left(x_{1}, x_{2}, x_{3}\right)$, is at $x_{2}= \pm a$, with $a>0$. As is customary in considering plane Poiseuille flow between parallel plates we assumed, in Sect. 1.6, a velocity field (for steady flow) of the form

$$
\begin{equation*}
v_{1}=v_{1}\left(x_{2}\right), \quad v_{2}=0, \quad v_{3}=0 \tag{2.4}
\end{equation*}
$$

In this case, with $\boldsymbol{f}=\mathbf{0}$, the steady plane Poiseuille flow of an incompressible, bipolar, viscous fluid satisfies (see Sect. 1.5.2) the following boundary-value problem, where $p_{1}=\frac{\partial p}{\partial x_{1}}$ is a constant:

$$
\begin{gather*}
\mu_{0}\left[\left(\epsilon+\frac{1}{2} v_{1}^{\prime 2}\left(x_{2}\right)\right)^{-\alpha / 2} v_{1}^{\prime}\left(x_{2}\right)\right]^{\prime}-\mu_{1} v_{1}^{\prime \prime \prime \prime}\left(x_{2}\right)=p_{1}  \tag{2.5a}\\
v_{1}( \pm a)=0, \quad v_{1}^{\prime \prime}( \pm a)=0 \tag{2.5b}
\end{gather*}
$$

Explicit solutions for the non-Newtonian problem derived from (2.5a,b) by setting $\epsilon=0, \mu_{1}=0$, and deleting the second set of boundary conditions in (2.5b), were obtained in (1.5.2) and compared with the standard solution obtained for the Navier-Stokes model (i.e., with the case $\alpha=0$ ).

In this chapter we will treat, in depth, the behavior of both steady and timedependent plane Poiseuille flow solutions for the incompressible, bipolar, fluid flow model. We begin in Sect. 2.2 by considering the problems of existence, uniqueness, and continuous dependence for the generalization of the nonlinear boundary-value problem $(2.5 \mathrm{a}, \mathrm{b})$ in which the constant $p_{1}$ is replaced by a function $f \in L^{2}(-a, a)$.

In (2.5a), $\mu_{1}>0$ and we are interested in the behavior of solutions of (2.5a,b), not only as $\epsilon \rightarrow 0^{+}$, but also as $\mu_{1} \rightarrow 0^{+}$; any continuous dependence result, in this case, can not hold in the $C^{2}$ sense (as boundary-layer theory comes into effect at that level of smoothness) but will be shown to hold in the norm of $C^{1+\delta}$ for $0<\delta<\frac{1}{2}$. More explicit results for the boundary-value problem are delineated in Sect.2.3. Suppose we display the dependence of the solution of (2.5a,b) on $\epsilon$ and $\mu_{1}$, for a fixed $\alpha \in(0,1)$, by writing $v_{1}=u\left(x_{2} ; \epsilon, \mu_{1}\right)$ and, for the same fixed $\alpha$, write $u\left(x_{2} ; 0,0\right)=u_{0}\left(x_{2}\right)$; then, it will be shown in Sect. 2.3 that with $y=x_{2}$,

$$
\begin{equation*}
u\left(y ; \epsilon, \mu_{1}\right)>0, \quad-a \leq y<0 ; \quad u^{\prime}\left(y ; \epsilon, \mu_{1}\right)<0, \quad 0<y \leq a \tag{2.6a}
\end{equation*}
$$

with $u^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right) \leq 0,-a<y<a$, for all $\epsilon, \mu_{1} \geq 0$, Also

$$
\begin{gather*}
u^{\prime \prime \prime}\left(-a ; \epsilon, \mu_{1}\right)<0,  \tag{2.6b}\\
u^{\prime}\left(-a ; \epsilon, \mu_{1}\right)=-u^{\prime}\left(a ; \epsilon, \mu_{1}\right) \tag{2.6c}
\end{gather*}
$$

for all $\epsilon, \mu_{1} \geq 0$ and

$$
\begin{equation*}
\left|u^{\prime}(y ; \epsilon, 0)-u_{0}^{\prime}(y)\right|<\left(1+\frac{1}{\sqrt{1-\alpha}}\right) \sqrt{\epsilon} \tag{2.6d}
\end{equation*}
$$

for $y \in[-a, a], \epsilon>0$. It is also proven in 2.3 that $\exists C_{+}, C_{1}, C_{2}$, positive and independent of both $\epsilon$ and $\mu_{1}$, such that

$$
\begin{array}{r}
-\left(1+\frac{1}{\sqrt{1-\alpha}}\right) a \sqrt{\epsilon}-\frac{\sqrt{a C_{2}}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{* 1 / 2} \leq u\left(y ; \epsilon, \mu_{1}\right)-u_{0}(y) \\
\leq\left(1+\frac{1}{\sqrt{1-\alpha}}\right) a \sqrt{\epsilon}+\frac{a C_{+}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{*} \tag{2.7}
\end{array}
$$

with $\mu_{1}^{*}=\mu_{1} / \mu_{0}$. In Sect. 2.4 we reconsider the problem of uniqueness in relation to the nonlinear boundary-value problem $(2.5 \mathrm{a}, \mathrm{b})$. If we denote the region between the parallel plates at $y= \pm a$ by

$$
\begin{equation*}
\Omega_{a}=\{(x, y, z) \mid y \in[-a, a], a>0,-\infty<x, z<\infty\} \tag{2.8}
\end{equation*}
$$

and the uniquely determined vector field corresponding to the solution of $(2.5 \mathrm{a}, \mathrm{b})$ by

$$
\begin{equation*}
\boldsymbol{v}^{P}=\left(u\left(y ; \epsilon, \mu_{1}\right), 0,0\right) \tag{2.9}
\end{equation*}
$$

where we again set $v_{1}=u, x_{2}=y$, then it will be proven in Sect. 2.4 that for $\mu_{1}$ sufficiently large $\boldsymbol{v}^{P}$ is, in fact, the unique equilibrium solution $\boldsymbol{v}$ of (2.2a)(2.2d) in $\Omega_{a}$ which satisfies $\boldsymbol{v}-\boldsymbol{v}^{P} \in \boldsymbol{H}^{4}\left(\Omega_{a}\right)$. The existence of other equilibrium
solutions of (2.2a)-(2.2d) in $\Omega_{a}$, beyond the Poiseuille vector field (2.9), when $\mu_{1}$ is not sufficiently large, is an open problem. In Sect. 2.5 we take up the problem of existence and asymptotic stability of time-dependent Poiseuille flow in the domain $\Omega_{a}$; specifically we ask whether or not there exists, globally in time, smooth Poiseuille solutions of (2.2a)-(2.2d) in $\Omega_{a} \times[0, T), T>0$, of the form

$$
\begin{equation*}
\boldsymbol{v}^{P}(\boldsymbol{x}, t)=\left(v\left(y, t ; \epsilon, \mu_{1}\right), 0,0\right) \tag{2.10}
\end{equation*}
$$

We show, in Sect. 2.5 that there exists a unique weak solution to the corresponding initial-boundary value problem which is of class $C^{4,1}(y, t)$ on $(-a, a) \times[0, T)$, for any $T>0$, in which case the weak solution is actually a classical solution of the problem. Finally, it is also demonstrated in Sect. 2.5 that the unique steady Poiseuille flow solution (2.9) is linearly asymptotically stable, as well as asymptotically stable, within the class of all flows in $\Omega_{a} \times[0, T), T>0$, of the Poiseuille type (2.10).

### 2.2 Existence, Uniqueness, and Continuous Dependence for Steady Poiseuille Flow

We consider, in this section, a slight generalization of the boundary-value problem $(2.5 \mathrm{a}, \mathrm{b})$ associated with the steady flow of an incompressible, bipolar, viscous fluid in a parallel-wall channel, namely,

$$
\begin{gather*}
-\left[\frac{u^{\prime}(y)}{\left(\epsilon+u^{\prime 2}(y)\right)^{\alpha / 2}}\right]^{\prime}+\mu_{1} u^{\prime \prime \prime \prime}(y)=f(y), \quad-a<y<a  \tag{2.11a}\\
u( \pm a)=u^{\prime \prime}( \pm a)=0 \tag{2.11b}
\end{gather*}
$$

where we have written $y=x_{2}, u=v_{1}$, and where $f \in L^{2}(-a, a)$. Our first basic result is the following existence and uniqueness theorem:
Theorem 2.1. Let $V=H_{0}^{\frac{3}{2}+\delta}(-a, a)$, with $0<\delta<\frac{1}{2}$, let $B_{M}(0)$ be the ball of radius $M>0$ in $V$, and set

$$
\begin{equation*}
W_{M}=B_{M}(0) \cap H^{2}(-a, a) . \tag{2.12}
\end{equation*}
$$

Then, for $M$ sufficiently large, there exists a unique solution $u \in W_{M}$ of the boundary-value problem (2.11a,b).

Proof. By virtue of standard embedding results (Appendix A) $W_{M}$ is compact in $V$ for any $\delta<1 / 2$. For $v \in V$ we define

$$
\begin{equation*}
L_{v} u=-\left[\frac{u^{\prime}}{\left(\epsilon+v^{\prime 2}\right)^{\alpha / 2}}\right]^{\prime}+\mu_{1} u^{\prime \prime \prime \prime} \tag{2.13}
\end{equation*}
$$

Then, for fixed $v \in V$, the linear boundary-value problem

$$
\left\{\begin{array}{l}
L_{v} u=f, \quad-a<y<a  \tag{2.14a}\\
u( \pm a)=u^{\prime \prime}( \pm a)=0
\end{array}\right.
$$

has, as a consequence of the Lax-Milgram Lemma (see Appendix A), a unique solution $u \in H^{2}(-a, a)$ for which

$$
\begin{equation*}
\|u\|_{H^{2}(-a, a)} \leq c\|f\|_{L^{2}(-a, a)} \tag{2.15}
\end{equation*}
$$

with $c>0$ independent of $u$. Let $T: v \rightarrow u$ where $u$ is the unique solution of (2.14a,b). For any given $f \in L^{2}(-a, a)$ it is a direct consequence of (2.15) that $\exists M>0$ sufficiently large such that $T: W_{M} \rightarrow W_{M}$. We want to show that $T$ is a continuous map. For $v, w \in W_{M}$, let $u_{1}=T v, u_{2}=T w$; then

$$
\begin{equation*}
-\left[\frac{u_{1}^{\prime}}{\left(\epsilon+v^{\prime 2}\right)^{\alpha / 2}}\right]^{\prime}+\left[\frac{u_{2}^{\prime}}{\left(\epsilon+w^{\prime 2}\right)^{\alpha / 2}}\right]^{\prime}+\mu_{1}\left[u_{1}-u_{2}\right]^{\prime \prime \prime \prime}=0 . \tag{2.16}
\end{equation*}
$$

Multiplying (2.16) by $u_{1}-u_{2}$, integrating over ( $-a, a$ ), and then integrating by parts we obtain, in view of (2.14b),

$$
\begin{align*}
& \mu_{1} \int_{-a}^{a}\left[\left(u_{1}-u_{2}\right)^{\prime \prime}(y)\right]^{2} d y+\int_{-a}^{a} \frac{u_{1}^{\prime}(y)\left(u_{1}-u_{2}\right)^{\prime}(y)}{\left(\epsilon+v^{\prime 2}(y)\right)^{\alpha / 2}} d y \\
& \quad-\int_{-a}^{a} \frac{u_{2}^{\prime}(y)\left(u_{1}-u_{2}\right)^{\prime}(y)}{\left(\epsilon+w^{\prime 2}(y)\right)^{\alpha / 2}} d y=0 \tag{2.17}
\end{align*}
$$

or

$$
\begin{gather*}
\mu_{1}\left\|u_{1}-u_{2}\right\|_{H^{2}(-a, a)}^{2}+\int_{-a}^{a} \frac{\left(u_{1}-u_{2}\right)^{\prime}(y) u_{1}^{\prime}(y)\left[\left(\epsilon+w^{\prime 2}(y)\right)^{\alpha / 2}-\left(\epsilon+v^{\prime 2}(y)\right)^{\alpha / 2}\right]}{\left(\epsilon+v^{\prime 2}(y)\right)^{\alpha / 2}\left(\epsilon+w^{\prime 2}(y)\right)^{\alpha / 2}} d y \\
+\int_{-a}^{a} \frac{\left[\left(u_{1}-u_{2}\right)^{\prime}(y)\right]^{2}}{\left(\epsilon+w^{\prime 2}(y)\right)^{\alpha / 2}} d y=0 . \tag{2.18}
\end{gather*}
$$

As $u_{1}, u_{2} \in H^{2}(-a, a)$, and $u_{1}^{\prime}, u_{2}^{\prime} \in L^{\infty}(-a, a)$, we may estimate the first integral in (2.18) from above, and drop the (nonnegative) second integral, so as to obtain an estimate of the form

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{H^{2}(-a, a)} \leq c_{1}\left[\int_{-a}^{a}\left(\left|w^{\prime}(y)\right|^{\alpha}-\left|v^{\prime}(y)\right|^{\alpha}\right)^{2} d y\right]^{1 / 2} \tag{2.19}
\end{equation*}
$$

for some $c_{1}>0$; in obtaining (2.19) we have also employed the mean value theorem in the integrand of the first integral in (2.18). The continuity of $T$ follows directly
from the estimate (2.19). By the Schauder fixed-point theorem it now follows that there exists, for $M>0$ sufficiently large, a unique $u \in W_{M}$ such that $u=T u$ and, thus, we have established the existence of a unique solution of $(2.11 \mathrm{a}, \mathrm{b})$ for arbitrary $\mu_{1}>0$.

For the second of the fundamental results relative to the boundary-value problem (2.11a,b) we assume that $f(y)$ is a constant, say, $f(y)=K,-a \leq y \leq a$; this clearly covers the case of the constant pressure gradient $p_{1}$ in (2.5a). Also, we define $\bar{u}=\bar{u}(y)$ to be the unique solution of (2.11a) for $\mu_{1}=0$, and $f(y)=K$, which is subject to the boundary conditions $\bar{u}( \pm a)=0$. We state the following result, which highlights the continuous dependence of the solution of (2.1a,b), established in Theorem 2.1, on the positive constitutive parameter $\mu_{1}$ :

Theorem 2.2. For fixed $\epsilon>0$, and $\alpha \in(0,1)$, denote by $u_{\mu_{1}}(x)$ the unique solution of $(2.11 \mathrm{a}, \mathrm{b})$ with $f(x)=K$. Then, as $\mu_{1} \rightarrow 0^{+}$,

$$
\begin{equation*}
u_{\mu_{1}} \rightarrow \bar{u}, \text { in } C^{1+\delta} \tag{2.20}
\end{equation*}
$$

for $0<\delta<\frac{1}{2}$.
Proof. From Theorem 2.1, we infer, for $M>0$ sufficiently large, the existence of a unique solution $u_{\mu_{1}} \in W_{M}$ of the boundary-value problem

$$
\begin{gather*}
-\left[\frac{u_{\mu_{1}}^{\prime}(y)}{\left(\epsilon+u_{\mu_{1}}^{\prime 2}(y)\right)^{\alpha / 2}}\right]^{\prime}+\mu_{1} u_{\mu}^{\prime \prime \prime \prime}(y)=K, \quad-a<y<a,  \tag{2.21a}\\
u_{\mu_{1}}( \pm a)=0, \quad u_{\mu_{1}}^{\prime \prime}( \pm a)=0 \tag{2.21b}
\end{gather*}
$$

We now set $v_{\mu_{1}}=u_{\mu_{1}}^{\prime}$ in (2.21a) and then integrate the resulting equation over $(-a, x), x<a$, so as to obtain

$$
\begin{equation*}
-\frac{v_{\mu_{1}}(y)}{\left(\epsilon+v_{\mu_{1}}^{2}(y)\right)^{\alpha / 2}}+\mu v_{\mu_{1}}^{\prime \prime}(y)=K(y+a)-A_{\mu_{1}} \tag{2.22}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{\mu_{1}}=\frac{v_{\mu_{1}}(-a)}{\left(\epsilon+v_{\mu_{1}}^{2}(-a)\right)^{\alpha / 2}}-\mu_{1} v_{\mu_{1}}^{\prime \prime}(-a) . \tag{2.23}
\end{equation*}
$$

In view of the boundary conditions (2.21b), $v_{\mu_{1}}^{\prime}(-a)=v_{\mu_{1}}^{\prime}(a)=0$ and

$$
\begin{equation*}
\int_{-a}^{a} v_{\mu_{1}}(y) d y=u_{\mu_{1}}(0)-u_{\mu_{1}}(-a)=0 . \tag{2.24}
\end{equation*}
$$

We now multiply (2.22) by $v_{\mu_{1}}(y)$, integrate over ( $-a, a$ ), and then integrate by parts to obtain

$$
\begin{equation*}
\int_{-a}^{a} \frac{v_{\mu_{1}}^{2}(y)}{\left(\epsilon+v_{\mu_{1}}^{2}(y)\right)^{\alpha / 2}} d x+\mu_{1} \int_{-a}^{a} v_{\mu_{1}}^{\prime 2}(y) d x=-K \int_{-a}^{a} y v_{\mu_{1}}(y) d y \tag{2.25}
\end{equation*}
$$

where we have used (2.24). Now, let

$$
\begin{equation*}
E_{\epsilon}=\left\{y \mid v_{\mu_{1}}^{2}(y)>\epsilon\right\} . \tag{2.26}
\end{equation*}
$$

Then $\forall y \in E_{\epsilon}, v_{\mu_{1}}^{2} /\left(\epsilon+v_{\mu_{1}}^{2}\right)^{\alpha / 2}>\beta_{1} v_{\mu_{1}}^{2-\alpha}, \beta_{1}=2^{-\alpha / 2}>0$; similarly, as $u_{\mu_{1}}^{\prime} \in$ $L^{\infty}(-a, a)$, on $E_{\epsilon}^{c}=[-a, a] / E_{\epsilon}, \exists \beta_{2}, \rho>0$ such that $v_{\mu_{1}}^{2-\alpha} \leq \beta_{2} \epsilon^{\rho}$. Therefore

$$
\begin{align*}
\int_{-a}^{a} v_{\mu_{1}}^{2-\alpha}(y) d y & =\int_{E_{\epsilon}} v_{\mu_{1}}^{2-\alpha} d y+\int_{E_{\epsilon}} v_{\mu_{1}}^{2-\alpha} d y \\
& \leq \frac{1}{\beta_{1}} \int_{E_{\epsilon}} \frac{v_{\mu_{1}}^{2}}{\left(\epsilon+v_{\mu_{1}}^{2}\right)^{\alpha / 2}} d y+\beta_{2} \epsilon^{\rho} \operatorname{meas}\left(E_{\epsilon}^{c}\right)  \tag{2.27}\\
& \leq \frac{1}{\beta_{1}} \int_{-a}^{a} \frac{v_{\mu_{1}}^{2}}{\left(\epsilon+v_{\mu_{1}}^{2}\right)^{\alpha / 2}} d y+\beta_{3}
\end{align*}
$$

Using the last estimate in (2.27) in (2.25) we have

$$
\begin{equation*}
\int_{-a}^{a} v_{\mu_{1}}^{2-\alpha}(y) d y+\frac{\mu}{\beta_{1}} \int_{-a}^{a} v_{\mu_{1}}^{\prime 2}(y) d y \leq \frac{K}{\beta_{1}} \int_{-a}^{a}|y|\left|v_{\mu_{1}}(y)\right| d y+\beta_{3} \tag{2.28}
\end{equation*}
$$

By virtue of the Hölder Inequality, (2.28) yields

$$
\begin{equation*}
\int_{-a}^{a}\left|v_{\mu_{1}}\right|^{2-a} d y \leq \frac{K}{\beta_{1}}\left[\int_{-a}^{a}|y|^{(2-\alpha) /(1-\alpha)} d y\right]^{(1-\alpha) /(2-\alpha)}\left[\int_{-a}^{a}\left|v_{\mu_{1}}\right|^{2-\alpha} d y\right]^{1 /(2-\alpha)}+\beta_{3} \tag{2.29}
\end{equation*}
$$

For arbitrary $\delta>0$, we now use Young's inequality (see appendix A)

$$
|a| \cdot|b| \leq \delta|a|^{p}+\delta^{-1 /(p-1)}|b|^{p^{\prime}}, \quad \frac{1}{p}+\frac{1}{p^{\prime}}=1
$$

on the right-hand side of (2.29) with $p=2-\alpha$; for $\delta$ chosen sufficiently small we obtain from (2.29) an estimate of the form

$$
\begin{equation*}
\int_{-a}^{a} v_{\mu_{1}}^{2-\alpha}(y) d y \leq a_{1} \int_{-a}^{a}|y|^{(2-\alpha) /(1-\alpha)} d y+a_{2} \tag{2.30}
\end{equation*}
$$

with $a_{1}, a_{2}>0$. To obtain our next set of estimates we multipy (2.22) by $v_{\mu_{1}}^{\prime \prime}(y)$, integrate over $(-a, a)$, and integrate by parts; inasmuch as $v_{\mu_{1}}^{\prime}(-a)=v_{\mu_{1}}^{\prime}(a)=0$ we easily find that

$$
\begin{array}{r}
\int_{-a}^{a}\left[\frac{v_{\mu_{1}}(y)}{\left(\epsilon+v_{\mu_{1}}^{2}(y)\right)^{\alpha / 2}}\right]^{\prime} v_{\mu_{1}}^{\prime}(y) d y+\mu_{1} \int_{-a}^{a}\left(v_{\mu_{1}}^{\prime \prime}(y)\right)^{2} d y=-K \int_{-a}^{a} v_{\mu_{1}}^{\prime}(y) d y \\
=K\left[v_{\mu_{1}}(-a)-v_{\mu_{1}}(a)\right]
\end{array}
$$

or

$$
\begin{equation*}
\int_{-a}^{a} \frac{v_{\mu_{1}}^{\prime 2}(y)}{\left(\epsilon+v_{\mu_{1}}^{2}(y)\right)^{\alpha / 2}} \cdot\left[\frac{\epsilon+(1-\alpha) v_{\mu_{1}}^{2}(y)}{\epsilon+v_{\mu_{1}}^{2}(y)}\right] d y+\mu_{1} \int_{-a}^{a}\left(v_{\mu_{1}}^{\prime \prime}(y)\right)^{2} d y=K\left[v_{\mu_{1}}(-a)-v_{\mu_{1}}(a)\right] . \tag{2.31}
\end{equation*}
$$

Now, $\forall \alpha$ with $0<\alpha<1, \exists \bar{c}_{1}, \bar{c}_{2}>0$ such that

$$
\begin{equation*}
\bar{c}_{1} \leq \frac{\epsilon+(1-\alpha) \eta}{\epsilon+\eta} \leq \bar{c}_{2}, \quad \forall \eta \geq 0 \tag{2.32}
\end{equation*}
$$

where the $\bar{c}_{i}, i=1,2$, depend on $\alpha$ but not on $\eta$. Applying (2.32) to (2.31), with $\eta=v_{\mu_{1}}^{2}$, we get the estimate

$$
\begin{align*}
\int_{-a}^{a} \frac{v_{\mu_{1}}^{\prime 2}(y)}{\left(\epsilon+v_{\mu_{1}}^{2}(y)\right)^{\alpha / 2}} d y+\frac{\mu_{1}}{\bar{c}_{1}} \int_{-a}^{a}\left(v_{\mu_{1}}^{\prime \prime}(y)\right)^{2} d y & \leq \frac{K}{\bar{c}_{1}}\left[v_{\mu_{1}}(-a)-v_{\mu_{1}}(a)\right]  \tag{2.33}\\
& \leq \bar{c}_{3} \max _{[-a, a]}\left|v_{\mu_{1}}(y)\right|
\end{align*}
$$

We now set

$$
\begin{equation*}
\Psi\left(v_{\mu_{1}}\right)=\int_{0}^{v_{\mu_{1}}} \frac{d s}{\left(\epsilon+s^{2}\right)^{\alpha / 4}} . \tag{2.34}
\end{equation*}
$$

Then it follows directly from (2.34) that

$$
\begin{equation*}
\int_{-a}^{a}\left(\frac{d}{d x} \Psi\left(v_{\mu_{1}}(y)\right)\right)^{2} d x \leq \bar{c}_{3} \max _{[-a, a]}\left|v_{\mu_{1}}(y)\right| \tag{2.35}
\end{equation*}
$$

As $\Psi\left(v_{\mu_{1}}\right)$ is an even function, and $1 /\left(\epsilon+s^{2}\right)^{\alpha / 4} \leq 1 /\left(s^{2}\right)^{\alpha / 4}$, we have that

$$
\begin{equation*}
\left|\Psi\left(v_{\mu_{1}}\right)\right|=\Psi\left(\left|v_{\mu_{1}}\right|\right) \leq\left(1-\frac{\alpha}{2}\right)^{-1}\left|v_{\mu_{1}}\right|^{1-\alpha / 2} \leq 4\left|v_{\mu_{1}}\right|^{1-\alpha / 2} \tag{2.36}
\end{equation*}
$$

Therefore, by virtue of our previous estimate (2.30), $\exists \Psi_{0}>0$ (const.) such that

$$
\begin{equation*}
\int_{-a}^{a} \Psi^{2}\left(v_{\mu_{1}}(y)\right) d x \leq \Psi_{0} . \tag{2.37}
\end{equation*}
$$

Now, $\forall w \in H^{1}[-a, a]$, and $\forall \delta>0, \exists c_{\delta}>0$ such that

$$
\begin{equation*}
\max _{[-a, a]}|w| \leq \delta\left(\int_{-a}^{a} w^{\prime 2}(y) d y\right)^{1 / 2}+c_{\delta}\left(\int_{-a}^{a} w^{2}(y) d y\right)^{1 / 2} \tag{2.38}
\end{equation*}
$$

(see, e.g., [Lio1] Lemma 5.1); applying (2.38) with $w=\Psi\left(v_{\mu_{1}}\right)$, and making use of both (2.35) and (2.37), we find that for some $d_{\delta}>0$,

$$
\begin{equation*}
\max _{[-a, a]}\left|\Psi\left(v_{\mu_{1}}\right)\right| \leq \delta\left[\max _{[-a, a]}\left|v_{\mu_{1}}(y)\right|\right]^{1 / 2}+d_{\delta} \tag{2.39}
\end{equation*}
$$

Our goal now is to show that for some $c>0$,

$$
\begin{equation*}
\max _{[-a, a]}\left|v_{\mu_{1}}(y)\right| \leq c\left[\max \left\{1, \max _{[-a, a]}\left|\Psi\left(v_{\mu_{1}}\right)\right|^{\beta}\right\}\right] \tag{2.40}
\end{equation*}
$$

with $c$ independent of $v_{\mu_{1}}$, and $\beta=1 /(1-\alpha / 2)$. To this end we define, for $s \in R^{1}$,

$$
\begin{equation*}
F(s)=\Psi(s)-k s^{1-\alpha / 2} \tag{2.41}
\end{equation*}
$$

where $k$ is chosen so that $\Psi(1)>k$. Thus, $F(1) \geq 0$, while

$$
F^{\prime}(s)=\frac{1}{(\epsilon+s)^{\alpha / 4}}-k\left(1-\frac{\alpha}{2}\right) s^{-\alpha / 2}
$$

so that, for $k$ chosen sufficiently small, $F^{\prime}(s) \geq 0, \forall s \in R^{1}$. Consequently, $F(s) \geq 0, \forall s \geq 1$ so that

$$
\begin{equation*}
k s^{1 / \beta} \leq \Psi(s), \quad \forall s \geq 1 \tag{2.42}
\end{equation*}
$$

with $\beta=1 /(1-\alpha / 2)$. Employing (2.42) in (2.39) we obtain

$$
\begin{equation*}
\max _{[-a, a]}\left|\Psi\left(v_{\mu_{1}}\right)\right| \leq \delta^{\prime}\left[\max \left\{1, \max _{[-a, a]}\left|\Psi\left(v_{\mu_{1}}\right)\right|^{\beta / 2}\right\}\right]+d_{\delta} \tag{2.43}
\end{equation*}
$$

with $\delta^{\prime}=\delta k^{-\beta / 2}$. If $\max _{[-a, a]}\left|\Psi\left(v_{\mu_{1}}\right)\right|^{\beta / 2}>1$, then

$$
\max _{[-a, a]}\left|\Psi\left(v_{\mu_{1}}\right)\right|-\delta^{\prime} \max _{[-a, a]}\left|\Psi\left(v_{\mu_{1}}\right)\right|^{\beta / 2} \leq d_{\delta}
$$

or, as $\beta / 2=1 /(2-\alpha)<1$, for $0<\alpha<1$,

$$
\begin{equation*}
\left(1-\delta^{\prime}\right) \max _{[-a, a]}\left|\Psi\left(v_{\mu_{1}}\right)\right| \leq d_{\delta} \tag{2.44}
\end{equation*}
$$

Therefore, for $\delta$ chosen sufficiently small, it follows that $\exists C>0$ such that (recall that $\left.\left|\Psi\left(v_{\mu_{1}}\right)\right|=\Psi\left(\left|v_{\mu_{1}}\right|\right)\right)$ :

$$
\begin{equation*}
\max _{[-a, a]}\left[\Psi\left(\left|v_{\mu_{1}}(y)\right|\right)\right] \leq C . \tag{2.45}
\end{equation*}
$$

Clearly, an estimate of the form (2.45) also follows from (2.43) if $\max _{[-a, a]}\left|\Psi\left(v_{\mu_{1}}\right)\right|^{\beta / 2} \geq$ 1. Now, the estimate (2.40) is a direct consequence of (2.42), and the use of (2.45) in (2.42) then produces a bound of the form

$$
\max _{[-a, a]}\left|v_{\mu_{1}}(y)\right| \leq C^{\prime}
$$

for some $C^{\prime}>0$. Thus, by virtue of (2.33), we have, for some $C>0$,

$$
\begin{equation*}
\int_{-a}^{a}\left[\frac{d}{d x} \Psi\left(v_{\mu_{1}}(y)\right)\right]^{2} d x+\mu \int_{-a}^{a}\left(v_{\mu_{1}}^{\prime \prime}(y)\right)^{2} d y \leq C \tag{2.46}
\end{equation*}
$$

Combining (2.46) with (2.37), it follows that $\exists \tilde{C}$, independent of $\mu_{1}$, such that

$$
\begin{equation*}
\left\|\Psi\left(v_{\mu_{1}}\right)\right\|_{H^{1}(-a, a)} \leq \tilde{C} \tag{2.47}
\end{equation*}
$$

Therefore, $\exists \Psi^{0} \in H^{1}(-a, a)$ such that

$$
\begin{equation*}
\Psi\left(v_{\mu_{1}}\right) \rightarrow \Psi^{0}, \text { in } H^{1}(-a, a), \text { as } \mu_{1} \rightarrow 0^{+} \tag{2.48}
\end{equation*}
$$

and, by virtue of (2.46), we also note that

$$
\begin{equation*}
\mu v_{\mu_{1}}^{\prime \prime} \rightarrow 0, \text { in } L^{2}(-a, a), \text { as } \mu_{1} \rightarrow 0^{+} \tag{2.49}
\end{equation*}
$$

In view of (2.48), and Theorem 2.1, for some $\bar{\Psi}$ we have

$$
\begin{equation*}
\Psi\left(v_{\mu_{1}}\right) \rightarrow \bar{\Psi}, \text { in } C^{0, \delta}, \text { for } 0<\delta<1 / 2, \text { as } \mu_{1} \rightarrow 0^{+} \tag{2.50}
\end{equation*}
$$

But $\Psi$, being monotone, is invertible, and as $\Psi^{-1} \in C^{1}\left(R^{1}\right)$ we find that

$$
\begin{equation*}
v_{\mu_{1}} \rightarrow \bar{u}, \text { in } C^{0, \delta}, \text { for } 0<\delta<1 / 2, \text { as } \mu_{1} \rightarrow 0^{+} \tag{2.51}
\end{equation*}
$$

Finally, as $u_{\mu_{1}}^{\prime}=v_{\mu_{1}}$ we have, for the unique solution $u_{\mu_{1}}(y)$ of $(2.21 \mathrm{a}, \mathrm{b})$, that

$$
\begin{equation*}
v_{\mu_{1}} \rightarrow \bar{u}, \text { in } C^{1+\delta}, \text { for } 0<\delta<1 / 2, \text { as } \mu_{1} \rightarrow 0^{+} \tag{2.52}
\end{equation*}
$$

with $\bar{u}$ the unique solution of (2.21a), with $\mu=0$, subject to the boundary conditions $\bar{u}( \pm a)=0$; this concludes the demonstration of the continuous dependence of $u_{\mu_{1}}$ on $\mu_{1}$, as $\mu_{1} \rightarrow 0^{+}$, in the $C^{1+\delta}$ norm, for $0<\delta<1 / 2$.

Remarks. If $\mu_{1}=0$, then (2.5a) reduces to

$$
\left[\left(\epsilon+\frac{1}{2} v_{1}^{\prime 2}\left(x_{2}\right)\right)^{-\alpha / 2} v_{1}^{\prime}\left(x_{2}\right)\right]^{\prime}=p_{1} / \mu_{0}
$$

so that for some real constant $\gamma$,

$$
\begin{equation*}
\left(\epsilon+\frac{1}{2} v_{1}^{\prime 2}\left(x_{2}\right)\right)^{-\alpha / 2} v_{1}^{\prime}\left(x_{2}\right)=g_{\gamma}\left(x_{2}\right) \tag{2.53}
\end{equation*}
$$

where

$$
g_{\gamma}\left(x_{2}\right)=\left(\frac{p_{1}}{\mu_{0}}\right) x_{2}+\gamma
$$

If we now set $W_{\epsilon}\left(x_{2}\right)=\epsilon+\frac{1}{2} v_{1}^{\prime 2}\left(x_{2}\right)$, then it follows from (2.53) that $W_{\epsilon}$ satisfies the transcendental algebraic equation

$$
\begin{equation*}
W_{\epsilon}^{1-\alpha}-\epsilon W_{\epsilon}^{\alpha}=\frac{1}{2} g_{\gamma}^{2} ; \quad \epsilon>0,0<\alpha<1 \tag{2.54}
\end{equation*}
$$

whose solutions are easily seen to be dependent continuously on $\epsilon$ as $\epsilon \rightarrow 0^{+}$. Thus, solutions of (2.11a), with $f(y)=p_{1}$ and $\mu_{1}=0$, subject to $u( \pm a)=0$, depend continuously on $\epsilon$; that the same continuous dependence with respect to $\epsilon$ holds for the full boundary-value problem $(2.11 \mathrm{a}, \mathrm{b})$, with $\mu_{1}>0$ and $f(y)=p_{1}$, follows from the detailed estimates in Sect. 2.3.

### 2.3 Estimates and Generalized Reynolds Numbers for Steady Plane Poiseuille Flow

We will continue here the practice of using the notation $u=v_{1}$, and $y=x_{2}$, in which case $(2.5 \mathrm{a}, \mathrm{b})$ assumes the equivalent form

$$
\begin{equation*}
\mu_{0}\left[\left(\epsilon+\frac{1}{2} u^{\prime 2}(y)\right)^{-\alpha / 2} u^{\prime}(y)\right]^{\prime}-\mu_{1} u^{\prime \prime \prime \prime}(y)=p_{1}, \quad-a<y<a \tag{2.55a}
\end{equation*}
$$

$$
\begin{equation*}
u( \pm a)=0, \quad u^{\prime \prime}( \pm a)=0 \tag{2.55b}
\end{equation*}
$$

where we have written $u(y)$ in lieu of $u\left(y ; \epsilon, \mu_{1}\right)$, while for $\epsilon=\mu_{1}=0$ the above fourth-order boundary-value problem reduces to

$$
\begin{gather*}
\mu_{0}\left[\left(\frac{1}{2} u_{0}^{\prime 2}(y)\right)^{-\alpha / 2} u_{0}^{\prime}(y)\right]^{\prime}=p_{1}  \tag{2.56a}\\
u_{0}( \pm a)=0 \tag{2.56b}
\end{gather*}
$$

where $u_{0}(y)=u(y ; 0,0)$. Whenever it is deemed important to avoid any possible confusion, we will make explicit the dependence of the solution $u$ of $(2.55 \mathrm{a}, \mathrm{b})$ on $\epsilon$ and $\mu_{1}$.

In this section we continue the study of plane equilibrium Poiseuille flows of incompressible, isothermal, bipolar fluids initiated in Sect. 2.2. Through the use of dimensional analysis applied to (2.55a) we isolate the natural counterparts of the Reynolds number associated with the Navier-Stokes theory. We then investigate, in greater detail than was done in Sect. 2.2, properties of the solutions $u_{0}(\cdot)$ of equations ( $2.56 \mathrm{a}, \mathrm{b}$ ) and use the solutions to compute the associated mean velocity, maximum velocity, volume flow, and pressure drop. Finally, although a continuous dependence result for solutions of (2.55a,b), (in $\left.C^{1+\delta}, 0<\delta<1 / 2\right)$ as $\epsilon, \mu_{1} \rightarrow 0^{+}$, was established in Sect. 2.2 precise estimates of the errors incurred by setting $\epsilon=$ $\mu_{1}=0$ and using, in place of $u\left(\cdot ; \epsilon, \mu_{1}\right)$ the solutions $u_{0}(\cdot)$ of equations $(2.56 \mathrm{a}, \mathrm{b})$ were not presented there; such estimates are derived here and are subsequently employed to establish the related estimates for the volume flow, etc. It is hoped (and expected) that such estimates will eventually serve as a guide for the formulation of experiments directed at the determination of the constitutive constants in the model.

### 2.3.1 Generalized Reynolds Numbers for Plane Poiseuille Flow of a Bipolar Fluid

In this subsection we indicate the appropriate form which a dimensionless version of the evolution equation associated with (2.55a) assumes and, in the process, are led to the definition of generalized Reynolds numbers that are connected with plane Poiseuille flows of an incompressible bipolar fluid. Employing a standard approach (and not taking, a priori, the density $\rho=1$ ) we set

$$
\begin{equation*}
\bar{y}=\frac{y}{a}, \quad \bar{t}=\frac{V}{a} t, \quad \bar{u}=\frac{u}{V}, \quad \bar{p}=\frac{p}{\rho V^{2}} \tag{2.57}
\end{equation*}
$$

in the evolution equation for plane Poiseuille flow of an incompressible bipolar fluid,

$$
\begin{equation*}
\rho \frac{\partial u}{\partial t}=-\frac{\partial p}{\partial y}+\mu_{0} \frac{\partial}{\partial y}\left\{\left[\epsilon+\left(\frac{\partial u}{\partial y}\right)^{2}\right]^{-\alpha / 2} \frac{\partial u}{\partial y}\right\}-\mu_{1} \frac{\partial^{4} u}{\partial y^{4}} . \tag{2.58}
\end{equation*}
$$

Here $V$ is a measure of the mean- or far-field velocity associated with the flow and $u=u(y, t)$, where we have supressed the dependence of $u$ on $\epsilon$ and $\mu_{1}$. With $\bar{u}(\bar{y}, \bar{t})=u(a \bar{y}, a \bar{t} / V), \bar{p}(\bar{y})=p(a \bar{y})$, elementary calculations yield

$$
\begin{align*}
\frac{\partial u}{\partial t} & =\frac{V^{2}}{a} \frac{\partial \bar{u}}{\partial \bar{t}}  \tag{2.59a}\\
\frac{\partial p}{\partial y} & =\frac{\rho V^{2}}{a} \frac{\partial \bar{p}}{\partial \bar{y}}  \tag{2.59b}\\
\frac{\partial u}{\partial y} & =\frac{V}{a} \frac{\partial \bar{u}}{\partial \bar{y}}  \tag{2.59c}\\
\frac{\partial^{4} u}{\partial y^{4}} & =\frac{V}{a^{4}} \frac{\partial^{4} \bar{u}}{\partial \bar{y}^{4}} \tag{2.59d}
\end{align*}
$$

the substitution of which into (2.58) produces

$$
\begin{equation*}
\left(\frac{\rho V^{2}}{a}\right) \frac{\partial \bar{u}}{\partial \bar{t}}=-\left(\frac{\rho V^{2}}{a}\right) \frac{\partial \bar{p}}{\partial \bar{y}}+\frac{\mu_{0}}{a} \frac{\partial}{\partial \bar{y}}\left\{\left[\epsilon+\frac{V^{2}}{a^{2}}\left(\frac{\partial \bar{u}}{\partial \bar{y}}\right)^{2}\right]^{-\frac{\alpha}{2}}\left(\frac{V}{a}\right) \frac{\partial \bar{u}}{\partial \bar{y}}\right\}-\frac{\mu_{1} V}{a^{4}} \frac{\partial^{4} \bar{u}}{\partial \bar{y}^{4}} . \tag{2.60}
\end{equation*}
$$

After multiplying (2.60) by $\frac{a}{\rho V^{2}}$, and setting

$$
\begin{equation*}
v_{0}=\frac{\mu_{0}}{\rho}, \quad v_{1}=\frac{\mu_{1}}{\rho} \tag{2.61}
\end{equation*}
$$

(2.60) becomes

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial \bar{t}}=-\frac{\partial \bar{p}}{\partial \bar{y}}+\frac{v_{0}}{a V} \frac{\partial}{\partial \bar{y}}\left\{\left[\epsilon+\frac{V^{2}}{a^{2}}\left(\frac{\partial \bar{u}}{\partial \bar{y}}\right)^{2}\right]^{-\frac{\alpha}{2}} \frac{\partial \bar{u}}{\partial \bar{y}}\right\}-\frac{v_{1}}{a^{3} V} \frac{\partial^{4} \bar{u}}{\partial \bar{y}^{4}} . \tag{2.62}
\end{equation*}
$$

In as much as $\epsilon$ must have the dimension of a velocity gradient squared,

$$
\begin{equation*}
\bar{\epsilon}=\epsilon a^{2} / V^{2} \tag{2.63}
\end{equation*}
$$

is dimensionless; using the definition (2.63) of $\bar{\epsilon}$ we may now rewrite (2.62) as

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\frac{\partial p}{\partial y}+\frac{\nu_{0}}{a V}\left(\frac{a}{V}\right)^{\alpha} \frac{\partial}{\partial y}\left\{\left[\epsilon+\left(\frac{\partial u}{\partial y}\right)^{2}\right]^{-\frac{\alpha}{2}} \frac{\partial u}{\partial y}\right\}-\frac{\nu_{1}}{a^{3} V} \frac{\partial^{4} u}{\partial y^{4}} \tag{2.64}
\end{equation*}
$$

where we have dropped the superposed bars from $y, t, p, u$, and $\epsilon$. The dimensionless version (2.64) of (2.58) leads naturally to the definition of two generalized Reynolds numbers that are associated with plane Poiseuille flow of a bipolar viscous fluid, namely,

$$
\begin{equation*}
R_{0}^{(\alpha)}=\frac{V^{\alpha+1}}{v_{0} a^{\alpha-1}}, \quad R_{1}=\frac{a^{3} V}{v_{1}} \tag{2.65}
\end{equation*}
$$

Using the definitions (2.65), the evolution equation for $u(y, t)$ assumes the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\frac{\partial p}{\partial y}+\frac{1}{R_{0}^{(\alpha)}} \frac{\partial}{\partial y}\left\{\left[\epsilon+\left(\frac{\partial u}{\partial y}\right)^{2}\right]^{-\frac{\alpha}{2}} \frac{\partial u}{\partial y}\right\}-\frac{1}{R_{1}} \frac{\partial^{4} u}{\partial y^{4}} \tag{2.66}
\end{equation*}
$$

For $\alpha=\mu_{1}=0$, clearly $R_{0}^{(0)}=V a / v_{0}$ and $R_{1}^{-1}=0$, so that (2.66) reduces to the standard dimensionless form for plane Poiseuille flow within the context of the Navier-Stokes formulation, with $R_{0}^{(0)}$ being the usual Reynolds number.

### 2.3.2 The Poiseuille Flow for $\epsilon=\mu_{1}=0$

In this subsection we will look, in greater detail than that which was done in Sect. 1.7.1, at the behavior of the solution of ( $2.56 \mathrm{a}, \mathrm{b}$ ). In the next subsection our interest will be in obtaining estimates which relate the behavior of the solution of the boundary-value problem $(2.56 \mathrm{a}, \mathrm{b})$ to that of the solution $u\left(y ; \epsilon, \mu_{1}\right)$ of $(2.55 \mathrm{a}, \mathrm{b})$; the quantities of particular interest to us will be the volume flow

$$
\begin{equation*}
Q_{\epsilon, \mu_{1}}=\int_{-a}^{a} u\left(y ; \epsilon, \mu_{1}\right) d y \tag{2.67a}
\end{equation*}
$$

which for $\epsilon=\mu_{1}=0$ has the form

$$
\begin{equation*}
Q_{0,0} \equiv Q_{0}=\int_{-a}^{a} u_{0}(y) d y \tag{2.67b}
\end{equation*}
$$

the mean velocity

$$
\begin{equation*}
\bar{u}_{\epsilon, \mu_{1}}=\frac{1}{2 a} Q_{\epsilon, \mu_{1}} \tag{2.68a}
\end{equation*}
$$

and its counterpart for $\epsilon=\mu_{1}=0$, i.e.,

$$
\begin{equation*}
\bar{u}_{0}=\frac{1}{2 a} Q_{0} \tag{2.68b}
\end{equation*}
$$

and the friction factors

$$
\begin{align*}
f_{\epsilon, \mu_{1}} & =\frac{4 \tau_{12}\left( \pm a, \epsilon, \mu_{1}\right)}{\frac{1}{2} \rho \bar{u}_{\epsilon, \mu_{1}}^{2}}  \tag{2.69a}\\
f_{0} & =\frac{4 \tau_{12}( \pm a, 0,0)}{\frac{1}{2} \rho \bar{u}_{0}^{2}} \tag{2.69b}
\end{align*}
$$

where $\tau_{12}\left( \pm a, \epsilon, \mu_{1}\right)$ is the shear stress at the walls located at $y= \pm a$, i.e.,

$$
\begin{equation*}
\tau_{12}\left( \pm a, \epsilon, \mu_{1}\right)=\mu_{0}\left[\epsilon+\frac{1}{2} u^{\prime 2}\left( \pm a, \epsilon, \mu_{1}\right)\right]^{-\frac{\alpha}{2}} u^{\prime}\left( \pm a, \epsilon, \mu_{1}\right)-\mu_{1} u^{\prime \prime \prime \prime}\left( \pm a, \epsilon, \mu_{1}\right) . \tag{2.70}
\end{equation*}
$$

We begin by noting that if $u_{0}(y)$ is a solution of the boundary-value problem (2.56a,b) then so is $u_{0}(-y)$ and, thus, by uniqueness of solutions $u_{0}(y)=u_{0}(-y)$, $-a \leq y \leq a$; from this result it follows that $u_{0}^{\prime}(y)=-u_{0}^{\prime}(-y)$, so that $u_{0}^{\prime}(0)=0$. Moreover, with $p_{1}$, the constant pressure gradient, negative, a first integration of equation (2.56a) yields

$$
\begin{equation*}
\mu_{0}\left[\frac{1}{2} u_{0}^{\prime 2}(y)\right]^{-\frac{\alpha}{2}} u_{0}^{\prime}(y)=-\left|p_{1}\right| y \tag{2.71}
\end{equation*}
$$

where the constant of integration vanishes in view of the fact that $0<a<1$ and $u_{0}^{\prime}(0)=0$. From (2.71) it is immediate that

$$
\begin{array}{ll}
u_{0}^{\prime}(y)>0, & y \in(-a, 0),  \tag{2.72}\\
u_{0}^{\prime}(y)<0, & y \in(0, a)
\end{array}
$$

In as much as $u_{0}^{\prime}(y) \leq 0$, for $y \in(0, a)$, we have $u_{0}^{\prime}(y)=-\left|u_{0}^{\prime}(y)\right|, 0 \leq y \leq a$; therefore, if we set $C_{\alpha}=\mu_{0} 2^{\alpha / 2}$, equation (2.71) becomes, on ( $0, a$ ),

$$
\left|u_{0}^{\prime}(y)\right|^{1-\alpha}=\frac{\left|p_{1}\right|}{C_{\alpha}} y, \quad 0<y<a
$$

or

$$
\begin{equation*}
\left|u_{0}^{\prime}(y)\right|=C_{\alpha} y^{1 /(1-\alpha)}, \quad 0<y<a \tag{2.73}
\end{equation*}
$$

with $C_{\alpha}=\left(\frac{\left|p_{1}\right|}{C_{\alpha}}\right)^{1 /(1-\alpha)}$. We rewrite (2.73) as

$$
\begin{equation*}
u_{0}^{\prime}(y)=-C_{\alpha} y^{1 /(1-\alpha)}, \quad 0<y<a \tag{2.74}
\end{equation*}
$$

and integrate from $a$ to $y$ obtaining

$$
\begin{equation*}
u_{0}(y)=\frac{C_{\alpha}}{\bar{\gamma}+1}\left[a^{\bar{\gamma}+1}-y^{\bar{\gamma}+1}\right] ; \quad \bar{\gamma}=\frac{1}{1-\alpha} . \tag{2.75}
\end{equation*}
$$

In obtaining (2.75) we have used, of course, the boundary condition $u_{0}(a)=0$. Substituting for $\bar{\gamma}$ in (2.75), and noting that $u_{0}(y)=u_{0}(-y)$, we find that

$$
\begin{equation*}
u_{0}(y)=d_{\alpha}\left[1-\left(\frac{|y|}{a}\right)^{(2-\alpha) /(1-\alpha)}\right], \quad-a \leq y \leq a \tag{2.76}
\end{equation*}
$$

where

$$
\begin{align*}
d_{\alpha} & =C_{\alpha}\left(\frac{1-\alpha}{2-\alpha}\right) a^{(2-\alpha) /(1-\alpha)} \\
& =\left(\frac{\left|p_{1}\right|}{C_{\alpha}}\right)^{1 /(1-\alpha)} a^{(2-\alpha) /(1-\alpha)}\left(\frac{1-\alpha}{2-\alpha}\right)  \tag{2.77}\\
& =\left(\frac{1-\alpha}{2-\alpha}\right)\left(\frac{\left|p_{1}\right| a^{2-\alpha}}{\mu_{0} 2^{\alpha / 2}}\right)^{1 /(1-\alpha)} .
\end{align*}
$$

It is clear, from (2.76), that

$$
\begin{equation*}
\max _{[-a, a]} u_{0}(y) \equiv u_{0}^{\max }=u_{0}(0)=d_{\alpha} . \tag{2.78}
\end{equation*}
$$

By direct calculation, the mean velocity $\bar{u}_{0}$ associated with $u_{0}(y)$ is

$$
\begin{align*}
\bar{u}_{0} & =\frac{1}{2 a} \int_{-a}^{a} u_{0}(y) d y \\
& =\frac{d_{\alpha}}{a} \int_{0}^{a}\left[1-\left(\frac{\lambda}{a}\right)^{\delta}\right] d \lambda ; \quad \delta=\frac{2-\alpha}{1-\alpha} . \tag{2.79}
\end{align*}
$$

Carrying out the integration in (2.79), we are led to

$$
\begin{equation*}
\bar{u}_{0}-\left(\frac{2-\alpha}{3-2 \alpha}\right) d_{\alpha} \equiv\left(\frac{2-\alpha}{3-2 \alpha}\right) u_{0}^{\max } \tag{2.80}
\end{equation*}
$$

or, in view of (2.77),

$$
\begin{equation*}
\bar{u}_{0}=\left(\frac{1-\alpha}{3-2 \alpha}\right)\left(\frac{\left|p_{1}\right| a^{2-\alpha}}{\mu_{0} 2^{\alpha / 2}}\right)^{1 /(1-\alpha)} \tag{2.81}
\end{equation*}
$$

We note that

$$
\begin{equation*}
\left.\bar{u}_{0}\right|_{\alpha=0}=\frac{1}{3} \frac{\left|p_{1}\right| a^{2}}{\mu_{0}} \tag{2.82}
\end{equation*}
$$

which is the classical result associated with Navier-Stokes. From (2.78) and (2.80) it follows that

$$
\begin{equation*}
\lim _{\alpha \rightarrow 1^{-}} u_{0}^{\max }=\lim _{\alpha \rightarrow 1^{-}} d_{\alpha}=\lim _{\alpha \rightarrow 1^{-}} \bar{u}_{0} . \tag{2.83}
\end{equation*}
$$

However, in view of (2.77),

$$
\lim _{\alpha \rightarrow 1^{-}} d_{\alpha}=\lim _{\alpha \rightarrow 1^{-}}\left[\left(\frac{1-\alpha}{2-\alpha}\right)\left\{\frac{\left|p_{1}\right| a^{2-\alpha}}{\mu_{0} 2^{\alpha / 2}}\right\}^{1 /(1-\alpha)}\right]
$$

from which it is clear that the critical quantity in computing $\lim _{\alpha \rightarrow 1-} u_{0}^{\max }$ is

$$
\begin{equation*}
e_{\alpha}=\frac{\left|p_{1}\right| a^{2-\alpha}}{\mu_{0} 2^{\alpha / 2}} \tag{2.84}
\end{equation*}
$$

Specifically, if $e_{\alpha}>1$, for $\alpha$ sufficiently close to 1 , then $u_{0}^{\max } \rightarrow \infty$ as $\alpha \rightarrow 1^{-}$. Suppose that we set $V=\left.\bar{u}_{0}\right|_{\alpha=0}$ in (2.65), so that $\left|p_{1}\right|=\rho V^{2} / a$, then

$$
\begin{equation*}
e_{\alpha}^{1 /(1-\alpha)}=\left[\frac{V^{2}}{v_{0} 2^{\alpha / 2}}\right]^{1 /(1-\alpha)}>\left[\frac{V^{2}}{v_{0} \sqrt{2}}\right]^{1 /(1-\alpha)} \tag{2.85}
\end{equation*}
$$

while

$$
\lim _{\alpha \rightarrow 1^{-}} R_{0}^{(\alpha)}=\frac{V^{2}}{v_{0}}
$$

Thus,

$$
\begin{equation*}
u_{0}^{\max } \rightarrow \infty, \text { as } \alpha \rightarrow 1^{-} \tag{2.86a}
\end{equation*}
$$

provided

$$
\begin{equation*}
\lim _{\alpha \rightarrow 1^{-}} R_{0}^{(\alpha)}>\sqrt{2} \tag{2.86b}
\end{equation*}
$$

To emphasize further the role of the criteria (2.86b) and its connection with the status of the parameter $\alpha$ in situations involving small physical viscosity (i.e., $\alpha$ close to 1 ), we compute the $\lim _{\alpha \rightarrow 1^{-}} u_{0}^{\prime}(a)$. From (2.76) and (2.80), we have

$$
\begin{equation*}
u_{0}(y)=\left(\frac{3-2 \alpha}{2-\alpha}\right) \bar{u}_{0}\left[1-\left(\frac{y}{a}\right)^{(2-\alpha) /(1-\alpha)}\right], \quad 0 \leq y \leq a \tag{2.87}
\end{equation*}
$$

Fig. 2.1 Non-Newtonian velocity profile, $0<\alpha<1$

so that

$$
\begin{equation*}
u_{0}^{\prime}(y)=-\left(\frac{3-2 \alpha}{1-\alpha}\right) \bar{u}_{0}\left(\frac{y}{a}\right)^{1 /(1-\alpha)} \tag{2.88}
\end{equation*}
$$

and, thus,

$$
\begin{equation*}
\frac{1}{(3-2 \alpha)} u_{0}^{\prime}(a)=\frac{1}{(1-\alpha)} \bar{u}_{0} . \tag{2.89}
\end{equation*}
$$

Therefore, by virtue of (2.81) and (2.84),

$$
\begin{align*}
\lim _{\alpha \rightarrow 1^{-}} u_{0}^{\prime}(a) & =-\lim _{\alpha \rightarrow 1^{-}}\left[\frac{1}{(1-\alpha)} \bar{u}_{0}\right] \\
& =-\lim _{\alpha \rightarrow 1^{-}}\left[\frac{1}{(3-2 \alpha)} e_{\alpha}^{1 /(1-\alpha)}\right]  \tag{2.90}\\
& =-\lim _{\alpha \rightarrow 1^{-}} e_{\alpha}^{1 /(1-\alpha)}=-\infty
\end{align*}
$$

if $\lim _{\alpha \rightarrow 1^{-}} R_{0}^{(\alpha)}>\sqrt{2}$; under these same conditions

$$
\begin{equation*}
\lim _{\alpha \rightarrow 1^{-}} u_{0}^{\prime}(-a)=\lim _{\alpha \rightarrow 1^{-}}\left[-u_{0}^{\prime}(a)\right]=+\infty \tag{2.91}
\end{equation*}
$$

so that if $\lim _{\alpha \rightarrow 1^{-}} R_{0}^{(\alpha)}>\sqrt{2}$, and $\alpha$ is close to 1 , the velocity profile assumes the form indicated in Fig. 2.1, above.

In fact, not only is $u_{0}^{\prime}(0)=0$, but the rapid flattening of the profile, depicted in Fig. 2.1, with respect to the axis $y=0$, as $\alpha \rightarrow 1^{-}$, is easily demonstrated as follows: from (2.88), and the companion result for $-a \leq y \leq 0$,

$$
\begin{equation*}
u_{0}^{\prime \prime}(y)=\frac{(3-2 \alpha)}{(1-\alpha)^{2}} \bar{u}_{0}\left(\frac{|y|}{a}\right)^{\alpha /(1-\alpha)} \tag{2.92}
\end{equation*}
$$

so that $u_{0}^{\prime \prime}(0)=0$, for all $\alpha, 0<\alpha<1$. Then

$$
\begin{equation*}
u_{0}^{\prime \prime \prime}(y)=-\alpha \frac{(3-2 \alpha)}{(1-\alpha)^{3}} \bar{u}_{0}\left(\frac{|y|}{a}\right)^{(2 \alpha-1) /(1-\alpha)} \tag{2.93}
\end{equation*}
$$

so that $u_{0}^{\prime \prime \prime}(0)=0$, for $\alpha>\frac{1}{2}$. A further computation shows that $u_{0}^{\prime \prime \prime \prime}(0)=0$, for $\alpha>\frac{2}{3}$, and it is clear that by an induction argument we may show that $u_{0}^{(n)}(0)=0$, $\alpha>\alpha_{n}$, for some $\alpha_{n}$ sufficiently close to 1 .

From (2.81) it follows directly that the volume flow $Q_{0}$, as given by (2.67b), is

$$
\begin{equation*}
Q_{0}=2 a\left(\frac{1-\alpha}{3-2 \alpha}\right)\left[\frac{\left|p_{1}\right| a^{2-\alpha}}{\mu_{0} 2^{\alpha / 2}}\right]^{1 /(1-\alpha)} . \tag{2.94}
\end{equation*}
$$

Also, from (2.81), it is a simple matter to compute that

$$
\begin{equation*}
\left|p_{1}\right|=\frac{\mu_{0} 2^{\alpha / 2}}{a^{2-\alpha}}\left(\frac{3-2 \alpha}{1-\alpha}\right) \bar{u}_{0}^{1-\alpha} . \tag{2.95}
\end{equation*}
$$

Now, by (2.70), $\tau_{12}(-a, 0,0)=\left|p_{1}\right| a$, or

$$
\begin{equation*}
\tau_{12}(-a, 0,0)=\frac{\mu_{0} 2^{\alpha / 2}}{a^{1-\alpha}}\left(\frac{3-2 \alpha}{1-\alpha}\right) \bar{u}_{0}^{1-\alpha} \tag{2.96}
\end{equation*}
$$

so that, by (2.69b), the friction factor is

$$
\begin{equation*}
f_{0}=\frac{\nu_{0} 2^{3+(\alpha / 2)}}{a^{1-\alpha}}\left(\frac{3-2 \alpha}{1-\alpha}\right) \bar{u}_{0}^{-(\alpha+1)} . \tag{2.97}
\end{equation*}
$$

Also, in view of (2.95), and the fact that $a>1$,

$$
\begin{equation*}
\frac{\mu_{0} \bar{u}_{0}^{1-\alpha}}{a^{2}}<\left|p_{1}\right|<\frac{3 \sqrt{2}}{a(1-\alpha)} \mu_{0} \bar{u}_{0}^{1-\alpha} \tag{2.98}
\end{equation*}
$$

an estimate which should be useful in experimentally approximating the values of the constitutive parameters $\mu_{0}, \alpha$ based on careful measurements of the magnitude of the pressure gradient $p_{1}$ and the mean velocity $\bar{u}_{0}$.

### 2.3.3 Estimates for the Poiseuille Flow $u\left(y ; \epsilon, \mu_{1}\right)$ when $\epsilon, \mu_{1} \neq 0$

In this section we provide those precise qualitative estimates, for the unique solution $u\left(y ; \epsilon, \mu_{1}\right)$ of the nonlinear boundary-value problem $(2.55 \mathrm{a}, \mathrm{b})$, which allow us to
compare $u\left(y ; \epsilon, \mu_{1}\right)$ with the solution $u_{0}(y)$ of $(2.56 \mathrm{a}, \mathrm{b})$ and which are missing from the analysis in Sect. 2.2; the results obtained in this subsection render meaningful the content of results such as (2.97), (2.98) for the flow $u_{0}(y)$. We begin by introducing the following notation: we set

$$
\begin{gather*}
w\left(y ; \epsilon, \mu_{1}\right)=u^{\prime}\left(y ; \epsilon, \mu_{1}\right),  \tag{2.99a}\\
\hat{w}(y ; \epsilon)=w(y ; \epsilon, 0),  \tag{2.99b}\\
z\left(y ; \epsilon, \mu_{1}\right)=\epsilon+\left|w\left(y ; \epsilon, \mu_{1}\right)\right|^{2},  \tag{2.99c}\\
\hat{z}(y ; \epsilon)=z(y ; \epsilon, 0)=\epsilon+|\hat{w}(y ; \epsilon)|^{2} \tag{2.99d}
\end{gather*}
$$

and

$$
\begin{equation*}
\gamma(w)=\left(\epsilon+|w|^{2}\right)^{-\alpha / 2} w=z^{-\alpha / 2} w . \tag{2.100}
\end{equation*}
$$

When the interpretation is obvious, we will supress the explicit dependence on $y$ and write, e.g., $\hat{z}(\epsilon)=\hat{z}(y ; \epsilon)$. We also note that $\hat{w}(y ; 0)=u^{\prime}(y ; 0,0) \equiv$ $u_{0}^{\prime}(y)$ which is given explicitly by (2.88). Our goal is to estimate the difference $u\left(y ; \epsilon, \mu_{1}\right)-u(y ; 0,0)=u\left(y ; \epsilon, \mu_{1}\right)-u_{0}(y)$, from both below and above and to then use the resulting bounds to estimate quantities such as $Q_{\epsilon, \mu_{1}}$, the volume flow associated with the unique solution of the boundary-value problem ( $2.55 \mathrm{a}, \mathrm{b}$ ). The bounds for $u(y ; \epsilon, \mu)-u_{0}(y)$ on $[-a, a]$ will be obtained from a series of lemmas which culminate in Theorem 2.3; the first of these results is as follows:

Lemma 2.1. Let $u\left(y ; \epsilon, \mu_{1}\right)$ be the unique classical solution of $(2.55 \mathrm{a}, \mathrm{b})$ and $u_{0}(y)$ the unique solution of $(2.56 \mathrm{a}, \mathrm{b})$. Then $\exists K_{\alpha}>0$, depending only on $\alpha$, such that on $[-a, a]$

$$
\begin{equation*}
\left|u^{\prime}(y ; \epsilon, 0)-u_{0}^{\prime}(y)\right|<\left(1+K_{\alpha}\right) \sqrt{\epsilon} . \tag{2.101}
\end{equation*}
$$

Proof. We set $\mu_{1}=0$ in (2.55a,b), divide through by $\mu_{0}$ and set $p_{1}^{*}=p_{1} / \mu_{0}$; then $u(y ; \epsilon, 0)$ is the solution of the boundary-value problem

$$
\begin{gather*}
{\left[\left(\epsilon+|\hat{w}(y ; \epsilon)|^{2}\right)^{-\alpha / 2} \hat{w}(y ; \epsilon)\right]^{\prime}=p_{1}^{*}, \quad-a<y<a,}  \tag{2.102a}\\
u( \pm a ; \epsilon, 0)=0 \tag{2.102b}
\end{gather*}
$$

where we have used the definitions in $(2.99 \mathrm{a}, \mathrm{b})$. Now, if $u\left(y ; \epsilon, \mu_{1}\right)$ is a solution of ( $2.55 \mathrm{a}, \mathrm{b}$ ), then so is $u\left(-y ; \epsilon, \mu_{1}\right)$ for any $\epsilon, \mu_{1} \geq 0$; by uniqueness of solutions to the boundary-value problem we must have $u\left(y ; \epsilon, \mu_{1}\right)=u\left(-y ; \epsilon, \mu_{1}\right)$ from which it follows that

$$
\begin{equation*}
u^{\prime}\left(y ; \epsilon, \mu_{1}\right)=-u^{\prime}\left(-y ; \epsilon, \mu_{1}\right), \quad-a<y<a \tag{2.103}
\end{equation*}
$$

and, therefore, $u^{\prime}\left(0 ; \epsilon, \mu_{1}\right)=0$, for all $\epsilon, \mu_{1} \geq 0$. Integration of equation (2.102a) leads, therefore, to

$$
\begin{equation*}
\left(\epsilon+|\hat{w}(y ; \epsilon)|^{2}\right)^{-\alpha / 2} \hat{w}(y ; \epsilon)=p_{1}^{*} y, \quad-a<y<a \tag{2.104}
\end{equation*}
$$

as $\hat{w}(0 ; \epsilon)=u^{\prime}(0 ; \epsilon, 0)=0$. It then follows from (2.104) that

$$
\begin{equation*}
\hat{w}(y ; \epsilon) \neq 0, \quad \forall \epsilon \geq 0, \quad y \neq 0 \tag{2.105}
\end{equation*}
$$

as $0<\alpha<1$. Squaring both sides of (2.104) and using the definition (2.99d), we obtain

$$
\begin{equation*}
\hat{z}(y ; \epsilon)^{-\alpha} \hat{w}^{2}(y ; \epsilon)=p_{1}^{* 2} y^{2}, \quad-a<y<a . \tag{2.106}
\end{equation*}
$$

We rewrite (2.106) in the form [recall that $\hat{z}(\epsilon)=\hat{z}(y ; \epsilon),-a \leq y \leq a]$

$$
\hat{z}(\epsilon)^{-\alpha}[\hat{z}(\epsilon)-\epsilon]=p_{1}^{* 2} y^{2}
$$

or

$$
\begin{equation*}
\hat{z}(\epsilon)^{1-\alpha}-\epsilon \hat{z}(\epsilon)^{-\alpha}=p_{1}^{* 2} y^{2}, \quad-a<y<a . \tag{2.107}
\end{equation*}
$$

If we now differentiate (2.107) with respect to $\epsilon$ we obtain, after a simple calculation,

$$
\begin{equation*}
\hat{z}(\epsilon)^{-\alpha}\left[(1-\alpha) \hat{z}_{\epsilon}-1+\alpha \epsilon \hat{z}(\epsilon)^{-1} \hat{z}_{\epsilon}\right]=0 \tag{2.108}
\end{equation*}
$$

where $\hat{z}_{\epsilon}=\frac{\partial}{\partial \epsilon} \hat{z}(y ; \epsilon)$. We now restrict our attention to the set of all $y \in(-a, 0)$. As

$$
\begin{equation*}
\hat{z}(\epsilon)=\epsilon+\left|u^{\prime}(y ; \epsilon, 0)\right|^{2} \neq 0, \quad \forall \epsilon \geq 0, \quad y \in(-a, 0) \tag{2.109}
\end{equation*}
$$

it follows from (2.108) that

$$
\begin{equation*}
(1-\alpha) \hat{z}_{\epsilon}-1+\alpha \epsilon \hat{z}(\epsilon)^{-1} \hat{z}_{\epsilon}=0, \quad \epsilon \geq 0, \quad y \in(-a, 0) \tag{2.110}
\end{equation*}
$$

in which case we find that

$$
\begin{equation*}
\hat{z}_{\epsilon}=-\frac{\hat{z}(\epsilon)}{(1-\alpha) \hat{z}(\epsilon)+\alpha \epsilon}, \quad \epsilon \geq 0, \quad y \in(-a, 0) \tag{2.111}
\end{equation*}
$$

As a direct consequence of (2.111) we see that

$$
\begin{equation*}
0 \leq \hat{z}_{\epsilon}(y ; \epsilon, 0) \leq \frac{1}{1-\alpha}, \quad \epsilon \geq 0, \quad y \in(-a, 0) \tag{2.112}
\end{equation*}
$$

Now, for $y \in(-a, 0)$ we may write that

$$
\begin{equation*}
\hat{z}(y ; \epsilon)=\hat{z}(y ; 0)+\int_{0}^{\epsilon} \hat{z}_{\lambda}(y ; \lambda) d \lambda . \tag{2.113}
\end{equation*}
$$

Combining (2.112) and (2.113), we then have

$$
\begin{equation*}
0 \leq \hat{z}(y ; \epsilon)-\hat{z}(y ; 0) \leq \frac{\epsilon}{1-\alpha} ; \quad \epsilon \geq 0, y \in[-a, 0) \tag{2.114}
\end{equation*}
$$

where we have used the continuity of $u^{\prime}(y ; \epsilon, \mu)$ to extend the result to $y=-a$. However,

$$
\begin{equation*}
\hat{z}(0 ; 0)=|\hat{w}(0 ; 0)|^{2}=u^{\prime 2}(0 ; 0,0)=0 \tag{2.115a}
\end{equation*}
$$

and

$$
\begin{align*}
\hat{z}(0, \epsilon) & =\epsilon+|\hat{w}(0 ; \epsilon)|^{2} \\
& =\epsilon+\left|u^{\prime}(0 ; \epsilon, 0)\right|^{2}  \tag{2.115b}\\
& =\epsilon
\end{align*}
$$

so $\hat{z}(0 ; \epsilon)-\hat{z}(0 ; 0)=\epsilon<\frac{\epsilon}{1-\alpha}$, for $0<\alpha<1$, and, thus, equation (2.114) also holds at $y=0$. Now, (2.114) is equivalent to

$$
0 \leq\left[\epsilon+\hat{w}^{2}(y ; \epsilon)\right]-\hat{w}^{2}(y ; 0) \leq \frac{\epsilon}{1-\alpha}, \quad y \in[-a, 0]
$$

or

$$
\begin{equation*}
-\epsilon \leq \hat{w}^{2}(y ; \epsilon)-\hat{w}^{2}(y ; 0) \leq \frac{\alpha \epsilon}{1-\alpha}, \quad y \in[-a, 0] \tag{2.116}
\end{equation*}
$$

which, in turn, yields the two estimates

$$
\begin{gather*}
\hat{w}^{2}(y ; 0)-\epsilon \leq \hat{w}^{2}(y ; \epsilon),  \tag{2.117a}\\
\hat{w}^{2}(y ; \epsilon) \leq \hat{w}^{2}(y ; 0)+\frac{\alpha \epsilon}{1-\alpha} \tag{2.117b}
\end{gather*}
$$

on $[-a, 0]$. Consider the set of all $y \in[-a, 0]$ such that $\hat{w}(y ; 0) \geq \sqrt{\epsilon}$ for fixed $\epsilon>0$; for $y$ in this set it follows from (2.117b) that

$$
0 \leq \hat{w}^{2}(y ; \epsilon) \leq \hat{w}^{2}(y ; 0)+\frac{\alpha \epsilon}{1-\alpha}, \quad\left\{\begin{array}{l}
y \in[-a, 0]  \tag{2.118}\\
\hat{w}(y ; 0) \geq \sqrt{\epsilon}
\end{array}\right.
$$

with the upper bound holding, of course, on all of $[-a, 0]$. Therefore, for all $y \in$ $[-a, 0]$, such that $\hat{w}(y ; 0) \geq \sqrt{\epsilon}$,

$$
\begin{equation*}
0 \leq \hat{w}(y ; \epsilon) \leq \hat{w}(y ; 0)+\sqrt{\frac{\alpha \epsilon}{1-\alpha}} \tag{2.119}
\end{equation*}
$$

and we have used the fact that (2.104), with $p_{1}^{*}<0$, implies that $\hat{w}(y ; \epsilon)>0$, $\forall \epsilon \neq 0, y \in[-a, 0)$. Now, suppose that $y \in[-a, 0]$ but $\hat{w}(y ; 0)<\sqrt{\epsilon}$; then by (2.117b) we have

$$
\begin{equation*}
\hat{w}^{2}(y ; \epsilon)<\epsilon+\frac{\alpha \epsilon}{1-\alpha}=K_{\alpha}^{2} \epsilon \tag{2.120}
\end{equation*}
$$

with $K_{\alpha}^{2}=1 /(1-\alpha)$. Thus, if $y \in[-a, 0]$ and $\hat{w}(y ; 0)<\sqrt{\epsilon}$ then

$$
\begin{equation*}
\hat{w}(y ; \epsilon)<K_{\alpha} \sqrt{\epsilon} \tag{2.121}
\end{equation*}
$$

and

$$
\begin{aligned}
|\hat{w}(y ; \epsilon)-\hat{w}(y ; 0)| & \leq \hat{w}(y ; \epsilon)+\hat{w}(y ; 0) \\
& <\left(1+K_{\alpha}\right) \sqrt{\epsilon}
\end{aligned}
$$

or

$$
\begin{equation*}
\hat{w}(y ; 0)-\left(1+K_{\alpha}\right) \sqrt{\epsilon}<\hat{w}(y ; \epsilon)<\hat{w}(y ; 0)+\left(1+K_{\alpha}\right) \sqrt{\epsilon} \tag{2.122}
\end{equation*}
$$

for all $y \in[-a, 0]$ such that $\hat{w}(y ; 0)<\sqrt{\epsilon}$. However,

$$
K_{\alpha}=\sqrt{1+\frac{\alpha}{1-\alpha}}>\sqrt{\frac{\alpha}{1-\alpha}}
$$

so a comparison of (2.119) and (2.122) shows that (2.122) holds for all $y \in[-a, 0]$. Using the definitions of $\hat{w}(y ; \epsilon), \hat{w}(y ; 0)$ we may rewrite (2.122) as

$$
\begin{equation*}
\left|u^{\prime}(y ; \epsilon, 0)-u_{0}^{\prime}(y)\right|<\left(1+K_{\alpha}\right) \sqrt{\epsilon}, \quad y \in[-a, 0] \tag{2.123}
\end{equation*}
$$

where $K_{\alpha}=\frac{1}{\sqrt{1-\alpha}}$. Replacing, $y$ by $-y$, for $y \in[0, a]$, we see that (2.123) holds for all $y,-a \leq y \leq a$, as both $u^{\prime}(y ; \epsilon, 0)$ and $u_{0}^{\prime}(y)$ are odd functions on $[-a, a]$; this establishes the validity of the estimate (2.101) and concludes the proof of the lemma.

Lemma 2.1 enables us to compare $u(y ; \epsilon, 0)$ with $u_{0}(y)$ on $[-a, a]$; our next set of lemmas are aimed at enabling us to compare $u\left(y ; \epsilon, \mu_{1}\right)$ with $u(y ; \epsilon, 0)$, the first of these being stated as follows:

Lemma 2.2. Let $u\left(y ; \epsilon, \mu_{1}\right)$ be the unique classical solution of $(2.55 \mathrm{a}, \mathrm{b})$ and set $t\left(y ; \epsilon, \mu_{1}\right)=u^{\prime \prime \prime}\left(y ; \epsilon, \mu_{1}\right)$. Then $\exists C_{+}, C_{-}>0$, both independent of $\epsilon$ and $\mu$, such that

$$
\begin{align*}
& t\left(y ; \epsilon, \mu_{1}\right) \leq C_{+}, \quad y \in[-a, 0]  \tag{2.124a}\\
& t\left(y ; \epsilon, \mu_{1}\right) \geq-C_{-}, \quad y \in[0, a] . \tag{2.124b}
\end{align*}
$$

Proof. We will establish only (2.124a), which is all that is needed in the sequel: the proof of (2.124b) follows in an entirely analogous fashion. We begin by recalling that $u(y ; \epsilon, \mu)$ and $u(y ; \epsilon, 0)$ are, respectively, the solutions of the nonlinear ordinary differential equations

$$
\begin{gather*}
\left\{\left[\epsilon+w^{2}\left(y ; \epsilon, \mu_{1}\right)\right]^{-\alpha / 2} w\left(y ; \epsilon, \mu_{1}\right)\right\}^{\prime}-\mu_{1}^{*} w^{\prime \prime \prime}\left(y ; \epsilon, \mu_{1}\right)=p_{1}^{*},  \tag{2.125a}\\
\left\{\left[\epsilon+\hat{w}^{2}(y ; \epsilon)\right]^{-\alpha / 2} \hat{w}(y ; \epsilon)\right\}^{\prime}=p_{1}^{*} \tag{2.125b}
\end{gather*}
$$

subject to $u\left( \pm a ; \epsilon, \mu_{1}\right)=u^{\prime \prime}\left( \pm a ; \epsilon, \mu_{1}\right)=0$ and $u( \pm a ; \epsilon, 0)=0$, where $\mu_{1}^{*}=$ $\mu_{1} / \mu_{0}$. Subtracting (2.125a) from (2.125b), and integrating with respect to $y$, we obtain

$$
\begin{equation*}
\frac{w(y ; \epsilon, \mu)}{\left[\epsilon+w^{2}\left(y ; \epsilon, \mu_{1}\right)\right]^{\alpha / 2}}-\frac{\hat{w}(y ; \epsilon)}{\left[\epsilon+\hat{w}^{2}(y ; \epsilon)\right]^{\alpha / 2}}=\mu_{1}^{*} w^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right) . \tag{2.126}
\end{equation*}
$$

For future reference we record here the following: first of all, as

$$
u\left(-y ; \epsilon, \mu_{1}\right)=u\left(y ; \epsilon, \mu_{1}\right), \quad y \in[-a, a]
$$

not only is $u^{\prime}\left(y ; \epsilon, \mu_{1}\right)$ an odd function on $[-a, a]$ but so is $u^{\prime \prime \prime}\left(y ; \epsilon, \mu_{1}\right)$, while $u^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right)$ is an even function: in particular, $\forall \epsilon, \mu_{1} \geq 0, u^{\prime \prime \prime}\left(0 ; \epsilon, \mu_{1}\right)=0$. Next we observe that the use of definition (2.100) enables us to write (2.125a) in the form

$$
\begin{equation*}
\gamma\left[u^{\prime}\left(y ; \epsilon, \mu_{1}\right)\right]^{\prime}-\mu_{1}^{*} u^{\prime \prime \prime \prime}\left(y ; \epsilon, \mu_{1}\right)=p_{1}^{*} \tag{2.127}
\end{equation*}
$$

and that

$$
\begin{gather*}
\gamma^{\prime}(w)=\left(\epsilon+w^{2}\right)^{-\alpha / 2}\left[1-\alpha w^{2}\left(\epsilon+w^{2}\right)^{-1}\right]  \tag{2.128a}\\
\gamma^{\prime \prime}(w)=-w\left\{\frac{\alpha}{\left(\epsilon+w^{2}\right)^{(\alpha / 2)+1}}\left[\frac{\epsilon+(1-\alpha) w^{2}}{\epsilon+w^{2}}\right]+\frac{2 \alpha \epsilon}{\left(\epsilon+w^{2}\right)^{2+(\alpha / 2)}}\right\} \tag{2.128b}
\end{gather*}
$$

from which it follows, as $0<\alpha<1$, that $\gamma^{\prime}(w)>0, \forall \epsilon>0$, while $\operatorname{sgn} \gamma^{\prime \prime}(w)=$ $-\operatorname{sgn} w$. Now, from (2.127) with

$$
\begin{equation*}
s\left(y ; \epsilon, \mu_{1}\right)=u^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right) \tag{2.129}
\end{equation*}
$$

we have

$$
\begin{gather*}
\gamma^{\prime}\left(u^{\prime}\left(y ; \epsilon, \mu_{1}\right)\right) s\left(y ; \epsilon, \mu_{1}\right)-\mu_{1}^{*} s^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right)=p_{1}^{*}<0,  \tag{2.130a}\\
s\left(-a ; \epsilon, \mu_{1}\right)=s\left(a ; \epsilon, \mu_{1}\right)=0 . \tag{2.130b}
\end{gather*}
$$

Suppose that $s\left(y ; \epsilon, \mu_{1}\right)$ takes a positive maximum at some $y_{0} \in(-a, a)$, so that $s\left(y_{0} ; \epsilon, \mu_{1}\right)>0$. From (2.130a) we have

$$
\begin{equation*}
\gamma^{\prime}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right] s\left(y_{0} ; \epsilon, \mu_{1}\right)+\left|p_{1}^{*}\right|=\mu_{1}^{*} s^{\prime \prime}\left(y_{0} ; \epsilon, \mu_{1}\right) . \tag{2.131}
\end{equation*}
$$

But $\gamma^{\prime}\left(u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right)>0$, while $s^{\prime \prime}\left(y_{0} ; \epsilon, \mu_{1}\right) \leq 0$, if $y_{0}$ is interior to $[-a, a]$ and $s$ has a maximum there. Thus, $s\left(y ; \epsilon, \mu_{1}\right)$ cannot achieve a positive maximum at a point $y_{0} \in(-a, a)$ and any positive maximum of $s\left(y ; \epsilon, \mu_{1}\right)$ must, therefore, occur at $y= \pm a$. In view of the boundary conditions (2.130b), it follows that there is no positive maximum for $s\left(y ; \epsilon, \mu_{1}\right)$ anywhere on $[-a, a]$; thus, if the maximum of $s\left(y ; \epsilon, \mu_{1}\right)$ occurs at an interior point $y_{0} \in(-a, a)$ we must have $s\left(y_{0} ; \epsilon, \mu_{1}\right)<0$ in which case

$$
\begin{equation*}
s\left(y ; \epsilon, \mu_{1}\right) \leq s\left(y_{0} ; \epsilon, \mu_{1}\right)<0, \quad y \in(-a, a) \tag{2.132}
\end{equation*}
$$

and the same result holds if the maximum occurs at $y= \pm a$, where $s$ vanishes. By (2.131), $s\left(y ; \epsilon, \mu_{1}\right)$ cannot have a zero maximum at interior point $y_{0} \in(-a, a)$. Thus,

$$
\begin{equation*}
u^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right)<0 ; \quad y \in(-a, a), \quad \epsilon, \mu_{1}>0 \tag{2.133}
\end{equation*}
$$

which shows that the graph of $u\left(y ; \epsilon, \mu_{1}\right)$ is concave (down) on $(-a, a)$. Now let $y \in(-a, \delta)$ for any $\delta \leq a$. Then

$$
\begin{equation*}
\int_{-a}^{y} u^{\prime \prime \prime}\left(\lambda ; \epsilon, \mu_{1}\right) d \lambda=u^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right)<0 \tag{2.134}
\end{equation*}
$$

and as $y$ may be chosen arbitrarily close to $-a$ (and $u^{\prime \prime \prime}\left(y ; \epsilon, \mu_{1}\right)$ is continuous in $y$ on $(-a, a)$ ) it follows that

$$
\begin{gather*}
u^{\prime \prime \prime}\left(-a ; \epsilon, \mu_{1}\right)<0  \tag{2.135a}\\
u^{\prime \prime \prime}\left(a ; \epsilon, \mu_{1}\right)>0 \tag{2.135b}
\end{gather*}
$$

since $u^{\prime \prime \prime}\left(y ; \epsilon, \mu_{1}\right)$ is an odd function of $y$ on $(-a, a)$. From the definitions of $s\left(y ; \epsilon, \mu_{1}\right)$ and $t\left(y ; \epsilon, \mu_{1}\right)$,

$$
\begin{equation*}
t\left(y ; \epsilon, \mu_{1}\right)=s^{\prime}\left(y ; \epsilon, \mu_{1}\right), \quad y \in(-a, a) \tag{2.136}
\end{equation*}
$$

Therefore, if we differentiate (2.131) with respect to $y$ we readily obtain

$$
\begin{equation*}
\gamma^{\prime}\left[u^{\prime}\left(y ; \epsilon, \mu_{1}\right)\right] t\left(y ; \epsilon, \mu_{1}\right)+\gamma^{\prime \prime}\left[u^{\prime}\left(y ; \epsilon, \mu_{1}\right)\right]\left[u^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right)\right]^{2}-\mu_{1}^{*} t^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right)=0 \tag{2.137}
\end{equation*}
$$

The calculation leading to (2.137) may be validated by the following elementary argument: in Sect. 2.2 it was demonstrated that the boundary-value problem given by ( $2.130 \mathrm{a}, \mathrm{b}$ ), subject to the additional constraint $u\left( \pm a, \epsilon, \mu_{1}\right)=0$, has a unique classical solution, i.e. a solution in $C^{4}(-a, a)$; in light of this observation, and the definition of $\gamma$,

$$
s^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right)=\frac{1}{\mu_{1}^{*}}\left\{\left|p_{1}^{*}\right|+\gamma^{\prime}\left[u^{\prime}\left(y ; \epsilon, \mu_{1}\right)\right] s\left(y ; \epsilon, \mu_{1}\right)\right\}
$$

is continuously differentiable in $y$ on $(-a, a)$ and (2.137) holds. Repetition of this argument shows that the unique classical solution of the boundary-value problem is, in fact, in $C^{\alpha}(-a, a)$.

We now return to (2.137) and assume that $t(y ; \epsilon, \mu)$ achieves a positive maximum at $y_{0} \in(-a, a)$ so that $t^{\prime \prime}\left(y_{0} ; \epsilon, \mu_{1}\right) \leq 0$; then, by (2.137) it must be true that

$$
\begin{equation*}
\gamma^{\prime}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right] t\left(y_{0} ; \epsilon, \mu_{1}\right)+\gamma^{\prime \prime}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right]\left[u^{\prime \prime}\left[y_{0} ; \epsilon, \mu_{1}\right)\right]^{2} \leq 0 . \tag{2.138}
\end{equation*}
$$

However, by (2.128b)

$$
\begin{equation*}
\operatorname{sgn} \gamma^{\prime \prime}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right]=-\operatorname{sgn} u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right) \tag{2.139}
\end{equation*}
$$

But $u^{\prime \prime}\left(y ; \epsilon, \mu_{1}\right)<0, y \in(-a, a)$, while $u^{\prime}\left(0 ; \epsilon, \mu_{1}\right)=0$, so $u^{\prime}\left(y ; \epsilon, \mu_{1}\right)<0$ for $y \in(0, a)$. Thus, if $y_{0} \in(0, a)$, then by (2.139) we must have $\gamma^{\prime \prime}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right]>0$, contradicting (2.138). This means, of course, that if $t\left(y ; \epsilon, \mu_{1}\right)$ achieves a positive maximum at $y_{0} \in(-a, a)$ then, in fact, $y_{0} \in(-a, 0)$; note that $t(0 ; \epsilon, \mu)=0$ as $u^{\prime \prime \prime}\left(y ; \epsilon, \mu_{1}\right)$ is odd on $(-a, a)$. At such a $y_{0} \in(-a, 0)$ we will have, by virtue of (2.138),

$$
\begin{equation*}
t\left(y_{0} ; \epsilon, \mu_{1}\right) \leq \frac{-\gamma^{\prime \prime}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right]\left[u^{\prime \prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right]^{2}}{\gamma^{\prime}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right]} . \tag{2.140}
\end{equation*}
$$

Now, at $y_{0}, t^{\prime}\left(y_{0}, ; \epsilon, \mu_{1}\right)=s^{\prime \prime}\left(y_{0} ; \epsilon, \mu_{1}\right)=0$, in which case it follows from (2.130a) that

$$
\begin{equation*}
\gamma\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right] u^{\prime \prime}\left(y_{0} ; \epsilon, \mu_{1}\right)=p_{1}^{*}<0 \tag{2.141}
\end{equation*}
$$

so that

$$
\begin{equation*}
u^{\prime \prime}\left(y_{0} ; \epsilon, \mu_{1}\right)=p_{1}^{*} / \gamma^{\prime}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right] . \tag{2.142}
\end{equation*}
$$

Substituting from (2.144) into (2.140), we obtain

$$
\begin{equation*}
t\left(y_{0} ; \epsilon, \mu_{1}\right) \leq \frac{-\gamma^{\prime \prime}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right]}{\gamma^{\prime 3}\left[u^{\prime}\left(y_{0} ; \epsilon, \mu_{1}\right)\right]} p_{1}^{* 2} . \tag{2.143}
\end{equation*}
$$

However, by the pointwise bound established in Sect. 2.2, which precedes (2.46), we have - with $v_{\mu_{1}}(y)=u^{\prime}\left(y ; \epsilon, \mu_{1}\right)$ - the existence of $C_{1}>0$ such that

$$
\begin{equation*}
\max _{[-a, a]}\left|u^{\prime}(y ; \epsilon, \mu)\right| \leq C_{1} . \tag{2.144}
\end{equation*}
$$

It now follows from (2.143) and (2.135a) that $\exists C_{+}>0$, independent of both $\epsilon$ and $\mu_{1}$, such that

$$
\begin{equation*}
t\left(y ; \epsilon, \mu_{1}\right) \leq t\left(y_{0} ; \epsilon, \mu_{1}\right) \leq C_{+}, \quad y \in[-a, 0] . \tag{2.145}
\end{equation*}
$$

If $t\left(y ; \epsilon, \mu_{1}\right) \leq 0$ on $(-a, 0)$, so that no positive maximum exists on $[-a, 0]$, then certainly (2.145) holds $\forall C_{+}>0$. An analogous argument, which begins with the assumption that $t\left(y ; \epsilon, \mu_{1}\right)$ has a negative minimum on $(-a, a)$ can be used, as above, to establish the existence of a $C_{-}>0$, independent of both $\epsilon$ and $\mu$, such that

$$
\begin{equation*}
t\left(y ; \epsilon, \mu_{1}\right) \geq-C_{-}, \quad y \in[0, a] \tag{2.146}
\end{equation*}
$$

but we omit the details.
The next lemma provides us with an upper bound for $u\left(y ; \epsilon, \mu_{1}\right)-u(y ; \epsilon, 0)$; we have, specifically, the following result:

Lemma 2.3. Let $u\left(y ; \epsilon, \mu_{1}\right)$ be the unique classical solution of $(2.55 \mathrm{a}, \mathrm{b})$. Then for all $\epsilon, \mu_{1}>0$, and all $y \in[-a, a]$,

$$
\begin{equation*}
u\left(y ; \epsilon, \mu_{1}\right)-u(y ; \epsilon, 0) \leq \frac{a C_{+}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{*} \tag{2.147}
\end{equation*}
$$

where $C_{+}, C_{1}$, independent of both $\epsilon$ and $\mu$, are the positive constants appearing, respectively, in (2.124a) and (2.144).

Proof. From (2.126) and the definitions of $\gamma(\cdot)$ and $t(y ; \epsilon, \mu)$ we have

$$
\begin{equation*}
\gamma\left[w\left(y ; \epsilon, \mu_{1}\right)\right]-\gamma[\hat{w}(y ; \epsilon)]=\mu_{1}^{*} t\left(y ; \epsilon, \mu_{1}\right) . \tag{2.148}
\end{equation*}
$$

However,

$$
\begin{equation*}
\gamma(w)-\gamma(\hat{w})=\gamma^{\prime}(\bar{w})(w-\hat{w}) \tag{2.149}
\end{equation*}
$$

with

$$
\hat{w}(y ; \epsilon) \leq \bar{w}\left(y ; \epsilon, \mu_{1}\right) \leq w\left(y ; \epsilon, \mu_{1}\right)
$$

for each fixed $y \in[-a, a], \epsilon, \mu_{1}>0$. Thus,

$$
\begin{equation*}
w\left(y ; \epsilon, \mu_{1}\right)-\hat{w}(y ; \epsilon)=\frac{\mu_{1}^{*} t\left(y ; \epsilon, \mu_{1}\right)}{\gamma^{\prime}\left[\bar{w}\left(y ; \epsilon, \mu_{1}\right)\right]} \tag{2.150}
\end{equation*}
$$

From (2.128a),

$$
\gamma^{\prime}(w)=\frac{\epsilon+(1-\alpha) w^{2}}{\left(\epsilon+w^{2}\right)^{1+(\alpha / 2)}}
$$

so

$$
\begin{array}{r}
\frac{1}{\gamma^{\prime}(\bar{w})}=\frac{\left(\epsilon+\bar{w}^{2}\right)^{1+(\alpha / 2)}}{\epsilon+(1-\alpha) \bar{w}^{2}}<\frac{\left(\epsilon+\bar{w}^{2}\right)^{1+(\alpha / 2)}}{(1-\alpha) \epsilon+(1-\alpha) \bar{w}^{2}}=\frac{1}{1-\alpha}\left(\epsilon+\bar{w}^{2}\right)^{\alpha / 2} \\
\quad \leq \frac{1}{1-\alpha}(\sqrt{\epsilon}+|\bar{w}|)^{\alpha} \leq \frac{1}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha}
\end{array}
$$

by virtue of (2.144) and (2.149). Employing this last estimate for $\left[\gamma^{\prime}(\bar{w})\right]^{-1}$, as well as (2.124a), in (2.150) we are led to the upper bound

$$
\begin{equation*}
w\left(y ; \epsilon, \mu_{1}\right)-\hat{w}(y ; \epsilon) \leq \frac{\mu_{1}^{*} C_{+}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha}, \quad y \in[-a, 0) . \tag{2.151}
\end{equation*}
$$

Choosing $y \in(-a, 0]$, and integrating both sides of (2.151) from $-a$ to $y$, we have, in view of the definitions of $w\left(y ; \epsilon, \mu_{1}\right)$ and $\hat{w}(y ; \epsilon)$, and the fact that $u\left(-a ; \epsilon, \mu_{1}\right)=$ 0 , for $\epsilon>0$ and $\mu_{1} \geq 0$,

$$
\begin{equation*}
u\left(y ; \epsilon, \mu_{1}\right)-u(y ; \epsilon, 0) \leq \frac{a C_{+}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{*}, \quad y \in[-a, 0] \tag{2.152}
\end{equation*}
$$

However, $u\left(y ; \epsilon, \mu_{1}\right)=u\left(-y ; \epsilon, \mu_{1}\right)$, for $y \in[-a, a]$, so we see that the upper bound in (2.152) is, in fact, valid for all $y,-a \leq y \leq a$.

The next to the last lemma in this sequence is
Lemma 2.4. Let $u\left(y ; \epsilon, \mu_{1}\right)$ be the unique classical solution of $(2.55 \mathrm{a}, \mathrm{b})$. Then for $-a \leq y \leq a$,

$$
\begin{equation*}
\left|u\left(y ; \epsilon, \mu_{1}\right)-u(y ; \epsilon, 0)\right| \leq \frac{\sqrt{a C_{2}}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{* 1 / 2} \tag{2.153}
\end{equation*}
$$

with $C_{1}>0$ the constant appearing in (2.144), and $C_{2}>0$ the constant appearing in the estimate (2.46).

Proof. By virtue of (2.150), it follows that for $y \in[-a, 0]$,

$$
\begin{equation*}
\left|\int_{-a}^{y}\left[w\left(\lambda ; \epsilon, \mu_{1}\right)-\hat{w}(\lambda ; \epsilon)\right] d \lambda\right|=\mu_{1}^{*}\left|\int_{-a}^{y} \frac{t\left(\lambda ; \epsilon, \mu_{1}\right)}{\gamma^{\prime}\left(\bar{w}\left(\lambda ; \epsilon, \mu_{1}\right)\right]} d \lambda\right| \tag{2.154}
\end{equation*}
$$

from which we obtain

$$
\begin{equation*}
\left|u\left(y ; \epsilon, \mu_{1}\right)-u(y ; \epsilon, 0)\right| \leq \frac{\mu_{1}^{*}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \int_{-a}^{y}\left|t\left(\lambda ; \epsilon, \mu_{1}\right)\right| d \lambda \tag{2.155}
\end{equation*}
$$

by again bounding $\left[\gamma^{\prime}(\bar{w})\right]^{-1}$ from above and using the definitions of $w$ and $\hat{w}$. However,

$$
\begin{aligned}
\mu_{1}^{*} \int_{-a}^{y}|t| d \lambda & =\mu_{1}^{* 1 / 2} \int_{-a}^{y} \mu_{1}^{* 1 / 2}|t| d \lambda \\
& \leq \mu_{1}^{* 1 / 2}\left(\int_{-a}^{y} d \lambda\right)^{1 / 2}\left(\int_{-a}^{y} \mu_{1}^{*}|t|^{2} d \lambda\right)^{1 / 2} \\
& \leq \sqrt{a \mu_{1}^{*}}\left(\int_{-a}^{a} \mu_{1}^{*}|t|^{2} d \lambda\right)^{1 / 2}
\end{aligned}
$$

However, by virtue of the estimate (2.46) of Sect. 2.2, there exists a positive constant, independent of both $\epsilon$ and $\mu_{1}$, which we will denote by $C_{2}$, such that

$$
\int_{-a}^{a} \mu_{1}^{*}|t|^{2} d \lambda \leq C_{2}
$$

and we are led to the bound

$$
\begin{equation*}
\mu_{1}^{*} \int_{-a}^{y}|t| d \lambda \leq\left(a \mu_{1}^{*} C_{2}\right)^{1 / 2} . \tag{2.156}
\end{equation*}
$$

Use of the bound (2.156) in the estimate (2.155) now yields the estimate (2.153) for $y \in[-a, 0]$ and the fact that $u\left(y ; \epsilon, \mu_{1}\right)$ is an even function of $y$ on $[-a, a]$, for all $\epsilon, \mu_{1} \geq 0$, then establishes the validity of the estimate in (2.153) for all $y$, $-a \leq y \leq a$.

Our final lemma in this section is merely a synthesis of Lemmas 2.1-2.4, namely,
Lemma 2.5. Let $u\left(y ; \epsilon, \mu_{1}\right)$ be the unique classical solution of the problem $(2.55 \mathrm{a}, \mathrm{b})$. Then, $\exists C_{+}, C_{1}, C_{2}$, all positive and independent of both $\epsilon$ and $\mu_{1}$, such
that for all $y,-a \leq y \leq a$,

$$
\begin{equation*}
\frac{-\sqrt{a C_{2}}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{* 1 / 2} \leq u\left(y ; \epsilon, \mu_{1}\right)-u(y ; \epsilon, 0) \leq \frac{a C_{+}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{*} \tag{2.157}
\end{equation*}
$$

We are now in a position to state and prove the basic result of this section, i.e., we have

Theorem 2.3. If $u\left(y ; \epsilon, \mu_{1}\right)$ is the unique classical solution of the boundary-value problem $(2.55 \mathrm{a}, \mathrm{b})$, while $\mu_{0}(y)$ is the corresponding solution of the boundary-value problem $(2.56 \mathrm{a}, \mathrm{b})$, then $\exists C_{+}, C_{1}, C_{2}$, all positive and independent of $\epsilon$ and $\mu_{1}$, such that for all $y,-a \leq y \leq a$, we have, with $K_{\alpha}=(1-\alpha)^{-1 / 2}, 0<\alpha<1$,

$$
\begin{align*}
-\left(1+K_{\alpha}\right) a \sqrt{\epsilon}-\frac{\sqrt{a C_{2}}}{1-\alpha} & \left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{* 1 / 2} \leq u\left(y ; \epsilon, \mu_{1}\right)-\mu_{0}(y) \\
& \leq\left(1+K_{\alpha}\right) a \sqrt{\epsilon}+\frac{a C_{+}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{*} \tag{2.158}
\end{align*}
$$

Proof. By virtue of Lemma 2.1, we have

$$
\begin{equation*}
-\left(1+K_{\alpha}\right) \sqrt{\epsilon}<u^{\prime}(y ; \epsilon, 0)-u_{0}^{\prime}(y)<\left(1+K_{\alpha}\right) \sqrt{\epsilon} \tag{2.159}
\end{equation*}
$$

for all $y \in[-a, a]$, where $K_{\alpha}=(1-\alpha)^{-1 / 2}$. By integrating (2.159) from $-a$ to $y$, for $y \in[-a, 0)$, we find that

$$
\begin{equation*}
-\left(1+K_{\alpha}\right) a \sqrt{\epsilon}<u(y ; \epsilon, 0)-u_{0}(y)<\left(1+K_{\alpha}\right) a \sqrt{\epsilon} \tag{2.160}
\end{equation*}
$$

with this last result holding for all $y \in[-a, a]$, as $u(y ; \epsilon, 0), u_{0}(y)$ are both even functions of $y$. Since

$$
u\left(y ; \epsilon, \mu_{1}\right)-u_{0}(y)=\left[u\left(y ; \epsilon, \mu_{1}\right)-u(y ; \epsilon, 0)\right]+\left[u(y ; \epsilon, 0)-u_{0}(y)\right]
$$

the Theorem 2.3 now follows by combining (2.157) and (2.159).
As a direct consequence of the estimates in Theorem 2.3, we have the following bounds for the difference of the net volume flows $Q_{\epsilon, \mu_{1}}$ and $Q_{0}$, and the mean velocities $\bar{u}_{\epsilon, \mu_{1}}$ and $\bar{u}_{0}$ :

Theorem 2.4. Under the same conditions as those which prevail in Theorem 2.3 the difference $\bar{u}_{\epsilon, \mu_{1}}-\bar{u}_{0}$ of the mean velocities also satisfies the estimate (2.158), while the difference $Q_{\epsilon, \mu_{1}}-Q_{0}$ of the volume flows satisfies

$$
\begin{align*}
&-2\left(1+K_{\alpha}\right) a^{2} \sqrt{\epsilon}- \frac{2 a^{3 / 2} C_{2}^{1 / 2}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{* 1 / 2} \leq Q_{\epsilon, \mu_{1}}-Q_{0} \\
& \leq 2\left(1+K_{\alpha}\right) a^{2} \sqrt{\epsilon}+\frac{2 a^{2} C_{+}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha} \mu_{1}^{*} \tag{2.161}
\end{align*}
$$

Remarks. The proof of Theorem 2.4 is a direct consequence of the estimates in (2.158) and the definitions of the mean velocities and volume flows. Moreover, in view of (2.94) and (2.161) we may exhibit the explicit bounds

$$
\begin{align*}
& Q_{\epsilon, \mu_{1}} \geq 2 a\left(\frac{1-\alpha}{3-2 \alpha}\right)\left[\frac{\left|p_{1}\right| a^{2-\alpha}}{\mu_{0} 2^{\alpha / 2}}\right]^{1 /(1-\alpha)} \\
&-2\left(1+K_{\alpha}\right) a^{2} \sqrt{\epsilon}-\frac{2 a^{3 / 2} C_{2}^{1 / 2}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha}\left(\frac{\mu_{1}}{\mu_{0}}\right)^{1 / 2} \tag{2.162a}
\end{align*}
$$

and

$$
\begin{align*}
Q_{\epsilon, \mu} \leq 2 a\left(\frac{1-\alpha}{3-2 \alpha}\right) & {\left[\frac{\left|p_{1}\right| a^{2-\alpha}}{\mu_{0} 2^{\alpha / 2}}\right]^{1 /(1-\alpha)} } \\
& +2\left(1+K_{\alpha}\right) a^{2} \sqrt{\epsilon}-\frac{2 a^{2} C_{+}}{1-\alpha}\left(\sqrt{\epsilon}+C_{1}\right)^{\alpha}\left(\frac{\mu_{1}}{\mu_{0}}\right) \tag{2.162b}
\end{align*}
$$

Similar estimates may be developed for the friction factor $f_{\epsilon, \mu_{1}}$ in (2.69a), by employing the bounds for $\bar{u}_{\epsilon, \mu_{1}}$, if we observe that (2.55a) is equivalent to

$$
\begin{equation*}
\frac{\partial}{\partial y} \tau_{12}\left(y ; \epsilon, \mu_{1}\right)=p_{1} \tag{2.163}
\end{equation*}
$$

so that for all $\epsilon, \mu_{1} \geq 0, \tau_{12}\left( \pm a ; \epsilon, \mu_{1}\right)= \pm\left|p_{1}\right| a$.

### 2.4 Uniqueness of Steady Poiseuille Flow in the Class of Equilibrium Flows Between Parallel Plates

### 2.4.1 Introduction

In Sect. 2.2 we considered the problem of existence and uniqueness for steady Poiseuille flow of an incompressible, bipolar, viscous fluid in a parallel-wall channel. In rectangular Cartesian coordinates the flow assumes the form $\boldsymbol{v}^{p}=$ $(u(y), 0,0)$ and satisfies the nonlinear boundary-value problem $(2.55 \mathrm{a}, \mathrm{b})$ where the channel walls are located at $y= \pm a$. The existence of a unique solution $u$ of $(2.55 \mathrm{a}, \mathrm{b})$ was established in the set $W_{M}$, for $M>0$ sufficiently large, $W_{M}$ as given by (2.12), with $B_{M}(0)$ the ball of radius $M$ in $H_{0}^{\frac{3}{2}+\delta}(-a, a), 0<\delta<\frac{1}{2}$. In this section we will consider the broader problem of uniqueness for steady, bipolar, viscous flows in the domain $\Omega_{a}$ specified by (2.8). It will be more convenient in this section to return to the subscript notation for coordinates and vector components. Therefore, we will write for $\Omega_{a}$,

$$
\begin{equation*}
\Omega_{a}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \mid x_{2} \in[-a, a],-\infty<x_{1}, x_{3}<\infty\right\} \tag{2.164}
\end{equation*}
$$

In the domain $\Omega_{a}$, a steady, bipolar, viscous flow $\boldsymbol{v}$ (without an external forcing function) will satisfy

$$
\begin{gather*}
\boldsymbol{v} \cdot \nabla \boldsymbol{v}=-\nabla p+\nabla \cdot(2 \mu \boldsymbol{e})-2 \mu_{1} \nabla \cdot(\Delta \boldsymbol{e})  \tag{2.165a}\\
\operatorname{div} \boldsymbol{v}=\mathbf{0} \tag{2.165b}
\end{gather*}
$$

where $\mu=\mu(|\boldsymbol{e}|)$ represents the nonlinear viscosity

$$
\begin{equation*}
\mu=\mu_{0}\left(\epsilon+e_{k l} e_{k l}\right)^{-\alpha / 2} \tag{2.165c}
\end{equation*}
$$

In addition to $(2.165 \mathrm{a}, \mathrm{b}), \boldsymbol{v}$ must satisfy, on $\partial \Omega_{a}$,

$$
\begin{equation*}
\boldsymbol{v}\left(x_{1}, \pm a, x_{3}\right)=\mathbf{0},\left.\quad \tau_{i 22}(\boldsymbol{v})\right|_{x_{2}= \pm a}=0, \quad i=1,2,3 \tag{2.166}
\end{equation*}
$$

where the higher-order boundary conditions in (2.166) follow from the stipulation that

$$
\tau_{i j k} v_{j} v_{k}-\tau_{j k l} v_{j} v_{k} v_{l} v_{i}=0, \quad i=1,2,3
$$

on $\partial \Omega_{a}$, coupled with the fact that the exterior unit normal is given by $\boldsymbol{v}=$ $(0, \pm 1,0)$. For the steady Poiseuille velocity field in $\Omega_{a}$ we will write

$$
\begin{equation*}
\boldsymbol{v}^{p}=\left(u\left(x_{2} ; \epsilon, \mu_{1}\right), 0,0\right), \quad-a \leq x_{2} \leq a \tag{2.167}
\end{equation*}
$$

where $u\left(x_{2} ; \epsilon, \mu_{1}\right) \equiv u\left(x_{2}\right)$ satisfies

$$
\begin{gather*}
\mu_{0}\left[\left(\epsilon+\frac{1}{2} u^{\prime 2}\left(x_{2}\right)\right)^{-\alpha / 2} u^{\prime}\left(x_{2}\right)\right]^{\prime}-\mu_{1} u^{\prime \prime \prime \prime}\left(x_{2}\right)=p_{1}, \quad-a<x_{2}<a  \tag{2.168a}\\
u( \pm a)=u^{\prime \prime}( \pm a)=0 \tag{2.168b}
\end{gather*}
$$

with $p_{1}=\frac{\partial p}{\partial x_{2}}$ the constant pressure gradient. At this point, we know that there exists at least one solution of the nonlinear boundary-value problem (2.165a,b,c), (2.166), such that

$$
\begin{equation*}
\boldsymbol{v}-\boldsymbol{v}^{p} \in \boldsymbol{H}^{4}\left(\Omega_{a}\right) \tag{2.169}
\end{equation*}
$$

namely, $\boldsymbol{v}=\boldsymbol{v}^{p}$.
Our goal in this section will be to show that, under specific restrictions on the constitutive parameters $\epsilon, \mu_{0}, \mu_{1}$, and $\alpha$, the plate separation $2 a$, and the constant pressure gradient $p_{1}$ associated with the problem (2.168a,b), $\boldsymbol{v}=\boldsymbol{v}^{p}$ is the unique solution of the boundary-value problem (2.165a,b,c), (2.166) in the domain $\Omega_{a}$
which satisfies the regularity condition (2.169); to this end we set $\boldsymbol{w}=\boldsymbol{v}-\boldsymbol{v}^{p}$ and examine some of the consequences of the condition $\boldsymbol{w} \in \boldsymbol{H}^{4}\left(\Omega_{a}\right)$ in the next subsection.

### 2.4.2 The Condition $w \in H^{4}\left(\Omega_{a}\right)$

In Sect. 2.4.1 we set $\boldsymbol{w}=\boldsymbol{v}-\boldsymbol{v}^{p}$ where $\boldsymbol{v}$ and $\boldsymbol{v}^{p}$ are, respectively, (1) any solution of ( $2.165 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ), (2.166) and (2) the vector field (2.167) which is determined by the unique, classical, solution of (2.168a,b). In this subsection we use the conventional notation

$$
\boldsymbol{D}^{\boldsymbol{\beta}} \boldsymbol{w}=\frac{\partial^{|\boldsymbol{\beta}|} \boldsymbol{w}}{\partial^{\beta_{1}} x_{1} \partial^{\beta_{2}} x_{2} \partial^{\beta_{3}} x_{3}}
$$

where $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \beta_{3}\right), \beta_{i} \geq 0, i=1,2,3$, and $|\boldsymbol{\beta}|=\beta_{1}+\beta_{2}+\beta_{3}$. The condition $\boldsymbol{w} \in \boldsymbol{H}^{4}\left(\Omega_{a}\right)$ then reads

$$
\sum_{|\boldsymbol{\beta}| \leq 4} \int_{\Omega_{a}}\left\|\boldsymbol{D}^{\boldsymbol{\beta}} \boldsymbol{w}\right\|^{2} d \boldsymbol{x}<\infty
$$

which is equivalent to

$$
\begin{equation*}
\sum_{i=1}^{3} \sum_{|\boldsymbol{\beta}| \leq 4} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\int_{-a}^{a}\left|\boldsymbol{D}^{\boldsymbol{\beta}} w_{i}\left(x_{1}, x_{2}, x_{3}\right)\right|^{2} d x_{2}\right) d x_{1} d x_{3}<\infty \tag{2.170}
\end{equation*}
$$

Setting

$$
\begin{equation*}
W_{i}^{\beta}\left(x_{1}, x_{3}\right)=\int_{-a}^{a}\left|\boldsymbol{D}^{\beta} w_{i}\left(x_{1}, x_{2}, x_{3}\right)\right|^{2} d x_{2} \tag{2.171}
\end{equation*}
$$

we may rewrite (2.170) in the form

$$
\begin{equation*}
\sum_{i=1}^{3} \sum_{|\beta| \leq 4} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{i}^{\beta}\left(x_{1}, x_{3}\right) d x_{1} d x_{3}<\infty \tag{2.172}
\end{equation*}
$$

The finiteness of the integrals displayed in (2.172) now implies (see Fig. 2.2) that there exists a sequence $\left\{S_{n}\right\}$ of smooth surfaces in $x_{1}, x_{2}, x_{3}$ space intersecting, for each $n$, the planes at $x_{2}= \pm a$, in a sufficiently smooth fashion, along which $x_{1}^{2}+x_{3}^{2} \rightarrow \infty$, as $n \rightarrow \infty$, and such that

$$
\begin{equation*}
\left.W_{i}^{\beta}\left(x_{1}, x_{3}\right)\right|_{\bar{S}_{n}} \rightarrow 0, \text { as } n \rightarrow \infty \tag{2.173}
\end{equation*}
$$

Fig. 2.2 The domain $\Omega_{n}$ in Lemma 2.6

for $|\boldsymbol{\beta}| \leq 4,1 \leq i \leq 3$, where $\bar{S}_{n}$ is the set of all points $\left(x_{1}, x_{2}, x_{3}\right)$ lying on $S_{n}$ such that $-a<x_{2}<a$. If we define $\Gamma_{n}^{ \pm}$to be the sets of points lying on the planes $x_{2}= \pm a$ which are bounded, respectively, by the curves of intersection of $S_{n}$ with the planes at $x_{2}= \pm a$, then by the terminology "sufficiently smooth", in the definition of $S_{n}$, we mean simply that the bounded domain $\Omega_{n} \subseteq R^{3}$ with boundary

$$
\begin{equation*}
\partial \Omega_{n}=\bar{S}_{n} \cup \Gamma_{n}^{+} \cup \Gamma_{n}^{-} \tag{2.174}
\end{equation*}
$$

admits of application of the divergence theorem. By virtue of the definition (2.171) of $W_{i}^{\beta}$, the criterion (2.173), and the Sobolev embedding lemma (see Appendix A), it follows that for $|\boldsymbol{\beta}| \leq 3$,

$$
\begin{equation*}
\max _{[-a, a]}\left|\boldsymbol{D}^{\boldsymbol{\beta}} w_{i}\left(x_{1}, x_{2}, x_{3}\right)\right|_{\bar{S}_{n}} \rightarrow 0, \text { as } n \rightarrow \infty \tag{2.175}
\end{equation*}
$$

for each $i=1,2,3$. The radiation conditions expressed by (2.175) are the principal consequences of the restriction $\boldsymbol{w} \in \boldsymbol{H}^{4}\left(\Omega_{a}\right)$, which will be of use to us in the following subsections; among the results which follow from this restriction is the following lemma of Poincaré type:
Lemma 2.6. Let $\boldsymbol{w} \in \boldsymbol{H}^{4}\left(\Omega_{a}\right)$ with $\boldsymbol{w}( \pm a)=0$; then,

$$
\begin{equation*}
\int_{\Omega_{a}}\|\boldsymbol{w}\|^{2} d \boldsymbol{x} \leq\left(2 a^{2}+\theta\right)^{2} \int_{\Omega_{a}}\left\|\nabla^{2} \boldsymbol{w}\right\|^{2} d \boldsymbol{x} \tag{2.176}
\end{equation*}
$$

for any $\theta>0$, where $\|\cdot\|$ is the Euclidean norm on $\mathbb{R}^{3}$.
Proof. We set $\boldsymbol{w}=\left(w_{1}, w_{2}, w_{3}\right)$ and let $w$ represent any of the $w_{i}, i=1,2$, or 3 . As

$$
w\left(x_{1}, x_{2}, x_{3}\right)=\int_{-a}^{x_{2}} \frac{\partial w}{\partial x_{2}}\left(x_{1}, \tau, x_{3}\right) d \tau
$$

we have

$$
w^{2}\left(x_{1}, x_{2}, x_{3}\right) \leq 2 a \int_{-a}^{a}\left(\frac{\partial w}{\partial x_{2}}\right)^{2} d x_{2}
$$

and, therefore,

$$
\begin{align*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-a}^{a} w^{2}\left(x_{1}, x_{2}, x_{3}\right) d x_{2} d x_{1} d x_{2} & \leq 4 a^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-a}^{a}\left(\frac{\partial w}{\partial x_{2}}\right)^{2} d x_{2} d x_{1} d x_{3} \\
& \leq 4 a^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-a}^{a}\|\nabla w\|^{2} d x_{2} d x_{1} d x_{3} \tag{2.177}
\end{align*}
$$

Now we consider $\int_{\Omega_{a}}\|\nabla w\|^{2} d \boldsymbol{x}$ where $\Omega_{n}$ is the bounded domain in $\mathbb{R}^{3}$ which is bounded by the smooth surface $\partial \Omega_{n}$ of (2.174); we compute that

$$
\begin{align*}
\int_{\Omega_{n}}\|\nabla w\|^{2} d \boldsymbol{x}= & \int_{\Omega_{n}} \frac{\partial w}{\partial x_{i}} \frac{\partial w}{\partial x_{i}} d \boldsymbol{x}=\int_{\Omega_{n}} \frac{\partial}{\partial x_{i}}\left(w \frac{\partial w}{\partial x_{i}}\right) d \boldsymbol{x}-\int_{\Omega_{n}} w \nabla^{2} w d \boldsymbol{x} \\
= & \int_{\partial \Omega_{n}} w \frac{\partial w}{\partial x_{i}} v_{i(n)} d \sigma_{n}-\int_{\Omega_{n}} w \nabla^{2} w d \boldsymbol{x} \\
= & -\int_{\Gamma_{n}^{+}} w \frac{\partial w}{\partial x_{1}} d \boldsymbol{a}^{+}+\int_{\Gamma_{n}^{-}} w \frac{\partial w}{\partial x_{1}} d \boldsymbol{a}^{-} \\
& +\int_{\bar{S}_{n}} w \frac{\partial w}{\partial x_{i}} \tilde{v}_{i(n)} d \tilde{\sigma}_{n}-\int_{\Omega_{n}} w \nabla^{2} w d \boldsymbol{x} \tag{2.178}
\end{align*}
$$

where $\boldsymbol{v}(n)$ is the exterior unit normal to $\partial \Omega_{n}, \tilde{\boldsymbol{v}}_{(n)}$ the exterior unit normal to $\tilde{S}_{n}$, $d \boldsymbol{a}^{ \pm}$the infinitesmal surface elements in the domains $\Gamma_{n}^{ \pm}$, located in the planes at $x_{2}= \pm a, d \sigma_{n}$ the infinitesmal surface element on $\partial \Omega_{n}$, and $d \tilde{\sigma}_{n}$ the infinitesmal surface element on $\tilde{S}_{n}$. In as much as $w( \pm a)=0, w$ vanishes on $\Gamma_{n}^{ \pm}$, for each $n$, and (2.178) reduces to

$$
\begin{equation*}
\int_{\Omega_{n}}\|\nabla w\|^{2} d \boldsymbol{x}=\int_{\tilde{S}_{n}} w \frac{\partial w}{\partial x_{i}} \tilde{v}_{i(n)} d \tilde{\sigma}_{n}-\int_{\Omega_{n}} w \nabla^{2} w d \boldsymbol{x} \tag{2.179}
\end{equation*}
$$

Letting $n \rightarrow \infty$ in (2.179), and employing the radiation condition (2.175), we obtain

$$
\begin{equation*}
\int_{\Omega_{a}}\|\nabla w\|^{2} d \boldsymbol{x}=\int_{\Omega_{a}}(-w) \nabla^{2} w d \boldsymbol{x} \leq \frac{1}{2 \lambda} \int_{\Omega_{a}} w^{2} d \boldsymbol{x}+\frac{\lambda}{2} \int_{\Omega_{a}}\left(\nabla^{2} w\right)^{2} d \boldsymbol{x} \tag{2.180}
\end{equation*}
$$

for any $\lambda>0$. Combining (2.180) with (2.177) we have, therefore, the estimate

$$
\frac{1}{4 a^{2}} \int_{\Omega_{a}} w^{2} d \boldsymbol{x} \leq \frac{1}{2 \lambda} \int_{\Omega_{a}} w^{2} d \boldsymbol{x}+\frac{\lambda}{2} \int_{\Omega}\left(\nabla^{2} w\right)^{2} d \boldsymbol{x}
$$

or, for any $\lambda>2 a^{2}$,

$$
\begin{equation*}
\int_{\Omega_{a}} w^{2} d \boldsymbol{x} \leq \frac{\lambda}{2\left(\frac{1}{4 a^{2}}-\frac{1}{2 \lambda}\right)} \int_{\Omega_{a}}\left(\nabla^{2} w\right)^{2} d \boldsymbol{x} . \tag{2.181}
\end{equation*}
$$

The lemma now follows if we write down (2.181) for each of $w_{1}, w_{2}$, and $w_{3}$, sum the resulting three estimates, and take $\lambda=2 a^{2}+\theta$, with $\theta$ any positive constant.

### 2.4.3 Key Lemmas for Nonlinear Viscosity and the Poiseuille Flow in $\Omega_{a}$

Prior to stating and proving the uniqueness theorem for steady channel flow of a bipolar, viscous fluid in Sect. 2.4.4, we will establish, in this subsection, two key lemmas; one of these relates directly to the structure of the nonlinear viscosity ( 2.165 c) while the other is based on the structure of the Poiseuille flow field in $\Omega_{a}$. The first result is the following inequality for vectors in $\mathbb{R}^{n}$ :

Lemma 2.7. Let $\boldsymbol{u}=\left(u_{1}, \ldots, u_{n}\right), \boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right)$, and suppose that $\epsilon>0$ and $0<\alpha<1$; then

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\frac{u_{i}}{\left(\epsilon+\|\boldsymbol{u}\|^{2}\right)^{\alpha / 2}}-\frac{v_{i}}{\left(\epsilon+\|\boldsymbol{v}\|^{2}\right)^{\alpha / 2}}\right)\left(u_{i}-v_{i}\right) \geq 0 \tag{2.182}
\end{equation*}
$$

Proof. We let $\sigma$ stand for the sum on the left-hand side of the inequality in (2.182); then,

$$
\begin{align*}
\sigma & =\frac{\|\boldsymbol{u}\|^{2}}{\left(\epsilon+\|\boldsymbol{u}\|^{2}\right)^{\alpha / 2}}+\frac{\|\boldsymbol{v}\|^{2}}{\left(\epsilon+\|\boldsymbol{v}\|^{2}\right)^{\alpha / 2}}-\boldsymbol{u} \cdot \boldsymbol{v}\left[\frac{1}{\left(\epsilon+\|\boldsymbol{u}\|^{2}\right)^{\alpha / 2}}+\frac{1}{\left(\epsilon+\|\boldsymbol{v}\|^{2}\right)^{\alpha / 2}}\right] \\
& \geq \frac{\|\boldsymbol{u}\|^{2}}{\left(\epsilon+\|\boldsymbol{u}\|^{2}\right)^{\alpha / 2}}+\frac{\|\boldsymbol{v}\|^{2}}{\left(\epsilon+\|\boldsymbol{v}\|^{2}\right)^{\alpha / 2}}-\|\boldsymbol{u}\|\|\boldsymbol{v}\|\left[\frac{1}{\left(\epsilon+\|\boldsymbol{u}\|^{2}\right)^{\alpha / 2}}+\frac{1}{\left(\epsilon+\|\boldsymbol{v}\|^{2}\right)^{\alpha / 2}}\right] \\
& =\left(\frac{\|\boldsymbol{u}\|}{\left(\epsilon+\|\boldsymbol{u}\|^{2}\right)^{\alpha / 2}}-\frac{\|\boldsymbol{v}\|}{\left(\epsilon+\|\boldsymbol{v}\|^{2}\right)^{\alpha / 2}}\right)(\|\boldsymbol{u}\|-\|\boldsymbol{v}\|) . \tag{2.183}
\end{align*}
$$

We now set, for $s \in R^{1}$,

$$
\begin{equation*}
\gamma(s)=s\left(\epsilon+s^{2}\right)^{-\alpha / 2}, \quad 0<\alpha<1 \tag{2.184a}
\end{equation*}
$$

then

$$
\begin{equation*}
\gamma^{\prime}(s)=\left(\epsilon+s^{2}\right)^{-(\alpha / 2+1)}\left(\epsilon+(1-\alpha) s^{2}\right) \tag{2.184b}
\end{equation*}
$$

so that $\gamma^{\prime}(s)>0$, in which case for $s_{1} \geq s_{2}$,

$$
\left.\left(\gamma\left(s_{1}\right)-\gamma(s) 2\right)\right)\left(s_{1}-s_{2}\right) \geq 0
$$

and the Lemma 2.7 follows from the last inequality in (2.183).
The second lemma in this subsection depends on the qualitative behavior of solutions to the nonlinear boundary-value problem (2.168a,b) as well as on the structure of the solutions to the associated non-Newtonian problem (2.56a,b), which we rewrite here as

$$
\begin{gather*}
\mu_{0}\left[\left(\frac{1}{2} u_{0}^{\prime}\left(x_{2}\right)\right)^{-\alpha / 2} u_{0}^{\prime}\left(x_{2}\right)\right]^{\prime}=p_{1}, \quad-a<x_{2}<a  \tag{2.185a}\\
u_{0}( \pm a)=0 \tag{2.185b}
\end{gather*}
$$

Lemma 2.8. Let $\boldsymbol{v}^{p}$ be defined by (2.167) with $u\left(x_{2} ; \epsilon, \mu_{1}\right),-a \leq x_{2} \leq a$, the unique solution of $(2.168 \mathrm{a}, \mathrm{b})$. Let $\boldsymbol{e}^{p}=\frac{1}{2}\left(\nabla \boldsymbol{v}^{p}+\left(\nabla \boldsymbol{v}^{p}\right)^{t}\right)$ be the associated rate of deformation tensor. Then, for any vector field $\boldsymbol{w}(\cdot) \in \boldsymbol{L}^{2}\left(\Omega_{a}\right)$,

$$
\begin{equation*}
-\int_{\Omega_{a}} \boldsymbol{w} \cdot \boldsymbol{e}^{p} \cdot \boldsymbol{w} d \boldsymbol{x} \leq \Gamma \int_{\Omega_{a}}\|\boldsymbol{w}\|^{2} d \boldsymbol{x} \tag{2.186}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma=\Gamma\left(a, p_{1} ; \mu_{0}, \mu_{1}, \alpha, \epsilon\right) \equiv a\left(\frac{\left|p_{1}\right| a}{\mu_{0} 2^{\alpha / 2}}\right)^{1 /(1-\alpha)}+\frac{1}{2}\left(1+\frac{1}{\sqrt{1-\alpha}}\right) \sqrt{\epsilon} . \tag{2.187}
\end{equation*}
$$

Proof. We let $\boldsymbol{x} \in \Omega_{a}$ and refer the rate of deformation tensor $\boldsymbol{e}^{p}$ to its principal axes at $\boldsymbol{x}$. Then at $\boldsymbol{x}$

$$
\begin{equation*}
\boldsymbol{w} \cdot \boldsymbol{e}^{p} \cdot \boldsymbol{w}=\boldsymbol{e}_{i j}^{p} w_{i} w_{j} \geq\|\boldsymbol{w}\|^{2} \cdot \min \left[e_{11}^{p}, e_{22}^{p}, e_{33}^{p}\right] \tag{2.188}
\end{equation*}
$$

where the $e_{i i}^{p}, i=1,2,3$, are the eigenvalues of $\boldsymbol{e}^{p}$. As

$$
\begin{equation*}
\operatorname{div} \boldsymbol{v}^{p}=\operatorname{tr} \boldsymbol{e}^{p}=e_{11}^{p}+e_{22}^{p}+e_{33}^{p}=0 \tag{2.189}
\end{equation*}
$$

at least one of the eigenvalues of $\boldsymbol{e}^{p}$ must be negative at $\boldsymbol{x}$. We denote the largest negative eigenvalue of $\boldsymbol{e}^{p}$ at $\boldsymbol{x} \in \Omega_{a}$ by $-\left|\lambda_{e^{p}}(\boldsymbol{x})\right|$ so that, at $\boldsymbol{x}$,

$$
\begin{equation*}
\boldsymbol{w} \cdot \boldsymbol{e}^{p} \cdot \boldsymbol{w} \geq-\left|\lambda_{\boldsymbol{e}^{p}}(\boldsymbol{x})\right|\|\boldsymbol{w}\|^{2}, \quad \boldsymbol{x} \in \Omega_{a} . \tag{2.190}
\end{equation*}
$$

However, $\boldsymbol{v}^{p}$ and, hence, $\boldsymbol{e}^{p}$ and $\lambda_{\boldsymbol{e}^{p}}$ depend only on $x_{2}$ (and not on either $x_{1}$ or $x_{3}$ ) so $\lambda_{\boldsymbol{e}^{p}}(\boldsymbol{x})=\bar{\lambda}_{\boldsymbol{e}^{p}}\left(x_{2}\right),-a \leq x_{2} \leq a$. Setting, therefore

$$
\begin{equation*}
|\lambda|=\max _{-a \leq x_{2} \leq a}\left|\bar{\lambda}_{e^{p}}\left(x_{2}\right)\right| \tag{2.191}
\end{equation*}
$$

we have

$$
\begin{equation*}
\boldsymbol{w}(x) \cdot \boldsymbol{e}^{p}(x) \cdot \boldsymbol{w}(x) \geq-|\lambda|\|w(x)\|^{2}, \quad x \in \Omega_{a} \tag{2.192}
\end{equation*}
$$

in which case

$$
\begin{equation*}
-\int_{\Omega_{a}} \boldsymbol{w} \cdot \boldsymbol{e}^{p} \cdot \boldsymbol{w} d \boldsymbol{x} \leq|\lambda| \int_{\Omega_{a}}\|\boldsymbol{w}(x)\|^{2} d \boldsymbol{x} . \tag{2.193}
\end{equation*}
$$

Now, consider the tensor field

$$
\nabla \boldsymbol{v}^{p}=\left(\begin{array}{ccc}
0 u^{\prime}\left(x_{2} ; \epsilon, \mu_{1}\right) & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

which yields the rate of deformation tensor

$$
\boldsymbol{e}^{p}=\frac{1}{2}\left(\begin{array}{ccc}
0 & u^{\prime}\left(x_{2} ; \epsilon, \mu_{1}\right) & 0  \tag{2.194}\\
u^{\prime}\left(x_{2} ; \epsilon, \mu_{1}\right) & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

Therefore,

$$
\begin{equation*}
\operatorname{det}\left(\boldsymbol{e}^{p}-\eta \boldsymbol{I}\right)=-\eta\left(\eta^{2}-\frac{1}{4} u^{\prime 2}\left(x_{2} ; \epsilon, \mu_{1}\right)\right) \tag{2.195}
\end{equation*}
$$

so that the eigenvalues of $\boldsymbol{e}^{p}$ at any $\boldsymbol{x} \in \Omega_{a}$ are given by $\eta_{1}=0$, $\eta_{2,3}= \pm u^{\prime}\left(x_{2} ; \epsilon, \mu_{1}\right)$. We now avail ourselves of the results in Sect.2.3.3. As $u^{\prime}\left(x_{2} ; \epsilon, \mu_{1}\right)>0,-a<x_{2}<0$, and $u^{\prime}\left(x_{2} ; \epsilon, \mu_{1}\right)<0,0<x_{2}<a$,

$$
\begin{align*}
|\lambda| & =\frac{1}{2} \max _{[-a, a]}\left|u^{\prime}\left(x_{2} ; \epsilon, \mu_{1}\right)\right| \\
& =\frac{1}{2} \max _{[-a, a]} u^{\prime}\left(x_{2}, \epsilon, \mu_{1}\right) . \tag{2.196}
\end{align*}
$$

But, $u^{\prime \prime}\left(x_{2} ; \epsilon, \mu_{1}\right)<0$, for $x_{2} \in(-a, a), \epsilon, \mu_{1}>0$ so, in fact,

$$
\begin{equation*}
|\lambda|=\frac{1}{2} u^{\prime}\left(-a ; \epsilon, \mu_{1}\right) . \tag{2.197}
\end{equation*}
$$

Now, if we define, once again, $\gamma(s), s \in R^{1}$, by (2.184a), then (2.168a) may be written in the form

$$
\begin{equation*}
\mu_{0} \gamma\left(u^{\prime}\right)^{\prime}-\mu_{1} u^{\prime \prime \prime \prime}=p_{1} . \tag{2.198}
\end{equation*}
$$

Writing (2.198) down for the cases $\mu_{1}>0$, and $\mu_{1}=0$, subtracting the resulting equations, and then integrating with respect to $x_{2}$, we find that

$$
\begin{equation*}
\gamma\left(u^{\prime}\left(x_{2} ; \epsilon, \mu_{1}\right)\right)-\gamma\left(u^{\prime}\left(x_{2} ; \epsilon, 0\right)\right)=\mu_{1}^{*} u^{\prime \prime \prime}\left(x_{2} ; \epsilon, \mu_{1}\right) \tag{2.199}
\end{equation*}
$$

where $\mu_{1}^{*}=\left(\mu_{1} / \mu_{0}\right)$. Setting $x_{2}=-a$ in (2.199), and using the fact that $u^{\prime \prime \prime}\left(-a ; \epsilon, \mu_{1}\right)<0$, (all derivatives at $x_{2}=-a$ are, of course, the usual righthanded derivatives) we find that

$$
\begin{equation*}
\gamma\left(u^{\prime}\left(-a ; \epsilon, \mu_{1}\right)\right)<\gamma\left(u^{\prime}(-a ; \epsilon, 0)\right) ; \quad \epsilon, \mu_{1}>0 . \tag{2.200}
\end{equation*}
$$

In view of (2.184b), $\gamma^{\prime}(s)>0, \forall s \in R^{1}$, so it follows from (2.200) that

$$
\begin{equation*}
u^{\prime}\left(-a ; \epsilon, \mu_{1}\right)<u^{\prime}(-a ; \epsilon, 0), \quad \epsilon, \mu_{1}>0 \tag{2.201}
\end{equation*}
$$

and, thus, by (2.197)

$$
\begin{equation*}
|\lambda|<\frac{1}{2} u^{\prime}(-a ; \epsilon, 0), \quad \epsilon, \mu_{1}>0 . \tag{2.202}
\end{equation*}
$$

But, in light of (2.123), $\forall x_{2} \in[-a, 0]$ and $\epsilon>0$,

$$
\begin{equation*}
u^{\prime}\left(x_{2} ; \epsilon, 0\right)<u_{0}^{\prime}\left(x_{2}\right)+\left(1+\frac{1}{\sqrt{1-\alpha}}\right) \sqrt{\epsilon} . \tag{2.203}
\end{equation*}
$$

A direct calculation based on (2.76) and (2.77), with $y$ replaced by $x_{2}$, produces

$$
\begin{equation*}
u_{0}^{\prime}(-a)=a\left(\frac{\left|p_{1}\right| a}{u_{0} 2^{\alpha / 2}}\right)^{1 /(1-\alpha)}, \quad 0<\alpha<1 \tag{2.204}
\end{equation*}
$$

so that, by virtue of (2.202)-(2.204),

$$
\begin{equation*}
|\lambda|<\frac{a}{2}\left(\frac{\left|p_{1}\right| a}{\mu_{0}^{0} 2^{\alpha / 2}}\right)^{1 /(1-\alpha)}+\frac{1}{2}\left(1+\frac{1}{\sqrt{1-\alpha}}\right) \sqrt{\epsilon} . \tag{2.205}
\end{equation*}
$$

The desired conclusion of Lemma 2.8, namely, the estimate (2.186), with $\Gamma$ given by (2.181), now follows directly from (2.193) and (2.205).

### 2.4.4 Uniqueness of Solutions

Having established Lemmas 2.6-2.8, in the previous subsections, we are now in a position to state and prove the main result of this section, namely,

Theorem 2.5. For $\mu_{1}>0$ sufficiently large $\boldsymbol{v}^{p}$, as defined by (2.167), (2.168a,b), is the unique solution of the nonlinear boundary-value problem (2.165a,b), (2.166) satisfying (2.169).

Proof. For simplicity we will begin by replacing $2 \mu$ and $2 \mu_{1}$, respectively, in (2.165a) by $\mu$ and $\mu_{1}$ where $\mu=\mu(v)$ is given by (2.165c). We already know that $\boldsymbol{v}^{p}$ is a solution of (2.165a,b), (2.166) which obviously, satisfies (2.169); suppose that $\boldsymbol{v}(\boldsymbol{x})$ is any other solution. Then

$$
\begin{align*}
\boldsymbol{v} \cdot \nabla \boldsymbol{v} & =-\nabla p+\nabla \cdot(\mu \boldsymbol{e})-\mu_{1} \nabla \cdot(\Delta \boldsymbol{e}), \\
\boldsymbol{v}^{p} \cdot \nabla \boldsymbol{v}^{p} & =-\nabla p^{p}+\nabla \cdot\left(\mu_{p} \boldsymbol{e}^{p}\right)-\mu_{1} \nabla \cdot\left(\Delta \boldsymbol{e}^{p}\right) \tag{2.206}
\end{align*}
$$

where $\boldsymbol{e}^{p}=\frac{1}{2}\left(\nabla \boldsymbol{v}^{p}+\left(\nabla \boldsymbol{v}^{p}\right)^{t}\right)$, and $\mu_{p}=\mu\left(\boldsymbol{e}^{p}\right)$, so that $\mu_{p}=\mu_{0}\left(\epsilon+e_{k l}^{p} e_{k l}^{p}\right)^{-\alpha / 2}$; also $\nabla p^{p}=\left(p_{1}, 0,0\right)$. Of course $\boldsymbol{v}^{p} \cdot \nabla \boldsymbol{v}^{p}=0$, and the second equation in (2.206) just reduces to (2.168a), but we shall find it convenient for our present purposes to leave it in the form in which we have written it. If we subtract the second equation in (2.206) from the first, and set

$$
\begin{equation*}
\boldsymbol{w}=\boldsymbol{v}-\boldsymbol{v}^{p} \text { and } P=p-p^{p} \tag{2.207}
\end{equation*}
$$

then we obtain

$$
\begin{equation*}
\left(\boldsymbol{v}^{p}+\boldsymbol{w}\right) \cdot \nabla\left(\boldsymbol{v}^{p}+\boldsymbol{w}\right)-\boldsymbol{v}^{p} \cdot \nabla \boldsymbol{v}^{p}=-\nabla P+\nabla \cdot\left(\mu \boldsymbol{e}-\mu_{p} \boldsymbol{e}^{p}\right)-\mu_{1} \nabla \cdot \Delta\left(\boldsymbol{e}-\boldsymbol{e}^{p}\right) \tag{2.208}
\end{equation*}
$$

the above result holding throughout $\Omega_{a}$. Expanding the left-hand side of (2.208), and then integrating the resulting expression over $\Omega_{n}$ (refer to Fig. 2.2), we obtain

$$
\begin{align*}
\int_{\Omega_{n}} \boldsymbol{v}^{p} \cdot \nabla \boldsymbol{w} \cdot \boldsymbol{w} d \boldsymbol{x}+\int_{\Omega_{n}} \boldsymbol{w} \cdot \nabla \boldsymbol{w} \cdot \boldsymbol{w} d \boldsymbol{x}+\int_{\Omega_{n}} \boldsymbol{w} \cdot \nabla \boldsymbol{v}^{p} \cdot \boldsymbol{w} d \boldsymbol{x}=-\int_{\Omega_{n}} \nabla p \cdot \boldsymbol{w} d \boldsymbol{x} \\
\quad+\int_{\Omega_{n}} \nabla \cdot\left(\mu \boldsymbol{e}-\mu_{0} \boldsymbol{e}^{p}\right) \cdot \boldsymbol{w} d \boldsymbol{x}-\mu_{1} \int_{\Omega_{n}} \nabla \cdot \Delta\left(\boldsymbol{e}-\boldsymbol{e}^{p}\right) \cdot \boldsymbol{w} d \boldsymbol{x} . \tag{2.209}
\end{align*}
$$

We now proceed to study each of the integrals over $\Omega_{n}$, which are displayed in (2.209), in the limit as $n \rightarrow \infty$. First of all,

$$
\begin{aligned}
\int_{\Omega_{n}} \boldsymbol{v}^{p} \cdot \nabla \boldsymbol{w} \cdot \boldsymbol{w} d \boldsymbol{x} & =\int_{\Omega_{n}} v_{j}^{p} \frac{\partial w_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}=\frac{1}{2} \int_{\Omega_{n}} v_{i}^{p} \frac{\partial}{\partial x_{j}}\left(w_{i} w_{i}\right) d \boldsymbol{x} \\
& =\frac{1}{2} \int_{\partial \Omega_{n}} v_{j}^{p} w_{i} w_{i} v_{j(n)} d \sigma_{n}-\frac{1}{2} \int_{\Omega_{n}} w_{i} w_{i} \frac{\partial v_{j}^{p}}{\partial x_{j}} d \boldsymbol{x} .
\end{aligned}
$$

But div $\boldsymbol{v}^{p}=0$, while $\boldsymbol{w}$ vanishes on both $\Gamma_{n}^{ \pm}$, so

$$
\begin{equation*}
\int_{\Omega_{n}} \boldsymbol{v}^{p} \cdot \nabla \boldsymbol{w} \cdot \boldsymbol{w} d \boldsymbol{x}=\frac{1}{2} \int_{\tilde{S}_{n}} v_{j}^{p} w_{i} w_{i} \tilde{v}_{j(n)} d \tilde{\sigma}_{n} . \tag{2.210}
\end{equation*}
$$

As $\boldsymbol{w} \in \boldsymbol{H}^{4}\left(\Omega_{a}\right)$ by (2.169), it follows from (2.175) that $\left.w_{i}\right|_{\tilde{S}_{n}} \rightarrow 0$, as $n \rightarrow \infty$, uniformly for $-a \leq x_{2} \leq a$. Thus

$$
\begin{equation*}
\int_{\Omega_{n}} \boldsymbol{v}^{p} \cdot \nabla \boldsymbol{w} \cdot \boldsymbol{w} d \boldsymbol{x} \rightarrow 0, \text { as } n \rightarrow \infty \tag{2.211}
\end{equation*}
$$

Next,

$$
\begin{aligned}
\int_{\Omega_{n}} \boldsymbol{w} \cdot \nabla \boldsymbol{w} \cdot \boldsymbol{w} d \boldsymbol{x} & =\int_{\Omega_{n}} w_{i} \frac{\partial w_{i}}{\partial x_{j}} w_{j} d \boldsymbol{x}=\frac{1}{2} \int_{\Omega_{n}} w_{j} \frac{\partial}{\partial x_{j}}\left(w_{i} w_{i}\right) d \boldsymbol{x} \\
& =\frac{1}{2} \int_{\partial \Omega_{n}} w_{i} w_{i} w_{j} v_{j(n)} d \sigma_{n}-\frac{1}{2} \int_{\Omega_{n}} w_{i} w_{i} \frac{\partial w_{j}}{\partial x_{j}} d \boldsymbol{x} .
\end{aligned}
$$

But $\nabla \cdot \boldsymbol{w}=0$, with $\boldsymbol{w}$ vanishing on $\Gamma_{n}^{ \pm}$, so

$$
\begin{equation*}
\int_{\Omega_{n}} \boldsymbol{w} \cdot \nabla \boldsymbol{w} \cdot \boldsymbol{w} d \boldsymbol{x}=\frac{1}{2} \int_{\tilde{S}_{n}} w_{i} w_{i} w_{j} \tilde{v}_{j(n)} d \tilde{\sigma}_{n} \tag{2.212}
\end{equation*}
$$

in which case, just as in (2.210),

$$
\begin{equation*}
\int_{\Omega_{n}} \boldsymbol{w} \cdot \nabla \boldsymbol{w} \cdot \boldsymbol{w} d \boldsymbol{x} \rightarrow 0, \text { as } n \rightarrow \infty \tag{2.213}
\end{equation*}
$$

Continuing, we have,

$$
\begin{aligned}
\int_{\Omega_{n}} \nabla P \cdot \boldsymbol{w} d \boldsymbol{x} & =\int_{\Omega_{n}} \nabla \cdot(P \boldsymbol{w}) d \boldsymbol{x}(\operatorname{as} \operatorname{div} \boldsymbol{w}=0) \\
& =\int_{\partial \Omega_{n}} P \boldsymbol{w} \cdot \boldsymbol{v}_{(n)} d \sigma_{n} \\
& =\int_{\tilde{S}_{n}} P \boldsymbol{w} \cdot \tilde{\boldsymbol{v}}_{(n)} d \tilde{\sigma}_{n}
\end{aligned}
$$

Thus, if $P$ is bounded on $\Omega_{a}$, then by (2.175)

$$
\begin{equation*}
\int_{\Omega_{n}} \nabla P \cdot \boldsymbol{w} d \boldsymbol{x} \rightarrow 0, \text { as } n \rightarrow \infty \tag{2.214}
\end{equation*}
$$

We now turn our attention to those integrals over $\Omega_{n}$ in (2.209) which do not vanish, in the limit, as $n \rightarrow \infty$. By Lemma 2.8

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega_{n}} \boldsymbol{w} \cdot \nabla \boldsymbol{v}^{p} \cdot \boldsymbol{w} d \boldsymbol{x}=\int_{\Omega_{a}} \boldsymbol{w} \cdot \nabla \boldsymbol{v}^{p} \cdot \boldsymbol{w} d \boldsymbol{x} \geq-\Gamma \int_{\Omega_{a}}\|\boldsymbol{w}\|^{2} d \boldsymbol{x} \tag{2.215}
\end{equation*}
$$

with $\Gamma$ given by (2.187). Also,

$$
\begin{aligned}
\int_{\Omega_{n}} \nabla \cdot\left(\mu \boldsymbol{e}-\mu_{p} \boldsymbol{e}^{p}\right) \cdot \boldsymbol{w} d \boldsymbol{x}= & \int_{\Omega_{n}} \frac{\partial}{\partial x_{j}}\left(\mu e_{i j}-\mu_{p} e_{i j}^{p}\right)\left(v_{i}-v_{i}^{p}\right) d \boldsymbol{x} \\
= & \int_{\partial \Omega_{n}}\left(\mu e_{i j}-\mu_{p} e_{i j}^{p}\right)\left(v_{i}-v_{i}^{p}\right) v_{j(n)} d \sigma_{n} \\
& -\int_{\Omega_{n}}\left(\mu e_{i j}-\mu_{0} e_{i j}^{p}\right)\left(\frac{\partial v_{i}}{\partial x_{j}}-\frac{\partial v_{i}^{p}}{\partial x_{j}}\right) d \boldsymbol{x} \\
= & \int_{\tilde{S}_{n}}\left(\mu e_{i j}-\mu_{0} e_{i j}^{p}\right) w_{i} \tilde{v}_{j(n)} d \tilde{\sigma}_{n} \\
& -\int_{\Omega_{n}}\left(\mu e_{i j}-\mu_{0} e_{i j}^{0}\right)\left(\frac{\partial v_{i}}{\partial x_{j}}-\frac{\partial v_{i}^{p}}{\partial x_{j}}\right) d \boldsymbol{x}
\end{aligned}
$$

as $w_{i}=v_{i}-v_{i}^{p}$ vanishes on both $\Gamma_{n}^{ \pm}$. The regularity requirement (2.169) now implies that

$$
\begin{equation*}
\mu_{i j}=\mu(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\mu_{p}\left(\boldsymbol{v}^{p}\right) e_{i j}^{p}\left(\boldsymbol{v}^{p}\right) \tag{2.216}
\end{equation*}
$$

is, for each pair $i, j, 1 \leq i, j \leq 3$, bounded on $\Omega_{a}$ while, as previously, $\left.w_{i}\right|_{\tilde{S}_{n}} \rightarrow 0$ as $n \rightarrow \infty$. Thus, letting $n \rightarrow \infty$ in the last of the equalities preceding (2.216) we find that

$$
\begin{align*}
\int_{\Omega_{a}} \nabla \cdot\left(\mu \boldsymbol{e}-\mu_{p} \boldsymbol{e}^{p}\right) \cdot \boldsymbol{w} d \boldsymbol{x} & =-\int_{\Omega_{a}}\left(\mu e_{i j}-\mu_{0} e_{i j}^{p}\right)\left(\frac{\partial v_{i}}{\partial x_{j}}-\frac{\partial v_{i}^{p}}{\partial x_{j}}\right) d \boldsymbol{x}  \tag{2.217}\\
& =-\int_{\Omega_{a}}\left(\mu e_{i j}-\mu_{p} e_{i j}^{p}\right)\left(e_{i j}-e_{i j}^{p}\right) d \boldsymbol{x}
\end{align*}
$$

where the last result follows from the symmetry of $e_{i j}, e_{i j}^{p}$ in their indices. Finally,

$$
\begin{aligned}
-\mu_{1} \int_{\Omega_{n}} \nabla \cdot \Delta\left(\boldsymbol{e}-\boldsymbol{e}^{p}\right) \cdot \boldsymbol{w} d \boldsymbol{x} & =-\mu_{1} \int_{\Omega_{n}} \frac{\partial}{\partial x_{j}}\left[\frac{\partial^{2}}{\partial x_{k}^{2}}\left(e_{i j}-e_{i j}^{p}\right)\right] w_{i} d \boldsymbol{x} \\
& =-\mu_{1} \int_{\partial \Omega_{n}} \frac{\partial^{2}}{\partial x_{k}^{2}}\left(e_{i j}-e_{i j}^{p}\right) w_{i} v_{j(n)} d \sigma_{n}
\end{aligned}
$$

$$
\begin{aligned}
& +\mu_{1} \int_{\Omega_{n}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial^{2}}{\partial x_{k}^{2}}\left(e_{i j}-e_{i j}^{p}\right) d \boldsymbol{x} \\
= & -\mu_{1} \int_{\partial \Omega_{n}} \nabla^{2}\left(e_{i j}-e_{i j}^{p}\right) w_{i} v_{j(n)} d \sigma_{n} \\
& +\mu_{1} \int_{\partial \Omega_{n}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) v_{k(n)} d \sigma_{n} \\
& +\mu_{1} \int_{\Omega_{n}} \frac{\partial^{2} w_{i}}{\partial x_{j} \partial x_{k}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) d \boldsymbol{x} .
\end{aligned}
$$

For the first boundary integral in this last set of identities, i.e., for

$$
\int_{\partial \Omega_{n}} \nabla^{2}\left(e_{i j}-e_{i j}^{p}\right) w_{i} v_{j(n)} d \sigma_{n}
$$

we have $\left.w_{i}\right|_{\Gamma_{n}}=0, i=1,2,3$ while $\nabla^{2}\left(e_{i j}-e_{i j}^{p}\right)$ is bounded on $\Omega_{a}, 1 \leq i, j \leq 3$ and $\left.w_{i}\right|_{\tilde{S}_{n}} \rightarrow 0$, as $n \rightarrow \infty, i=1,2,3$, so

$$
\begin{equation*}
\int_{\partial \Omega_{n}} \nabla^{2}\left(e_{i j}-e_{i j}^{p}\right) w_{i} v_{j(n)} d \sigma_{n} \rightarrow 0, \text { as } n \rightarrow \infty \tag{2.218}
\end{equation*}
$$

For the second boundary integral in the last identity following (2.217) we have

$$
\begin{align*}
\int_{\partial \Omega_{n}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) v_{k(n)} d \sigma_{n}= & \int_{\Gamma_{n}^{+}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) v_{k(n)} d a^{+} \\
& +\int_{\Gamma_{n}^{-}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{0}\right) v_{k(n)} d a^{-}  \tag{2.219}\\
& +\int_{\tilde{S}_{n}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) \tilde{v}_{k(n)} d \tilde{\sigma}_{n} .
\end{align*}
$$

Although $\left.v_{k(n)}\right|_{\Gamma_{n}} \pm= \pm \delta_{k 2}$ for all $n$, we need not avail ourselves of that fact here; instead we note that we may write

$$
\begin{align*}
\int_{\Gamma_{n}^{ \pm}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) v_{k(n)} d a^{ \pm} & =\int_{\Gamma_{n}^{ \pm}} \frac{\partial}{\partial x_{k}}\left(e_{i j}(\boldsymbol{v})-e_{i j}^{p}\left(\boldsymbol{v}^{p}\right)\right) e_{i j}(\boldsymbol{w}) v_{k(n)} d a^{ \pm} \\
& =\int_{\Gamma_{n}^{ \pm}} \frac{\partial}{\partial x_{k}}\left(e_{i j}(\boldsymbol{w})\right) e_{i j}(\boldsymbol{w}) v_{k(n)} d a^{ \pm} \\
& =\int_{\Gamma_{n}^{ \pm}} \tau_{i j k}(\boldsymbol{w}) e_{i j}(\boldsymbol{w}) v_{k(n)} d a^{ \pm}=0 \tag{2.220}
\end{align*}
$$

by virtue of Lemma B. 3 and the second set of boundary conditions in (2.166). The result of the calculation in (2.220) is to reduce the boundary integral in (2.219) to

$$
\begin{equation*}
\int_{\partial \Omega_{n}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) v_{k(n)} d \sigma_{n}=\int_{\tilde{S}_{n}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) \tilde{v}_{k(n)} d \tilde{\sigma}_{n} . \tag{2.221}
\end{equation*}
$$

However, $\frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right)$ is bounded on $\Omega_{a}$, for $1 \leq i, j, k \leq 3$, while $\left.\frac{\partial w_{i}}{\partial x_{j}}\right|_{\tilde{S}_{n}} \rightarrow 0$, as $n \rightarrow \infty$, for $1 \leq i, j \leq 3$ (all by virtue of the regularity condition (2.169). Therefore,

$$
\begin{equation*}
\int_{\partial \Omega_{n}} \frac{\partial w_{i}}{\partial x_{j}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) v_{k(n)} d \sigma_{n} \rightarrow 0, \text { as } n \rightarrow \infty \tag{2.222}
\end{equation*}
$$

Employing (2.217) and (2.218) in the last of the equations following (2.217), and letting $n \rightarrow \infty$, there results:

$$
\begin{align*}
-\mu_{1} \int_{\Omega_{a}} \nabla \cdot \Delta\left(\boldsymbol{e}-\boldsymbol{e}^{p}\right) \cdot \boldsymbol{w} d \boldsymbol{x} & =-\mu_{1} \int_{\Omega_{a}} \frac{\partial^{2} w_{i}}{\partial x_{j} \partial x_{k}} \frac{\partial}{\partial x_{k}}\left(e_{i j}-e_{i j}^{p}\right) d \boldsymbol{x} \\
& =-\mu_{1} \int_{\Omega_{a}} \frac{\partial^{2} w_{i}}{\partial x_{j} \partial x_{k}} \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{w}) d \boldsymbol{x}  \tag{2.223}\\
& =-\mu_{1} \int_{\Omega_{a}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x}
\end{align*}
$$

If we now let $n \rightarrow \infty$ in (2.209), and make use of the results in (2.211), (2.213), (2.214), (2.215), (2.217) and (2.223), we obtain the estimate
$-\Gamma \int_{\Omega_{a}}\|\boldsymbol{w}\|^{2} d \boldsymbol{x}+\int_{\Omega_{a}}\left(\mu e_{i j}-\mu_{0} e_{i j}^{p}\right)\left(e_{i j}-e_{i j}^{p}\right) d \boldsymbol{x} \leq-\mu_{1} \int_{\Omega_{a}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x}$.
It requires, however, only a trivial extension of Lemma 2.7 to conclude that at each fixed $\boldsymbol{x} \in \Omega_{a}$, for $0<\alpha<1$,

$$
\begin{equation*}
\left[\frac{e_{i j}(\boldsymbol{v})}{\left(\epsilon+e_{k l}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right)^{\alpha / 2}}-\frac{e_{i j}\left(\boldsymbol{v}^{p}\right)}{\left(\epsilon+e_{k l}\left(\boldsymbol{v}^{p}\right) e_{k l}\left(\boldsymbol{v}^{p}\right)\right)^{\alpha / 2}}\right] \cdot\left(e_{i j}(\boldsymbol{v})-e_{i j}\left(\boldsymbol{v}^{p}\right)\right) \geq 0 \tag{2.225}
\end{equation*}
$$

and, of course, this leads us from (2.224) to

$$
\begin{equation*}
\mu_{1} \int_{\Omega_{a}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x} \leq \Gamma \int_{\Omega_{a}}\|\boldsymbol{w}\|^{2} d \boldsymbol{x} . \tag{2.226}
\end{equation*}
$$

However, for $\boldsymbol{w} \in \boldsymbol{H}^{4}\left(\Omega_{a}\right)$ satisfying the boundary conditions (2.166),

$$
\begin{equation*}
\int_{\Omega_{a}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{x})}{\partial x_{k}} d \boldsymbol{x} \geq \frac{1}{2} \int_{\Omega_{a}} \frac{\partial^{2} w_{i}}{\partial x_{j} \partial x_{k}} \frac{\partial^{2} w_{i}}{\partial x_{j} \partial x_{k}} d \boldsymbol{x} \tag{2.227a}
\end{equation*}
$$

while

$$
\begin{equation*}
\int_{\Omega_{a}} \frac{\partial^{2} w_{i}}{\partial x_{j} \partial x_{k}} \frac{\partial^{2} w_{i}}{\partial x_{j} \partial x_{k}} d \boldsymbol{x} \geq \frac{1}{\left(2 a^{2}+\theta\right)^{2}} \int_{\Omega_{a}}\|\boldsymbol{w}\|^{2} d \boldsymbol{x} \tag{2.227b}
\end{equation*}
$$

for any $\theta>0$, the last inequality following by the Poincaré-type estimate (2.176) of Lemma 2.6. Combining (2.226) with $(2.227 \mathrm{a}, \mathrm{b})$ now produces

$$
\begin{equation*}
\left(\frac{\mu_{1}}{2\left(2 a^{2}+\theta\right)^{2}}-\Gamma\right) \int_{\Omega_{a}}\|\boldsymbol{w}\|^{2} d \boldsymbol{x} \leq 0 \tag{2.228}
\end{equation*}
$$

from which it is immediate that $\boldsymbol{w}=0$, a.e. in $\boldsymbol{L}^{2}\left(\Omega_{a}\right)$, if $\mu_{1}>2\left(2 a^{2}+\theta\right)^{2} \Gamma$.

### 2.5 Existence and Asymptotic Stability of Time-Dependent Poiseuille Flows

### 2.5.1 Introduction

In this section our attention will be focused on the natural counterpart to the boundary-value problem ( $2.55 \mathrm{a}, \mathrm{b}$ ), i.e., we consider time-dependent Poiseuille flow in the domain $\Omega_{a} \times[0, T), T>0$, of the form

$$
\begin{equation*}
v=\left(u\left(y, t ; \epsilon, \mu_{1}\right), 0,0\right) \tag{2.229}
\end{equation*}
$$

which satisfies the initial-boundary value problem

$$
\begin{gather*}
\rho \dot{u}=-p^{\prime}+\mu_{0}\left[\left(\epsilon+u^{\prime 2}\right)^{-\alpha / 2} u^{\prime}\right]^{\prime}-\mu_{1} u^{\prime \prime \prime \prime}  \tag{2.230a}\\
u\left( \pm a, t ; \epsilon, \mu_{1}\right)=u^{\prime \prime}\left( \pm a, t ; \epsilon, \mu_{1}\right)=0, \quad t \in[0, T),  \tag{2.230b}\\
u\left(y, 0 ; \epsilon, \mu_{1}\right)=u_{0}\left(y ; \epsilon, \mu_{1}\right) \tag{2.230c}
\end{gather*}
$$

where we have once again written $v_{1}=u$ and $y=x_{2}$, with $\dot{u}=\frac{\partial u}{\partial t}$, $u^{\prime}=\frac{\partial u}{\partial y}$, etc. In certain places we may write $u_{t}$ for $\frac{\partial u}{\partial t}$ and, without loss of generality, we will set $\rho=1$. The initial data function $u_{0}$ is assumed to be of class $C^{2}(-a, a)$ while the pressure distribution $p(y, t)$ is taken as being prescribed, with $p \in C^{1,0}(y, t)$ for $y \in(-a, a), t>0$.

Our goals in this section are twofold: first of all, to establish the existence of a unique solution to the initial-boundary value problem (2.230a,b,c) which is of class $C^{4,1}$ on $(-a, a) \times[0, T)$, for any $T>0$, and, secondly, to prove that the unique equilibrium solution of the boundary-value problem $(2.55 \mathrm{a}, \mathrm{b})$ is stable (in fact, asymptotically stable) in a sense which will be made precise in Sect. 2.5.4.

### 2.5.2 Some Preliminary Estimates for an Associated Parabolic Problem

We begin with some considerations related to the solutions of the following linear parabolic initial-boundary value problem for $w=w(y, t)$ on $(-a, a) \times[0, T)$ :

$$
\begin{align*}
\dot{w} & =-\mu_{1} w^{(4)}+f(y, t)  \tag{2.231a}\\
w( \pm a, t) & =w_{x x}( \pm a, t)=0, \quad t>0  \tag{2.231b}\\
w(y, 0) & =w_{0}(y), \quad y \in[-a, a] \tag{2.231c}
\end{align*}
$$

where $w^{(4)} \equiv w^{\prime \prime \prime \prime}, w_{0}(\cdot) \in C^{2}(-a, a), f \in C^{0,0}(y, t)$ for $(y, t) \in(-a, a) \times$ [ $0, T$ ), and $\mu_{1}>0$. It is a direct consequence of standard results for linear parabolic initial boundary-value problems (specifically, e.g., Sects. 9,10 of part 2 in [Fr]) that under the hypotheses delineated above, there exists a unique solution $w(y, t)$ of (2.231a,b,c) on $[-a, a] \times[0, T)$, for any $T>0$, which is of class $C^{4,1}(y, t)$; in order to carry out the analysis in Sect. 2.5.3, we are interested in deriving certain a priori estimates which are satisfied by the unique solution $w(x, t)$ of $(2.231 \mathrm{a}, \mathrm{b}, \mathrm{c})$. Our first step consists of multiplying (2.231a) through by $w(y, \tau),(y, \tau) \in(-a, a) \times[0, T)$, $t<T$, and integrating over $(-a, a) \times[0, t)$; we obtain

$$
\begin{equation*}
\frac{1}{2} \int_{-a}^{a} w^{2}(x, t) d x+\mu_{1} \int_{0}^{t} \int_{-a}^{a} w^{(4)} w d x d \tau=\frac{1}{2} \int_{-a}^{a} w^{2}(x, 0) d x+\int_{0}^{t} \int_{-a}^{a} w \cdot f d x d \tau \tag{2.232}
\end{equation*}
$$

However, in view of the boundary conditions (2.231b), two successive integrations by parts yield

$$
\begin{equation*}
\int_{0}^{t} \int_{-a}^{a} w^{(4)} w d x d \tau=\int_{0}^{t} \int_{-a}^{a} w_{x x}^{2} d x d \tau \tag{2.233}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\int_{-a}^{a} w^{2}(x, t) d x+2 \mu_{1} \int_{0}^{t} \int_{-a}^{a} w_{x x}^{2} d x d \tau=2 \int_{0}^{t} \int_{-a}^{a} w \cdot f d x d \tau+\int_{-a}^{a} w^{2}(x, 0) d x \tag{2.234}
\end{equation*}
$$

Next, we multiply (2.231a) by $\dot{w}(y, \tau)$ and, again, integrate over $[-a, a] \times[0, t)$ so as to obtain

$$
\begin{equation*}
\int_{0}^{t} \int_{-a}^{a} w^{2} d x d \tau=\int_{0}^{t} \int_{-a}^{a} f \cdot \dot{w} d x d \tau-\mu_{1} \int_{0}^{t} \int_{-a}^{a} w^{(4)} \dot{w} d x d \tau \tag{2.235}
\end{equation*}
$$

Applying two successive integrations by parts to the second integral on the righthand side of (2.235) yields, in view of (2.231b),

$$
\begin{align*}
\int_{0}^{t} \int_{-a}^{a} w^{(4)} \dot{w} d x d \tau & =\int_{0}^{t} \int_{-a}^{a} w_{x x} \dot{w}_{x x} d x d \tau  \tag{2.236}\\
& =\frac{1}{2} \int_{-a}^{a} w_{x x}^{2}(x, t) d x-\frac{1}{2} \int_{-a}^{a} w_{x x}^{2}(x, 0) d x
\end{align*}
$$

so that

$$
\begin{align*}
2 \int_{0}^{t} \int_{-a}^{a} w^{2} d x d \tau+\mu_{1} & \int_{-a}^{a} w_{x x}^{2}(x, t) d x \\
& =2 \int_{0}^{t} \int_{-a}^{a} f \cdot \dot{w} d x d \tau+\mu_{1} \int_{-a}^{a} w_{x x}^{2}(x, 0) d x \tag{2.237}
\end{align*}
$$

Now, if $w(y, t)$ is a solution of (2.231a, b, c), then so is $w(-y, t)$; by uniqueness of solutions, therefore, $w(y, t)=w(-y, t)$, for $y \in(-a, a), t>0$. It then follows that $w_{y}(y, t)=-w_{y}(-y, t)$ for $y \in(-a, a), t>0$, in which case $w_{y}(0, t)=0$ for $t>0$. In view of this observation, elementary calculations show that $\exists k(a)>0$ (in fact, is is a simple exercise to show that we may take $\left.k(a)=a^{4} / 4\right)$ such that

$$
\begin{align*}
\int_{-a}^{a} w^{2}(x, t) d x & \leq k(a) \int_{-a}^{a} w_{x x}^{2}(x, t) d x, \quad t>0  \tag{2.238a}\\
\int_{0}^{t} \int_{-a}^{a} w^{2}(x, \tau) d x d \tau & \leq k(a) \int_{0}^{t} \int_{-a}^{a} w_{x x}^{2}(x, \tau) d x d \tau \tag{2.238b}
\end{align*}
$$

Returning to (2.234) we have, by (2.238b), for any $\delta>0$,

$$
\begin{align*}
2 \int_{0}^{t} \int_{-a}^{a} f \cdot w d x d \tau & \leq \delta \int_{0}^{t} f^{2} d x d \tau+\frac{1}{\delta} \int_{0}^{t} \int_{-a}^{a} w^{2} d x d \tau \\
& \leq \delta \int_{0}^{t} \int_{-a}^{a} f^{2} d x d \tau+\frac{k(a)}{\delta} \int_{0}^{t} \int_{-a}^{a} w_{x x}^{2} d x d \tau \tag{2.239}
\end{align*}
$$

so employing this last estimate in (2.234) yields

$$
\begin{align*}
\int_{-a}^{a} w^{2}(x, t) d x+ & \left(2 \mu_{1}-\frac{k(a)}{\delta}\right) \int_{0}^{t} \int_{-a}^{a} w_{x x}^{2} d x d \tau  \tag{2.240}\\
& \leq \delta \int_{0}^{t} \int_{-a}^{a} f^{2} d x d \tau+\int_{-a}^{a} w^{2}(x, 0) d x
\end{align*}
$$

where we assume, of course, that $\delta$ has been chosen so large that $\delta>k(a) / 2 \mu_{1}$. In a similar fashion

$$
\begin{equation*}
2 \int_{0}^{t} \int_{-a}^{a} f \cdot \dot{w} d x d \tau \leq \int_{0}^{t} \int_{-a}^{a} f^{2} d x d \tau+\int_{0}^{t} \int_{-a}^{a} \dot{w}^{2} d x d \tau \tag{2.241}
\end{equation*}
$$

and use of this estimate in (2.237) leads us to

$$
\begin{align*}
& \int_{0}^{t} \int_{-a}^{a} \dot{w}^{2} d x d \tau+\mu_{1} \int_{-a}^{a} w_{x x}^{2}(x, t) d x \\
& \quad \leq \int_{0}^{t} \int_{-a}^{a} f^{2} d x d \tau+\mu_{1} \int_{-a}^{a} w_{x x}^{2}(x, 0) d x \tag{2.242}
\end{align*}
$$

By virtue of the estimates (2.240), (2.242) we see that the unique solution of (2.231a,b,c) satisfies

$$
\begin{array}{rr}
w(\cdot, t) \in W^{2,2}(-a, a), & t>0, \\
\dot{w} \in L^{2}((-a, a) \times[0, t)), & t>0, \\
w \in H^{2}((-a, a) \times[0, t)), & t>0 . \tag{2.243c}
\end{array}
$$

### 2.5.3 Existence of Weak Solutions

In this section we will employ an iteration scheme to establish the existence of an appropriately defined weak solution to the following initial-boundary value problem on $[-a, a] \times[0, T), T>0$, for the function $v=v(y, t)$ :

$$
\begin{gather*}
\dot{v}=-\mu_{1} v^{(4)}+\bar{\gamma}\left(v^{\prime}\right)^{\prime}+g(y, t), \quad(y, t) \in(-a, a) \times[0, T),  \tag{2.244a}\\
v( \pm a, t)=v_{x x}( \pm a, t)=0, \quad t>0,  \tag{2.244b}\\
v(y, 0)=v_{0}(y) . \tag{2.244c}
\end{gather*}
$$

In (2.244a,b,c), for $s \in R^{1}$

$$
\begin{equation*}
\bar{\gamma}(s)=\mu_{0}\left(\epsilon+s^{2}\right)^{-\alpha / 2} s \tag{2.245}
\end{equation*}
$$

and we take $g \in C^{0,0}(y, t)$ for $(y, t) \in[-a, a] \times[0, T)$. The initial-boundary value problem (2.230a,b,c) may be directly identified with $(2.244 \mathrm{a}, \mathrm{b}, \mathrm{c})$ if we fix $\epsilon>0$, $\mu_{1}>0$, take $\rho=1, u(y, t ; \epsilon, \mu)=v(y, t)$, and $\frac{\partial p}{\partial y}(y, t)=g(y, t)$. We make the following definition rrelative to the problem (2.244a,b,c):

Definition 2.1. A function $v(y, t)$ defined on $Q_{T}=[-a, a] \times[0, T)$, is a weak solution of the initial-boundary value problem (2.244a,b,c) provided that $\dot{v} \in$ $L^{2}\left(Q_{T}\right), v^{\prime \prime} \in L^{2}\left(Q_{T}\right)$, while $v$ satisfies $(2.244 \mathrm{~b}, \mathrm{c})$ and, for every test function $\phi \in C_{0}^{\infty}\left(Q_{T}\right)$,

$$
\begin{equation*}
\iint_{Q_{T}} \phi \dot{v} d x d t+\mu_{1} \iint_{Q_{T}} \phi^{\prime \prime} v^{\prime \prime} d x d t=\iint_{Q_{T}} \phi \bar{\gamma}^{\prime}\left(w^{\prime}\right) w^{\prime \prime} d x d t+\iint_{Q_{T}} \phi g d x d t . \tag{2.246}
\end{equation*}
$$

Prior to introducing the iteration scheme associated with (2.244a,b,c) we again note that (as a direct consequence of Sects. 9, 10, part 2, of [Fr]) the linear parabolic equation

$$
\begin{equation*}
\dot{v}=-\mu_{1} v^{(4)}+h(y, t) v_{y y}+g(y, t) \tag{2.247}
\end{equation*}
$$

subject to the initial and boundary data (2.244b,c), possesses, for $h \in C^{0,0}(y, t)$, on $[-a, a] \times[0, T)$, a unique classical solution $v \in C^{4,1}(y, t)$ on $(-a, a) \times[0, T)$.

Consider now the iteration scheme defined by solutions of the initial-boundary value problem

$$
\begin{gather*}
\dot{w}_{n}=-\mu_{1} w_{n}^{(4)}+\bar{\gamma}^{\prime}\left(w_{n-1}^{\prime}\right) w_{n}^{\prime \prime}+g(y, t),  \tag{2.248a}\\
w_{n}( \pm a, t)=w_{n}^{\prime \prime}( \pm a, t)=0,  \tag{2.248b}\\
w_{n}(y, 0)=v_{0}(y) \tag{2.248c}
\end{gather*}
$$

for $(y, t) \in[-a, a] \times[0, T)$, and each integer $n \geq 1$, where

$$
\begin{equation*}
w_{0}(y, t)=j(y, t), \quad(x, t) \in[-a, a] \times[0, T) \tag{2.248d}
\end{equation*}
$$

is given, with $j \in C^{1,0}(y, t)$ for $(y, t) \in(-a, a) \times[0, T)$. Clearly, for each $n \geq$ $1, h_{n}(y, t) \equiv \bar{\gamma}^{\prime}\left(w_{n-1}^{\prime}(y, t)\right)$ is continuous on $[-a, a] \times[0, T)$ so that (2.248a-d) possesses a unique solution $w_{n}(y, t)$ on $[-a, a] \times[0, T)$, with $w_{n} \in C^{4,1}(y, t)$ for $(y, t) \in(-a, a) \times[0, T)$; for this solution $w_{n}(y, t)$ we may state the following:

Lemma 2.9. Let $w_{n}(y, t)$, for $n \geq 1$, be the unique classical solution of (2.248a,b,c) on $[-a, a] \times[0, T), T>0$, subject to (2.248d). Then $\exists k(T)>0$ such that, for $t \leq T$,

$$
\begin{align*}
\left\|w_{n}^{\prime \prime}\right\|_{L^{\infty}\left([0, t) ; L^{2}(-a, a)\right)} & \leq k^{1 / 2}(T)  \tag{2.249a}\\
\left\|\dot{w}_{n}\right\|_{L^{2}([0, t) \times(-a, a))} & \leq \mu_{1}^{1 / 2} k^{1 / 2}(T)  \tag{2.249b}\\
\|\left. w_{n}^{\prime \prime}\right|_{L^{2}([0, t) \times(-a, a))} & \leq \frac{1}{\sqrt{2}} \mu_{1}^{1 / 2} \epsilon^{\alpha / 2} k^{1 / 2}(T) . \tag{2.249c}
\end{align*}
$$

Proof. If we set

$$
\begin{equation*}
f_{n}(y, t)=g(y, t)+\bar{\gamma}^{\prime}\left(w_{n-1}^{\prime}\right) w_{n}^{\prime \prime} \tag{2.250}
\end{equation*}
$$

then (2.248a) assumes the form

$$
\begin{equation*}
\dot{w}_{n}=-\mu_{1} w_{n}^{(4)}+f_{n}(y, t), \quad n \geq 1 \tag{2.251}
\end{equation*}
$$

and the a priori estimates associated with the parabolic initial-boundary value problem (2.231a,b,c) apply to the unique solution $w_{n}(y, t), n \geq 1$ of (2.251), ( $2.248 \mathrm{~b}, \mathrm{c}$ ) subject to the choice of the initial iterate as per ( 2.248 d ). In order to implement the aforementioned estimates we note that by virtue of (2.245), for $s \in R^{1}$,

$$
\begin{equation*}
\bar{\gamma}^{\prime}(s)=\frac{\epsilon+(1-\alpha) s^{2}}{\left(\epsilon+s^{2}\right)^{1+(\alpha / 2)}}>0 \tag{2.252}
\end{equation*}
$$

and that $\bar{\gamma}^{\prime}$ is an even function of $s \in R^{1}$. Furthermore, a straightforward calculation yields

$$
\begin{equation*}
\bar{\gamma}^{\prime \prime}(s)=-s\left\{\frac{\alpha}{\left(\epsilon+s^{2}\right)^{1+(\alpha / 2)}}\left[\frac{\epsilon+(1-\alpha) s^{2}}{\epsilon+s^{2}}\right]+\frac{2 \alpha \epsilon}{\left(\epsilon+s^{2}\right)^{2+(\alpha / 2)}}\right\} \tag{2.253}
\end{equation*}
$$

so that $\bar{\gamma}^{\prime \prime}(s)<0$, for $s>0$. It thus follows that

$$
\begin{equation*}
\max _{s \in R^{1}} \bar{\gamma}^{\prime}(s)=\bar{\gamma}^{\prime}(0)=\epsilon^{-\alpha / 2} . \tag{2.254}
\end{equation*}
$$

Now, in view of (2.250) and (2.254),

$$
\begin{align*}
\int_{0}^{t} \int_{-a}^{a} f_{n}^{2} d x d \tau \leq & 2 \int_{0}^{t} \int_{-a}^{a} g^{2}(x, \tau) d x d \tau \\
& +2 \int_{0}^{t} \int_{-a}^{a}\left(\bar{\gamma}^{\prime}\left(w_{n-1}^{\prime}\right)\right)^{2}\left(w_{n}^{\prime \prime}\right)^{2} d x d \tau \\
\leq & 2 \int_{0}^{t} \int_{-a}^{a} g^{2}(x, \tau) d x d \tau+2 \epsilon^{-\alpha} \int_{0}^{t} \int_{-a}^{a}\left(w_{n}^{\prime \prime}\right)^{2} d x d \tau \tag{2.255}
\end{align*}
$$

We set, for $n \geq 1$,

$$
\begin{equation*}
b_{n}(t)=\int_{0}^{t} \int_{-a}^{a}\left(w_{n}^{\prime \prime}(x, \tau)\right)^{2} d x d \tau \tag{2.256}
\end{equation*}
$$

so that $b_{n}(0)=0$, while

$$
\begin{equation*}
b_{n}(t)=\int_{-a}^{a} w_{n}^{\prime \prime 2}(x, t) d x \tag{2.257}
\end{equation*}
$$

and by (2.248c)

$$
\begin{equation*}
\dot{b}_{n}(0)=\int_{-a}^{a} w_{n}^{\prime \prime 2}(x, 0) d x=\int_{-a}^{a} v_{0}^{\prime \prime 2}(x) d x . \tag{2.258}
\end{equation*}
$$

Applying the estimate (2.242) with $w \rightarrow w_{n}$ and $f \rightarrow f_{n}$ we have

$$
\begin{equation*}
\int_{0}^{t} \int_{-a}^{a} \dot{w}_{n}^{2} d x d \tau+\mu_{1} \int_{-a}^{a} w_{n}^{\prime \prime 2}(x, t) d x \leq \int_{0}^{t} \int_{-a}^{a} f_{n}^{2} d x d \tau+\mu_{1} \int_{-a}^{a} w_{n}^{\prime \prime 2}(x, 0) d x \tag{2.259}
\end{equation*}
$$

If we drop the first integral on the left-hand side of (2.259), and employ (2.255)(2.258), we are led to the differential inequality

$$
\begin{equation*}
\mu \dot{b}_{n}(t) \leq C(T)+2 \epsilon^{-\alpha} b_{n}(t)+\mu_{1} \dot{b}_{n}(0) \tag{2.260}
\end{equation*}
$$

for $t \leq T$, where

$$
\begin{equation*}
C(T) \equiv 2 \int_{0}^{T} \int_{-a}^{a} g^{2}(x, \tau) d x d \tau \tag{2.261}
\end{equation*}
$$

Setting, for $n \geq 1$,

$$
\begin{align*}
d_{n}(T) & =\frac{1}{\mu_{1}} C(T)+\dot{b}_{n}(0)  \tag{2.262}\\
& =\frac{1}{\mu_{1}} C(T)+\int_{-a}^{a} v_{0}^{\prime \prime 2}(x) d x \equiv d(T)
\end{align*}
$$

we see that (2.260) can be rewritten in the form

$$
\begin{equation*}
\dot{b}_{n}(t) \leq d(T)+\left(\frac{2}{\mu_{1} \epsilon^{\alpha}}\right) b_{n}(t) \tag{2.263}
\end{equation*}
$$

which, by use of the integrating factor $\exp \left(-\frac{2}{\mu_{1} \epsilon^{\alpha}} t\right)$, yields the estimate

$$
\begin{equation*}
b_{n}(t) \leq \frac{\mu_{1} \epsilon^{\alpha}}{2} d(T)\left[\exp \left(\frac{2 t}{\mu_{1} \epsilon^{\alpha}}\right)-1\right] . \tag{2.264}
\end{equation*}
$$

However, substitution of (2.264) back into (2.263) then produces the bound

$$
\begin{equation*}
\dot{b}_{n}(t) \leq d(T) \exp \left[\frac{2}{\mu_{1} \epsilon^{\alpha}} t\right], \quad t \leq T . \tag{2.265}
\end{equation*}
$$

We now return to the estimate (2.259) which, when coupled with (2.255)-(2.258) and (2.261), we can use to deduce the inequality

$$
\begin{equation*}
\int_{0}^{t} \int_{-a}^{a} \dot{w}_{n}^{2} d x d \tau+\mu_{1} \dot{b}_{n}(t) \leq C(T)+2 \epsilon^{-\alpha} b_{n}(t)+\mu_{1} \dot{b}_{n}(0) \tag{2.266}
\end{equation*}
$$

Employing the estimate (2.264) for $b_{n}(t)$ on the right-hand side of (2.266) we now find, in succession, that for $t \geq T$,

$$
\begin{align*}
\int_{0}^{t} \int_{-a}^{a} \dot{w}_{n}^{2} d x d \tau+\mu_{1} \dot{b}_{n}(t) \leq & C(T)+\mu_{1} \dot{b}_{n}(0) \\
& +\mu d(T)\left[\exp \left(\frac{2 t}{\mu_{1} \epsilon^{\alpha}}\right)-1\right] \\
= & \left(C(T)+\mu \dot{b}_{n}(0)\right) \exp \left(\frac{2 t}{\mu_{1} \epsilon^{\alpha}}\right)  \tag{2.267}\\
= & \mu d(T) \exp \left(\frac{2 t}{\mu_{1} \epsilon^{\alpha}}\right) .
\end{align*}
$$

If we set

$$
\begin{equation*}
k(T) \equiv d(T) \exp \left\{\left(2 / \mu_{1} \epsilon^{\alpha}\right) T\right\} \tag{2.268}
\end{equation*}
$$

then directly from (2.265) and (2.267) we have, for $t \leq T$, and $n \geq 1$,

$$
\begin{align*}
\int_{-a}^{a} w_{n}^{\prime \prime 2}(x, t) d x & \leq k(T)  \tag{2.269a}\\
\int_{0}^{t} \int_{-a}^{a} \dot{w}_{n}^{2}(x, \tau) d x d \tau & \leq \mu_{1} k(T) \tag{2.269b}
\end{align*}
$$

while, in view of (2.264)

$$
\begin{equation*}
\int_{0}^{t} \int_{-a}^{a} w_{n}^{\prime \prime 2}(x, \tau) d x d \tau \leq \frac{1}{2} \mu_{1} \epsilon^{\alpha} k(T) \tag{2.269c}
\end{equation*}
$$

for $t \leq T$ and $n \geq 1$. The statements embodied in (2.269a,b,c) are, of course, equivalent to ( $2.249 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ).

We are now ready to state and prove the main result in this section, namely,
Theorem 2.6. Let $w_{n}(y, t)$ be the unique classical solution, for $n \geq 1$, of (2.248a,b,c) on $[-a, a] \times[0, T), T>0$, which is subject to (2.248d). Then, as $n \rightarrow \infty,\left\{w_{n}\right\}$ converges to a weak solution of the initial-boundary value problem (2.244a,b,c).

Proof. As a consequence of (2.249b,c), the boundary conditions (2.248d), and a straightforward interpolation argument, it follows that $\exists C>0$ such that for $t \leq T$, and $n \geq 1$,

$$
\begin{align*}
\left\|w_{n}^{\prime}\right\|_{H^{1 / 2}([0, t) \times(-a, a))} & \leq C\left(\|\dot{w}\|_{L^{2}([0, t) \times(-a, a))}+\left\|w_{n}^{\prime \prime}\right\|_{L^{2}([0, t) \times(-a, a))}\right) \\
& \leq\left(1+\frac{1}{\sqrt{2}} \epsilon^{\alpha / 2}\right) C \mu_{1}^{1 / 2} k^{1 / 2}(T) . \tag{2.270}
\end{align*}
$$

We now set $Q_{T}=[-a, a] \times[0, T)$. As a direct result of the bounds (2.249b,c) and (2.270) it follows that (by picking, if necessary, subsequences of previously chosen subsequences) we may single out a subsequence of $\left\{w_{n}\right\}$, which we will also denote by $\left\{w_{n}\right\}$, such that $w_{n} \rightarrow w$ weakly in $L^{2}\left(Q_{T}\right)$ and, hence, also in the sense of distributions, while

$$
\begin{align*}
& w_{n}^{\prime \prime} \rightarrow w^{\prime \prime}, \text { weakly in } L^{2}\left(Q_{T}\right),  \tag{2.271a}\\
& \dot{w}_{n} \rightarrow \dot{w}, \text { weakly in } L^{2}\left(Q_{T}\right),  \tag{2.271b}\\
& w_{n}^{\prime} \rightarrow w^{\prime}, \text { weakly in } H^{1 / 2}\left(Q_{T}\right) . \tag{2.271c}
\end{align*}
$$

However, by the compactness of the embedding $H^{1 / 2}\left(Q_{T}\right) \hookrightarrow L^{2}\left(Q_{T}\right)$ (see Appendix A) it follows from (2.271c) that

$$
\begin{equation*}
\left\{w_{n}^{\prime} \rightarrow w^{\prime} \text { strongly in } L^{2}\left(Q_{T}\right)\right\} \Rightarrow\left\{w_{n}^{\prime} \rightarrow w^{\prime} \text { a.e. in } Q_{T}\right\} . \tag{2.272}
\end{equation*}
$$

Now, let $\phi(y, t)$ be a test function, i.e., suppose that $\phi \in C_{0}^{\infty}\left(Q_{T}\right)$; we multiply (2.248a) through by $\phi$ and integrate over $[-a, a] \times[0, T)$ obtaining, after two integrations by parts,

$$
\begin{align*}
\iint_{Q_{T}} \phi \dot{w}_{n} d x d t+\mu_{1} & \iint_{Q_{T}} \phi^{\prime \prime} w_{n}^{\prime \prime} d x d t \\
& =\iint_{Q_{T}} \phi \bar{\gamma}^{\prime}\left(w_{n-1}^{\prime}\right) w_{n}^{\prime \prime} d x d t+\iint_{Q_{T}} \phi g d x d t \tag{2.273}
\end{align*}
$$

As $\bar{\gamma}^{\prime}$ is clearly continuous, by (2.272) we have that $\bar{\gamma}^{\prime}\left(w_{n-1}^{\prime}\right) \rightarrow \bar{\gamma}^{\prime}\left(w^{\prime}\right)$, a.e. in $Q_{T}$, while $\bar{\gamma}^{\prime}>0$ with $\bar{\gamma}^{\prime}\left(w_{n-1}^{\prime}\right) \leq \bar{\gamma}^{\prime}(0), \forall n \geq 1$. Thus,

$$
\begin{equation*}
\bar{\gamma}^{\prime}\left(w_{n-1}^{\prime}\right) \rightarrow \bar{\gamma}^{\prime}\left(w^{\prime}\right), \text { strongly in } L^{2}\left(Q_{T}\right) . \tag{2.274}
\end{equation*}
$$

Therefore, by the dominated convergence theorem,

$$
\begin{equation*}
\iint_{Q_{T}} \phi \bar{\gamma}^{\prime}\left(w_{n-1}^{\prime}\right) w_{n}^{\prime \prime} d x d t \rightarrow \iint_{Q_{T}} \phi \bar{\gamma}^{\prime}\left(w^{\prime}\right) w^{\prime \prime} d x d t \tag{2.275}
\end{equation*}
$$

as $n \rightarrow \infty$. Extracting the limit in (2.273) as $n \rightarrow \infty$, we find that, as a consequence of (2.271a,b) and (2.275), $w(y, t)$ satisfies

$$
\begin{align*}
\iint_{Q_{T}} \phi \dot{w} d x d t+\mu_{1} & \iint_{Q_{T}} \phi^{\prime \prime} w^{\prime \prime} d x d t  \tag{2.276}\\
& =\iint_{Q_{T}} \phi \bar{\gamma}^{\prime}\left(w^{\prime}\right) w^{\prime \prime} d x d t+\iint_{Q_{T}} \phi g d x d t
\end{align*}
$$

Clearly $w$ satisfies, as well, the boundary conditions (2.244b) and the initial condition $(2.244 \mathrm{c})$, which completes the proof of Theorem 2.6.

Remarks. The regularity of the weak solution to (2.244a,b,c) now follows by standard arguments (e.g., see [Fr]). It is, in fact, easily established that $v \in C^{4}(y, t)$ on $(-a, a) \times[0, T)$ for any $T>0$.

### 2.5.4 Uniqueness and Stability of Solutions

In the last subsection we established the existence of a weak solution $v(y, t)$ to the initial-boundary value problem (2.244a,b,c), indicating that, in fact, $v \in C^{4,1}(y, t)$ on $(-a, a) \times[0, T), T>0$, so that the weak solution is actually a classical solution of our problem. In this section we prove that any classical solution of $(2.244 \mathrm{a}, \mathrm{b}, \mathrm{c})$ is unique and that the (unique) equilibrium Poiseuille flow (2.9), with $u\left(y ; \epsilon, \mu_{1}\right)$ being the solution of the boundary-value problem $(2.55 \mathrm{a}, \mathrm{b})$, is linearly asympotitically stable as well as asymptotically stable, within the class of all flows in $\Omega_{a} \times[0, T)$, $T>0$, of the Poiseuille type (2.10). We begin with the following result:

Theorem 2.7. If $u(y, t), v(y, t)$ are any two classical solutions of the initial boundary-value problem ( $2.244 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ), i.e., two solutions in $C^{4,1}(y, t)$, and $w(y, t)=v(y, t)-u(y, t)$, then for any $t>0,\|w(\cdot, t)\|_{L^{2}(-a, a)}=0$.

Proof. As in the hypothesis of the theorem we set $w=v-u$ in which case $w(y, t)$ clearly satisfies

$$
\begin{equation*}
\dot{w}+\mu_{1} w^{(4)}=\bar{\gamma}\left(w^{\prime}+u^{\prime}\right)^{\prime}-\bar{\gamma}\left(u^{\prime}\right)^{\prime} . \tag{2.277}
\end{equation*}
$$

Multiplying (2.277) through by $w(y, t)$, integrating over $[-a, a]$, and then integrating by parts, twice in succession, the resulting integral $\int_{-a}^{a} w w^{(4)} d x$, we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{-a}^{a} w^{2} d x+\mu_{1} \int_{-a}^{a} w_{x x}^{2} d x=\int_{-a}^{a}\left(\bar{\gamma}\left(w^{\prime}+u^{\prime}\right)-\bar{\gamma}\left(u^{\prime}\right)\right)^{\prime} w d x \tag{2.278}
\end{equation*}
$$

where we have used the fact that $\forall t>0, w( \pm a, t)=w_{x x}( \pm a, t)=0$. Integrating the integral on the right-hand side of (2.278) by parts, we are led from (2.278) to

$$
\frac{1}{2} \frac{d}{d t} \int_{-a}^{a} w^{2} d x+\mu_{1} \int_{-a}^{a} w_{x x}^{2} d x=-\int_{-a}^{a}\left(\bar{\gamma}\left(w^{\prime}+u^{\prime}\right)-\bar{\gamma}\left(u^{\prime}\right)\right) w^{\prime} d x
$$

or

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{-a}^{a} w^{2} d x+\mu_{1} \int_{-a}^{a} w_{x x}^{2} d x=-\int_{-a}^{a}\left[\bar{\gamma}\left(v^{\prime}\right)-\bar{\gamma}\left(u^{\prime}\right)\right]\left(v^{\prime}-u^{\prime}\right) d x \tag{2.279}
\end{equation*}
$$

However,

$$
(\bar{\gamma}(p)-\bar{\gamma}(q))(p-q) \geq 0, \quad \forall p, q \in R^{1}
$$

by virtue of the monotonicity of $\bar{\gamma}$, i.e. (2.252). From (2.279), therefore, we obtain

$$
\begin{equation*}
\int_{-a}^{a} w^{2}(x, t) d x \leq \int_{-a}^{a} w^{2}(x, 0) d x=0 \tag{2.280}
\end{equation*}
$$

as $u(y, 0)=v(y, 0) \equiv v_{0}(y), \forall y \in[-a, a]$.
Now, if we make use of (2.252), we see that (2.244a) has the equivalent form

$$
\begin{equation*}
\dot{v}=-\mu_{1} v^{(4)}+\left[\frac{\epsilon+(1-\alpha) v^{\prime 2}}{\left(\epsilon+v^{\prime 2}\right)^{1+(\alpha / 2)}}\right] v^{\prime \prime}+g(y, t) \tag{2.281}
\end{equation*}
$$

from which it is apparent that if $v(y, t)$ is a classical solution of $(2.244 \mathrm{a}, \mathrm{b}, \mathrm{c})$ on $[-a, a] \times[0, T), T>0$, then so is $v(-y, t)$. In view of the uniqueness theorem proven above we then have $v(y, t)=v(-y, t), y \in[-a, a], t>0$, from which it follows that $v^{\prime}(0, t)=0, t>0$. The Poincaré-type estimate of (2.238a) with $k(a)=a^{4} / 4$, applies, therefore, to $v$ as does the usual estimate

$$
\begin{equation*}
\int_{-a}^{a} v^{2}(x, t) d x \leq 4 a^{2} \int_{-a}^{a} v_{x}^{2}(x, t) d x \tag{2.282}
\end{equation*}
$$

From here on we will again denote the unique solution of $(2.55 \mathrm{a}, \mathrm{b})$ by $u(y)$. Thus, $u(y)$ satisfies, for $y \in(-a, a)$,

$$
\begin{equation*}
\bar{\gamma}\left(u^{\prime}(y)\right)^{\prime}-\mu_{1} u^{\prime \prime \prime \prime}(y)=p_{1} \tag{2.283a}
\end{equation*}
$$

with

$$
\begin{equation*}
u( \pm a)=u^{\prime \prime}( \pm a)=0 \tag{2.283b}
\end{equation*}
$$

Also, let $v_{\delta}(y, t)$ be the unique classical solution of $(2.244 \mathrm{a}, \mathrm{b}, \mathrm{c})$ with $g(y, t)=$ $-\frac{\partial p(y, t)}{\partial y} \equiv-p_{1}, \forall t>0$, and $v_{0}(y)=u(y)+\delta f(y)$, with $\delta>0$ and $\|f\|_{L^{\infty}(-a, a)} \leq K$, for some $K>0$, i.e., $v_{\delta}(y, t)$ satisfies

$$
\begin{gather*}
\dot{v}_{\delta}=-\mu_{1} v_{\delta}^{(4)}+\bar{\gamma}\left(v_{\delta}^{\prime}\right)^{\prime}-p_{1}, \quad y \in(-a, a), t>0  \tag{2.284a}\\
v_{\delta}( \pm a, t)=v_{\delta}^{\prime \prime}( \pm a, t)=0, \quad t>0  \tag{2.284b}\\
v_{\delta}(y, 0)=u(y)+\delta f(y), \quad y \in[-a, a] \tag{2.284c}
\end{gather*}
$$

Now, if $\delta=0$, then the unique solution of (2.284a,b,c) is clearly $v_{0}(y, t)=u(y)$, $y \in(-a, a), \forall t>0$. Our goal is to study the behavior of the unique classical solution $v_{\delta}(y, t), y \in(-a, a)$, as $t \rightarrow \infty$. To this end we set

$$
\begin{equation*}
w_{\delta}(y, t)=v_{\delta}(y, t)-u(y) ; \quad y \in[-a, a], t>0 \tag{2.285}
\end{equation*}
$$

in which case $w_{\delta}$ is easily seen to satisfy

$$
\begin{gather*}
\dot{w}_{\delta}+\mu_{1} w_{\delta}^{(4)}=\bar{\gamma}\left(v_{\delta}^{\prime}\right)^{\prime}-\bar{\gamma}\left(u^{\prime}\right)^{\prime}, \quad y \in(-a, a), t>0,  \tag{2.286a}\\
w_{\delta}( \pm a, t)=w_{\delta}^{\prime \prime}( \pm a, t)=0, \quad t>0  \tag{2.286b}\\
w_{\delta}(y, 0)=\delta f(y), \quad y \in[-a, a] \tag{2.286c}
\end{gather*}
$$

We first look at the problem of linear asymptotic stability of the equilibrium solution $u$. We write that, to within terms of order $O\left(\left\|w_{\delta}^{\prime}\right\|_{L^{\infty}(-a, a)}^{2}\right)$,

$$
\begin{equation*}
\bar{\gamma}\left(v_{\delta}^{\prime}\right) \equiv \bar{\gamma}\left(w_{\delta}^{\prime}+u^{\prime}\right)=\bar{\gamma}\left(u^{\prime}\right)+\bar{\gamma}^{\prime}\left(u^{\prime}\right) w_{\delta}^{\prime} \tag{2.287}
\end{equation*}
$$

in which case the linearized equation associated with (2.286a) is just

$$
\begin{equation*}
\dot{w}_{\delta}+\mu_{1} w_{\delta}^{(4)}=\left(\bar{\gamma}^{\prime}\left(u^{\prime}\right) w_{\delta}^{\prime}\right)^{\prime} \tag{2.288}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\gamma}^{\prime}\left(u^{\prime}\right)=\frac{\epsilon+(1-\alpha) u^{\prime 2}}{\left(\epsilon+u^{\prime 2}\right)^{1+(\alpha / 2)}} . \tag{2.289}
\end{equation*}
$$

We then have the following result concerning the linearized asymptotic stability of the (equilibrium) plane Poiseuille solution $u(y)$ :

Theorem 2.8. Let $u$ be the unique solution of the boundary-value problem (2.283a,b) and $w_{\delta}$ the unique solution of the linearized initial-boundary value problem (2.288), (2.286b,c). Then for any $\delta>0$, and $f \in L^{2}(-a, a)$, $\left\|w_{\delta}(\cdot, t)\right\|_{L^{2}(-a, a)}$ decays to zero, exponentially, as $t \rightarrow \infty$.

Proof. Multiplying (2.288) through by $w_{\delta}(y, t)$, integrating over $(-a, a)$, and then integrating the term involving $\mu_{1}$ by parts, in the familiar fashion, we obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \int_{-a}^{a} w_{\delta}(x, t) d x+\mu_{1} \int_{-a}^{a}\left(w_{\delta}^{\prime \prime}(x, t)\right)^{2} d x & =\int_{-a}^{a}\left(\bar{\gamma}^{\prime}\left(u^{\prime}\right) w_{\delta}^{\prime}\right)^{\prime} w_{\delta} d x  \tag{2.290}\\
& =-\int_{-a}^{a} \bar{\gamma}^{\prime}\left(u^{\prime}\right) w_{\delta}^{\prime 2} d x
\end{align*}
$$

From (2.289)

$$
\begin{align*}
\bar{\gamma}^{\prime}\left(u^{\prime}\right) & =\left(\epsilon+u^{\prime 2}\right)^{-\alpha / 2}\left[1-\alpha \frac{u^{\prime 2}}{\epsilon+u^{\prime 2}}\right]  \tag{2.291}\\
& \geq(1-\alpha) /\left(\epsilon+u^{\prime 2}\right)^{\alpha / 2}
\end{align*}
$$

But, from the analysis in Sect. 2.2, we know that $\exists C^{\prime}>0$, independent of $\epsilon$ and $\mu_{1}$, such that $\left\|u^{\prime}\right\|_{L^{\infty}(-a, a)} \leq C^{\prime}$, in which case (2.291) implies that

$$
\begin{equation*}
\bar{\gamma}^{\prime}\left(u^{\prime}(y)\right) \geq(1-\alpha) /\left(\epsilon+C^{\prime 2}\right)^{\alpha / 2}, \quad y \in[-a, a] . \tag{2.292}
\end{equation*}
$$

Employing the lower bound (2.292) in (2.290) now yields the estimate

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{-a}^{a} w_{\delta}^{2}(x, t) d x \leq \frac{-(1-\alpha)}{\left(\epsilon+C^{2}\right)^{\alpha / 2}} \int_{-a}^{a} w_{\delta}^{\prime 2}(x, t) d x \tag{2.293}
\end{equation*}
$$

which is valid for all $\mu_{1}>0$, any $\epsilon>0$, and $t>0$. However, by virtue of (2.282), which holds if $v( \pm a)=0$ (without regard to whether the condition $u^{\prime}(0)=0$ is satisfied),

$$
\begin{equation*}
\int_{-a}^{a} w_{\delta}^{2}(x, t) d x \leq 4 a^{2} \int_{-a}^{a} w_{\delta}^{\prime 2}(x, t) d x, \quad \forall t>0 \tag{2.294}
\end{equation*}
$$

Combining (2.293) and (2.294), we see that, for $t>0$,

$$
\begin{equation*}
\frac{d}{d t} \int_{-a}^{a} w_{\delta}^{2}(x, t) d x \leq \frac{-(1-\alpha)}{2 a^{2}\left(\epsilon+C^{\prime 2}\right)^{\alpha / 2}} \int_{-a}^{a} w_{\delta}^{2}(x, t) d x \tag{2.295}
\end{equation*}
$$

from which it follows by (2.286c) that, for $t>0$,

$$
\begin{equation*}
\int_{-a}^{a} w_{\delta}^{2}(x, t) d x \leq \delta^{2} \int_{-a}^{a} f^{2}(x) d x \cdot \exp (-\eta t) \tag{2.296}
\end{equation*}
$$

where $\eta>0$ is given by

$$
\begin{equation*}
\eta=(1-\alpha) / 2 a^{2}\left(\epsilon+C^{\prime 2}\right)^{\alpha / 2} . \tag{2.297}
\end{equation*}
$$

Irrespective of the magnitude of the perturbation $\delta f$, therefore, $\left\|w_{\delta}(\cdot, t)\right\|_{L^{2}(-a, a)} \rightarrow$ 0 , as $t \rightarrow \infty$, and the proof of Theorem 2.8 is complete.

Because of the monotonicity property associated with $\bar{\gamma}(\cdot)$, and the Poincaré type inequality (2.283a), we can actually do much better than the linearized asymptotic stability result expressed by Theorem 2.8 above; in fact we may state the following:
Theorem 2.9. Let $u$ be the unique solution of (2.283a,b), $v_{\delta}$ the unique solution of $(2.284 \mathrm{a}, \mathrm{b}, \mathrm{c})$, and set $w_{\delta}=v_{\delta}-u$, so that $w_{\delta}$ satisfies (2.286a,b,c). Then, for any $\delta>0$, and $f \in L^{2}(-a, a),\left\|w_{\delta}(\cdot, t)\right\|_{L^{2}(-a, a)}$ decays to zero, exponentially, as $t \rightarrow \infty$.

Proof. We multiply (2.286a) by $w_{\delta}$, integrate over $[-a, a]$, and effectuate the required integrations by parts employing (2.286b), so as to obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{-a}^{a} w_{\delta}^{2}(x, t) d x+\mu_{1} \int_{-a}^{a} w_{\delta}^{\prime \prime 2}(x, t) d t=-\int_{-a}^{a}\left[\bar{\gamma}\left(v_{\delta}^{\prime}\right)-\bar{\gamma}\left(u^{\prime}\right)\right]\left[v_{\delta}^{\prime}-u^{\prime}\right] d x \tag{2.298}
\end{equation*}
$$

Using the monotonicity property of $\bar{\gamma}$, i.e., $\forall p, q \in R^{1},(\bar{\gamma}(p)-\bar{\gamma}(q))(p-q) \geq 0$, we obtain from (2.298)

$$
\begin{equation*}
\frac{d}{d t} \int_{-a}^{a} w_{\delta}^{2}(x, t) d x \leq 2 \mu_{1} \int_{-a}^{a} w_{\delta}^{\prime \prime 2}(x, t) d x \tag{2.299}
\end{equation*}
$$

However, $v_{\delta}(y, t)=v_{\delta}(-y, t)$, and $u(y)=u(-y)$, for $t>0, y \in[-a, a]$, so $w_{\delta}(y, t)=w_{\delta}(-y, t)$, for $t>0, y \in[-a, a]$. Thus, $w_{\delta}^{\prime}(0, t)=0, \forall t \geq 0$, while $w_{\delta}( \pm a, t)=0, \forall t>0$. The Poincaré type inequality (2.238a) applies, therefore, to $w_{\delta}$ and its use in (2.299) produces

$$
\begin{equation*}
\frac{d}{d t} \int_{-a}^{a} w_{\delta}^{2}(x, t) d x \leq-\frac{\mu_{1}}{2 a^{4}} \int_{-a}^{a} w_{\delta}^{2}(x, t) d x, \quad t>0 \tag{2.300}
\end{equation*}
$$

Integration of (2.300) yields

$$
\begin{equation*}
\int_{-a}^{a} w_{\delta}^{2}(x, t) d x \leq \delta^{2}\left(\int_{-a}^{a} f^{2}(x) d x\right) \exp \left[\frac{-\mu_{1} t}{2 a^{4}}\right], \quad t>0 \tag{2.301}
\end{equation*}
$$

and Theorem 2.9 has been established.

# Chapter 3 <br> Incompressible Bipolar Fluid Dynamics: Examples of Other Flows and Geometries 

### 3.1 Introduction

The mathematical model of a nonlinear, incompressible, bipolar viscous fluid was introduced in Sect. 1.6 and conforms to the constitutive hypotheses for the Cauchy stress tensor $\tau_{i j}$ and the first multipolar stress tensor $\tau_{i j k}$ which are given, respectively, by $(2.1 \mathrm{a}, \mathrm{b})$. In (2.1a,b), $p$ is the pressure, $e_{i j}=\frac{1}{2}\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right)$ is the usual rate of deformation tensor, $\boldsymbol{v}$ is the fluid velocity (which satisfies $\nabla \cdot \boldsymbol{v}=0$ in the relevant domain), and the constitutive parameters $\mu_{0}, \mu_{1}$, and $\epsilon$ are positive real numbers, while $\alpha$ (in this chapter) again satisfies $0<\alpha<1$. When $\alpha=\mu_{1}=0$, the bipolar model reduces to the standard one associated with the Stokes constitutive hypothesis, as delineated in Sect. 1.1, and the associated boundary-value, spaceperiodic, or pure initial value problems are those associated with the Navier-Stokes equations.

In Sect. 1.7, three standard problems for incompressible fluid flow were analyzed within the context of the bipolar model with $\epsilon=\mu_{1}=0$, namely, plane Poiseuille flow between parallel plates, proper Poiseuille flow in a circular pipe, and Couette flow over a plate moving with constant velocity. Then, in Chap. 2, a deeper study of the plane Poiseuille flow of an incompressible, nonlinear, bipolar viscous fluid was presented; existence, uniqueness, and continuous dependence (on the parameters $\epsilon$ and $\mu_{1}$, as $\epsilon \rightarrow 0, \mu_{1} \rightarrow 0$ ) were established in Sect. 2.2, for this problem, the continuous dependence with respect to $\mu_{1}$ holding in the norm of $C^{1+\delta}$ for $0<\delta<1 / 2$. Appropriate Reynolds numbers for steady Poiseuille flow were generated in Sect. 2.3, as well as explicit estimates for the solution of the problem with $\epsilon \neq 0, \mu_{1} \neq 0$ in terms of the solution of the associated problem corresponding to $\epsilon=\mu_{1}=0$. In Sect. 2.4, the solution $\boldsymbol{v}^{p}$ of the boundary-value problem for steady plane Poiseuille flow of an incompressible bipolar fluid in the parallel-walled channel given, e.g., by (2.164) was proven to be unique within the class of all steady flows of a viscous bipolar fluid in $\Omega_{a}$ whose associated velocity fields $\boldsymbol{v}$ satisfy $\boldsymbol{v}-\boldsymbol{v}^{p} \in \boldsymbol{H}^{4}\left(\Omega_{a}\right)$. Finally, existence of a unique solution $\boldsymbol{v}$ of the time-dependent
plane Poiseuille problem given by (2.229), (2.230a,b,c), where $u=v_{1}$ and $y=x_{2}$, was established in Sect. 2.5 using an iteration scheme in conjunction with estimates for an associated parabolic initial boundary-value problem; in addition it was shown that the unique, steady plane Poiseuille flow $\boldsymbol{v}^{p}$ is both linearly asymptotically stable, as well as asymptotically stable, within the class of all flows in $\Omega_{a} \times[0, T)$, $T>0$, of the Poiseuille type (2.229), (2.230a,b,c).

In this chapter, we move beyond the elementary examples given in Sect. 1.7 and the detailed description and analysis of plane Poiseuille flow of an incompressible, nonlinear, viscous bipolar fluid presented in Chap. 2. We consider four distinct problems involving the motion of a nonlinear, incompressible, bipolar fluid: (1) the classical problem of flow between concentric rotating cylinders, (2) the problem of the stability of a bubble immersed in an incompressible bipolar fluid, albeit with $\epsilon=\mu_{1}=0$, (3) the exterior flow of a viscous, bipolar fluid around an obstacle in the plane, and (4) the problem of flow over a non-smooth boundary, specifically flow of an incompressible, bipolar, viscous fluid in a polygonal domain.

The steady flow of an incompressible, bipolar, viscous fluid between rotating concentric circular cylinders, i.e., proper Couette flow, is studied in Sect.3.2. The boundary-value problem governing this steady, proper, Couette flow is first formulated and then solved for degenerate values of the constitutive parameters. For the general situation in which the constitutive parameters satisfy $\epsilon>0$, $\mu_{1}>0$, existence and uniqueness of the solution to the boundary-value problem is established. Continuous dependence of the solution, in appropriate norms, is also established with respect to the parameters governing the nonlinearity and multipolarity of the model as those constitutive parameters converge to zero. In Sect. 3.3 we consider the dynamical behavior of a spherical cavity, with a fixed center, in an unbounded, incompressible, viscous non-Newtonian fluid whose Cauchy stress tensor $\boldsymbol{\tau}$ is of the form (2.1a) with $\epsilon=\mu_{1}=0$. Using elementary dynamical systems theory we delineate the locally asymptotically stable, stable, and unstable equilibrium states of the spherical vapor bubble; stability results for the equilibrium states of bubbles immersed in a Newtonian fluid are obtained as a special case. The problem of steady flow of an incompressible fluid past a fixed body $\Omega^{\prime} \subset \mathbb{R}^{2}$, as modeled by the Navier-Stokes system, has been studied extensively but is, for the most part, unresolved. Leray in 1933 [Le1] proved the existence of a velocity field which satisfies, in a weak sense, the relevant boundary-value problem, but it is still unknown as to whether or not this solution also satisfies the associated radiation condition at infinity in $\mathbb{R}^{2}$; this particular problem was resolved in [FiS] but only under the condition that the velocity at infinity is sufficiently small in magnitude. However, for the problem of stationary flow of an incompressible, bipolar, viscous fluid past a bounded domain in $\mathbb{R}^{2}$ we are able, in Sect. 3.4, to prove the existence of a unique solution satisfying prescribed conditions at infinity. It is also shown in Sect. 3.4 that the bipolar model of fluid flow predicts the existence of a drag on the immersed body and, thus, does not lead to a d'Alembert type paradox. The last problem investigated in this chapter is that of the stability of solutions to the incompressible bipolar equations with respect to perturbations of the boundary of the domain; unlike the situation with respect to the Navier-Stokes equations, it is
demonstrated in Sect. 3.5 that, in general, solutions for the bipolar model are not stable with respect to perturbations of the boundary by Lipschitz curves. We also study, in Sect. 3.5, the regularity of solutions to the bipolar equations in a polygonal domain $\Omega$; it is shown that near a corner in $\Omega$, if the forcing function for the system, $\boldsymbol{F} \in \boldsymbol{L}^{2}(\Omega)$, then any weak solution in $\boldsymbol{H}^{2}(\Omega) \cap \boldsymbol{H}_{0}^{1}(\Omega)$ may be written as the sum of two vector fields, a regular field in $\boldsymbol{H}_{l o c}^{4}(\Omega)$, and a singular field which is not in $\boldsymbol{H}_{l o c}^{4}(\Omega)$ and whose precise behavior depends on the interior angle of the corner. Finally, we provide in Sect. 3.5 an explicit characterization of the local singularities at a corner on $\partial \Omega$ in terms of the interior angle of the corner; the behavior of these local singularities are computed using MAPLE and sharp a priori estimates are used to show that there are no other singularities.

### 3.2 Flow Between Rotating Cylinders

### 3.2.1 Introduction

A classical problem in the study of motions of an incompressible viscous fluid is that of steady (or equilibrium) flow between rotating concentric circular cylinders, i.e., proper Couette flow. Under the assumption that the fluid is governed by the classical Stokes Law, the solution of the problem of proper Couette flow may be found in most classical texts on fluid dynamics (e.g., [CM, BaG], or [LL]). In fact, if $v(r)$ denotes the tangential velocity of the fluid, which is supposed to lie between rigid cylinders of radii $r_{1}$ and $r_{2}\left(>r_{1}\right)$ that rotate with constant angular velocities $\Omega_{1}$ and $\Omega_{2}, r$ being the radial distance from the center line of the inner cylinder to a point in the fluid, then

$$
\begin{equation*}
v(r)=\frac{1}{r}\left(\frac{\Omega_{1}-\Omega_{2}}{r_{1}^{-2}-r_{2}^{-2}}\right)+r\left(\frac{\Omega_{1} r_{1}^{2}-\Omega_{2} r_{2}^{2}}{r_{1}^{2}-r_{2}^{2}}\right) \tag{3.1}
\end{equation*}
$$

is the resulting steady flow determined by Stokes Law and the non-slip boundary conditions

$$
\begin{equation*}
\Omega\left(r_{1}\right) \equiv \frac{v\left(r_{1}\right)}{r_{1}}=\Omega_{1}, \quad \Omega\left(r_{2}\right) \equiv \frac{v\left(r_{2}\right)}{r_{2}}=\Omega_{2} \tag{3.2}
\end{equation*}
$$

Also, the pressure distribution required to maintain the flow (3.1) is given by

$$
\begin{equation*}
\rho^{-1} p(r)=\frac{1}{2} A^{2} r^{2}-\frac{1}{2} B^{2} r^{-2}+2 A B \ln r \tag{3.3}
\end{equation*}
$$

where $\rho$ is the (constant) fluid density and

$$
\begin{equation*}
A=\frac{r_{2}^{2} \Omega_{2}-r_{1}^{2} \Omega_{1}}{r_{2}^{2}-r_{1}^{2}}, \quad B=\frac{\Omega_{2}-\Omega_{1}}{r_{2}^{-2}-r_{1}^{-2}} \tag{3.4}
\end{equation*}
$$

Finally, the frictional couple exerted, per unit length, across a cylindrical surface in the fluid of radius $r, r_{1}<r<r_{2}$, is independent of $r$ and is given by

$$
\begin{equation*}
2 \pi r^{2} \tau_{r \theta}=-r \pi \mu_{0}\left(\frac{\Omega_{1}-\Omega_{2}}{r_{1}^{-2}-r_{2}^{-2}}\right) \tag{3.5}
\end{equation*}
$$

where $\tau_{r \theta}$ is the tangential stress. In deriving the relations (3.1), (3.3), (3.4), and (3.5), one writes the equilibrium Navier-Stokes equations in cylindrical coordinates ( $r, \theta, z$ ) and looks for solutions, subject to (3.2), of the form

$$
\begin{equation*}
v_{r}=\dot{r}=0, \quad v_{\theta}=r \dot{\theta}(r), \quad v_{z}=\dot{z}=0 \tag{3.6}
\end{equation*}
$$

which can be supported by a pressure distribution $p=p(r)$; in such a situation (3.1) reduces to

$$
\begin{equation*}
\tau_{r \theta}=2 \mu_{0} e_{r \theta} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{r \theta}=\frac{1}{2}\left(\frac{\partial v}{\partial r}-\frac{v}{r}\right) \tag{3.8}
\end{equation*}
$$

In this section we will be concerned with the existence (and structure) of equilibrium solutions of the form (3.6) for the case in which (1) the domain $\Omega$ is the region bounded by two concentric circular cylinders of radii $r_{1}$ and $r_{2}$ that rotate with constant angular velocities $\Omega_{1}$ and $\Omega_{2}$ and (2) the fluid conforms to the constitutive hypotheses (2.1a,b), with $0 \leq \alpha<1$ and $\mu_{1}>0$; we recall that, if we set $\alpha=2-p$, then our assumption relative to $\alpha$ implies that $1<p \leq 2$ in the nonlinear viscosity (2.3), when we rewrite it as

$$
\begin{equation*}
\mu(|\boldsymbol{e}|)=\mu_{0}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} \tag{3.9}
\end{equation*}
$$

In the present work we do not set ourselves the task of establishing, within the context of the bipolar model ( $2.1 \mathrm{a}, \mathrm{b}$ ), with $0 \leq \alpha<1$, as broad a range of results for the problem of proper Couette flow as has been established, to date, for the problem of plane Poiseuille flow; rather we shall content ourselves with deriving the relevant nonlinear boundary-value problem, with solving (in closed form) that problem for the case in which both $\epsilon$ and $\mu_{1}$ are zero, and then proving the existence of a unique solution that depends continuously on $\epsilon$ and $\mu_{1}$ as these constitutive parameters tend to zero. Along the way we will compare our results to those predicted by the classical solution, as given by (3.1), will study the limit of the tangential velocity field as $\alpha \rightarrow 1^{-}$, and will compute relevant quantities such as the frictional couple exerted on the fluid inside a cylindrical surface of radius $r$ by the fluid exterior to that surface. Our results are expected to be of some utility to experimental fluid dynamicists.

### 3.2.2 The Nonlinear Boundary-Value Problem for Proper Couette Flow of an Incompressible Bipolar Fluid

One way to proceed, in this section, would be to rewrite the viscous, incompressible, bipolar flow problem (2.2a-d) in cylindrical coordinates and then look for solutions of the form (3.6); indeed, the transformation of this problem into cylindrical coordinates may be found in the Ph.D. thesis of A. Montz [Mon]. However, it is somewhat instructive to transform the bipolar equations in Cartesian form

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial t}+u_{j} \frac{\partial u_{i}}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}+2 \frac{\partial}{\partial x_{j}}\left(\mu(|\boldsymbol{e}|) e_{i j}\right)-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right)+f_{i}, \text { in } \Omega \times[0, T) \tag{3.10}
\end{equation*}
$$

to cylindrical coordinates by starting with the ansatz

$$
\begin{align*}
& u_{1}=-v(r) \sin \theta, \\
& u_{2}=v(r) \cos \theta,  \tag{3.11}\\
& u_{3}=0
\end{align*}
$$

or, $\boldsymbol{v}=(-v(r) \sin \theta, v(r) \cos \theta, 0)$. Equations (3.11) result, of course, from the relations

$$
\begin{align*}
& u_{1}=v_{r} \cos \theta-v_{\theta} \sin \theta, \\
& u_{2}=v_{r} \sin \theta+v_{\theta} \cos \theta,  \tag{3.12}\\
& u_{3}=v_{z}
\end{align*}
$$

and the hypothesis (3.6). Throughout this section we will use the notation $x_{1}=x$, $x_{2}=y, x_{3}=z$.
Remarks. Since the angular velocity $\dot{\theta}=\Omega(r)=\frac{v(r)}{r}$, we may also write

$$
\boldsymbol{v}=(-\Omega(r) y, \Omega(r) x, 0)
$$

Our point of departure is the set of standard relations

$$
\begin{equation*}
\frac{\partial r}{\partial x}=\cos \theta, \quad \frac{\partial r}{\partial y}=\sin \theta, \quad \frac{\partial \theta}{\partial x}=\frac{-\sin \theta}{r}, \quad \frac{\partial \theta}{\partial y}=\frac{\cos \theta}{r} . \tag{3.13}
\end{equation*}
$$

Our task now is to express the quantities $e_{i j}, \frac{\partial}{\partial x_{k}} e_{i j}$, and $\Delta e_{i j}$ in terms of $r$ and $\theta$; we begin by noting that, as a consequence of (3.11), (3.13),

$$
\begin{align*}
& \frac{\partial u_{1}}{\partial x}=-\left(v^{\prime}(r)-\frac{v(r)}{r}\right) \sin \theta \cos \theta \\
& \frac{\partial u_{1}}{\partial y}=-v^{\prime}(r) \sin ^{2} \theta-\frac{v(r)}{r} \cos ^{2} \theta  \tag{3.14}\\
& \frac{\partial u_{2}}{\partial x}=v^{\prime}(r) \cos ^{2} \theta+\frac{v(r)}{r} \sin ^{2} \theta \\
& \frac{\partial u_{2}}{\partial y}=\left(v^{\prime}(r)-\frac{v(r)}{r}\right) \sin \theta \cos \theta=-\frac{\partial u_{1}}{\partial x}
\end{align*}
$$

For the sake of convenience we set

$$
\begin{equation*}
f(r)=v^{\prime}(r)-\frac{v(r)}{r} \tag{3.15}
\end{equation*}
$$

Now, for $i=1,2$, we compute for the convective derivatives appearing on the lefthand side of (3.10):

$$
\begin{align*}
\frac{\partial u_{1}}{\partial t}+u_{j} \frac{\partial u_{1}}{\partial x_{j}} & =-\frac{v^{2}(r)}{r} \cos \theta \\
\frac{\partial u_{2}}{\partial t}+u_{j} \frac{\partial u_{2}}{\partial x_{j}} & =-\frac{v^{2}(r)}{r} \sin \theta \tag{3.16}
\end{align*}
$$

Also,

$$
\begin{align*}
& e_{11}=\frac{\partial u_{1}}{\partial x}=-f(r) \sin \theta \cos \theta=-\frac{1}{2} f(r) \sin 2 \theta, \\
& e_{22}=\frac{\partial u_{2}}{\partial y}=f(r) \sin \theta \cos \theta=\frac{1}{2} f(r) \sin 2 \theta  \tag{3.17}\\
& e_{12}=e_{21}=\frac{1}{2}\left(\frac{\partial u_{1}}{\partial y}+\frac{\partial u_{2}}{\partial x}\right)=\frac{1}{2} f(r) \cos 2 \theta,
\end{align*}
$$

and $e_{i j}=0$, otherwise. From (3.16) it follows that

$$
\begin{equation*}
|\boldsymbol{e}|^{2}=e_{i j} e_{i j}=\frac{1}{2} f^{2}(r) \tag{3.18}
\end{equation*}
$$

We now set

$$
\begin{equation*}
h(r)=\left(\epsilon+\frac{1}{2} f^{2}(r)\right)^{-\alpha / 2} f(r) \tag{3.19}
\end{equation*}
$$

and compute that

$$
\begin{align*}
\frac{\partial}{\partial x}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} e_{11}\right] & =-\frac{1}{2} \frac{\partial}{\partial x}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} f(r) \sin 2 \theta\right] \\
& =-\frac{1}{2} \frac{\partial}{\partial x}[h(r) \sin 2 \theta] \\
& =-\frac{1}{2}\left(h^{\prime}(r) \sin 2 \theta \cos \theta-\frac{2 h(r)}{r} \cos 2 \theta \sin \theta\right) \tag{3.20a}
\end{align*}
$$

An analogous computation produces

$$
\begin{equation*}
\frac{\partial}{\partial y}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} e_{12}\right]=\frac{1}{2}\left(h^{\prime}(r) \cos 2 \theta \sin \theta-\frac{2 h(r)}{r} \sin 2 \theta \cos \theta\right) \tag{3.20b}
\end{equation*}
$$

and, therefore
$\frac{\partial}{\partial x}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} e_{11}\right]+\frac{\partial}{\partial y}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} e_{12}\right]=-\left(\frac{1}{2} h^{\prime}(r)+\frac{h(r)}{r}\right) \sin \theta$.
In a similar manner we have

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} e_{21}\right]=\frac{1}{2}\left(h^{\prime}(r) \cos 2 \theta \cos \theta+\frac{2 h(r)}{r} \sin 2 \theta \sin \theta\right) \tag{3.22a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial y}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} e_{22}\right]=\frac{1}{2}\left(h^{\prime}(r) \sin 2 \theta \sin \theta+\frac{2 h(r)}{r} \cos 2 \theta \cos \theta\right) \tag{3.22b}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} e_{21}\right]+\frac{\partial}{\partial y}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} e_{22}\right]=\left(\frac{h^{\prime}(r)}{2}+\frac{h(r)}{r}\right) \cos \theta . \tag{3.23}
\end{equation*}
$$

Our next set of computations is directed at producing the components of the tensor

$$
\tau_{i j k}=\frac{\partial}{\partial x_{k}}\left(e_{i j}\right) .
$$

Note that, by virtue of $(2.1 \mathrm{~b}), \tau_{i j k}=2 \mu_{1} \frac{\partial e_{i j}}{\partial x_{k}}$. We then have, as a consequence of (3.17),

$$
\tau_{111}=\frac{\partial}{\partial x} e_{11}=-\frac{1}{2} f^{\prime}(r) \frac{\partial r}{\partial x} \sin 2 \theta-f(r) \cos 2 \theta \frac{\partial \theta}{\partial x}
$$

so that

$$
\begin{equation*}
\tau_{111}=-\frac{1}{2} f^{\prime}(r) \sin 2 \theta \cos \theta+\frac{f(r)}{r} \cos 2 \theta \sin \theta \tag{3.24a}
\end{equation*}
$$

and, in a similar manner,

$$
\begin{align*}
& \tau_{112}=-\frac{1}{2} f^{\prime}(r) \sin 2 \theta \sin \theta-\frac{f(r)}{r} \cos 2 \theta \cos \theta  \tag{3.24b}\\
& \tau_{221}=-\tau_{111}, \quad \tau_{222}=-\tau_{112}  \tag{3.24c}\\
& \tau_{121}=\frac{1}{2} f^{\prime}(r) \cos 2 \theta \cos \theta+\frac{f(r)}{r} \sin 2 \theta \sin \theta  \tag{3.24d}\\
& \tau_{122}=\frac{1}{2} f^{\prime}(r) \cos 2 \theta \sin \theta-\frac{f(r)}{r} \sin 2 \theta \cos \theta  \tag{3.24e}\\
& \tau_{221}=\tau_{121}, \quad \tau_{212}=\tau_{122} \tag{3.24f}
\end{align*}
$$

and $\tau_{i j k}=0$, otherwise. Since the fluid is assumed to be confined between rigid cylinders of radii $r_{1}$ and $r_{2}\left(>r_{1}\right)$,

$$
\left\{\begin{array}{l}
\text { for } r=r_{2}: v_{1}=\cos \theta, v_{2}=\sin \theta, v_{3}=0  \tag{3.25}\\
\text { for } r=r_{1}: v_{1}=-\cos \theta, v_{2}=-\sin \theta, v_{3}=0
\end{array}\right.
$$

Now, the first set of boundary conditions in (2.2c) is identical with (3.2). By combining (3.24a-f) and (3.25), a straightforward but tedious computation shows that the second set of boundary conditions in (2.2c) is satisfied if and only if, for $\mu_{1} \neq 0$,

$$
\begin{equation*}
f^{\prime}\left(r_{i}\right)=0, \quad i=1,2 \tag{3.26}
\end{equation*}
$$

If $\mu_{1}=0$, the boundary conditions in (3.26) are not applicable.
Our next task is to express the terms $\Delta e_{i j}$, in cylindrical coordinates, for the special steady motion defined by (3.6). We begin by recalling a series of trigonometric identities, namely

$$
\begin{gathered}
\sin 2 \theta \cos \theta+\cos 2 \theta \sin \theta=\sin 3 \theta \\
\sin 2 \theta \cos \theta-\cos 2 \theta \sin \theta=\sin \theta
\end{gathered}
$$

$$
\begin{gathered}
\frac{d}{d \theta}(\sin 2 \theta \cos \theta)=\frac{1}{2}(3 \cos 3 \theta+\cos \theta) \\
\frac{d}{d \theta}(\cos 2 \theta \sin \theta)=\frac{1}{2}(3 \cos 3 \theta-\cos \theta) \\
\cos 2 \theta \cos \theta-\sin 2 \theta \sin \theta=\cos 3 \theta \\
\cos 2 \theta \cos \theta+\sin 2 \theta \sin \theta=\cos \theta
\end{gathered}
$$

and

$$
\begin{aligned}
\frac{d}{d \theta}(\cos 2 \theta \cos \theta) & =-\frac{1}{2}(3 \sin 3 \theta+\sin \theta), \\
\frac{d}{d \theta}(\sin 2 \theta \sin \theta) & =\frac{1}{2}(3 \sin 3 \theta-\sin \theta)
\end{aligned}
$$

We now compute, with the aid of these identities, that

$$
\begin{aligned}
\frac{\partial^{2}}{\partial x^{2}} e_{11}= & -\frac{1}{2} f^{\prime \prime} r_{x} \sin 2 \theta \cos \theta-\frac{1}{4} f^{\prime}(3 \cos 3 \theta+\cos \theta) \theta_{x} \\
& +\left(\frac{f}{r}\right)^{\prime} r_{x} \cos 2 \theta \sin \theta+\frac{1}{2} \frac{f}{r}(3 \cos 3 \theta-\cos \theta) \theta_{x}
\end{aligned}
$$

or

$$
\begin{align*}
\frac{\partial^{2}}{\partial x^{2}} e_{11}= & -\frac{1}{2} f^{\prime \prime} \sin 2 \theta \cos ^{2} \theta=\frac{1}{4} \frac{f}{r}(3 \cos 3 \theta+\cos \theta) \sin \theta \\
& +\left(\frac{f}{r}\right)^{\prime} \cos 2 \theta \sin \theta \cos \theta-\frac{1}{2} \frac{f}{r^{2}}(3 \cos 3 \theta-\cos \theta) \sin \theta \tag{3.27a}
\end{align*}
$$

and, in a like fashion,

$$
\begin{align*}
\frac{\partial^{2}}{\partial y^{2}} e_{11}= & -\frac{1}{2} f^{\prime \prime} \sin 2 \theta \sin ^{2} \theta-\frac{1}{4} \frac{f^{\prime}}{r}(3 \sin 3 \theta-\sin \theta) \cos \theta  \tag{3.27b}\\
& -\left(\frac{f}{r}\right)^{\prime} \cos 2 \theta \sin \theta \cos \theta+\frac{1}{2} \frac{f}{r^{2}}(3 \sin 3 \theta+\sin \theta) \cos \theta
\end{align*}
$$

so that

$$
\begin{equation*}
\Delta e_{11}=\left(-\frac{1}{2} f^{\prime \prime}-\frac{1}{2} \frac{f^{\prime}}{r}+\frac{2 f}{r^{2}}\right) \sin 2 \theta \tag{3.28a}
\end{equation*}
$$

As is easily verified, a series of calculations entirely analogous to those that led to (3.28a) now yields the following results:

$$
\begin{align*}
& \Delta e_{22}=-\Delta e_{11}  \tag{3.28b}\\
& \Delta e_{12}=\left(\frac{1}{2} f^{\prime \prime}+\frac{1}{2} \frac{f^{\prime}}{r}-\frac{2 f}{r^{2}}\right) \cos \theta  \tag{3.28c}\\
& \Delta e_{21}=\Delta e_{12} \tag{3.28d}
\end{align*}
$$

and $\Delta e_{i j}=0$, otherwise. If we set

$$
\begin{equation*}
g(r)=-\frac{1}{2} f^{\prime \prime}-\frac{1}{2} \frac{f^{\prime}}{r}-\frac{2 f}{r^{2}} \tag{3.29}
\end{equation*}
$$

then (3.28a-d) can be expressed as

$$
\begin{align*}
\Delta e_{11} & =g(r) \sin 2 \theta=-\Delta e_{22} \\
\Delta e_{12} & =-g(r) \cos 2 \theta=\Delta e_{21}  \tag{3.30}\\
\Delta e_{i j} & =0(\text { otherwise })
\end{align*}
$$

Progressing in a more or less methodical fashion with the computation of the quantities $\frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right)$ we have, by virtue of (3.30), and (3.11):

$$
\begin{align*}
& \frac{\partial}{\partial x}\left(\Delta e_{11}\right)=g^{\prime} \sin 2 \theta \cos \theta-\frac{2 g}{r} \cos 2 \theta \sin \theta  \tag{3.31a}\\
& \frac{\partial}{\partial y}\left(\Delta e_{11}\right)=g^{\prime} \sin 2 \theta \sin \theta+\frac{2 g}{r} \cos 2 \theta \cos \theta  \tag{3.31b}\\
& \frac{\partial}{\partial x}\left(\Delta e_{12}\right)=-g^{\prime} \cos 2 \theta \cos \theta-\frac{2 g}{r} \sin 2 \theta \sin \theta \tag{3.31c}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial y}\left(\Delta e_{12}\right)=-g^{\prime} \cos 2 \theta \sin \theta+\frac{2 g}{r} \sin 2 \theta \cos \theta \tag{3.31d}
\end{equation*}
$$

Therefore, for $i=1$ :

$$
\begin{align*}
\frac{\partial}{\partial x_{j}}\left(\Delta e_{1 j}\right) & =\frac{\partial}{\partial x} \Delta e_{11}+\frac{\partial}{\partial y} \Delta e_{12} \\
& =\left(g^{\prime}+\frac{2 g}{r}\right) \sin \theta \tag{3.32a}
\end{align*}
$$

while for $i=2$ :

$$
\begin{align*}
\frac{\partial}{\partial x_{j}}\left(\Delta e_{2 j}\right) & =\frac{\partial}{\partial x} \Delta e_{21}+\frac{\partial}{\partial y} \Delta e_{22} \\
& =-\left(g^{\prime}+\frac{2 g}{r}\right) \cos \theta \tag{3.32b}
\end{align*}
$$

Finally, with $p=p(r, \theta)$ :

$$
\begin{align*}
& \frac{\partial p}{\partial x}=\frac{\partial p}{\partial r} \cos \theta-\frac{1}{r} \frac{\partial p}{\partial \theta} \sin \theta \\
& \frac{\partial p}{\partial y}=\frac{\partial p}{\partial r} \sin \theta+\frac{1}{r} \frac{\partial p}{\partial \theta} \cos \theta \tag{3.33}
\end{align*}
$$

In order to synthesize the set of equations for the proper Couette flow of a bipolar viscous fluid, we now combine (3.16), (3.33), (3.27a,b), (3.29), and (3.32a,b), where $f(r), h(r)$, and $g(r)$ are given, respectively, by (3.15), (3.19), and (3.29). In this manner, we obtain the steady flow equations

$$
\begin{align*}
& \frac{\partial p}{\partial r} \cos \theta-\frac{1}{r} \frac{\partial p}{\partial \theta} \sin \theta-\rho \frac{v^{2}(r)}{r} \cos \theta=-\mu_{0}\left(\frac{h^{\prime}}{2}+\frac{h}{r}\right) \sin \theta+2 \mu_{1}\left(g^{\prime}+\frac{2 g}{r}\right) \sin \theta  \tag{3.34}\\
& \frac{\partial p}{\partial r} \sin \theta+\frac{1}{r} \frac{\partial p}{\partial \theta} \cos \theta-\rho \frac{v^{2}(r)}{r} \sin \theta=2 \mu_{0}\left(\frac{h^{\prime}}{2}+\frac{h}{r}\right) \cos \theta-2 \mu_{1}\left(g^{\prime}+\frac{2 g}{r}\right) \cos \theta \tag{3.35}
\end{align*}
$$

Multiplying (3.34) by $\cos \theta$, (3.35) by $\sin \theta$ and adding, we find that

$$
\begin{equation*}
\frac{\partial p}{\partial r}-\rho \frac{v^{2}(r)}{r}=0 \tag{3.36}
\end{equation*}
$$

Multiplying (3.34) by $\cos \theta$, and (3.35) by $\sin \theta$, and subtracting the resulting equations, we obtain

$$
\begin{equation*}
\frac{1}{r} \frac{\partial p}{\partial \theta}=2 \mu_{0}\left(\frac{h^{\prime}}{2}+\frac{h}{r}\right)+2 \mu_{1}\left(g^{\prime}+\frac{2 g}{r}\right) \tag{3.37}
\end{equation*}
$$

where $p=p(r, \theta)$. Associated with (3.36), (3.37) are the boundary conditions

$$
\begin{equation*}
\frac{v\left(r_{i}\right)}{r_{i}} \equiv \Omega\left(r_{i}\right)=\Omega_{i}, \quad i=1,2 \tag{3.38a}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{\prime}\left(r_{i}\right)=0, \quad i=1,2 . \tag{3.38b}
\end{equation*}
$$

It is easily seen that (3.37) may be written in the form

$$
\begin{equation*}
r \frac{\partial p}{\partial \theta}=\mu_{0}\left(r^{2} h\right)^{\prime}+2 \mu_{1}\left(r^{2} g\right)^{\prime} \tag{3.39}
\end{equation*}
$$

If $\mu_{1}>0$ and, as in the classical situation, we look for a solution for which $\frac{\partial p}{\partial \theta}=0$, then our boundary-value problem may be summarized as follows: find $v=v(r)$ such that

$$
\begin{gather*}
\mu_{0}\left(r^{2} h\right)^{\prime}+2 \mu_{1}\left(r^{2} g\right)^{\prime}=0, \quad 0<r_{1} \leq r \leq r_{2}  \tag{3.40a}\\
v\left(r_{i}\right)=\Omega_{i} r_{i}, \quad i=1,2  \tag{3.40b}\\
f^{\prime}\left(r_{i}\right)=0, \quad i=1,2 \tag{3.40c}
\end{gather*}
$$

where $f(r)=v^{\prime}(r)-\frac{v(r)}{r}, h(r)=\left(\epsilon+\frac{1}{2} f^{2}(r)\right)^{-\alpha / 2} f(r), g(r)=-\frac{1}{2} f^{\prime \prime}(r)-$ $\frac{1}{2} \frac{f^{\prime}(r)}{r}+\frac{2 f(r)}{r^{2}}$, and $0 \leq \alpha<1$. Once the tangential velocity distribution $v(r)$ has been determined by (3.40a,b,c), the pressure distribution $p=p(r)$ may be deduced by integration of (3.36). It will turn out to be useful, with respect to the analysis that follows, to rewrite the boundary-value problem (3.40a,b,c) in terms of the angular velocity $\Omega(r)=v(r) / r$; to this end we note the series of identities

$$
\begin{align*}
& f(r)=r \Omega^{\prime}(r)  \tag{3.41a}\\
& h(r)=\left(\epsilon+\frac{1}{2}\left(r \Omega^{\prime}(r)\right)^{2}\right)^{-\alpha / 2} r \Omega^{\prime}(r),  \tag{3.41b}\\
& g(r)=-\frac{1}{2}\left(r \Omega^{\prime \prime \prime}(r)+3 \Omega^{\prime \prime}(r)-\frac{3 \Omega^{\prime}(r)}{r}\right), \tag{3.41c}
\end{align*}
$$

from which it follows that (3.40a,b,c) is equivalent to

$$
\begin{gather*}
-\left[\frac{r^{3} \Omega^{\prime}(r)}{\left(\epsilon+\frac{1}{2}\left(r \Omega^{\prime}(r)^{2}\right)^{\alpha / 2}\right.}\right]^{\prime}+\mu_{1}^{*}\left(r^{3} \Omega^{\prime \prime \prime}(r)+3 r^{2} \Omega^{\prime \prime}(r)-3 r \Omega^{\prime}(r)\right)^{\prime}=0  \tag{3.42a}\\
\boldsymbol{\Omega}\left(r_{i}\right)=\Omega_{i}, \quad i=1,2  \tag{3.42b}\\
\left(r \Omega^{\prime}(r)\right)^{\prime}\left(r_{i}\right)=0, \quad i=1,2 \tag{3.42c}
\end{gather*}
$$

with $\mu_{1}^{*}=\mu_{1} / \mu_{0}$, and $p(r)$ determined by (3.36).

### 3.2.3 The Proper Couette Flow: $\epsilon=\mu_{1}=0$

In the special case in which $\epsilon=\mu_{1}=0$, the boundary-value problem (3.40a,b,c)equivalently, (3.42a,b,c)—may be integrated in closed form; it is instructive to compute this solution when $0 \leq \alpha<1$. For the mathematical analysis of existence, uniqueness, and continuous dependence, which is presented in the next section, it is more advantageous to work with ( $3.42 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ); in the present situation it is better to work with (3.40a,b,c). Thus, with $\epsilon=\mu_{1}=0$ in (3.40a), we have

$$
\begin{equation*}
h_{\alpha}^{\prime}(r)+\frac{2}{r} h_{\alpha}(r)=0 \tag{3.43}
\end{equation*}
$$

with

$$
\begin{equation*}
h_{\alpha}(r)=2^{\alpha / 2} \cdot \frac{f_{\alpha}(r)}{\left|f_{\alpha}(r)\right|^{\alpha}} \tag{3.44}
\end{equation*}
$$

and $f_{\alpha}(r)=v_{\alpha}^{\prime}(r)-\frac{v_{\alpha}(r)}{r}$. Integrating (3.43), and noting (3.44), we have for some $c_{\alpha}$

$$
\begin{equation*}
\frac{f_{\alpha}(r)}{\left|f_{\alpha}(r)\right|^{\alpha}}=\frac{c_{\alpha}}{r^{2}} . \tag{3.45}
\end{equation*}
$$

We now make the assumption that for $0<r_{1}<r<r_{2}$,

$$
\begin{equation*}
f_{\alpha}(r)>0 \Leftrightarrow r \Omega_{\alpha}^{\prime}(r)>0 \tag{3.46}
\end{equation*}
$$

in which case $c_{\alpha}>0$, and for $0<\alpha<1$,

$$
\begin{equation*}
f_{\alpha}(r)=c_{\alpha}^{1 /(1-\alpha)} r^{2 /(\alpha-1)} \equiv \lambda_{\alpha} r^{2 /(\alpha-1)}, \quad \lambda_{\alpha}>0 . \tag{3.47}
\end{equation*}
$$

From the definition of $f(r)$ it follows easily from (3.47) that, for $0<r_{1}<r<r_{2}$,

$$
\begin{equation*}
\left(\frac{v_{\alpha}(r)}{r}\right)^{\prime}=\lambda_{\alpha} r^{(3-\alpha) /(\alpha-1)}, \quad 0 \leq \alpha<1 . \tag{3.48}
\end{equation*}
$$

Integration of (3.48) now yields (for some constant $\delta_{\alpha}$, and with $\eta_{\alpha}=\frac{1}{2} \lambda_{\alpha}(\alpha-1)$ ),

$$
\begin{equation*}
v_{\alpha}(r)=\eta_{\alpha} r^{(\alpha+1) /(\alpha-1)}+\delta_{\alpha} r, \quad 0<\alpha<1 \tag{3.49}
\end{equation*}
$$

for $0<r_{1}<r<r_{2}$, as the expression for the tangential velocity field, while for the angular velocity we have, of course,

$$
\begin{equation*}
\Omega_{\alpha}(r)=\eta_{\alpha} r^{2 /(\alpha-1)}+\delta_{\alpha}, \quad 0 \leq \alpha<1 \tag{3.50}
\end{equation*}
$$

Applying the boundary conditions (3.40b,c) we easily find that

$$
\begin{gather*}
\eta_{\alpha}=\frac{\Omega_{1}-\Omega_{2}}{r_{1}^{2 /(\alpha-1)}-r_{2}^{2 /(\alpha-1)}}, \quad 0 \leq \alpha<1,  \tag{3.51a}\\
\delta_{\alpha}=\frac{\Omega_{1} r_{2}^{2 /(\alpha-1)}-\Omega_{2} r_{1}^{2 /(\alpha-1)}}{r_{2}^{2 /(\alpha-1)}-r_{1}^{2 /(\alpha-1)}}, \quad 0 \leq \alpha<1 \tag{3.51b}
\end{gather*}
$$

and, therefore, for $0 \leq \alpha<1$,

$$
\begin{equation*}
v_{\alpha}(r)=\left(\frac{\Omega_{1} r_{2}^{2 /(\alpha-1)}-\Omega_{2} r_{1}^{2 /(\alpha-1)}}{r_{2}^{2 /(\alpha-1)}-r_{1}^{2 /(\alpha-1)}}\right) r+\left(\frac{\Omega_{1}-\Omega_{2}}{r_{1}^{2 /(\alpha-1)}-r_{2}^{2 /(\alpha-1)}}\right) r^{(\alpha+1) /(\alpha-1)} \tag{3.52}
\end{equation*}
$$

Remarks. (i) For $\alpha=0$ it is easy to check that (3.52) reduces to the classical result as described by (3.1).
(ii) It is interesting to note the result for $\lim _{\alpha \rightarrow 1^{-}} v_{\alpha}(r)$ as given by (3.52). First of all we may write (since $\alpha-1=-|\alpha-1|, 0 \leq \alpha<1$ ) that

$$
\eta_{\alpha} r^{(\alpha+1) /(\alpha-1)}=\frac{r_{1}\left(\Omega_{1}-\Omega_{2}\right)}{\left(\frac{r}{r_{1}}\right)^{(\alpha+1) /|\alpha-1|}\left(1-\left(\frac{r_{1}}{r_{2}}\right)^{(\alpha+1) /|\alpha-1|} \frac{r_{1}}{r_{2}}\right)}
$$

where $r_{2}>r>r_{1}$; therefore $\eta_{\alpha}^{(\alpha+1) /(\alpha-1)} \rightarrow 0$, as $\alpha \rightarrow 1^{-}$. Also,

$$
\delta_{\alpha}=\Omega_{2}\left[\frac{\left(\frac{\Omega_{1}}{\Omega_{2}}\right)\left(\frac{r_{1}}{r_{2}}\right)^{2 /|\alpha-1|}-1}{\left(\frac{r_{1}}{r_{2}}\right)^{2 /|\alpha-1|}-1}\right]
$$

so that $\delta_{\alpha} \rightarrow \Omega_{2}$ as $\alpha \rightarrow 1^{-}$. Thus, for $\Omega_{2}>\Omega_{1}, v_{\alpha}(r) \rightarrow \Omega_{2} r$ as $\alpha \rightarrow 1^{-}$, which is a rigid-body rotation in which the tangential stresses are everywhere zero.
(iii) It is a relatively easy task to compute the tangential stress on an element of the surface of a cylinder of radius $r, r_{1} \leq r \leq r_{2}$, if the tangential velocity distribution is prescribed by (3.52). We note that, as a consequence of (3.8) and (3.52),

$$
\begin{equation*}
e_{r \theta}=\frac{1}{\alpha-1} \eta_{\alpha} r^{2 /(\alpha-1)}, \quad r_{1} \leq r \leq r_{2} \tag{3.53}
\end{equation*}
$$

and

$$
\begin{equation*}
|\boldsymbol{e}|^{2}=\frac{1}{2}\left(v^{\prime}(r)-\frac{v(r)}{r}\right)^{2}=\frac{1}{2}\left(2 e_{r \theta}\right)^{2}=2 e_{r \theta}^{2} . \tag{3.54}
\end{equation*}
$$

Therefore, with $\epsilon=\mu_{1}=0,0 \leq \alpha<1$,

$$
\begin{aligned}
\tau_{r \theta} & =2 \mu_{0}\left[2 e_{r \theta}^{2}\right]^{-\alpha / 2} e_{r \theta} \\
& =2^{1-\alpha / 2} \mu_{0}\left(\frac{\eta_{\alpha}}{\alpha-1}\right)^{1-\alpha} r^{-2} \\
& =2^{1-\alpha / 2} \mu_{0}\left(\frac{\left|\eta_{\alpha}\right|}{1-\alpha}\right)^{1-\alpha} r^{-2}
\end{aligned}
$$

since $\eta_{\alpha}<0$ for $\Omega_{2}>\Omega_{1}$ and $r_{2}>r_{1}$. Substituting for $\eta_{\alpha}$ in the above expression for $\tau_{r \theta}$ and simplifying, we obtain, for $0 \leq \alpha<1$,

$$
\begin{equation*}
\tau_{r \theta}=2^{1-\alpha / 2} \mu_{0}\left[\frac{\Omega_{2}-\Omega_{1}}{(1-\alpha)\left(r_{1}^{2 /(\alpha-1)}-r_{2}^{2 /(\alpha-1)}\right)}\right]^{1-\alpha} r^{-2} \tag{3.55}
\end{equation*}
$$

For the frictional couple exerted on the fluid inside a cylindrical surface of radius $r$ by the fluid outside, $r_{1}<r<r_{2}$, we then have

$$
\begin{equation*}
2 \pi r^{2} \tau_{r \theta}=2^{1-\alpha / 2} \pi \mu_{0}\left[\frac{\Omega_{2}-\Omega_{1}}{(1-\alpha)\left(r_{1}^{2 /(\alpha-1)}-r_{2}^{2 /(\alpha-1)}\right)}\right]^{1-\alpha} \tag{3.56}
\end{equation*}
$$

which is, of course, in agreement with the classical result for $\alpha=0$.

### 3.2.4 Existence, Uniqueness, and Continuous Dependence

In this section we will establish the existence of a unique solution to the boundaryvalue problem (3.42a,b,c) in an appropriate class of functions, and then show that the solution depends continuously on the parameters $\epsilon$ and $\mu_{1}$ as both $\epsilon \rightarrow 0^{+}$and $\mu_{1} \rightarrow 0^{+}$; in a sense that will be made precise, below, this analysis will justify our study of the case in which $\epsilon=\mu_{1}=0$, i.e., the situation in which (3.42a,b,c) reduces to the boundary-value problem

$$
\begin{align*}
{\left[\frac{r^{3} \Omega^{\prime}(r)}{\left(r \Omega^{\prime}(r)\right)^{\alpha}}\right]^{\prime} } & =0, \quad r_{1}<r<r_{2},  \tag{3.57a}\\
\Omega\left(r_{i}\right) & =\Omega_{i} \tag{3.57b}
\end{align*}
$$

whose solution is

$$
\begin{equation*}
\Omega_{\alpha}(r)=\left(\frac{\Omega_{1}-\Omega_{2}}{r_{1}^{2 /(\alpha-1)}-r_{2}^{2 /(\alpha-1)}}\right) r^{2 /(\alpha-1)}+\left(\frac{\Omega_{1} r_{2}^{2 /(\alpha-1)}-\Omega_{2} r_{1}^{2 /(\alpha-1)}}{r_{2}^{2 /(\alpha-1)}-r_{1}^{2 /(\alpha-1)}}\right) \tag{3.58}
\end{equation*}
$$

for $r_{1} \leq r \leq r_{2}, 0 \leq \alpha<1$. When $\alpha=\mu_{1}=0$, (3.42a,b,c) reduces to the boundary-value problem based on the Stokes' constitutive law, namely,

$$
\begin{gather*}
\left(r^{3} \Omega^{\prime}(r)\right)^{\prime}=0, \quad r_{1}<r<r_{2}  \tag{3.59a}\\
\Omega\left(r_{i}\right)=\Omega_{i}, \quad i=1,2 \tag{3.59b}
\end{gather*}
$$

whose unique solution

$$
\begin{equation*}
\Omega_{0}(r)=\frac{1}{r^{2}}\left(\frac{\Omega_{1}-\Omega_{2}}{r_{1}^{-2}-r_{2}^{-2}}\right)+\left(\frac{\Omega_{1} r_{1}^{2}-\Omega_{2} r_{2}^{2}}{r_{1}^{2}-r_{2}^{2}}\right) \tag{3.60}
\end{equation*}
$$

may be obtained either from (3.1) or from (3.58), upon setting $\alpha=0$. We note that $\Omega_{0}(r)$ satisfies

$$
\begin{equation*}
\left(r^{3} \Omega_{0}^{\prime \prime \prime}(r)+3 r^{2} \Omega_{0}^{\prime \prime}(r)-3 r \Omega_{0}^{\prime}(r)\right)^{\prime} \equiv 0 \tag{3.61}
\end{equation*}
$$

on $\left(r_{1}, r_{2}\right)$ but that

$$
\begin{equation*}
\left(r \Omega_{0}^{\prime}(r)\right)^{\prime}=\frac{4}{r^{3}}\left(\frac{\Omega_{1}-\Omega_{2}}{r_{1}^{-2}-r_{2}^{-2}}\right) \neq 0 \tag{3.62}
\end{equation*}
$$

Finally, when $\mu_{1}=0$, the boundary-value problem (3.42a,b,c) reduces to

$$
\begin{gather*}
{\left[\frac{r^{3} \Omega^{\prime}(r)}{\left(\epsilon+\frac{1}{2}\left(r \Omega^{\prime}(r)\right)^{2}\right)^{\alpha / 2}}\right]^{\prime}=0, \quad r_{1}<r<r_{2}}  \tag{3.63a}\\
\Omega\left(r_{i}\right)=\Omega_{i}, \quad i=1,2 \tag{3.63b}
\end{gather*}
$$

whose solution (granted that one exists and is uniquely determined) will be denoted as $\Omega_{\alpha, \epsilon}(r)$. In fact, if we denote the solution of the boundary-value problem (3.42a,b,c) by $\Omega\left(r ; \epsilon, \mu_{1}, \alpha\right)$-again, granted that one exists and is uniquely determined-then we clearly have the identifications:

$$
\begin{align*}
\Omega_{\alpha, \epsilon}(r) & =\Omega(r ; \epsilon, 0, \alpha) \\
\Omega_{0}(r) & =\Omega(r ; \epsilon, 0,0)  \tag{3.64}\\
\Omega_{\alpha}(r) & =\Omega(r ; 0,0, \alpha) \equiv \Omega_{\alpha, 0}(r)
\end{align*}
$$

Our first theorem is the existence and uniqueness result for the system (3.42a,b,c):
Theorem 3.1. For $\mu_{1}>0$ the boundary-value problem (3.42a,b,c) has a unique solution $\Omega(r ; \epsilon, \mu, \alpha)$, in $H_{0}^{2}\left(r_{1}, r_{2}\right)$, for all $\alpha$ such that $0 \leq \alpha<1$, and for all $\epsilon \geq 0$.

Proof. The case $\alpha=0$ is trivial; when $\alpha=0$, $(3.42 \mathrm{a}, \mathrm{b}, \mathrm{c})$ reduces to the linear boundary-value problem

$$
\begin{equation*}
-\left(r^{3} \Omega^{\prime}(r)\right)^{\prime}+\mu_{1}^{*}\left(r^{3} \Omega^{\prime \prime \prime}(r)+3 r^{2} \Omega^{\prime \prime}(r)-3 r \Omega^{\prime}(r)\right)^{\prime}=0 \tag{3.65a}
\end{equation*}
$$

for $r_{1}<r<r_{2}$, with

$$
\begin{gather*}
\Omega\left(r_{i}\right)=\Omega_{i}, \quad i=1,2  \tag{3.65b}\\
\left(r \Omega^{\prime}(r)\right)^{\prime}\left(r_{i}\right)=0, \quad i=1,2 \tag{3.65c}
\end{gather*}
$$

which has, by the standard theory for linear boundary-value problems [Ev], a unique solution in $H^{2}\left(r_{1}, r_{2}\right)$; actually, it is easy to show that the unique solution of (3.65a,b,c) lies in $C^{\infty}\left(r_{1}, r_{2}\right)$.

Now, consider the case where $0<\alpha<1$. We denote by $\tilde{\Omega}(r)$ the unique classical solution of the boundary-value problem

$$
\begin{equation*}
\left(r^{3} \tilde{\Omega}^{\prime \prime \prime}(r)+3 r^{2} \tilde{\Omega}^{\prime \prime}(r)-3 r \tilde{\Omega}^{\prime}(r)\right)^{\prime}=0 \tag{3.66a}
\end{equation*}
$$

for $r_{1}<r<r_{2}$, with, once again

$$
\begin{gather*}
\tilde{\Omega}\left(r_{i}\right)=\Omega_{i}, \quad i=1,2  \tag{3.66b}\\
\left(r \tilde{\Omega}^{\prime}(r)\right)^{\prime}\left(r_{i}\right)=0, \quad i=1,2 \tag{3.66c}
\end{gather*}
$$

We note that $\tilde{\Omega}(r) \in C^{\infty}\left(r_{1}, r_{2}\right)$ and that although, as a consequence of (3.61), the classical solution $\Omega_{0}(r)$ of (3.59a,b), satisfies (3.66a), $\tilde{\Omega}(r) \neq \Omega_{0}(r)$ by virtue of (3.62). If we set

$$
\begin{equation*}
u(r)=\Omega\left(r ; \epsilon, \mu_{1}, \alpha\right)-\tilde{\Omega}(r) \tag{3.67}
\end{equation*}
$$

then, as a consequence of (3.42a,b,c), coupled with (3.66a,b,c), we easily find that for $r_{1}<r<r_{2}, u(r)$ satisfies $\left(\mu_{1}^{*}=\mu_{1} / \mu_{0}\right)$,

$$
\begin{equation*}
-\left[\frac{r^{3}\left(u^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right)}{\left(\epsilon+\frac{1}{2}\left(r u^{\prime}(r)+r \tilde{\Omega}^{\prime}(r)\right)^{2}\right)^{\alpha / 2}}\right]^{\prime}+\mu_{1}^{*}\left(r^{3} u^{\prime \prime \prime}(r)+3 r^{2} u^{\prime \prime}(r)-3 r u^{\prime}(r)\right)^{\prime}=0 \tag{3.68a}
\end{equation*}
$$

and

$$
\begin{gather*}
u\left(r_{i}\right)=0, \quad i=1,2  \tag{3.68b}\\
\left(r u^{\prime}(r)\right)^{\prime}\left(r_{i}\right)=0, \quad i=1,2 \tag{3.68c}
\end{gather*}
$$

Thus, in order to show that ( $3.42 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) possesses a unique solution in $H_{0}^{2}\left(r_{1}, r_{2}\right)$, it is sufficient to prove that (3.68a,b,c) has a unique solution in $H_{0}^{2}\left(r_{1}, r_{2}\right)$.

Let $H=H_{0}^{3 / 2+\sigma}\left(r_{1}, r_{2}\right)$ with $0<\sigma<1 / 2$ and denote by $W_{M}$ the closed ball of radius $M>0$ in $H_{0}^{2}\left(r_{1}, r_{2}\right)$. As a consequence of standard embedding results (e.g., [Ev]) we know that $W_{M}$ is compactly embedded in $H$ for any $\sigma<1 / 2$. For the sake of convenience, we define the linear map $L$ by

$$
\begin{equation*}
(L u)(r)=\mu_{1}^{*}\left(r^{3} u^{\prime \prime \prime}(r)+3 r^{2} u^{\prime \prime}(r)-3 r u^{\prime}(r)\right)^{\prime} \tag{3.69}
\end{equation*}
$$

and for a fixed, but arbitrary, $h \in H$ we consider the linear boundary-value problem

$$
\begin{gather*}
(L u)(r)=\left[\frac{r^{3}\left(h^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right)}{\left(\epsilon+\frac{1}{2}\left(r h^{\prime}(r)+r \tilde{\Omega}^{\prime}(r)\right)^{2}\right)^{\alpha / 2}}\right]^{\prime}, \quad r_{1}<r<r_{2},  \tag{3.70a}\\
u\left(r_{i}\right)=\left(r u^{\prime}(r)\right)^{\prime}\left(r_{i}\right)=0, \quad i=1,2 . \tag{3.70b}
\end{gather*}
$$

With

$$
\begin{equation*}
a(p, q) \equiv \int_{r_{1}}^{r_{2}} p(r)(L q)(r) d r \tag{3.71}
\end{equation*}
$$

we have

$$
\begin{aligned}
a(u, u) & =\mu_{1}^{*} \int_{r_{1}}^{r_{2}}\left(r^{3} u^{\prime \prime \prime}(r)+3 r^{2} u^{\prime \prime}(r)-3 r u^{\prime}(r)\right)^{\prime} u(r) d r \\
& =-\mu_{1}^{*} \int_{r_{1}}^{r_{2}}\left(r^{3} u^{\prime \prime \prime}(r)+3 r^{2} u^{\prime \prime}(r)-3 r u^{\prime}(r)\right) u^{\prime}(r) d r \\
& =-\mu_{1}^{*} \int_{r_{1}}^{r_{2}}\left[r\left(r\left(r u^{\prime}\right)^{\prime}\right)^{\prime}-4 r u^{\prime}(r)\right] u^{\prime}(r) d r \\
& =\mu_{1}^{*} \int_{r_{1}}^{r_{2}} r\left[\left(r u^{\prime}\right)^{\prime 2}+4 u^{\prime 2}(r)\right] d r \\
& =\mu_{1}^{*} \int_{r_{1}}^{r_{2}} r\left[r^{2} u^{\prime \prime}(r)^{2}+2 r u^{\prime \prime}(r) u^{\prime}(r)+5 u^{\prime 2}(r)\right] d r
\end{aligned}
$$

and, therefore,

$$
\begin{align*}
a(u, u) & \geq \frac{3}{4} \mu_{1}^{*} \int_{r_{1}}^{r_{2}}\left[r^{3} u^{\prime \prime}(r)^{2}+r u^{\prime 2}(r)\right] d r  \tag{3.72}\\
& \geq \alpha_{0}\|u\|_{H_{0}^{2}\left(r_{1}, r_{2}\right)}^{2}
\end{align*}
$$

where $\alpha_{0}=\frac{3}{4} \mu_{1}^{*} \min \left(r_{1}^{3}, r_{1}\right)$. By the Lax-Milgram Lemma (Appendix A) we may conclude that the boundary-value problem $(3.70 \mathrm{a}, \mathrm{b})$ has a unique solution $u \in H_{0}^{2}\left(r_{1}, r_{2}\right)$ that satisfies

$$
\begin{aligned}
\|u\|_{H_{0}^{2}\left(r_{1}, r_{2}\right)} \leq & \frac{1}{\alpha_{0}}\left\|\frac{r^{3}\left(h^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right)}{\left(\epsilon+\frac{1}{2}\left(r h^{\prime}(r)+r \tilde{\Omega}^{\prime}(r)\right)^{2}\right)^{\alpha / 2}}\right\|_{L^{2}\left(r_{1}, r_{2}\right)} \\
\leq & \frac{1}{\alpha_{0}}\left\|2^{\alpha / 2} r^{3-\alpha}\left|h^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right|^{1-\alpha}\right\|_{L^{2}\left(r_{1}, r_{2}\right)} \\
= & \frac{1}{\alpha_{0}} \cdot 2^{\alpha / 2}\left[\int_{r_{1}}^{r_{2}} r^{2(3-\alpha) / \alpha} d r\right]^{\alpha / 2} \\
& \times\left\|h^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right\|_{L^{2}\left(r_{1}, r_{2}\right)}^{1-\alpha}
\end{aligned}
$$

where we have used the Hölder Inequality. Thus,

$$
\begin{equation*}
\|u\|_{H_{0}^{2}\left(r_{1}, r_{2}\right)} \leq C\left\|h^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right\|_{L^{2}\left(r_{1}, r_{2}\right)}^{1-\alpha} \tag{3.73}
\end{equation*}
$$

with $C=\frac{1}{\alpha_{0}} 2^{\alpha / 2}\left[\int_{r_{1}}^{r_{2}} r^{\frac{2(3-\alpha)}{\alpha}} d r\right]^{\alpha / 2}$. We now apply Young's inequality in the form

$$
|a| \cdot|b| \leq \sigma|a|^{p}+\sigma^{-\frac{1}{p-1}}|b|^{p^{\prime}}, \quad \frac{1}{p}+\frac{1}{p^{\prime}}=1
$$

to (3.73), with $p=1 /(1-\alpha)$ and $\sigma=\frac{1}{4}$, and we obtain the estimate

$$
\begin{align*}
\|u\|_{H_{0}^{2}\left(r_{1}, r_{2}\right)} & \leq \frac{1}{4}\left\|h^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right\|_{L^{2}\left(r_{1}, r_{2}\right)}+\tilde{C}  \tag{3.74}\\
& \leq \frac{1}{4}\left(\|h\|_{H_{0}^{1}\left(r_{1}, r_{2}\right)}+\|\tilde{\Omega}\|_{H_{0}^{1}\left(r_{1}, r_{2}\right)}\right)+\tilde{C}
\end{align*}
$$

with $\tilde{C}=\tilde{C}\left(\alpha ; r_{1}, r_{2}\right)$ independent of $u$.
We now define the mapping $T: h \rightarrow u$ where for each fixed $h \in H, u$ is the unique solution of the boundary-value problem (3.70a,b). By virtue of the estimate (3.74), $\exists M>0$, sufficiently large, such that $T: W_{M} \rightarrow W_{M}$; we want to show that the map $T$ is continuous. For $h_{1}, h_{2} \in W_{M}$, we set $u_{1}=T h_{1}$ and $u_{2}=T h_{2}$. Then

$$
\begin{align*}
\mu_{1}^{*}\left(r^{3}\left(u_{1}-u_{2}\right)^{\prime \prime \prime}+\right. & \left.3 r^{2}\left(u_{1}-u_{2}\right)^{\prime \prime}-3 r\left(u_{1}-u_{2}\right)^{\prime}\right)^{\prime} \\
& =\left[\frac{r^{3}\left(h_{1}^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right)}{z_{1}(r)}\right]^{\prime}-\left[\frac{r^{3}\left(h_{2}^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right)}{z_{2}(r)}\right]^{\prime} \tag{3.75}
\end{align*}
$$

with

$$
\begin{equation*}
z_{i}(r)=\left(\epsilon+\frac{1}{2}\left(r h_{i}^{\prime}(r)+r \tilde{\Omega}^{\prime}(r)\right)^{2}\right)^{\alpha / 2}, \quad i=1,2 \tag{3.76}
\end{equation*}
$$

Multiplying (3.75) by $u_{1}-u_{2}$, integrating the result over ( $r_{1}, r_{2}$ ), and then integrating by parts, we obtain

$$
\begin{align*}
& \mu_{1}^{*} \int_{r_{1}}^{r_{2}}\left[r^{3}\left(u_{1}-u_{2}\right)^{\prime \prime \prime}+3 r^{2}\left(u_{1}-u_{2}\right)^{\prime \prime}-3 r\left(u_{1}-u_{2}\right)^{\prime}\right]^{\prime}\left(u_{1}-u_{2}\right) d r \\
= & -\int_{r_{1}}^{r_{2}} \frac{r^{3}\left(h_{1}^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right)}{z_{1}(r)}\left(u_{1}-u_{2}\right)^{\prime} d r+\int_{r_{1}}^{r_{2}} \frac{r^{3}\left(h_{2}^{\prime}(r)+\tilde{\Omega}^{\prime}(r)\right)}{z_{2}(r)}\left(u_{1}-u_{2}\right)^{\prime} d r \tag{3.77}
\end{align*}
$$

Now, from (3.77), the definition of the bilinear form $a$ in (3.71), and the estimate (3.72), we have

$$
\begin{align*}
\alpha_{0}\left\|u_{1}-u_{2}\right\|_{H_{0}^{2}\left(r_{1}, r_{2}\right)}^{2} \leq & \int_{r_{1}}^{r_{2}} \frac{r^{3}\left(h_{2}^{\prime}-h_{1}^{\prime}\right)}{z_{2}(r)}\left(u_{1}-u_{2}\right)^{\prime} d r \\
& +\int_{r_{1}}^{r_{2}} \frac{r^{3}\left(u_{1}-u_{2}\right)^{\prime}\left(h_{1}^{\prime}+\tilde{\Omega}^{\prime}\right)\left[z_{1}(r)-z_{2}(r)\right]}{z_{1}(r) z_{2}(r)} d r \tag{3.78}
\end{align*}
$$

where we have added (and subtracted) the integral $\int_{r_{1}}^{r_{2}} \frac{r^{2}\left(h_{1}^{\prime}+\tilde{\Omega}^{\prime}\right)}{z_{2}}\left(u_{2}-u_{1}\right)^{\prime} d r$. For the case where $\epsilon>0$ we have, clearly, that $z_{i}(r) \geq \epsilon^{\alpha / 2}$ for $i=1,2$ and, since $h_{1}, h_{2}, u_{1}, u_{2} \in W_{M}, \exists N>0$ such that

$$
\begin{equation*}
\left|u_{i}\right| \leq N,\left|h_{i}\right| \leq N,\left|u_{i}^{\prime}\right| \leq N,\left|h_{i}^{\prime}\right| \leq N, \quad i=1,2 \tag{3.79}
\end{equation*}
$$

Using this information now in (3.78) we find the estimate

$$
\begin{align*}
\alpha_{0}| | u_{1}-u_{2} \|_{H_{0}^{2}\left(r_{1}, r_{2}\right)}^{2} \leq & \frac{2 N}{\epsilon^{\alpha / 2}} r_{2}^{3} \int_{r_{1}}^{r_{2}}\left|h_{2}^{\prime}(r)-h_{1}^{\prime}(r)\right| d r  \tag{3.80}\\
& +\frac{4 N^{2} r_{2}^{3}}{\epsilon^{\alpha}} \int_{r_{1}}^{r_{2}}\left|z_{1}(r)-z_{2}(r)\right| d r
\end{align*}
$$

Noting that with $\eta(\xi)=\left(\epsilon+\frac{1}{2} \xi^{2}\right)^{\alpha / 2}$, for $\xi \in R^{1}$, the derivative $\eta^{\prime}(\xi)=$ $\frac{\alpha}{2} \xi\left(\epsilon+\frac{1}{2} \xi^{2}\right)^{-1+(\alpha / 2)}$ is bounded on compact subsets of $R^{1}$, and taking account of (3.79), and the definition of $z_{i}(r), i=1,2$, i.e., (3.76), we have, for some $C_{1}>0$,

$$
\left|z_{1}(r)-z_{2}(r)\right| \leq C_{1}\left|\left(r h_{1}^{\prime}(r)+r \tilde{\Omega}^{\prime}(r)\right)-\left(r h_{2}^{\prime}(r)+r \tilde{\Omega}^{\prime}(r)\right)\right|
$$

or

$$
\begin{equation*}
\left|z_{1}(r)-z_{2}(r)\right| \leq C_{1} r\left|h_{1}^{\prime}(r)-h_{2}^{\prime}(r)\right| . \tag{3.81}
\end{equation*}
$$

Combining (3.81) with (3.80) we, therefore, deduce the existence of a $\tilde{C}>0$, independent of $u_{i}, i=1,2$, such that

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{H_{0}^{2}\left(r_{1}, r_{2}\right)} \leq \tilde{C}\left\|h_{1}-h_{2}\right\|_{H_{0}^{1}\left(r_{1}, r_{2}\right)} \tag{3.82}
\end{equation*}
$$

thus establishing the continuity of the map $T: W_{M} \rightarrow W_{M}$ for the case in which $\epsilon>0$. On the other hand, if $\epsilon=0$ then by (3.72) and (3.77) we have

$$
\begin{equation*}
\alpha_{0}| | u_{1}-u_{2} \|_{H_{0}^{2}\left(r_{1}, r_{2}\right)} \leq 2^{\alpha / 2} \int_{r_{1}}^{r_{2}} r^{3-\alpha}\left(u_{1}^{\prime}-u_{2}^{\prime}\right)\left[\frac{h_{2}^{\prime}+\tilde{\Omega}^{\prime}}{\left|h_{2}^{\prime}+\tilde{\Omega}^{\prime}\right|^{\alpha}}-\frac{h_{1}^{\prime}+\tilde{\Omega}^{\prime}}{\left|h_{1}^{\prime}+\tilde{\Omega}^{\prime}\right|^{\alpha}}\right] d r . \tag{3.83}
\end{equation*}
$$

However, for arbitrary $a, b \in R^{1}$, and $0 \leq \alpha<1$, it is an easy exercise to verify the elementary inequality

$$
\begin{equation*}
\left|\frac{a}{|a|^{\alpha}}-\frac{b}{|b|^{\alpha}}\right| \leq 2^{\alpha}|a-b|^{1-\alpha} \tag{3.84}
\end{equation*}
$$

Combining, in this case, (3.79), (3.83), and (3.84), we find, with the help of the Hölder Inequality, that

$$
\begin{aligned}
\alpha_{0}\left\|u_{1}-u_{2}\right\|_{H_{0}^{2}\left(r_{1}, r_{2}\right)}^{2} & \leq C_{2} \int_{r_{1}}^{r_{2}}\left|h_{1}^{\prime}-h_{2}^{\prime}\right|^{1-\alpha} d r \\
& \leq C_{3}\left[\int_{r_{1}}^{r_{2}}\left|h_{1}^{\prime}-h_{2}^{\prime}\right|^{2} d r\right]^{(1-\alpha) / 2}
\end{aligned}
$$

for some $C_{2}, C_{3}>0$. Therefore, with $C_{4}=C_{3} / \alpha_{0}$

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{H_{0}^{2}\left(r_{1}, r_{2}\right)} \leq C_{4}\left\|h_{1}-h_{2}\right\|_{H_{0}^{1}\left(r_{1}, r_{2}\right)}^{(1-\alpha) / 2} \tag{3.85}
\end{equation*}
$$

and the continuity of $T: W_{M} \rightarrow W_{M}$ again follows, this time for the case $\epsilon=0$.
As a direct consequence of the Schauder fixed-point theorem we may now conclude that there exists, for $M>0$ sufficiently large, a unique $u \in W_{M}$ such that $T u=u$; this establishes, of course, the existence of a unique solution $u$ of the boundary-value problem (3.68a,b,c), for $\mu_{1}>0$, and, hence, for the original boundary-value problem (3.42a,b,c).

We now turn our attention to the boundary-value problem (3.63a,b), which is, of course, what the boundary-value problem (3.42a,b,c) formally reduces to if we set $\mu_{1}=0$; our basic result may be stated as follows:

Theorem 3.2. For $\epsilon \geq 0$, if a solution of the boundary-value problem (3.63a,b) exists in $H^{1}\left(r_{1}, r_{2}\right)$, then the solution is unique.

Proof. For $\epsilon=0$ the unique solution of (3.63a,b), $\Omega_{\alpha}(r)=\Omega_{\alpha, 0}(r)$, is given explicitly by (3.58); so we turn to the case in which $\epsilon>0$. We will establish the uniqueness of solutions to $(3.63 \mathrm{a}, \mathrm{b})$ under the assumption that solutions do exist in $H^{1}\left(r_{1}, r_{2}\right)$. So, suppose that $\omega_{1}, \omega_{2} \in H^{1}\left(r_{1}, r_{2}\right)$ are solutions of (3.63a,b). Then

$$
\begin{equation*}
-\left[\frac{r^{3} \omega_{1}^{\prime}(r)}{\left(\epsilon+\frac{1}{2}\left(r \omega_{1}^{\prime}(r)\right)^{2}\right)^{\alpha / 2}}\right]^{\prime}+\left[\frac{r^{3} \omega_{2}^{\prime}(r)}{\left(\epsilon+\frac{1}{2}\left(r \omega_{2}^{\prime}(r)\right)^{2}\right)^{\alpha / 2}}\right]^{\prime}=0 \tag{3.86}
\end{equation*}
$$

We note that $\omega_{1}\left(r_{i}\right)=\Omega_{i}, \omega_{2}\left(r_{i}\right)=\Omega_{i}, i=1,2$. Multiplying (3.86) by $\omega_{1}-\omega_{2}$, and integrating by parts, we obtain

$$
\begin{equation*}
\int_{r_{1}}^{r_{2}} r^{2}\left(\omega_{1}^{\prime}-\omega_{2}^{\prime}\right)\left[\frac{r \omega_{1}^{\prime}(r)}{\left(\epsilon+\frac{1}{2}\left(r \omega_{1}^{\prime}(r)\right)^{2}\right)^{\alpha / 2}}-\frac{r \omega_{2}^{\prime}(r)}{\left(\epsilon+\frac{1}{2}\left(r \omega_{2}^{\prime}(r)\right)^{2}\right)^{\alpha / 2}}\right] d r=0 \tag{3.87}
\end{equation*}
$$

Now for any $a, b \in R^{1}, \epsilon \geq 0$, and $0 \leq \alpha<1$, we have the elementary inequality

$$
\begin{equation*}
(a-b)\left(\frac{a}{\left(\epsilon+\frac{1}{2} a^{2}\right)^{\alpha / 2}}-\frac{b}{\left(\epsilon+\frac{1}{2} b^{2}\right)^{\alpha / 2}}\right) \geq 0 \tag{3.88}
\end{equation*}
$$

and, therefore, as a direct consequence of (3.87) we have $\omega_{1}^{\prime}=\omega_{2}^{\prime}$ a.e. on $\left[r_{1}, r_{2}\right]$. However, $\omega_{1}\left(r_{i}\right)=\omega_{2}\left(r_{i}\right), i=1,2$; so $\omega_{1}=\omega_{2}$ a.e. on ( $r_{1}, r_{2}$ ) and it follows that solutions of $(3.63 \mathrm{a}, \mathrm{b})$ in $H^{1}\left(r_{1}, r_{2}\right)$ are unique if they exist.

There remains the task of showing that, for $\epsilon>0$, there exist solutions of $(3.63 \mathrm{a}, \mathrm{b})$ in $H^{1}\left(r_{1}, r_{2}\right)$; to do this we will show that the unique solution of (3.42a,b,c) converges, as $\mu_{1} \rightarrow 0^{+}$, to the (unique) solution of (3.63a,b); the convergence will be in the norm of $C^{1+\sigma}$, for $0<\sigma<1 / 2$, and will also establish the continuous dependence of the solutions of (3.42a,b,c) on $\mu_{1}$ as $\mu_{1} \rightarrow 0^{+}$. The precise result is the following:

Theorem 3.3. As $\mu_{1} \rightarrow 0^{+}$, the unique solution of the boundary-value problem (3.42a,b,c), $\Omega\left(\cdot ; \epsilon, \mu_{1}, \alpha\right)$, converges in $C^{1, \sigma}\left(r_{1}, r_{2}\right), 0<\sigma<1 / 2$, to the (unique) solution $\Omega_{\epsilon, \alpha}(\cdot)$ of $(3.63 \mathrm{a}, \mathrm{b})$ and, in fact, $\Omega_{\epsilon, \alpha}(\cdot)=\hat{\Omega}(\cdot)$, where $\hat{\Omega}(\cdot)$ is given by (3.130).

Proof. As in the proof of Theorem 3.1, we set $u(r)=\Omega\left(r ; \epsilon, \mu_{1}, \alpha\right)-\tilde{\Omega}(r)$ with $\Omega\left(r ; \epsilon, \mu_{1}, \alpha\right)$ the unique solution of (3.42a,b,c), for $\mu_{1}>0$, and $\tilde{\Omega}(r)$ the unique solution of (3.66a,b,c). We also set

$$
\begin{align*}
s(r) & =u^{\prime}(r), \\
W_{0}(r) & =r \tilde{\Omega}^{\prime}(r), \\
W(r) & =r \Omega^{\prime}\left(r ; \epsilon, \mu_{1}, \alpha\right),  \tag{3.89}\\
Z(r) & =\epsilon+\frac{1}{2} W^{2}(r)
\end{align*}
$$

Clearly, both $u(r)$ and $s(r)$ depend on $\mu_{1}$ but we will refrain, for the time being, from writing $u_{\mu_{1}}(r)$ or $s_{\mu_{1}}(r)$. Using the notation in (3.67), (3.89), and the fact that $\tilde{\Omega}(r)$ satisfies (3.66a), we may rewrite (3.42a) in the form

$$
\begin{equation*}
-\left[\frac{r^{2} W(r)}{Z(r)^{\alpha / 2}}\right]^{\prime}+\mu_{1}^{*}\left(r^{3} s^{\prime \prime}(r)+3 r^{2} s^{\prime}(r)-3 r s(r)\right)^{\prime}=0 \tag{3.90}
\end{equation*}
$$

Integrating (3.90) over $\left(r_{1}, r\right)$, for $r \leq r_{2}$, we find that

$$
\begin{equation*}
-\frac{r^{2} W(r)}{Z(r)^{\alpha / 2}}+\mu_{1}^{*}\left(r^{3} s^{\prime \prime}(r)+3 r^{2} s^{\prime}(r)-3 r s(r)\right)=A_{\mu_{1}} \tag{3.91}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{\mu_{1}}=\frac{r_{1}^{2} W\left(r_{1}\right)}{Z\left(r_{1}\right)^{\alpha / 2}}+\mu_{1}^{*}\left(r_{1}^{3} s^{\prime \prime}\left(r_{1}\right)+3 r_{1}^{2} s^{\prime}\left(r_{1}\right)-3 r_{1} s\left(r_{1}\right)\right) . \tag{3.92}
\end{equation*}
$$

By virtue of (3.42b) and (3.66b),

$$
\begin{align*}
\int_{r_{1}}^{r_{2}} s(r) d r & =u\left(r_{2}\right)-u\left(r_{1}\right) \\
& =\left(\Omega\left(r_{2}\right)-\tilde{\Omega}\left(r_{2}\right)\right)-\left(\Omega\left(r_{1}\right)-\tilde{\Omega}\left(r_{1}\right)\right)  \tag{3.93}\\
& =0
\end{align*}
$$

Therefore, if we multiply (3.91) by $s(r)$, integrate over $\left(r_{1}, r_{2}\right)$, and then integrate by parts, we obtain

$$
\begin{equation*}
\int_{r_{1}}^{r_{2}} \frac{r W^{2}(r)}{Z(r)^{\alpha / 2}} d r-\int_{r_{1}}^{r_{2}} \frac{r W(r) W_{0}(r)}{Z(r)^{\alpha / 2}} d r+\mu_{1}^{*} \int_{r_{1}}^{r_{2}} r\left[(r s(r))^{\prime 2}+4 s^{2}(r)\right] d r=0 \tag{3.94}
\end{equation*}
$$

where we have used (3.93), the obvious relation $r s(r)=W(r)-W_{0}(r)$, and the fact that as $(r s(r))^{\prime}\left(r_{i}\right)=0$, for $i=1,2$, so that

$$
\begin{align*}
\int_{r_{1}}^{r_{2}}\left(r^{3} s^{\prime \prime}(r)+3 r^{2} s^{\prime}(r)-3 r s(r)\right) s(r) d r & =\int_{r_{1}}^{r_{2}}\left[r\left(r(r s(r))^{\prime}\right)^{\prime}-4 r s(r)\right] s(r) d r \\
& =-\int_{r_{1}}^{r_{2}} r\left[(r s(r))^{\prime 2}+4 s^{2}(r)\right] d r \tag{3.95}
\end{align*}
$$

Now, for $\epsilon>0$, we set

$$
\begin{equation*}
E_{\epsilon}=\left\{r \mid W^{2}(r)>2 \epsilon\right\} \tag{3.96}
\end{equation*}
$$

Then $\forall r \in E_{\epsilon}$,

$$
\begin{equation*}
\frac{r W^{2}(r)}{Z(r)^{\alpha / 2}}=\frac{r W^{2}(r)}{\left(\epsilon+\frac{1}{2} W^{2}(r)\right)^{\alpha / 2}}>r_{1}|W(r)|^{2-\alpha} \tag{3.97}
\end{equation*}
$$

while $\forall r \in\left\{\left[r_{1}, r_{2}\right] / E_{\epsilon}\right\} \equiv E_{\epsilon}^{c}$, we have $|W(r)|^{2-\alpha} \leq(2 \epsilon)^{(2-\alpha) / 2}$. Therefore,

$$
\begin{align*}
\int_{r_{1}}^{r_{2}}|W(r)|^{2-\alpha} d r & =\int_{E_{\epsilon}}|W(r)|^{2-\alpha} d r+\int_{E_{\epsilon}^{c}}|W(r)|^{2-\alpha} d r \\
& \leq \frac{1}{r_{1}} \int_{r_{1}}^{r_{2}} \frac{r W^{2}(r)}{Z(r)^{\alpha / 2}} d r+(2 \epsilon)^{(2-\alpha) / 2} \operatorname{meas}\left(E_{\epsilon}^{c}\right) \tag{3.98}
\end{align*}
$$

where meas $\left(E_{\epsilon}^{c}\right) \leq r_{2}-r_{1}$. Combining (3.94) with (3.98) we obtain the estimate

$$
\begin{equation*}
\left.\int_{r_{1}}^{r_{2}}|W(r)|^{2-\alpha} d r+\frac{\mu_{1}^{*}}{r_{1}} \int_{r_{1}}^{r_{2}} r[r s(r))^{\prime 2}+4 s^{2}(r)\right] d r \leq \frac{1}{r_{1}} \int_{r_{1}}^{r_{2}} \frac{r W(r) W_{0}(r)}{Z(r)^{\alpha / 2}} d r+(2 \epsilon)^{(2-\alpha) / 2}\left(r_{2}-r_{1}\right) . \tag{3.99}
\end{equation*}
$$

By virtue of the Hölder Inequality, and the definition of $Z(r)$, i.e., (3.89), we have the following estimate for the integral on the right-hand side of (3.99):

$$
\begin{align*}
& \left|\int_{r_{1}}^{r_{2}} \frac{r W(r) W_{0}(r)}{Z(r)^{\alpha / 2}} d r\right| \leq 2^{\alpha / 2} \int_{r_{1}}^{r_{2}} r|W(r)|^{1-\alpha}\left|W_{0}(r)\right| d r \\
& \leq 2^{\alpha / 2}\left[\int_{r_{1}}^{r_{2}}|W(r)|^{2-\alpha} d r\right]^{(1-\alpha) /(2-\alpha)} \times\left[\int_{r_{1}}^{r_{2}}\left|r W_{0}(r)\right|^{2-\alpha} d r\right]^{1 /(2-\alpha)} \tag{3.100}
\end{align*}
$$

Applying Young's inequality to (3.100), with $p=\frac{2-\alpha}{1-\alpha}$ and $\sigma=\frac{r_{1}}{2^{1+\alpha / 2}}$, we now find that

$$
\begin{equation*}
\frac{1}{r_{1}}\left|\int_{r_{1}}^{r_{2}} \frac{r W(r) W_{0}(r)}{Z(r)^{\alpha / 2}} d r\right| \leq \frac{1}{2} \int_{r_{1}}^{r_{2}}|W(r)|^{2-\alpha} d r+C_{*} \tag{3.101}
\end{equation*}
$$

with $C_{*}$ independent of both $\mu_{1}$ and $\epsilon$, where we have used the fact that $W_{0}(\cdot) \in$ $L^{\infty}\left(r_{1}, r_{2}\right)$. Combining (3.99) with (3.101) we are led to the estimate

$$
\begin{align*}
\int_{r_{1}}^{r_{2}}|W(r)|^{2-\alpha} d r+\frac{2 \mu_{1}^{*}}{r_{1}} & \left.\int_{r_{1}}^{r_{2}} r[r s(r))^{\prime 2}+4 s^{2}(r)\right] d r  \tag{3.102}\\
& \leq 2(2 \epsilon)^{(2-\alpha) / 2}\left(r_{2}-r_{1}\right)+2 C_{*}
\end{align*}
$$

For our next set of estimates, we multiply (3.91) by $(r s(r))^{\prime \prime}$, integrate over $\left(r_{1}, r_{2}\right)$, and then integrate by parts; since

$$
\begin{equation*}
A_{\mu_{1}} \int_{r_{1}}^{r_{2}}(r s(r))^{\prime \prime} d r=\left.A_{\mu_{1}}(r s(r))^{\prime}\right|_{r_{1}} ^{r_{2}}=0 \tag{3.103}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{r_{1}}^{r_{2}}\left(r^{3} s^{\prime \prime}(r)\right. & \left.+3 r^{2} s^{\prime}(r)-3 r s(r)\right)(r s(r))^{\prime \prime} d r \\
= & \int_{r_{1}}^{r_{2}}\left[r^{2}(r s(r))^{\prime \prime 2}+3(r s(r))^{\prime 2}+r^{2} s^{\prime}(r)(r s(r))^{\prime \prime}\right] d r \tag{3.104}
\end{align*}
$$

we obtain

$$
\begin{align*}
& \int_{r_{1}}^{r_{2}}\left[\frac{r^{2} W(r)}{Z(r)^{\alpha / 2}}\right]^{\prime}(r s(r))^{\prime} d r+\mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2}(r s(r))^{\prime \prime 2} d r \\
& \quad+3 \mu_{1}^{*} \int_{r_{1}}^{r_{2}}(r s(r))^{\prime 2} d r+\mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2} s^{\prime}(r)(r s(r))^{\prime \prime} d r=0 . \tag{3.105}
\end{align*}
$$

We now note that

$$
\begin{align*}
& \int_{r_{1}}^{r_{2}}\left[\frac{r^{2} W(r)}{Z(r)^{\alpha / 2}}\right]^{\prime}(r s(r))^{\prime} d r=\int_{r_{1}}^{r_{2}}\left(\frac{2 r W(r)}{Z(r)^{\alpha / 2}}+r^{2}\left[\frac{W(r)}{Z(r)^{\alpha / 2}}\right]^{\prime}\right)(r s(r))^{\prime} d r \\
&= \int_{r_{1}}^{r_{2}} r^{2}\left[\frac{W(r)}{Z(r)^{\alpha / 2}}\right]^{\prime} W^{\prime}(r) d r-\int_{r_{1}}^{r_{2}} r^{2}\left[\frac{W(r)}{Z(r)^{\alpha / 2}}\right]^{\prime} W_{0}^{\prime}(r) d r \\
&+\int_{r_{1}}^{r_{2}} \frac{2 r W(r)}{Z(r)^{\alpha / 2}}(r s(r))^{\prime} d r \\
&= \int_{r_{1}}^{r_{2}} r^{2}\left[\frac{W(r)}{Z(r)^{\alpha / 2}}\right]^{\prime} W^{\prime}(r) d r+\int_{r_{1}}^{r_{2}} \frac{W(r)}{Z(r)^{\alpha / 2}}\left(r^{2} W_{0}^{\prime}(r)\right)^{\prime} d r \\
&+\int_{r_{1}}^{r_{2}} \frac{2 r W(r)}{Z(r)^{\alpha / 2}}(r s(r))^{\prime} d r \tag{3.106}
\end{align*}
$$

where we have used the fact that $r s(r)=W(r)-W_{0}(r)$ as well as the boundary conditions $W_{0}^{\prime}\left(r_{i}\right)=\left(r \tilde{\Omega}^{\prime}(r)\right)^{\prime}\left(r_{i}\right)=0, i=1,2$. For the first integral on the right-hand side of the last equation in (3.106), we compute that

$$
\begin{equation*}
\int_{r_{1}}^{r_{2}} r^{2}\left[\frac{W(r)}{Z(r)^{\alpha / 2}}\right]^{\prime} W^{\prime}(r) d r=\int_{r_{1}}^{r_{2}} r^{2} \frac{W^{\prime 2}(r)}{Z(r)^{\alpha / 2}}\left\{\frac{\epsilon+\frac{1}{2}(1-\alpha) W^{2}(r)}{\epsilon+\frac{1}{2} W^{2}(r)}\right\} d r \tag{3.107}
\end{equation*}
$$

However, $\forall \alpha$ such that $0 \leq \alpha<1$,

$$
\begin{equation*}
1-\alpha \leq \frac{\epsilon+\frac{1}{2}(1-\alpha) \eta}{\epsilon+\frac{1}{2} \eta} \leq 1, \quad \forall \eta \geq 0 \tag{3.108}
\end{equation*}
$$

Therefore, combining (3.105)-(3.108) we easily obtain the estimate

$$
\begin{align*}
& (1-\alpha) \int_{r_{1}}^{r_{2}} r^{2} \frac{W^{\prime 2}(r)}{Z(r)^{\alpha / 2}} d r+\mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2}(r s(r))^{\prime \prime 2} d r \\
& \quad 3 \mu_{1}^{*} \int_{r_{1}}^{r_{2}}(r s(r))^{\prime 2} d r \leq-\mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2} s^{\prime}(r)(r s(r))^{\prime \prime} d r \\
& \quad-\int_{r_{1}}^{r_{2}} \frac{W(r)}{Z(r)^{\alpha / 2}}\left(r^{2} W_{0}^{\prime}(r)\right)^{\prime} d r-\int_{r_{1}}^{r_{2}} \frac{2 r W(r)}{Z(r)^{\alpha / 2}}(r s(r))^{\prime} d r \tag{3.109}
\end{align*}
$$

Using Young's inequality, and the estimate (3.102), we now note the following series of estimates for the first integral on the right-hand side of (3.109):

$$
\begin{aligned}
\mid- & \mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2} s^{\prime}(r)(r s(r))^{\prime \prime} d r \mid \\
& \leq \mu_{1}^{*} \int_{r_{1}}^{r_{2}}\left|r s^{\prime}(r)\right| \cdot\left|r(r s(r))^{\prime \prime}\right| d r \\
& \leq \mu_{1}^{*}\left[\int_{r_{1}}^{r_{2}} r^{2} s^{\prime 2}(r) d r\right]^{1 / 2}\left[\int_{r_{1}}^{r_{2}} r^{2}(r s(r))^{\prime \prime 2} d r\right]^{1 / 2} \\
& \leq \frac{1}{2} \mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2}(r s(r))^{\prime \prime 2} d r+2 \mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2} s^{\prime 2}(r) d r \\
& \leq \frac{1}{2} \mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2}(r s(r))^{\prime \prime 2} d r+2 \mu_{1}^{*} \int_{r_{1}}^{r_{2}}\left[(r s(r))^{\prime}-s(r)\right]^{2} d r \\
& \left.\leq \frac{1}{2} \mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2}(r s(r))^{\prime \prime 2} d r+4 \mu_{1}^{*} \int_{r_{1}}^{r_{2}}(r s(r))^{\prime 2}+s^{2}(r)\right) d r \\
& \leq \frac{1}{2} \mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2}(r s(r))^{\prime \prime 2} d r+\frac{4 \mu_{1}^{*}}{r_{1}} \int_{r_{1}}^{r_{2}} r\left[(r s(r))^{\prime 2}+s^{2}(r)\right] d r .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left|-\mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2} s^{\prime}(r)(r s(r))^{\prime \prime} d r\right| \leq \frac{1}{2} \mu_{1}^{*} \int_{r_{1}}^{r_{2}} r^{2}(r s(r))^{\prime \prime 2} d r+4\left(r_{2}-r_{1}\right)(2 \epsilon)^{(2-\alpha) / 2}+4 C_{*} . \tag{3.110}
\end{equation*}
$$

For the second integral on the right-hand side of (3.109) we have the estimates

$$
\begin{align*}
\left|\int_{r_{1}}^{r_{2}} \frac{W(r)}{Z(r)^{\alpha / 2}}\left(r^{2} W_{0}^{\prime}(r)\right)^{\prime} d r\right| & \left.\leq 2^{\alpha / 2} \int_{r_{1}}^{r_{2}}|W(r)|^{1-\alpha} \mid r^{2} W_{0}^{\prime}(r)\right)^{\prime} \mid d r  \tag{3.111}\\
& \leq \frac{1}{2} \int_{r_{1}}^{r_{2}}|W(r)|^{2-\alpha} d r+C_{1}
\end{align*}
$$

where we have, once again, used the Hölder and Young inequalities, and $C_{1}$ is independent of both $\mu_{1}$ and $\epsilon$. Finally, for the last integral on the right-hand side of (3.109), we compute that

$$
\begin{equation*}
\left|\int_{r_{1}}^{r_{2}} \frac{2 r W(r)}{Z(r)^{\alpha / 2}} \cdot(r s(r))^{\prime} d r\right| \leq\left|\int_{r_{1}}^{r_{2}} \frac{2 r W(r)}{Z(r)^{\alpha / 2}} \cdot W^{\prime}(r) d r\right|+\left|\int_{r_{1}}^{r_{2}} \frac{2 r W(r)}{Z(r)^{\alpha / 2}} \cdot W_{0}^{\prime}(r) d r\right| \tag{3.112}
\end{equation*}
$$

since $r s(r)=W(r)-W_{0}(r)$. However,

$$
\begin{align*}
\left|\int_{r_{1}}^{r_{2}} \frac{2 r W(r)}{Z(r)^{\alpha / 2}} W_{0}^{\prime}(r) d r\right| & \leq 2^{\frac{\alpha}{2}+1} \int_{r_{1}}^{r_{2}}|W(r)|^{1-\alpha}\left|r W_{0}^{\prime}(r)\right| d r \\
& \leq \frac{1}{2} \int_{r_{1}}^{r_{2}}|W(r)|^{2-\alpha} d r+C_{2} \tag{3.113}
\end{align*}
$$

with $C_{2}$ independent of $\mu_{1}$ and $\epsilon$, while

$$
\begin{align*}
\left|\int_{r_{1}}^{r_{2}} \frac{2 r W(r)}{Z(r)^{\alpha / 2}} W^{\prime}(r) d r\right| & \leq 2 \int_{r_{1}}^{r_{2}}\left|\frac{W(r)}{Z(r)^{\alpha / 4}}\right| \cdot\left|\frac{r W^{\prime}(r)}{Z(r)^{\alpha / 4}}\right| d r \\
& \leq 2\left[\int_{r_{1}}^{r_{2}} \frac{W^{2}(r)}{Z(r)^{\alpha / 2}} d r\right]^{1 / 2}\left[\int_{r_{1}}^{r_{2}} \frac{r^{2} W^{\prime 2}(r)}{Z(r)^{\alpha / 2}} d r\right]^{1 / 2} \\
& \leq \frac{1}{2}(1-\alpha) \int_{r_{1}}^{r_{2}} \frac{r^{2} W^{\prime 2}(r)}{Z(r)^{\alpha / 2}} d r+\frac{8}{1-\alpha} \int_{r_{1}}^{r_{2}} \frac{W^{2}(r)}{Z(r)^{\alpha / 2}} d r \\
& \leq \frac{1}{2}(1-\alpha) \int_{r_{1}}^{r_{2}} \frac{r^{2} W^{\prime 2}(r)}{Z(r)^{\alpha / 2}} d r+\frac{8}{1-\alpha} \int_{r_{1}}^{r_{2}}|W|^{2-\alpha} d r \tag{3.114}
\end{align*}
$$

Combining (3.109)-(3.114) with (3.102) we obtain an estimate of the form

$$
\begin{align*}
\int_{r_{1}}^{r_{2}} \frac{r^{2} W^{\prime 2}(r)}{Z(r)^{\alpha / 2}} d r+\frac{\mu_{1}^{*}}{1-\alpha} \int_{r_{1}}^{r_{2}} r^{2}(r s(r))^{\prime 2} d r+ & \frac{6 \mu_{1}^{*}}{1-\alpha} \int_{r_{1}}^{r_{2}}(r s(r))^{12} d r \\
& \leq C_{3}\left(1+\left(r_{2}-r_{1}\right)(2 \epsilon)^{(2-\alpha) / 2}\right) \tag{3.115}
\end{align*}
$$

with $C_{3}$ independent of both $\mu_{1}$ and $\epsilon$. We now set

$$
\begin{equation*}
\psi(W)=\int_{0}^{W} \frac{d \xi}{\left(\epsilon+\frac{1}{2} \xi^{2}\right)^{\alpha / 4}} \tag{3.116}
\end{equation*}
$$

Then, as a consequence of the estimate (3.115), we obtain

$$
\begin{align*}
\int_{r_{1}}^{r_{2}} r^{2}\left[\frac{d}{d r} \psi(W(r))\right]^{2} d r & =\int_{r_{1}}^{r_{2}} \frac{r^{2} W^{\prime 2}(r)}{\left(\epsilon+\frac{1}{2} W^{2}(r)\right)^{\alpha / 2}} d r  \tag{3.117}\\
& \leq C_{3}\left(1+\left(r_{2}-r_{1}\right)(2 \epsilon)^{(2-\alpha) / 2}\right)
\end{align*}
$$

Since

$$
\frac{1}{\left(\epsilon+\frac{1}{2} \xi^{2}\right)^{\alpha / 4}} \leq 2^{\alpha / 4}|\xi|^{-\alpha / 2}, \quad \forall \xi \in R^{1}
$$

we have, for $0 \leq \alpha<1$,

$$
\begin{align*}
|\psi(W)| & \leq \psi(|W|) \\
& \leq 2^{\alpha / 4}(1-\alpha / 2)^{-1}|W|^{1-\alpha / 2}  \tag{3.118}\\
& \leq 4|W|^{1-\alpha / 2}
\end{align*}
$$

Employing the estimate (3.102), in conjunction with the bound (3.118), we see that $\exists \psi_{0}>0$ (const.) such that

$$
\begin{equation*}
\int_{r_{1}}^{r_{2}} \psi^{2}(W(r)) d r<\psi_{0} \tag{3.119}
\end{equation*}
$$

with $\psi_{0}$ independent of $\mu_{1}$. Now $\forall f(\cdot) \in H^{1}\left(r_{1}, r_{2}\right)$, and $\forall \sigma>0, \exists C_{\sigma}>0$ such that

$$
\begin{equation*}
\max _{\left[r_{1}, r_{2}\right]}|f(r)| \leq \sigma\left(\int_{r_{1}}^{r_{2}} f^{\prime 2}(r) d r\right)^{1 / 2}+C_{\sigma}\left(\int_{r_{1}}^{r_{2}} f^{2}(r) d r\right)^{1 / 2} \tag{3.120}
\end{equation*}
$$

(see, e.g., [Lio1, Lemma 5.1]); applying (3.120) with $f(r)=\psi(W(r))$, and employing both (3.117) and (3.119), we determine that for some $C_{4}>0, C_{4}$ independent of $\mu_{1}$, we have

$$
\begin{equation*}
\max _{\left[r_{1}, r_{2}\right]}|\psi(W(r))| \leq C_{4} . \tag{3.121}
\end{equation*}
$$

In view of the definition (3.116), for $|\rho|>(2 \epsilon)^{1 / 2}$,

$$
|\psi(\rho)|=\int_{0}^{|\rho|} \frac{d \xi}{\left(\epsilon+\frac{1}{2} \xi^{2}\right)^{\alpha / 4}} \geq(1-\alpha / 2)^{-1}\left[|\rho|^{1-\alpha / 2}-\epsilon^{1-\alpha / 2}\right]
$$

or

$$
\begin{equation*}
|\rho|^{1-\alpha / 2} \leq(1-\alpha / 2)|\psi(\rho)|+\epsilon^{1-\alpha / 2}, \text { for }|\rho|>(2 \epsilon)^{1 / 2} \tag{3.122}
\end{equation*}
$$

Combining (3.122) with (3.121), we easily deduce the existence of a constant $C>0$, independent of $\mu_{1}$, such that

$$
\begin{equation*}
\max _{\left[r_{1}, r_{2}\right]}|W(r)| \leq C \tag{3.123}
\end{equation*}
$$

If we now use (3.117) in conjunction with (3.119), and no longer suppress the dependence of $W, u$, or $s$ on $\mu_{1}$, it follows that $\exists \tilde{C}>0$, independent of $\mu_{1}$, such that

$$
\begin{equation*}
\| \psi\left(W_{\mu_{1}}(\cdot) \|_{H^{1}\left(r_{1}, r_{2}\right)} \leq \tilde{C}\right. \tag{3.124}
\end{equation*}
$$

As a consequence of the uniform bound (3.124), if $\left\{\mu_{n}\right\}, \mu_{n}>0$ for each integer $n$, is a sequence such that $\mu_{n} \rightarrow 0^{+}$, as $n \rightarrow \infty$, then there exists a subsequence $\left\{\mu_{n_{k}}\right\}$, and a function $\psi^{0} \in H^{1}\left(r_{1}, r_{2}\right)$, such that as $n_{k} \rightarrow \infty$,

$$
\begin{equation*}
\psi\left(W_{\mu_{n_{k}}}\right) \rightarrow \psi^{0}, \text { in } H^{1}\left(r_{1}, r_{2}\right) \tag{3.125}
\end{equation*}
$$

From standard embedding results (Appendix A) we deduce from (3.125) that we also have, as $n_{k} \rightarrow \infty$,

$$
\begin{equation*}
\psi\left(W_{\mu_{n_{k}}}\right) \rightarrow \psi^{0}, \text { in } C^{0, \sigma}, \quad 0<\sigma<\frac{1}{2} . \tag{3.126}
\end{equation*}
$$

Also, as $\psi$ is monotone, $\psi$ is invertible; thus, by (3.126), for $n_{k} \rightarrow \infty$,

$$
\begin{equation*}
W_{\mu_{n_{k}}} \rightarrow \psi^{-1}\left(\psi^{0}\right), \text { in } C^{0, \sigma}\left(r_{1}, r_{2}\right), \quad 0<\sigma<1 / 2 . \tag{3.127}
\end{equation*}
$$

Using the definition of $W(r)$, i.e. (3.89), and (3.127), we now find that, as $n_{k} \rightarrow \infty$,

$$
\begin{equation*}
\Omega^{\prime}\left(\cdot ; \epsilon, \mu_{n_{k}}, \alpha\right) \rightarrow \frac{1}{r} \psi^{-1}\left(\psi^{0}\right), \text { in } C^{0, \sigma}\left(r_{1}, r_{2}\right) \tag{3.128}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega\left(\cdot ; \epsilon, \mu_{n_{k}}, \alpha\right) \rightarrow \hat{\Omega}(\cdot), \text { in } C^{1, \sigma}\left(r_{1}, r_{2}\right) \tag{3.129}
\end{equation*}
$$

for $0<\sigma<1 / 2$, where for $r \in\left[r_{1}, r_{2}\right]$,

$$
\begin{equation*}
\hat{\Omega}(r)=\Omega_{1}+\int_{r_{1}}^{r} \frac{1}{\xi} \psi^{-1}\left(\psi_{0}(\xi)\right) d \xi \tag{3.130}
\end{equation*}
$$

By virtue of (3.102) and (3.115), we see that for some constant $C>0$, independent of $\mu_{1}$,

$$
\begin{equation*}
\mu_{n_{k}}\left\|s_{\mu_{n_{k}}}(\cdot)\right\|_{H^{2}\left(r_{1}, r_{2}\right)}^{2} \leq C \tag{3.131}
\end{equation*}
$$

so that

$$
\left\{\begin{array}{l}
\mu_{n_{k}} s_{\mu_{n_{k}}} \rightarrow 0  \tag{3.132}\\
\mu_{n_{k}} s_{\mu_{n_{k}}}^{\prime} \rightarrow 0 \\
\mu_{n_{k}} s_{\mu_{n_{k}}}^{\prime \prime} \rightarrow 0
\end{array}\right.
$$

in $L^{2}\left(r_{1}, r_{2}\right)$ as $n_{k} \rightarrow \infty$. Employing (3.129) and (3.132) it is easy to show that $\hat{\Omega}(\cdot)$ is a solution of (3.63a,b); however, we have already shown that (Theorem 3.2) the solution of the boundary-value problem (3.63a,b) is, for $\epsilon \geq 0$, uniquely defined in $H^{1}\left(r_{1}, r_{2}\right)$ if it exists. The proof of the Theorem 3.3 is now complete.
Remarks. By examining the estimates that led us to the uniform bound (3.131), i.e., (3.102) and (3.105), it is an easy exercise to show that the solutions of (3.42a,b,c) also depend continuously on $\epsilon$, as $\epsilon \rightarrow 0^{+}$, in the norm of $C^{2+\sigma}\left(r_{1}, r_{2}\right)$, for $0<$ $\sigma<1 / 2$.

### 3.3 Bubble Stability in an Incompressible Non-Newtonian Viscous Fluid

### 3.3.1 Introduction

In this section we consider the dynamical behavior of a spherical cavity which is immersed in an unbounded, incompressible, viscous, non-Newtonian fluid; we assume that the associated Cauchy stress tensor for the fluid is of the form (2.1a), with $\epsilon=\mu_{1}=0$. This subsection will begin by briefly reviewing some of the literature on bubble dynamics in Newtonian and non-Newtonian fluids. Then, in Sect. 3.3.2 a non-Newtonian version of the basic Rayleigh-Plesset equation is derived; some examples of linearized dynamics for the associated model are worked
out in Sect.3.3.3. Finally, a theorem concerning the nonlinear stability of the equilibrium states of spherical vapor cavities is proven by establishing the existence of a suitable Liapunov function.

The basic equation governing the dynamical behavior of a spherical cavity of radius $R(t)$, at time $t>0$, in an unbounded Newtonian fluid, under the assumption that there is negligible mass transfer at the cavity/fluid interface, is the well-known Rayleigh-Plesset equation, i.e.,

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\frac{1}{\rho_{\ell}}\left(p_{v}-p_{\infty}-\frac{2 \sigma}{R}-4 \mu_{0} \frac{\dot{R}}{R}\right) \tag{3.133}
\end{equation*}
$$

where $p_{v}$ is the (vapor) pressure acting on the inner surface of the cavity/fluid interface, $p_{\infty}$ is the pressure at a very large (infinite) distance from the cavity, $\mu_{0}$ and $\rho_{\ell}$ are the (assumed) constant viscosity and density of the fluid, and $\sigma$ is the interfacial tension. Although a general time-dependent boundary condition of the form $p_{\infty}=p_{\infty}(t)$ may be considered, for our purposes in this section, we shall assume that $p_{\infty}=$ const. In (3.133) the superposed dot denotes time differentiation. There are many excellent discussions in the literature of bubble dynamics in Newtonian fluids and, thus, we will forgo here surveying the various consequences of (3.133); for an extensive review of the literature related to the Rayleigh-Plesset equation one may consult the survey in [PP]. An elementary treatment of various solutions which have been obtained for the coupled systems consisting of (3.133) and associated energy or diffusion equations may be found in [PP] as well as in the tutorial [Th]. The stability of spherical vapor cavities in an unbounded viscous Newtonian fluid has been studied by Plesset and Mitchell [PM].

In the recent literature there have been several efforts directed at studying the dynamical behavior of spherical vapor cavities in non-Newtonian or viscoelastic fluids; most notable among these are the papers [FG, Pr], and [BK]; in what follows, below, we will briefly summarize the derivation of the model equations which are to be found in these papers and will attempt to indicate the relations which exist between them, the Rayleigh-Plesset model, and the non-Newtonian model equations that will be delineated in Sect.3.3.2. If, following Prosperetti [Pr] we denote by $U_{\ell}(t)$ the radial liquid velocity at the cavity/fluid interface then, irrespective of the fluid rheology, it follows from mass conservation (as will be shown in Sect. 3.3.2) that

$$
\begin{equation*}
u(r, t)=\left(\frac{R^{2}}{r^{2}}\right) U_{\ell}(t) \tag{3.134}
\end{equation*}
$$

where $u(r, t)$ is the radial liquid velocity at a distance $r$ from the center of the cavity. The radial component of the momentum equation may be easily shown $[\mathrm{Pr}]$ to have the form

$$
\begin{equation*}
\rho_{\ell}\left(\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial r}\right)=-\frac{\partial p}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \tau_{r r}\right)-\left(\frac{\tau_{\theta \theta}+\tau_{\phi \phi}}{r}\right) \tag{3.135}
\end{equation*}
$$

in spherical coordinates, where $p=p(r, t)$ is the pressure while $\tau_{r r}, \tau_{\theta \theta}$, and $\tau_{\phi \phi}$ are the diagonal components of the Cauchy stress tensor in the fluid. As the fluid is assumed to be incompressible, $\nabla \cdot \boldsymbol{\tau}=0$, or

$$
\begin{equation*}
\tau_{\theta \theta}+\tau_{\phi \phi}=-\tau_{r r} . \tag{3.136}
\end{equation*}
$$

Using (3.136) in (3.135), introducing the expression (3.134) for $u(r, t)$, and then integrating the resulting equation from $r=R(t)$ to $r=\infty$ yields

$$
\begin{equation*}
R \dot{U}_{\ell}+2 \dot{R} U_{\ell}-\frac{1}{2} U_{\ell}^{2}=\frac{1}{\rho_{\ell}}\left(p(R, t)-p_{\infty}-\tau_{r r}(R, t)+3 \int_{R}^{\infty} r^{-1} \tau_{r r} d r\right) \tag{3.137}
\end{equation*}
$$

As a consequence of conservation of mass and momentum across the cavity/fluid interface, it follows from the work in $[\mathrm{Pr}]$ that

$$
\begin{gather*}
J \equiv \rho_{\ell}\left(U_{\ell}-\dot{R}\right)=\rho_{v}\left(U_{v}-\dot{R}\right),  \tag{3.138a}\\
J^{2}\left(\frac{1}{\rho_{v}}-\frac{1}{\rho_{\ell}}\right)+p_{v}-p(R, t)+\tau_{r r}(R, t)=\frac{2 \sigma}{R} \tag{3.138b}
\end{gather*}
$$

where $J$ is the mass flux across the interface while $\rho_{v}$ and $U_{v}$ are, respectively, the density and velocity of the vapor at the inner surface of the cavity/fluid interface. If $J=0$ (as will be assumed in this paper) then, by virtue of (3.138a), $U_{\ell}=$ $U_{v}=\dot{R}$ in which case (3.137) becomes

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\frac{1}{\rho_{\ell}}\left(p(R, t)-p_{\infty}-\tau_{r r}(R, t)+3 \int_{R}^{\infty} r^{-1} \tau_{r r}(r, t) d r\right) \tag{3.139}
\end{equation*}
$$

while (3.138b) reduces to

$$
\begin{equation*}
p(R, t)=p_{v}+\tau_{r r}(R, t)-\frac{2 \sigma}{R} \tag{3.140}
\end{equation*}
$$

Now, in an incompressible Newtonian fluid

$$
\begin{equation*}
\tau_{r r}=2 \mu_{0} \frac{\partial u}{\partial r} \tag{3.141}
\end{equation*}
$$

while, as a consequence of (3.134), and the assumption that $J=0$,

$$
\begin{equation*}
u(r, t)=\frac{\dot{R} R^{2}}{r^{2}} \tag{3.142}
\end{equation*}
$$

Combining (3.141) and (3.142) we have

$$
\begin{equation*}
\tau_{r r}=-4 \mu_{0} \dot{R} R^{2} r^{-3} \tag{3.143}
\end{equation*}
$$

for the Newtonian fluid, in which case

$$
\begin{equation*}
\tau_{r r}(R, t)=-4 \mu_{0}\left(\frac{\dot{R}}{R}\right) \tag{3.144}
\end{equation*}
$$

Also

$$
\begin{equation*}
3 \int_{R}^{\infty} r^{-1} \tau_{r r} d r=-12 \mu_{0} \dot{R} R^{2} \int_{R}^{\infty} r^{-4} d r=-4 \mu_{0}\left(\frac{\dot{R}}{R}\right) \tag{3.145}
\end{equation*}
$$

so that for the incompressible Newtonian fluid

$$
\begin{equation*}
-\tau_{r r}(R, t)+3 \int_{R}^{\infty} r^{-1} \tau_{r r} d r=0 \tag{3.146}
\end{equation*}
$$

Thus, (3.139) reduces to

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\frac{1}{\rho_{\ell}}\left(p(R, t)-p_{\infty}\right) \tag{3.147}
\end{equation*}
$$

while (3.140) becomes

$$
\begin{equation*}
p(R, t)=p_{v}-\frac{2 \sigma}{R}-4 \mu_{0}\left(\frac{\dot{R}}{R}\right) \tag{3.148}
\end{equation*}
$$

The classical Rayleigh-Plesset equation (3.133) now follows by combining (3.147) and (3.148).

Remarks. By combining (3.139) and (3.140) one obtains

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\frac{1}{\rho_{\ell}}\left(p_{v}-p_{\infty}-\frac{2 \sigma}{R}+3 \int_{R}^{\infty} r^{-1} \tau_{r r} d r\right) \tag{3.149}
\end{equation*}
$$

which is, in essence, equation (8) of [FG]. In [FG], (3.149) is coupled to the linear viscoelastic fluid constitutive relation

$$
\begin{equation*}
\tau_{r r}(r, t)=-2 \int_{0}^{t} N(t-\tau) e_{r r}(\tau) d \tau \tag{3.150}
\end{equation*}
$$

where $e_{r r}=\frac{\partial u}{\partial r}$ is the (radial) strain rate while $N(t)$ is the memory function (or relaxation modulus); the dynamical behavior of the vapor cavity is then governed by the nonlinear integrodifferential equation which results by combining (3.149) and (3.150).

Remarks. In [Pr] no specific non-Newtonian fluid constitutive relation is introduced; rather, the focus is on the generalization of (3.149) which results from combining (3.137), (3.138a,b) under the assumption that $J \neq 0$, i.e.,

$$
\begin{equation*}
R \ddot{U}_{\ell}+\frac{3}{2} U_{\ell}^{2}-\frac{J}{\rho_{\ell}}\left[2 U_{\ell}+J\left(\frac{1}{\rho_{v}}-\frac{1}{\rho_{\ell}}\right)\right]=\frac{1}{\rho_{\ell}}\left(p_{v}-p_{\infty}-\frac{2 \sigma}{R}+3 \int_{R}^{\infty} r^{-1} \tau_{r r} d r\right) \tag{3.151}
\end{equation*}
$$

As has been indicated in [Pr], (3.151) is particularly useful in those cases where the mass flux can be computed independently of conditions within the bubble, e.g., in vapor bubble growth which is heat transfer controlled, liquid vaporization at the interface serves as a source of new vapor within the cavity (with the rate of vapor production limited by the rate at which heat can be conducted through the bubble wall in order to satisfy latent heat requirements). In this heat transfer controlled situation one may use, as an approximation, $J=\frac{1}{\lambda} q(R, t)$, where $\lambda$ is the latent heat/mass and $q(R, t)$ is the radial heat flux in the liquid at the cavity/liquid interface.

A recent work which considers vapor bubble growth within the context of a nonNewtonian situation is that of [BK]; in this paper the authors take, for $\alpha<1$,

$$
\begin{equation*}
\mu=\mu_{0}\left(\frac{\dot{R} R^{2}}{r^{3}}\right)^{-\alpha} \tag{3.152}
\end{equation*}
$$

The analysis in [BK] is limited by the assumption that $\dot{R} R^{2} / r^{3} \gg 1$, as the authors are only interested in the final stage of the collapse of a spherical cavity. It is further assumed in $[\mathrm{BK}]$ that the normal tension at the bubble surface is zero, i.e., that

$$
\begin{equation*}
\tau_{r r}(R, t)=p(R, t), \quad t>0 \tag{3.153}
\end{equation*}
$$

so that, by virtue of (3.140), $p_{v}=\frac{2 \sigma}{R}$ while (3.139) reduces to

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\frac{1}{\rho_{\ell}}\left(-p_{\infty}+3 \int_{R}^{\infty} r^{-1} \tau_{r r} d r\right) \tag{3.154}
\end{equation*}
$$

Setting

$$
\begin{equation*}
\Lambda(r, t)=\frac{\dot{R}(t) R^{2}(t)}{r^{3}} \tag{3.155}
\end{equation*}
$$

we find, as a direct consequence of (3.142) and (3.152), that

$$
\begin{equation*}
\tau_{r r}=2 \mu_{0} \Lambda^{-\alpha} \frac{\partial u}{\partial r}=-4 \mu_{0} \dot{R}^{1-\alpha} R^{2-2 \alpha} r^{3 \alpha-3} \tag{3.156}
\end{equation*}
$$

so that

$$
\begin{equation*}
\tau_{r r}(R, t)=-4 \mu_{0}\left(\frac{\dot{R}}{R}\right)^{1-\alpha} \tag{3.157}
\end{equation*}
$$

Thus, the assumption, which is made in [BK] of zero normal tension at the bubble surface (i.e., (3.153)) is equivalent to

$$
\begin{equation*}
p(R, t)=-4 \mu_{0}\left(\frac{\dot{R}}{R}\right)^{1-\alpha} \tag{3.158}
\end{equation*}
$$

For the similar case of zero normal tension at the bubble surface in the Newtonian case one would have, as a consequence of (3.148) and the fact that $p_{v}=\frac{2 \sigma}{R}$,

$$
p(R, t)=-4 \mu_{0}\left(\frac{\dot{R}}{R}\right)
$$

which is, of course, the special case of (3.158) that corresponds to the choice $\alpha=0$. Using (3.156) one now easily computes that

$$
\begin{equation*}
3 \int_{R}^{\infty} r^{-1} \tau_{r r} d r=-12 \mu_{0} \dot{R}^{1-\alpha} R^{2-2 \alpha} \int_{R}^{\infty} r^{3 \alpha-4} d r \tag{3.159}
\end{equation*}
$$

For most rheological models of the type (3.152) it is generally accepted that $\alpha<1$, in which case the integral on the right-hand side of (3.159) is convergent and, in fact

$$
\begin{equation*}
3 \int_{R}^{\infty} r^{-1} \tau_{r r} d r=\frac{-4 \mu_{0}}{(1-\alpha)}\left(\frac{\dot{R}}{R}\right)^{1-\alpha}, \quad \alpha<1 \tag{3.160}
\end{equation*}
$$

for the model considered in [BK]. Combining (3.154) with (3.160) we find that

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\frac{1}{\rho_{\ell}}\left(-p_{\infty}-\frac{4 \mu_{0}}{1-\alpha}\left(\frac{\dot{R}}{R}\right)^{1-\alpha}\right), \quad \alpha<1 . \tag{3.161}
\end{equation*}
$$

As has already been indicated, the analysis in [BK] is predicated upon the dual hypotheses that $\frac{\dot{R} R^{2}}{r^{3}} \gg 1$ and that $p_{v}=2 \sigma / R$; if one does not enforce the latter assumption in $[\mathrm{BK}]$ then, as a consequence of (3.157) and (3.160), for $\alpha<1$,

$$
\begin{equation*}
-\tau_{r r}(R, t)+3 \int_{R}^{\infty} r^{-1} \tau_{r r} d r=\frac{-4 \alpha \mu_{0}}{1-\alpha}\left(\frac{\dot{R}}{R}\right)^{1-\alpha} \tag{3.162}
\end{equation*}
$$

and, in lieu of (3.161), we would obtain for the evolution of $R(t)$

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\frac{1}{\rho_{\ell}}\left(p(R, t)-p_{\infty}-\frac{4 \alpha \mu_{0}}{1-\alpha}\left(\frac{\dot{R}}{R}\right)^{1-\alpha}\right) \tag{3.163}
\end{equation*}
$$

In lieu of (3.163) we may first combine (3.140) with (3.157) so as to obtain

$$
\begin{equation*}
p(R, t)=p_{v}-\frac{2 \sigma}{R}-4 \mu_{0}\left(\frac{\dot{R}}{R}\right)^{1-\alpha} \tag{3.164}
\end{equation*}
$$

Employing (3.164) in (3.163) then results in the evolution equation

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\frac{1}{\rho_{\ell}}\left(p_{v}-p_{\infty}-\frac{2 \sigma}{R}-\frac{4 \mu_{0}}{1-\alpha}\left(\frac{\dot{R}}{R}\right)^{1-\alpha}\right) \tag{3.165}
\end{equation*}
$$

which is, of course, the generalization of the Brutyan and Krapivsky model equation (3.161) for the case $\alpha<1$ when $p_{v} \neq \frac{2 \sigma}{R}$. For $\alpha=0$, (3.165) yields the Rayleigh-Plesset equation (3.133).

### 3.3.2 Dynamics of a Spherical Vapor Cavity in an Incompressible Bipolar, Viscous Fluid: $\epsilon=\mu_{1}=0$

Even within the context of the restrictive hypotheses imposed in [BK], one of the difficulties inherent in this work is the choice of a constitutive assumption, (3.152), which reflects a dependence of the viscosity on the components of the rate of strain tensor instead of upon their magnitudes. For the incompressible, bipolar, viscous fluid with $\epsilon=\mu_{1}=0$, the resulting non-Newtonian model conforms to the nonlinear viscosity $\mu=\mu(|\boldsymbol{e}|)$ with

$$
\begin{equation*}
\mu=\mu_{0}\left(|\boldsymbol{e}|^{2}\right)^{-\alpha / 2} \tag{3.166}
\end{equation*}
$$

where it is only assumed, in this section, that $\alpha<1$. The model which results from the constitutive hypothesis ((3.166) will generate a bubble dynamics which is similar to the one considered by [BK] except with respect to one very important qualitative difference, which will be highlighted in this section. As in previous sections, for the incompressible bipolar viscous fluid, we will set the fluid density $\rho_{\ell}=1$. Also, to conform to the bulk of the literature dealing with the growth of a spherical vapor cavity in a viscous fluid, we will denote the fluid velocity vector by $\boldsymbol{u}$ (instead of $\boldsymbol{v}$ ), so that in a spherical coordinate system $(r, \theta, \phi)$, which is related to the Cartesian
coordinates $\left(x_{1}, x_{2}, x_{3}\right)$ in the standard fashion, $\boldsymbol{u}$ is given by $\boldsymbol{u}=\left(v_{r}, v_{\theta}, v_{\phi}\right)$. With $\mu$ given by (3.166), the equations for the motion of the fluid, in Cartesian coordinates, have the form

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial t}+u_{j} \frac{\partial u_{i}}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}+2 \frac{\partial}{\partial x_{j}}\left\{\mu\left(|\boldsymbol{e}|^{2}\right) e_{i j}\right\} \tag{3.167}
\end{equation*}
$$

with the $u_{i}, i=1,2,3$, the Cartesian components of $\boldsymbol{u}$. We will denote the radial component of the velocity by $v_{r}=u(r, t)$. In fact, as we consider only radial motions of a spherical bubble surface, within the non-Newtonian fluid, we will postulate a spherically symmetric fluid velocity field, i.e.,

$$
\begin{equation*}
v_{r}=u(r, t), \quad v_{\theta}=0, \quad v_{\phi}=0 . \tag{3.168}
\end{equation*}
$$

With

$$
\begin{equation*}
v(r, t) \equiv \frac{1}{r} u(r, t)=\frac{1}{r} v_{r}(r, t) \tag{3.169}
\end{equation*}
$$

we have

$$
\left\{\begin{array}{l}
v_{1}=\frac{x_{1}}{r} u(r, t) \equiv x_{1} v(r, t),  \tag{3.170}\\
v_{2}=\frac{x_{2}}{r} u(r, t) \equiv x_{2} v(r, t), \\
u_{3}=\frac{x_{3}}{r} u(r, t) \equiv x_{3} v(r, t) .
\end{array}\right.
$$

From (3.170) we obtain

$$
\begin{equation*}
|\boldsymbol{e}|^{2}=r^{2}\left(\frac{\partial v}{\partial r}\right)^{2}+r v \frac{\partial v}{\partial r} \tag{3.171}
\end{equation*}
$$

The incompressibility condition $\operatorname{div} \boldsymbol{u}=0$ yields

$$
\begin{equation*}
r \frac{\partial v}{\partial r}+3 v=0 \tag{3.172}
\end{equation*}
$$

and leads to the conclusion that

$$
\begin{equation*}
v(r, t)=\frac{C(t)}{r^{2}} . \tag{3.173}
\end{equation*}
$$

As $R(t)$ denotes the bubble radius at time $t$, so that $\dot{R}(t)$ is the outward normal speed of the spherical bubble surface, we have, by virtue of continuity across the bubble/fluid interface

$$
\begin{equation*}
u(R(t), t)=\dot{R}(t) \tag{3.174}
\end{equation*}
$$

in which case (3.173) yields the expression (3.142) for $u(r, t)$. From (3.142), (3.169), and (3.171) we obtain

$$
\begin{equation*}
|\boldsymbol{e}|^{2}=\frac{6}{r^{6}} \dot{R}^{2}(t) R^{4}(t) \tag{3.175}
\end{equation*}
$$

in which case ( 3.166 ) becomes

$$
\begin{equation*}
\mu=\mu_{0} 6^{-\frac{\alpha}{2}}\left(\frac{|\dot{R}| R^{2}}{r^{3}}\right)^{-\alpha} \tag{3.176}
\end{equation*}
$$

thus highlighting the difference between the present non-Newtonian structure and the model used in [BK], i.e., the one based on (3.152) for motions of the form (3.142).

Using incompressibility, i.e., (3.172), the convective terms $u_{j} \frac{\partial u_{i}}{\partial x_{j}}$ appearing in (3.167) are easily computed to be

$$
\left\{\begin{array}{l}
u_{j} \frac{\partial u_{1}}{\partial x_{j}}=-2 x_{1} v^{2}(r, t)  \tag{3.177}\\
u_{j} \frac{\partial u_{2}}{\partial x_{j}}=-2 x_{2} v^{2}(r, t) \\
u_{j} \frac{\partial u_{3}}{\partial x_{j}}=-2 x_{3} v^{2}(r, t)
\end{array}\right.
$$

We now set

$$
\begin{equation*}
g(r, t)=\left(|e(r, t)|^{2}\right)^{-\alpha / 2} \tag{3.178}
\end{equation*}
$$

From (3.169), (3.171), and (3.172) we have, in fact,

$$
\begin{equation*}
g(r, t)=\left(\frac{6}{r^{2}} u^{2}(r, t)\right)^{-\alpha / 2} \tag{3.179}
\end{equation*}
$$

Then (3.167) becomes

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial t}+u_{j} \frac{\partial u_{i}}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}+2 \mu_{0} \frac{\partial}{\partial x_{j}}\left(g(r, t) e_{i j}\right) \tag{3.180}
\end{equation*}
$$

Using (3.170) and (3.177), it is easy to show that, for $i=1$, (3.180) is equivalent to

$$
\begin{equation*}
x_{1} \frac{\partial v}{\partial t}-2 x_{1} v^{2}=\frac{-x_{1}}{r} \frac{\partial p}{\partial r}-\frac{4 \mu_{0} x_{1}}{r} \frac{\partial g}{\partial r} v \tag{3.181}
\end{equation*}
$$

while the results for $i=2,3$ may be obtained from (3.181) by replacing, in turn, $x_{1} \rightarrow x_{2}, x_{3}$. Thus, for $i=1,2,3$, each of the equations of motion reduce to

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial r}=-\frac{\partial p}{\partial r}-\frac{4 \mu_{0}}{\partial r} \frac{\partial g}{\partial r} u \tag{3.182}
\end{equation*}
$$

However, a straightforward computation based on (3.142) and (3.179) produces

$$
\frac{\partial g}{\partial r}(r, t)=18 \alpha\left\{\frac{6 \dot{R}^{2}(t) R^{4}(t)}{r^{6}}\right\}^{-\left(1+\frac{\alpha}{2}\right)} \dot{R}^{2}(t) R^{4}(t) r^{-7}
$$

or

$$
\begin{equation*}
\frac{\partial g}{\partial r}=(3 \alpha) 6^{-\frac{\alpha}{2}}|\dot{R}(t)|^{-\alpha} R^{-2 \alpha}(t) r^{3 \alpha-1} \tag{3.183}
\end{equation*}
$$

while

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial r}=-2 \frac{R^{2}(t) \dot{R}(t)}{r^{3}},  \tag{3.184}\\
\frac{\partial u}{\partial t}=\left(\ddot{R}(t) R^{2}(t)+2 R(t) \dot{R}^{2}(t)\right) r^{-2}, \\
u \frac{\partial u}{\partial r}=-2 R^{4}(t) \dot{R}^{2}(t) r^{-5} .
\end{array}\right.
$$

Finally,

$$
\begin{equation*}
u \frac{\partial g}{\partial r}-(3 \alpha) 6^{-\frac{\alpha}{2}}|\dot{R}| R^{2-2 \alpha} r^{3 \alpha-3} \tag{3.185}
\end{equation*}
$$

Substituting (3.184), and (3.185), into (3.182) we obtain

$$
\begin{equation*}
\left(\ddot{R} R^{2}+2 R \dot{R}^{2}\right) r^{-2}-2 R^{4} \dot{R}^{2} r^{-5}=-\frac{\partial p}{\partial r}-12 \alpha \mu_{0} 6^{-\frac{\alpha}{2}}|\dot{R}|^{-\alpha} \dot{R} R^{2-2 \alpha} r^{3 \alpha-4} . \tag{3.186}
\end{equation*}
$$

Remarks. Let

$$
\begin{equation*}
h(\alpha)=\left(\frac{6 \dot{R}^{2} R^{4}}{r^{6}}\right)^{-\frac{\alpha}{2}} \tag{3.187}
\end{equation*}
$$

so that

$$
h^{\prime}(\alpha)=-\frac{1}{2} h(\alpha) \ln \left[\frac{6 \dot{R}^{2} R^{4}}{r^{6}}\right] .
$$

Thus,

$$
h^{\prime}(0)=-\frac{1}{2} \ln \left[\frac{6 \dot{R}^{2} R^{4}}{r^{6}}\right]
$$

However, for $|\alpha| \approx 0, h(\alpha)=h(0)+h^{\prime}(0) \alpha+\mathcal{O}\left(|\alpha|^{2}\right)$, so that

$$
\begin{equation*}
h(\alpha) \approx 1-\frac{1}{2}\left[\ln \left(\frac{6 \dot{R}^{2} R^{4}}{r^{6}}\right)\right] \alpha . \tag{3.188}
\end{equation*}
$$

From (3.183) and (3.188) we have, for $|\alpha| \approx 0$,

$$
\begin{aligned}
\frac{\partial g}{\partial r} & =3 \alpha r^{-1} h(\alpha) \\
& \approx 3 \alpha r^{-1}\left(1-\frac{1}{2}\left[\ln \left(\frac{6 \dot{R}^{2} R^{4}}{r^{6}}\right)\right] \alpha\right) \\
& =\frac{3 \alpha}{r}+\mathcal{O}\left(|\alpha|^{2}\right)
\end{aligned}
$$

Therefore, for $|\alpha| \approx 0$, we have to within terms of order $\mathcal{O}\left(|\alpha|^{2}\right)$

$$
\begin{equation*}
\left(\ddot{R} R^{2}+2 R \dot{R}^{2}\right) r^{-2}-2 R^{4} \dot{R}^{2} r^{-5}=-\frac{\partial p}{\partial r}-12 \alpha \mu_{0} R^{2} \dot{R} r^{-4} \tag{3.189}
\end{equation*}
$$

which is the form of (3.186) which is appropriate for small $\alpha$. As the fluid velocity field has the structure

$$
\begin{equation*}
u(r, t)=\frac{1}{r^{2}}\left\{R^{2}(t) \dot{R}(t)\right\} \equiv \mathcal{U}(r ; R(t)) \tag{3.190}
\end{equation*}
$$

it is quite natural to assume an analogous form for the pressure field, i.e.,

$$
\begin{equation*}
p(r, t)=\mathcal{P}(r ; R(t)) \tag{3.191}
\end{equation*}
$$

We now integrate over (3.186) with respect to $r$ from $r=R(t)$ to $r=\infty$ and use the fact that

$$
\begin{equation*}
-\left.\frac{\partial \mathcal{P}(r ; R(t))}{\partial r}\right|_{R(t)} ^{\infty}=\hat{p}(R(t))-p_{\infty} \tag{3.192}
\end{equation*}
$$

where $\hat{p}(R(t)) \equiv \mathcal{P}(R(t) ; R(t))$ and $p_{\infty} \equiv \mathcal{P}(\infty ; R(t))$. In this manner, we obtain the nonlinear ordinary differential equation which is the non-Newtonian version of the Rayleigh-Plesset equation (3.144), with fluid density $\rho_{\ell}=1$, i.e.,

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\left(\hat{p}(R(t))-p_{\infty}-\left.\frac{12 \alpha \mu_{0}}{6^{\alpha / 2}} R^{2(1-\alpha)}|\dot{R}|^{-\alpha} \dot{R} \frac{r^{3 \alpha-3}}{(3 \alpha-3)}\right|_{R(t)} ^{\infty}\right. \tag{3.193}
\end{equation*}
$$

The last term on the right-hand side of (3.193) is clearly convergent, as $\alpha<1$, in which case

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\hat{p}(R)-p_{\infty}-\frac{4 \alpha \mu_{0}}{(1-\alpha) 6^{\alpha / 2}} R^{\alpha-1} \dot{R}|\dot{R}|^{-\alpha} \tag{3.194}
\end{equation*}
$$

The evolution equation for $R(t)$, (3.194), will be studied in Sects. 3.3.3 and 3.3.4; it clearly reduces to (3.147), if $\rho_{\ell}=1$ and $\alpha=0$, provided we identify $p(R, t)=$ $\hat{p}(R(t))$. The process described above, when applied to the approximate relation (3.189) for $|\alpha| \approx 0$, yields

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\left(\hat{p}(R)-p_{\infty}\right)-4 \alpha \mu_{0}\left(\frac{\dot{R}}{R}\right) . \tag{3.195}
\end{equation*}
$$

Remarks. The classical Rayleigh-Plesset equation for the dynamics of a spherical cavity of radius $R(t)$ in an unbounded, incompressible, Newtonian viscous fluid (neglecting mass transfer at the cavity/fluid interface) may be put in the form (3.133) by combining (3.147) with (3.148). In general, as a consequence of (3.140), (3.191), and the definitions of $\hat{p}$ and $p_{\infty}$, we have

$$
\begin{equation*}
\hat{p}(R(t))=p_{v}(t)-\frac{2 \sigma}{R(t)}+\tau_{r r}(R(t)) \tag{3.196}
\end{equation*}
$$

However, for the non-Newtonian model defined by (3.166) we have

$$
\tau_{r r}=2 \mu\left(|\boldsymbol{e}|^{2}\right) e_{r r}, \quad e_{r r}=\frac{\partial u}{\partial r}
$$

and by (3.142),

$$
e_{r r}=-2 r^{-3} \dot{R}(t) R^{2}(t)
$$

in which case,

$$
\begin{equation*}
\tau_{r r}(R(t))=-4 \mu\left(|\boldsymbol{e}(R(t))|^{2}\right) \frac{\dot{R}(t)}{R(t)} \tag{3.197}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\hat{p}(R(t))=p_{v}(t)-\frac{2 \sigma}{R(t)}-4 \mu\left(|e(R(t))|^{2}\right) \frac{\dot{R}(t)}{R(t)} . \tag{3.198}
\end{equation*}
$$

Using (3.176) we then obtain from (3.198)

$$
\begin{equation*}
\hat{p}(R(t))=p_{v}(t)-\frac{2 \sigma}{R(t)}-\frac{4 \mu_{0}}{6^{\alpha / 2}} \frac{|\dot{R}|^{-\alpha} \dot{R}}{R^{1-\alpha}} . \tag{3.199}
\end{equation*}
$$

Clearly, if we again identify $p(R, t) \equiv \hat{p}(R(t))$, (3.199) reduces to (3.148) when $\alpha=0$. Using (3.199) in conjunction with (3.194) we obtain

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\left(p_{v}(t)-p_{\infty}\right)-\frac{2 \sigma}{R}-\frac{4 \mu_{0}}{(1-\alpha) 6^{\alpha / 2}}\left\{\frac{|\dot{R}|^{-\alpha} \dot{R}}{R^{1-\alpha}}\right\} \tag{3.200}
\end{equation*}
$$

and we note that (3.200) reduces to (3.133), for $\alpha=0$, when $\rho_{\ell}=1$. On the other hand, if we employ (3.199) in the approximate relation (3.195), for $|\alpha| \approx 0$ we obtain

$$
\begin{equation*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}=\left(p_{v}(t)-p_{\infty}\right)-\frac{2 \sigma}{R}-4 \mu_{0}\left(\frac{\dot{R}}{R}\right)\left\{\alpha+6^{-\alpha / 2}\left(\frac{|\dot{R}|}{R}\right)^{-\alpha}\right\} \tag{3.201}
\end{equation*}
$$

which also reduces to (3.133) when $\alpha=0$ and $\rho_{\ell}=1$.

### 3.3.3 Linearized Dynamics for a Spherical Cavity in a Non-Newtonian Fluid

For spherical cavity growth in an unbounded non-Newtonian fluid, which conforms to the constitutive hypothesis (2.1) with $\epsilon=\mu_{1}=0$, we have shown that the equations governing the evolution of the cavity of radius $R(t)$, in the absence of mass transfer across the cavity/fluid interface, are (3.194) for $\alpha<1$ and (3.195) for $|\alpha| \approx 0$.

We now set $S(t)=\dot{R}(t)$; then, in terms of $R$ and $S$, (3.194) may be rewritten as the system

$$
\left\{\begin{align*}
R & =S  \tag{3.202}\\
\dot{S} & =\left(\hat{p}(R)-p_{\infty}\right) R^{-1}-\frac{3}{2} R^{-1} S^{2}-k\left(\alpha ; \mu_{0}\right) R^{\alpha-2} S|S|^{-\alpha},
\end{align*}\right.
$$

for $\alpha<1$, where

$$
\begin{equation*}
k\left(\alpha ; \mu_{0}\right) \equiv \frac{4 \alpha \mu_{0}}{(1-\alpha) 6^{\alpha / 2}} \tag{3.203}
\end{equation*}
$$

while (3.195) becomes

$$
\left\{\begin{array}{l}
\dot{R}=S  \tag{3.204}\\
\dot{S}=\left(\hat{p}(R)-p_{\infty}\right) R^{-1}-\frac{3}{2} R^{-1} S^{2}-4 \alpha \mu_{0} R^{-2} S
\end{array}\right.
$$

for $|\alpha| \approx 0$. Both of the systems (3.202) and (3.204) are planar nonlinear systems of the form

$$
\left\{\begin{aligned}
\dot{R} & =F(R, S), \\
\dot{S} & =G(R, S)
\end{aligned}\right.
$$

and it is easily seen that for each of these systems $\left(R_{0}, S_{0}\right)$ is an equilibrium state, i.e., $F\left(R_{0}, S_{0}\right)=G\left(R_{0}, S_{0}\right)=0$, if and only if

$$
\begin{equation*}
S_{0}=0 \text { and } \hat{p}\left(R_{0}\right)=p_{\infty} . \tag{3.205}
\end{equation*}
$$

In this subsection we will look at some aspects of the linearized stability of the equilibrium state $\left(R_{0}, 0\right), \hat{p}\left(R_{0}\right)=p_{\infty}$, for $|\alpha| \approx 0$; the nonlinear stability of such equilibrium states with respect to the nonlinear system (3.202), for $\alpha<1$, will be examined in Sect. 3.3.4 using Liapunov theory.

For the system (3.204) we have

$$
\left\{\begin{array}{l}
F(R, S)=S  \tag{3.206}\\
G(R, S)=\left(\hat{p}(R)-p_{\infty}\right) R^{-1}-\frac{3}{2} R^{-1} S^{2}-4 \alpha \mu_{0} R^{-2} S
\end{array}\right.
$$

Setting $\bar{R}=R-R_{0}, \bar{S}=S$, and linearizing about $\left(R_{0}, 0\right)$, we obtain a system of the form

$$
\begin{equation*}
\dot{\boldsymbol{u}}=\boldsymbol{\Lambda}\left(\boldsymbol{u}_{0}\right) \boldsymbol{u} \tag{3.207}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{u}=\binom{\bar{R}}{\bar{S}}, \quad \boldsymbol{u}_{0}=\binom{R_{0}}{0} \tag{3.208a}
\end{equation*}
$$

and

$$
\boldsymbol{\Lambda}\left(\boldsymbol{u}_{0}\right)=\left(\begin{array}{ll}
\frac{\partial F}{\partial R} & \frac{\partial F}{\partial S}  \tag{3.208b}\\
\frac{\partial G}{\partial R} & \frac{\partial G}{\partial s}
\end{array}\right)_{(R, S)=\left(R_{0}, 0\right)} .
$$

Using (3.206) and the fact that $\hat{p}\left(R_{0}\right)=p_{\infty}$, one easily computes that

$$
\left\{\begin{array}{l}
\frac{\partial F}{\partial R}\left(R_{0}, 0\right)=0, \quad \frac{\partial F}{\partial S}\left(R_{0}, 0\right)=1  \tag{3.209}\\
\frac{\partial G}{\partial R}\left(R_{0}, 0\right)=\frac{1}{R_{0}}\left(\hat{p}^{\prime}\left(R_{0}\right)\right) \\
\frac{\partial G}{\partial S}\left(R_{0}, 0\right)=-4 \alpha \mu_{0} R_{0}^{-2}
\end{array}\right.
$$

If we define

$$
\begin{equation*}
\psi(R) \equiv \hat{p}(R)-p_{\infty} \tag{3.210}
\end{equation*}
$$

then

$$
\boldsymbol{\Lambda}\left(\boldsymbol{u}_{0}\right)=\left(\begin{array}{cc}
0 & 1  \tag{3.211}\\
\frac{\psi^{\prime}\left(R_{0}\right)}{R_{0}} & \frac{-4 \alpha \mu_{0}}{R_{0}^{2}}
\end{array}\right)
$$

in which case $\operatorname{det}\left(\boldsymbol{\Lambda}\left(\boldsymbol{u}_{0}\right)-\lambda \boldsymbol{I}\right)=0$ if and only if

$$
\begin{equation*}
\lambda^{2}+\gamma\left(R_{0}\right) \lambda-\frac{1}{R} \psi^{\prime}\left(R_{0}\right)=0 \tag{3.212}
\end{equation*}
$$

with

$$
\begin{equation*}
\gamma\left(R_{0}\right)=4 \alpha \mu_{0} R_{0}^{-2} \tag{3.213}
\end{equation*}
$$

From (3.212) we obtain for the eigenvalues of $\boldsymbol{\Lambda}\left(\boldsymbol{u}_{0}\right)$

$$
\begin{equation*}
\lambda=-2 \alpha \mu_{0} R_{0}^{-2} \pm \sqrt{4 \alpha^{2} \mu_{0}^{2} R_{0}^{-4}+\psi^{\prime}\left(R_{0}\right) R_{0}^{-1}} \tag{3.214}
\end{equation*}
$$

In (3.214) $\alpha \approx 0$, but we may have $\alpha>0, \alpha<0$, or even $\alpha=0$. The conclusions which follow from the relation (3.214), concerning the linearized stability of the equilibrium state $\left(R_{0}, 0\right)$, and their consequences for the nonlinear stability of ( $R_{0}, 0$ ) with respect to the system (3.204), for $|\alpha| \approx 0$, are a direct result of standard elementary theorems for planar dynamical systems (e.g., [Pe] or [HK]) given that the vector field $(F(R, S), G(R, S))$ is of class $C^{2}$ in a neighborhood of $R_{0} \neq 0$, $S_{0}=0$.

## Case I:

$\alpha \approx 0, \alpha>0$
(a) $\psi^{\prime}\left(R_{0}\right)>0 \Leftrightarrow \hat{p}^{\prime}\left(R_{0}\right)>0$

In this subcase it follows from (3.214) that the eigenvalues $\lambda_{1}, \lambda_{2}$ satisfy $\lambda_{1}<$ $0<\lambda_{2}$; thus $\left(R_{0}, 0\right)$ is an unstable saddle point for the linearized problem (3.208) and, also, an (unstable) saddle point for the (approximate) nonlinear system (3.204).
(b) $\psi^{\prime}\left(R_{0}\right)<0 \Leftrightarrow \hat{p}^{\prime}\left(R_{0}\right)<0$

For this subcase (3.214) becomes

$$
\begin{equation*}
\lambda=-2 \alpha \mu_{0} R_{0}^{-2} \pm \sqrt{4 \alpha^{2} \mu_{0} R_{0}^{-4}-\left|\psi^{\prime}\left(R_{0}\right)\right| R_{0}^{-1}} \tag{3.215}
\end{equation*}
$$

so that three situations are possible:
(i) $\left|\psi^{\prime}\left(R_{0}\right)\right|<4 \alpha^{2} \mu_{0}^{2} R_{0}^{-3}$, in which case $\lambda_{1}<0, \lambda_{2}<0$ and $\left(R_{0}, 0\right)$ is an asymptotically stable node both for the linearized problem and the nonlinear (approximate) system
(ii) $\left|\psi^{\prime}\left(R_{0}\right)\right|>4 \alpha^{2} \mu_{0}^{2} R_{0}^{-3}$, in which case $\lambda$ is of the form $\lambda=a \pm i b$, with $a<0$. In this subcase, $\left(R_{0}, 0\right)$ is an asymptotically stable focus for both the linearized problem and the nonlinear (approximate) system
(iii) $\left|\psi^{\prime}\left(R_{0}\right)\right|=4 \alpha^{2} \mu_{0}^{2} R_{0}^{-3}$, in which case $\lambda_{1}=\lambda_{2}=-2 \alpha \mu_{0} R_{0}^{-2}<0$ and $\left(R_{0}, 0\right)$ is again an asymptotically stable node for both the linearized problem and the nonlinear (approximate) system

Case II:
$\alpha \approx 0, \alpha<0$
For all of the subcases considered below

$$
\begin{equation*}
\lambda=2|\alpha| \mu_{0} R_{0}^{-2} \pm \sqrt{4 \alpha^{2} \mu_{0} R_{0}^{-4}+\psi^{\prime}\left(R_{0}\right) R_{0}^{-1}} \tag{3.216}
\end{equation*}
$$

(a) $\psi^{\prime}\left(R_{0}\right)>0 \Leftrightarrow \tilde{p}^{\prime}\left(R_{0}\right)>0$

In this subcase it easily follows from (3.216) that $\lambda_{1}<0<\lambda_{2}$ so that $\left(R_{0}, 0\right)$ is an (unstable) saddle point for both the linearized and nonlinear (approximate) problems
(b) $\psi^{\prime}\left(R_{0}\right)<0 \Leftrightarrow \hat{p}^{\prime}\left(R_{0}\right)<0$

In this scenario,

$$
\begin{equation*}
\lambda=2|\alpha| \mu_{0} R_{0}^{-2} \pm \sqrt{4 \alpha^{2} \mu_{0}^{2} R_{0}^{-4}-\left|\psi^{\prime}\left(R_{0}\right)\right| R_{0}^{-1}} \tag{3.217}
\end{equation*}
$$

and, as in case Ib , three situations are possible:
(i) $\left|\psi^{\prime}\left(R_{0}\right)\right|<4 \alpha^{2} \mu_{0}^{2} R_{0}^{-3}$, in which case $\lambda_{1}>0, \lambda_{2}>0$ and $\left(R_{0}, 0\right)$ is an unstable node both for the linearized problem and the nonlinear (approximate) problem
(ii) $\left|\psi^{\prime}\left(R_{0}\right)\right|>4 \alpha^{2} \mu_{0}^{2} R_{0}^{-3}$, in which case $\lambda=a \pm i b$ with $a>0$ so that $\left(R_{0}, 0\right)$ is an unstable focus for both the linearized problem as well as the nonlinear (approximate) problem
(iii) $\left|\psi^{\prime}\left(R_{0}\right)\right|=4 \alpha^{2} \mu_{0}^{2} R_{0}^{-3}$, in which case $\lambda_{1}=\lambda_{2}=2|\alpha| \mu_{0} R_{0}^{-2}>0$ so that $\left(R_{0}, 0\right)$ is an unstable node with respect to both the linearized and nonlinear (approximate) problems

## Case III:

$\alpha=0$
This case corresponds, of course, to the Newtonian model, i.e., $\mu=\mu_{0}$ in (3.167), for which both systems (3.202) and (3.204), reduce to

$$
\left\{\begin{array}{l}
\dot{R}=S,  \tag{3.218}\\
\dot{S}=\psi(R) R^{-1}-\frac{3}{2} R^{-1} S^{2}
\end{array}\right.
$$

From (3.214) we obtain

$$
\begin{equation*}
\lambda= \pm \sqrt{\psi^{\prime}\left(R_{0}\right) R_{0}^{-1}} \tag{3.219}
\end{equation*}
$$

in which case for
(a) $\psi^{\prime}\left(R_{0}\right)>0 \Leftrightarrow \hat{p}^{\prime}\left(R_{0}\right)>0$

We have $\lambda_{1}<0<\lambda_{2}$ and, consequently, $\left(R_{0}, 0\right)$ is an unstable saddle point both for the linearized system

$$
\left\{\begin{array}{l}
\dot{R}=S  \tag{3.220}\\
\dot{S}=\frac{1}{R_{0}} \psi^{\prime}\left(R_{0}\right)\left(R-R_{0}\right)
\end{array}\right.
$$

as well as for the nonlinear system (3.218)
(b) $\psi^{\prime}\left(R_{0}\right)<0 \Leftrightarrow \hat{p}^{\prime}\left(R_{0}\right)<0$

We have $\lambda= \pm i \sqrt{\left|\psi^{\prime}\left(R_{0}\right)\right| R_{0}^{-1}}$, in which case the linearized problem (3.220) exhibits a stable center at $\left(R_{0}, 0\right)$ but no definitive conclusions concerning the nature of the equilibrium at $\left(R_{0}, 0\right)$ for the nonlinear problem (3.218) may be drawn from this result. A conclusion of stability, however, for the equilibrium at ( $R_{0}, 0$ ), with respect to the nonlinear system (3.218) will follow, in Sect. 3.3.4, from Liapunov theory when $\psi^{\prime}\left(R_{0}\right)=0$ and $\psi^{\prime \prime}\left(R_{0}\right)<0$, i.e., when $\hat{p}^{\prime}\left(R_{0}\right)=$ 0 and $\hat{p}^{\prime \prime}\left(R_{0}\right)<0$.

Remarks. In each of the cases treated above we have avoided the possible situation in which $\psi^{\prime}\left(R_{0}\right)=0$. In this case $\lambda$, as given by (3.214), reduces to

$$
\begin{equation*}
\lambda=-2 \alpha \mu_{0} R_{0}^{-2} \pm \sqrt{4 \alpha^{2} \mu_{0}^{2} R_{0}^{-4}} \tag{3.221}
\end{equation*}
$$

so

$$
\begin{align*}
& \text { for } \alpha>0: \lambda_{1}=0, \lambda_{2}<0 \\
& \text { for } \alpha<0: \lambda_{1}=0, \lambda_{2}>0,  \tag{3.222}\\
& \text { for } \alpha=0: \lambda_{1}=\lambda_{2}=0 .
\end{align*}
$$

Therefore, if $\left(R_{0}, 0\right)$ is an equilibrium state with respect to the nonlinear system (3.204) for $|\alpha| \approx 0$, for the linear problem (3.207), (3.208a), (3.211), ( $R_{0}, 0$ ) is a (degenerate) nonhyperbolic equilibrium when $\psi^{\prime}\left(R_{0}\right)=0$. Various results concerning the nature of the stability of degenerate equilibria corresponding to the possibilities exhibited in (3.222) follow from the work of Poincaré, Bendixson, Andronov, et. al. (see, e.g., [Pe]) but we will not pursue these issues here; rather, the stability of $\left(R_{0}, 0\right)$ in this situation may be handled within the context of the Liapunov theory introduced in the next section under the additional hypothesis that $\psi^{\prime \prime}\left(R_{0}\right)<0$, i.e., that $\psi$ (equivalently, $\hat{p}$ ) has a relative maximum at $R=R_{0}$.

### 3.3.4 Liapunov Theory and Nonlinear Stability

In this section we consider the nonlinear system (3.202) where $k\left(\alpha ; \mu_{0}\right)$ is given by (3.203) and $\alpha<1$. Setting, once again, $\bar{R}=R-R_{0}$ and $\bar{S}=S$ we rewrite (3.202) in the form

$$
\left\{\begin{array}{l}
\begin{array}{l}
\dot{\bar{R}}=\bar{S}, \\
\dot{\bar{S}}=\bar{\psi}\left(\bar{R} ; R_{0}\right)\left(\bar{R}+R_{0}\right)^{-1}-\frac{3}{2}\left(\bar{R}+R_{0}\right)^{-1} \bar{S}^{2} \\
\\
\\
\quad+k\left(\alpha ; \mu_{0}\right)\left(\bar{R}+R_{0}\right)^{\alpha-2} \bar{S}|\bar{S}|^{-\alpha},
\end{array} \tag{3.223}
\end{array}\right.
$$

where

$$
\begin{equation*}
\bar{\psi}\left(\bar{R} ; R_{0}\right) \equiv \psi\left(\bar{R}+R_{0}\right)=\hat{p}\left(\bar{R}+R_{0}\right)-p_{\infty} . \tag{3.224}
\end{equation*}
$$

As $\left(R_{0}, 0\right)$ is an equilibrium point of (3.202), $\bar{\psi}\left(0 ; R_{0}\right)=0$. The additional assumption that will be made in this subsection is the following: $\exists \delta>0$ such that

$$
\begin{equation*}
\bar{\psi}\left(\lambda ; R_{0}\right) \leq 0, \quad|\lambda|<\delta . \tag{3.225}
\end{equation*}
$$

As $\bar{\psi}\left(0 ; R_{0}\right)=0,(3.225)$ is satisfied if $\bar{\psi}\left(\lambda ; R_{0}\right)$ has a relative maximum at $\lambda=0$, i.e., if

$$
\begin{equation*}
\bar{\psi}^{\prime}\left(0 ; R_{0}\right)=0 \text { and } \bar{\psi}^{\prime \prime}\left(0 ; R_{0}\right)<0 \tag{3.226}
\end{equation*}
$$

Fig. 3.1 Sketch of the $^{2}$ function $\bar{\psi}\left(\lambda ; R_{0}\right),|\lambda|<\delta$


Clearly, (3.226) is equivalent to

$$
\begin{equation*}
\hat{p}^{\prime}\left(R_{0}\right)=0 \text { and } \hat{p}^{\prime \prime}\left(R_{0}\right)<0 \tag{3.227}
\end{equation*}
$$

The situation delineated above is sketched above (note that $\bar{\psi}\left(0 ; R_{0}\right)=0 \Leftrightarrow$ $\left.\hat{p}\left(R_{0}\right)=p_{\infty}\right)$ in Fig. 3.1. We now consider the function

$$
\begin{equation*}
\mathcal{V}(\bar{R}, \bar{S}) \equiv\left(\bar{R}+R_{0}\right)^{3} \bar{S}^{2}-2 \int_{0}^{\bar{R}}\left(\lambda+R_{0}\right)^{2} \bar{\psi}\left(\lambda ; R_{0}\right) d \lambda \tag{3.228}
\end{equation*}
$$

Clearly, $\mathcal{V}(0,0)=0$. We define a neighborhood

$$
\begin{equation*}
\mathcal{N}(0,0) \equiv\left\{(\bar{R}, \bar{S}) \mid \bar{R}^{2}+\bar{S}^{2} \leq \delta^{2}\right\} \tag{3.229}
\end{equation*}
$$

of the origin in the $\bar{R}, \bar{S}$ plane and note that for any $\bar{R}$ such that $(\bar{R}, \bar{S}) \in \mathcal{N}(0,0)$, $\bar{\psi}\left(\lambda ; R_{0}\right) \leq 0$ if $\lambda \in[0, \bar{R}]$, as a consequence of (3.225) and the definition (3.229). Thus, for $(\bar{R}, \bar{S}) \in \mathcal{N}(0,0)$ (as $\bar{R}+R_{0} \equiv R \geq 0$ ) it follows from (3.228) that $\mathcal{V}(\bar{R}, \bar{S}) \geq 0$. Furthermore, $\mathcal{V}(\bar{R}, \bar{S})=0$ implies that $(\bar{R}, \bar{S})=(0,0)$ as

$$
\left\{\begin{array}{l}
\mathcal{V}_{1}(\bar{R}, \bar{S}) \equiv\left(\bar{R}+R_{0}\right)^{3} \bar{S}^{2} \geq 0  \tag{3.230}\\
\mathcal{V}_{2}(\bar{R}, \bar{S}) \equiv-2 \int_{0}^{\bar{R}}\left(\lambda+R_{0}\right)^{2} \bar{\psi}\left(\lambda ; R_{0}\right) d \lambda \geq 0
\end{array}\right.
$$

for $(\bar{R}, \bar{S}) \in \mathcal{N}(0,0)$. Therefore, $\mathcal{V}(\bar{R}, \bar{S})>0$ for $(\bar{R}, \bar{S}) \in \mathcal{N}(0,0)$ with $(\bar{R}, \bar{S}) \neq$ $(0,0)$. For $\bar{\psi}\left(\lambda ; R_{0}\right)$ continuous in $\lambda, \mathcal{V}(\bar{R}, \bar{S})$ is clearly of class $C^{2}$ on $\mathcal{N}(0,0)$ in which case $\mathcal{V}(\bar{R}, \bar{S})$ constitutes a Liapunov function.

We now consider the derivative of $\mathcal{V}(\bar{R}, \bar{S})$ along the trajectories of the system (3.223), i.e., we want to compute

$$
\begin{align*}
L_{t} \mathcal{V}(\bar{R}, \bar{S}) & =\nabla \mathcal{V} \cdot(\dot{\bar{R}}, \dot{\bar{S}}) \\
& \equiv \frac{\partial \mathcal{V}}{\partial \bar{R}} \dot{\bar{R}}+\frac{\partial \mathcal{V}}{\partial \bar{S}} \dot{\bar{S}} . \tag{3.231}
\end{align*}
$$

By virtue of the definition of $\mathcal{V}$, i.e., (3.228),

$$
\left\{\begin{array}{l}
\frac{\partial \mathcal{V}}{\partial \bar{R}}=3\left(\bar{R}+R_{0}\right)^{3} \bar{S}^{2}-2\left(\bar{R}+R_{0}\right)^{2} \bar{\psi}\left(\bar{R} ; R_{0}\right)  \tag{3.232}\\
\frac{\partial \mathcal{V}}{\partial \bar{S}}=2\left(\bar{R}+R_{0}\right)^{3} \bar{S}
\end{array}\right.
$$

so that

$$
\begin{equation*}
L_{t} \mathcal{V}=\left\{3\left(\bar{R}+R_{0}\right)^{3} \bar{S}^{2}-2\left(\bar{R}+R_{0}\right)^{2} \bar{\psi}\left(\bar{R} ; R_{0}\right)\right\} \dot{R}+2\left(\bar{R}+R_{0}\right)^{3} \bar{S} \dot{\bar{S}} \tag{3.233}
\end{equation*}
$$

or, employing (3.223),

$$
\begin{align*}
L_{t} \mathcal{V}= & \left\{3\left(\bar{R}+R_{0}\right)^{3} \bar{S}^{2}-2\left(\bar{R}+R_{0}\right)^{2} \bar{\psi}\left(\bar{R} ; R_{0}\right)\right\} S \\
& +2\left(\bar{R}+R_{0}\right)^{3} \bar{S}\left\{\bar{\psi}\left(\bar{R} ; R_{0}\right)\left(\bar{R}+R_{0}\right)^{-1}\right.  \tag{3.234}\\
& \left.-\frac{3}{2}\left(\bar{R}+R_{0}\right)^{-1} \bar{S}^{2}-k\left(\alpha ; \mu_{0}\right)\left(\bar{R}+R_{0}\right)^{\alpha-2} \bar{S}|\bar{S}|^{-\alpha}\right\} .
\end{align*}
$$

Upon simplifying (3.234) we obtain

$$
\begin{equation*}
L_{t} \mathcal{V}=-2 k\left(\alpha ; \mu_{0}\right)\left(\bar{R}+R_{0}\right)^{1+\alpha} \bar{S}^{2}|\bar{S}|^{-\alpha} \tag{3.235}
\end{equation*}
$$

and, as $\bar{R}+R_{0}=R>0$, for $\alpha<1$ we obtain from (3.235) and the definition, (3.203), of $k\left(\alpha ; \mu_{0}\right)$ the following conclusions

$$
\begin{cases}L_{t} \mathcal{V}<0, & \alpha>0  \tag{3.236}\\ L_{t} \mathcal{V}=0, & \alpha=0 \\ L_{t} \mathcal{V}>0, & \alpha<0\end{cases}
$$

We may summarize our results in the following
Theorem 3.4. Consider a spherical vapor cavity (bubble), whose radius at time $t>0$ is $R(t)$, immersed in an unbounded non-Newtonian fluid defined by the constitutive law (2.1a), with $\epsilon=\mu_{1}=0$, and $\alpha<1$. Let the fluid pressure be of the form (3.191) and define $\hat{p}(R)=\mathcal{P}(R ; R)$ where it is assumed that $\hat{p}$ is differentiable on $\mathbb{R}^{+}$. Then
(i) All equilibrium states of the bubble are of the form $R=R_{0}$, where the constant $R_{0}$ satisfies $\hat{p}\left(R_{0}\right)=p_{\infty}$
(ii) If we define, for $\lambda \in(-\infty, \infty)$,

$$
\begin{equation*}
\bar{\psi}\left(\lambda ; R_{0}\right)=\hat{p}\left(\lambda+R_{0}\right)-p_{\infty} \tag{3.237}
\end{equation*}
$$

Fig. 3.2 The function $\bar{\psi}\left(\lambda ; R_{0}\right)$ in Theorem 3.4

and $\bar{\psi}$ satisfies (3.225), for some $\delta>0$, the equilibrium state $\left(R_{0}, 0\right)$ is
(a) (locally) asymptotically stable for $\alpha>0$
(b) stable for $\alpha=0$
(c) unstable for $\alpha<0$

An example which corresponds to the conditions of Theorem 3.4 is sketched above in Fig. 3.2.
Remarks. Using the Liapunov function $\mathcal{V}(\bar{R}, \bar{S})$ in (3.228) we may reconsider the nonlinear (approximate) system, corresponding to $|\alpha| \approx 0$, for the previously indeterminate case in which $\psi^{\prime}\left(R_{0}\right)=0$. In terms of $\bar{R}=R-R_{0}$, and $\bar{S}=S$, (3.204) becomes

$$
\left\{\begin{align*}
\dot{\bar{R}}= & \bar{S}  \tag{3.238}\\
\dot{\bar{S}}= & \left(\hat{p}\left(\bar{R}+R_{0}\right)-p_{\infty}\right)\left(\bar{R}+R_{0}\right)^{-1} \\
& -\frac{3}{2}\left(\bar{R}+R_{0}\right)^{-1} \bar{S}^{2}-4 \alpha \mu_{0}\left(\bar{R}+R_{0}\right)^{-2} \bar{S}
\end{align*}\right.
$$

Under the same conditions which prevailed earlier, i.e., the definition of $\mathcal{N}(0,0)$ in (3.229), and the hypothesis relative to $\bar{\psi}\left(\lambda ; R_{0}\right)=\hat{p}\left(\lambda+R_{0}\right)-p_{\infty}$, we find that

$$
\begin{equation*}
L_{t} \mathcal{V}=-8 \alpha \mu_{0}\left(\bar{R}+R_{0}\right) \bar{S}^{2} \tag{3.239}
\end{equation*}
$$

In particular, (3.239) holds if (see (3.226)) $\psi^{\prime}\left(R_{0}\right)=0$ and, in addition, $\psi^{\prime \prime}\left(R_{0}\right)<0$; thus for $\alpha<0$ the equilibrium state $\left(R_{0}, 0\right)$ is unstable while it is stable in the Newtonian case in which $\alpha=0$ and (locally) asymptotically stable for $\alpha>0$.

### 3.4 Exterior Flow of a Bipolar Viscous Fluid in the Plane

### 3.4.1 Introduction

We continue in this section the process of looking at the motion of bipolar viscous fluids in specific domains; in this case the problem in question is that of steady flow of an incompressible bipolar viscous fluid past a fixed body $\Omega^{\prime} \subset R^{2}$. The hypothesis of steady flow conditions for Navier-Stokes, when coupled with the assumption that the external body force/mass $\boldsymbol{f}=\mathbf{0}$, and the normalizations $\rho=1$, $\mu_{0}=1$, yields the following exterior flow problem:

$$
\begin{gather*}
\Delta \boldsymbol{v}-\boldsymbol{v} \cdot \nabla \boldsymbol{v}-\nabla p=0, \text { in } R^{2} / \bar{\Omega}^{\prime},  \tag{3.240a}\\
\nabla \cdot \boldsymbol{v}=0, \text { in } R^{2} / \bar{\Omega}^{\prime},  \tag{3.240b}\\
\boldsymbol{v}=\mathbf{0}, \text { on } \partial \Omega^{\prime},  \tag{3.240c}\\
\lim _{\|\boldsymbol{x}\| \rightarrow \infty} \boldsymbol{v}(\boldsymbol{x})=\boldsymbol{v}_{\infty} . \tag{3.240d}
\end{gather*}
$$

In 1933, Leray [Le1] proved the existence of a function $v$ which satisfies ( $3.240 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) in a weak sense. It is not, however, known yet whether or not the weak solution constructed in [Le1] satisfies the radiation condition (3.240d). In [FiS], Finn and Smith provided an affirmative answer to the problem under the restriction that $\left\|v_{\infty}\right\|$ be sufficiently small; the general existence problem for (3.240a-d) remains open. In this section we will consider the same classical problem (of steady flow past a bounded set $\Omega^{\prime}$ in the plane) within the framework of the theory of the incompressible bipolar viscous fluid; we will show that the problem which replaces ( $3.240 \mathrm{a}-\mathrm{d}$ ), in the case of a bipolar fluid, has a solution and will use that solution to compute the drag on the body $\Omega^{\prime}$.

### 3.4.2 Formulation of the Exterior Flow Problem for a Bipolar Fluid

Let $\Omega^{\prime} \subset R^{2}$ be a simply connected bounded domain with smooth boundary $\partial \Omega$ and set $\Omega=R^{2} / \bar{\Omega}^{\prime}$. With the nonlinear viscosity $\mu$ as given by (1.89), where $\mu_{0}$, $\mu_{1}$ and $\epsilon$ are all positive constants, and $0<\alpha<1$, our problem assumes the form

$$
\begin{gather*}
(\boldsymbol{L}(\boldsymbol{v}))_{i} \equiv \mu_{1} \frac{\partial}{\partial x_{j}} \Delta e_{i j}-\frac{\partial}{\partial x_{j}}\left(\mu(|\boldsymbol{e}|) e_{i j}\right)+v_{j} \frac{\partial v_{i}}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}, \text { in } \Omega,  \tag{3.241a}\\
\nabla \cdot \boldsymbol{v}=0, \text { in } \Omega,  \tag{3.241b}\\
\boldsymbol{v}=\mathbf{0}, \text { on } \partial \Omega^{\prime}, \tag{3.241c}
\end{gather*}
$$

$$
\begin{gather*}
\left(\frac{\partial}{\partial x_{k}} e_{i j}\right) v_{j} v_{k} \tau_{i}=0, \text { on } \partial \Omega^{\prime}  \tag{3.241d}\\
\lim _{\|x\| \rightarrow \infty} \boldsymbol{v}(\boldsymbol{x})=\boldsymbol{v}_{\infty} \equiv\binom{\lambda}{0}  \tag{3.241e}\\
\lim _{\|\boldsymbol{x}\| \rightarrow \infty} \boldsymbol{D}^{2} \boldsymbol{v}(\boldsymbol{x})=\mathbf{0} \tag{3.241f}
\end{gather*}
$$

In (3.241d), $\boldsymbol{v}$ is the exterior unit normal to $\partial \Omega^{\prime}$ (and, thus, lies in the interior of the domain $\Omega$ ) while $\tau$ is the unit tangent vector to $\partial \Omega^{\prime}$. In what follows we will use the notation

$$
\left.\begin{array}{rl}
\left\|\boldsymbol{D}^{2} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2} & \equiv \sum_{i, j, k} \iint\left(\frac{\partial^{2} u_{i}}{\partial x_{j} \partial x_{k}}\right)^{2} d \boldsymbol{x}  \tag{3.242}\\
\|\boldsymbol{D} \boldsymbol{u}\|_{\boldsymbol{L}^{s}}^{s} & \equiv \sum_{i, j} \iint\left|\frac{\partial u_{i}}{\partial x_{j}}\right|^{s} d \boldsymbol{x}
\end{array}\right\}
$$

Elementary algebraic estimates (see (B.14) for (3.243a)) yield that there exists a positive constant $c$ such that for all $\boldsymbol{u}$,

$$
\begin{align*}
\frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{u}) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{u}) & \geq c \sum_{i, j, k}\left(\frac{\partial^{2} u_{i}}{\partial x_{j} \partial x_{k}}\right)^{2},  \tag{3.243a}\\
\mu(|\boldsymbol{e}|) e_{i j}(\boldsymbol{u}) e_{i j}(\boldsymbol{u}) & \geq c \mu_{0} \sum_{i, j}\left|e_{i j}(\boldsymbol{u})\right|^{2-\alpha} \tag{3.243b}
\end{align*}
$$

Next, we introduce the function spaces

$$
\begin{align*}
\boldsymbol{H}_{\alpha}(\Omega) & =\left\{\boldsymbol{u} \mid \boldsymbol{u}=\mathbf{0} \text { on } \partial \Omega^{\prime}, \nabla \cdot \boldsymbol{v}=0 \text { in } \Omega, \text { and } \nabla \boldsymbol{u} \in \boldsymbol{L}^{2-\alpha}(\Omega)\right\},  \tag{3.244a}\\
\boldsymbol{V}_{\alpha}(\Omega) & =\left\{\boldsymbol{u} \mid \boldsymbol{u} \in \boldsymbol{H}_{\alpha}(\Omega) \text { and } \boldsymbol{D}^{2} \boldsymbol{u} \in \boldsymbol{L}^{2}(\Omega)\right\} \tag{3.244b}
\end{align*}
$$

and

$$
\begin{equation*}
\boldsymbol{V}_{\alpha}^{b}=\left\{\boldsymbol{u} \mid \boldsymbol{u} \in \boldsymbol{V}_{\alpha}(\Omega) \text { such that supp } \boldsymbol{u} \text { is bounded }\right\} . \tag{3.244c}
\end{equation*}
$$

We will need the following result from Appendix B which is proven in [HN]:

$$
\begin{equation*}
\iint_{\Omega} \sum_{i, j}\left|e_{i j}(\boldsymbol{u})\right|^{2-\alpha} d \boldsymbol{x} \geq c\|\boldsymbol{D} \boldsymbol{u}\|_{\boldsymbol{L}^{2-\alpha}}^{2-\alpha} . \tag{3.245}
\end{equation*}
$$

Fig. 3.3 The domain $\Omega$ on which $w(x)$ is defined


In order to proceed, we first transform the problem (3.241a-f) into an equivalent problem with homogeneous boundary conditions; to this end, we use some results of Heywood (see [He1, 2]) to infer the existence of a function $\boldsymbol{w}(\boldsymbol{x})$, which is defined for $\boldsymbol{x} \in \Omega$, and which satisfies $\boldsymbol{w} \in \boldsymbol{C}^{\infty}(\Omega)$ and

$$
\begin{gather*}
\boldsymbol{w}(\boldsymbol{x}) \equiv\binom{-\lambda}{0}, \text { for }|\boldsymbol{x}|<M_{2},  \tag{3.246a}\\
\boldsymbol{w}(\boldsymbol{x}) \equiv \mathbf{0}, \text { for }|x|>M_{1},  \tag{3.246b}\\
\operatorname{div} \boldsymbol{w}=0, \text { in } \Omega \tag{3.246c}
\end{gather*}
$$

where $M_{2}>0$ is such that $\Omega^{\prime} \subset B_{M_{2}}(\mathbf{0})$ and $M_{1}>M_{2}$ (see Fig. 3.3). Furthermore, it can be shown (see, e.g., [Lio1]) that, for all $\epsilon>0$, we can choose $\boldsymbol{w}$ such that, with $\Omega_{M_{1}}=\Omega \cap B_{M_{1}}(\mathbf{0})$,

$$
\begin{equation*}
\sum_{i, j} \iint_{\Omega_{M_{1}}}\left(w_{j}, u_{i}\right)_{L^{2}(\Omega)}^{2} d \boldsymbol{x} \leq \epsilon\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2}\left(\Omega_{M_{1}}\right)}^{2}, \forall \boldsymbol{u} \in \boldsymbol{V}_{\alpha}\left(\Omega_{M_{1}}\right) . \tag{3.247}
\end{equation*}
$$

Setting $\boldsymbol{u}=\boldsymbol{v}-\boldsymbol{v}_{\infty}-\boldsymbol{w}$ we then have that $\boldsymbol{u}$ satisfies:

$$
\begin{gather*}
\boldsymbol{L}\left(\boldsymbol{u}+\boldsymbol{v}_{\infty}+\boldsymbol{w}\right)=-\nabla p, \text { in } \Omega,  \tag{3.248a}\\
\boldsymbol{u}=\mathbf{0}, \text { on } \partial \Omega^{\prime},  \tag{3.248b}\\
\left(\frac{\partial}{\partial x_{k}} e_{i j}\right) v_{j} v_{k} \tau_{i}=0, \text { on } \partial \Omega^{\prime}, \tag{3.248c}
\end{gather*}
$$

$$
\begin{gather*}
\lim _{\|\boldsymbol{x}\| \rightarrow \infty} \boldsymbol{u}=\mathbf{0}  \tag{3.248d}\\
\lim _{\|\boldsymbol{x}\| \rightarrow \infty} \boldsymbol{D}^{2} \boldsymbol{u}=\mathbf{0}  \tag{3.248e}\\
\nabla \cdot \boldsymbol{u}=0, \text { in } \Omega \tag{3.248f}
\end{gather*}
$$

Our goal in the next two subsections will be to prove the existence of a weak solution for the problem (3.248a-f); to that end we make the following

Definition 3.1. A function $\boldsymbol{u}$ is said to be a weak solution of (3.248a-f) if $\boldsymbol{u} \in$ $\boldsymbol{V}_{\alpha}(\Omega), \boldsymbol{u}$ satisfies (3.248d,e,f) and, for all $\boldsymbol{v} \in V_{\alpha}^{b}(\Omega)$,

$$
\begin{align*}
& \iint_{\Omega} \mu(|\boldsymbol{e}(\boldsymbol{u}+\boldsymbol{w})|) e_{i j}(\boldsymbol{u}+\boldsymbol{w}) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \\
&+ \mu_{1} \iint_{\Omega} \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{u}+\boldsymbol{w}) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \\
&+\iint_{\Omega}\left(\boldsymbol{u}+\boldsymbol{v}_{\infty}+\boldsymbol{w}\right)_{j} \frac{\partial(\boldsymbol{u}+\boldsymbol{w})_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x}=0 . \tag{3.249}
\end{align*}
$$

### 3.4.3 Solution of the Exterior Problem in a Truncated Domain

To prove the existence of a weak solution for (3.248a-f) we will first establish the existence of a solution $\boldsymbol{u}^{N}$ in the truncated domain $\Omega_{N}=\Omega \cap B_{N}(\mathbf{0})$; then, in Sect. 3.4.4, we will let $N \rightarrow \infty$ and prove that $\lim _{N \rightarrow \infty} \boldsymbol{u}^{N} \equiv \boldsymbol{u}$ is a weak solution to (3.248a-f) in the sense of Definition 3.1. Therefore, let

$$
B_{N}(\mathbf{0})=\left\{\boldsymbol{x} \in R^{2}\| \| \boldsymbol{x} \|<N\right\} .
$$

We assume that $N>0$ is so large that $N>M_{1}>M_{2}>\operatorname{diam} \Omega^{\prime}$. With $\Omega_{N}=\Omega \cap$ $B_{N}(\mathbf{0})$, we want to prove the existence of a function $\boldsymbol{u}^{N}$ which satisfies $\nabla \cdot \boldsymbol{u}^{N}=0$ in $\Omega_{N}$ with

$$
\begin{gather*}
\boldsymbol{u}^{N} \in \boldsymbol{W}^{2,2}\left(\Omega_{N}\right) \cap \boldsymbol{W}_{0}^{1,2}\left(\Omega_{N}\right),  \tag{3.250a}\\
\left(\frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}\right)\right) v_{j} v_{k} \tau_{i}=0, \text { on } \partial \Omega_{N} \tag{3.250b}
\end{gather*}
$$

and for all $\boldsymbol{v} \in \boldsymbol{W}^{2,2}\left(\Omega_{N}\right) \cap \boldsymbol{W}_{0}^{1,2}\left(\Omega_{N}\right)$ such that $\nabla \cdot \boldsymbol{v}=0$ in $\Omega_{N}$,

$$
\begin{align*}
& \iint_{\Omega_{N}} \mu\left(\left|\boldsymbol{e}\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)\right|\right) e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \\
&+ \mu_{1} \iint_{\Omega_{N}} \frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \\
&+\iint_{\Omega_{N}}\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)_{j} \frac{\partial\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x}=0 . \tag{3.251}
\end{align*}
$$

Our first step in this direction consists of proving the following a priori estimate:
Theorem 3.5. There exists a positive constant $C$, independent of $N$, such that any solution $\boldsymbol{u}^{N}$ of (3.251) satisfies:

$$
\begin{equation*}
\iint_{\Omega_{N}}\left(\boldsymbol{D}^{2} \boldsymbol{u}^{N}\right)^{2} d \boldsymbol{x}+\iint_{\Omega}\left(\boldsymbol{D} \boldsymbol{u}^{N}\right)^{2-\alpha} d \boldsymbol{x} \leq C \tag{3.252}
\end{equation*}
$$

Proof. Setting $\boldsymbol{v}=\boldsymbol{u}^{N}$ in (3.251), it follows that

$$
\begin{align*}
& \iint_{\Omega_{N}} \mu\left(\left|\boldsymbol{e}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)\right|\right) e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) d \boldsymbol{x}  \tag{3.253}\\
&+\mu_{1} \iint_{\Omega_{N}} \frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) \frac{\partial}{\partial x_{k}}\left(e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)\right) d \boldsymbol{x} \\
& \leq\left|\iint_{\Omega_{N}} \mu\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) e_{i j}(\boldsymbol{w}) d \boldsymbol{x}\right| \\
&+\mu_{1}\left|\iint_{\Omega_{N}} \frac{\partial}{\partial x_{k}} e_{k}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{w}) d \boldsymbol{x}\right| \\
&+\left|\iint_{\Omega_{N}}\left(\boldsymbol{u}^{N}+\boldsymbol{v}_{\infty}+\boldsymbol{w}\right)_{j} \frac{\partial\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)_{i}}{\partial x_{j}} \boldsymbol{u}_{i}^{N} d \boldsymbol{x}\right|
\end{align*}
$$

Also (with no summation over the repeated indices $i, j, k$ ) we have, for any $\delta>0$,

$$
\begin{align*}
\left|\frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{w})\right| \leq & \frac{\delta}{2}\left(\frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)\right)^{2}  \tag{3.254}\\
& +\frac{1}{2 \delta}\left(\frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{w})\right)^{2}
\end{align*}
$$

and, for some $c_{1}>0$,

$$
\begin{align*}
& \left|\iint_{\Omega_{N}} \mu\left(\left|\boldsymbol{e}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)\right|\right) e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) e_{i j}(\boldsymbol{w}) d \boldsymbol{x}\right| \\
& \quad \leq \sum_{i j}\left(c_{1} \delta\left\|e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)\right\|_{L^{2-\alpha}\left(\Omega_{N}\right)}^{2-\alpha}+c_{1} \delta^{\alpha-1}\left\|e_{i j}(\boldsymbol{w})\right\|_{L^{2-\alpha}\left(\Omega_{N}\right)}^{2-\alpha}\right) . \tag{3.255}
\end{align*}
$$

By (3.243a,b), (3.245), and (3.253), it follows that $\exists c_{1}>0, c_{2}>0$ such that for any $\delta>0$,

$$
\begin{align*}
c_{2} \iint_{\Omega_{N}} & \left(\boldsymbol{D}^{2}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)\right)^{2} d \boldsymbol{x}+c_{2} \iint_{\Omega_{N}}\left(\boldsymbol{D}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)\right)^{2-\alpha} d \boldsymbol{x}  \tag{3.256}\\
\leq & \left(1-\delta c_{1}\right) \iint_{\Omega_{N}} \mu\left(\left|\boldsymbol{e}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)\right|\right) e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) d \boldsymbol{x} \\
& +\mu_{1}\left(1-\frac{\delta}{2}\right) \iint_{\Omega_{N}} \frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) \frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right) d \boldsymbol{x} \\
\leq & \mu_{1} \frac{1}{2 \delta} \sum_{i, j}\left\|\frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{w})\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{1} \delta^{\alpha-1} \sum_{i, j}\left\|e_{i j}(\boldsymbol{w})\right\|_{L^{2-\alpha}\left(\Omega_{N}\right)}^{2-\alpha} \\
& +\left|b\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}, \boldsymbol{u}^{N}+\boldsymbol{w}, \boldsymbol{u}^{N}\right)\right|
\end{align*}
$$

where for any domain $\Omega \subseteq R^{n}$,

$$
b(\boldsymbol{f}, \boldsymbol{g}, \boldsymbol{h})=\iint_{\Omega} f_{j} \frac{\partial g_{i}}{\partial x_{j}} h_{i} d \boldsymbol{x}
$$

Integration by parts yields $b\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}, \boldsymbol{u}^{N}, \boldsymbol{u}^{N}\right)=0$, hence

$$
b\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}, \boldsymbol{u}^{N}+\boldsymbol{w}, \boldsymbol{u}^{N}\right)=b\left(\boldsymbol{w}+\boldsymbol{v}_{\infty}, \boldsymbol{w}, \boldsymbol{u}^{N}\right)+b\left(\boldsymbol{u}^{N}, \boldsymbol{w}, \boldsymbol{u}^{N}\right)
$$

Since $\partial w_{i} / \partial x_{j}$ has fixed support (independent of $N$ ) we have that

$$
\begin{align*}
\left|b\left(\boldsymbol{w}+\boldsymbol{v}_{\infty}, \boldsymbol{w}, \boldsymbol{u}^{N}\right)\right| & \leq \delta\left\|\boldsymbol{u}^{N}\right\|_{L^{\infty}\left(\Omega_{M_{2}}\right)}^{2}+\frac{1}{\delta}\left\|\boldsymbol{w}+\boldsymbol{v}_{\infty}\right\|_{L^{\infty}\left(\Omega_{M_{2}}\right)}^{2}\left\|\frac{\partial w_{i}}{\partial x_{j}}\right\|_{L^{2}\left(\Omega_{M_{2}}\right)}^{2} \\
& \leq c_{3} \delta\left\|\boldsymbol{D}^{2} \boldsymbol{u}^{N}\right\|_{L^{2}\left(\Omega_{M_{2}}\right)}^{2}+\frac{1}{\delta}\left\|\boldsymbol{w}+\boldsymbol{v}_{\infty}\right\|_{L^{\infty}\left(\Omega_{M_{2}}\right)}^{2}\left\|\frac{\partial w_{i}}{\partial x_{j}}\right\|_{L^{2}\left(\Omega_{\left.M_{2}\right)}\right.}^{2} \tag{3.257}
\end{align*}
$$

for any $\delta>0$, where $c_{3}$ depends on $\Gamma, M_{2}$ but not on $N$.

From (3.247), we deduce that

$$
\begin{equation*}
\left|b\left(\boldsymbol{u}^{N}, \boldsymbol{w}, \boldsymbol{u}^{N}\right)\right| \leq \epsilon\left\|\boldsymbol{D} \boldsymbol{u}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{M_{2}}\right)}^{2} \leq \epsilon c_{7}\left\|\boldsymbol{D}^{2} \boldsymbol{u}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{M_{2}}\right)}^{2} \tag{3.258}
\end{equation*}
$$

where $c_{7}>0$ is independent of $N$. Choosing $\epsilon$ and $\delta$ small enough, it then follows from (3.253) that there exists a positive $C\left(\epsilon, \delta, \mu_{0}, \mu_{1}\right)$, independent of $N, \boldsymbol{u}^{N}$ such that

$$
\left\|\boldsymbol{D}^{2} \boldsymbol{u}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+\left\|\boldsymbol{D} \boldsymbol{u}^{N}\right\|_{\boldsymbol{L}^{2-\alpha}\left(\Omega_{N}\right)}^{2-\alpha} \leq C .
$$

Our goal now is to employ the Galerkin method to prove the existence of a solution $\boldsymbol{u}^{N}$ to (3.251) which satisfies (3.250a,b) and $\nabla \cdot \boldsymbol{u}^{N}=0$ in $\Omega_{N}$. In order to introduce the required basis we define the space

$$
\begin{equation*}
\mathcal{H}=\left\{\boldsymbol{u} \mid \boldsymbol{u} \in \boldsymbol{W}^{2,2}\left(\Omega_{N}\right) \cap \boldsymbol{W}_{0}^{1,2}\left(\Omega_{N}\right) ; \nabla \cdot \boldsymbol{u}=0\right\} . \tag{3.259}
\end{equation*}
$$

In $\mathcal{H}$ the scalar product is taken to be

$$
\begin{equation*}
((\boldsymbol{w}, \boldsymbol{\varphi}))=\int_{\Omega_{N}} \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{w}) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{\varphi}) d \boldsymbol{x} . \tag{3.260}
\end{equation*}
$$

We now have the following
Lemma 3.1. The eigenvalue problem

$$
\begin{equation*}
((\boldsymbol{w}, \varphi))=\lambda(w, \varphi)_{L^{2}(\Omega)}, \quad \forall \varphi \in \mathcal{H} \tag{3.261}
\end{equation*}
$$

has a sequence of solutions $\mathcal{W}^{i} \in \mathcal{H} \cap \boldsymbol{C}^{\infty}\left(\Omega_{N}\right)$ corresponding to a sequence of positive eigenvalues $\lambda_{l}$. Furthermore,

1. $\left(\left(\partial / \partial x_{k}\right) e_{i j}\left(\mathcal{W}^{l}\right)\right) \nu_{j} v_{k} \tau_{i}=0$, on $\partial \Omega_{N}$, for all $l=1,2, \ldots$.
2. The sequence $\mathcal{W}^{l}$ is a basis for the closure of $\mathcal{H}$ under the $\boldsymbol{L}^{2}$ norm.
3. The sequence $\mathcal{W}^{l}$ is a basis of $\mathcal{H}$.
4. $\left(\mathcal{W}^{l}, \mathcal{W}^{k}\right)=\delta_{l k}$.

Proof. This is a standard consequence of the estimate (3.243a).
Now, for $K$ fixed, let $\boldsymbol{u}^{N, K} \in \boldsymbol{E}_{K}=\operatorname{span}\left\{\mathcal{W}^{1} \cdots \mathcal{W}^{K}\right\}$, with $\boldsymbol{u}^{N, K}(\boldsymbol{x})=$ $\sum_{l=1}^{K} \boldsymbol{A}_{l} \mathcal{W}^{l}(\boldsymbol{x})$ the solution of

$$
\begin{align*}
\iint_{\Omega_{N}} \mu\left(\mid \boldsymbol{e}\left(\boldsymbol{u}^{N, K}\right.\right. & \left.\left.+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right) \mid\right) e_{i j}\left(\boldsymbol{u}^{N, K}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \\
& +\iint_{\Omega_{N}} \frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N, K}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \\
& +\iint_{\Omega_{N}}\left(\boldsymbol{u}^{N, K}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)_{j} \frac{\partial\left(\boldsymbol{u}^{N, K}+\boldsymbol{w}\right)_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x}=0 \tag{3.262}
\end{align*}
$$

$\forall \boldsymbol{w} \in \boldsymbol{E}_{K}$. Then,
Lemma 3.2. The problem (3.262) has a solution $\boldsymbol{u}^{N, K}$.
In order to establish the validity of Lemma 3.2 we recall the following result in [Te1]:

Lemma 3.3. Let $\boldsymbol{X}$ be a finite-dimensional Hilbert space with scalar product $[\cdot, \cdot]$ and norm [•], and let $\boldsymbol{P}$ be a continuous mapping from $\boldsymbol{X}$ into itself such that

$$
\begin{equation*}
[\boldsymbol{P}(\xi), \xi]>0 \text { for }[\xi]=A>0 \tag{3.263}
\end{equation*}
$$

Then there exists $\boldsymbol{\xi} \in \boldsymbol{X},[\xi] \leq A$, such that $\boldsymbol{P}(\xi)=\mathbf{0}$.
Proof (Lemma 3.2). We set $\boldsymbol{X}=\boldsymbol{E}_{K}$ and define $\boldsymbol{P}$ by

$$
\begin{align*}
& {[\boldsymbol{P}(\boldsymbol{u}), \boldsymbol{v}]=\mu_{1} \iint_{\Omega_{N}} \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{u}+\boldsymbol{w}) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{v}) d \boldsymbol{x}} \\
& \quad+\iint_{\Omega_{N}} \mu(|\boldsymbol{e}(\boldsymbol{u}+\boldsymbol{w})|) e_{i j}(\boldsymbol{u}+\boldsymbol{w}) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \\
& \quad+b\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}, \boldsymbol{u}+\boldsymbol{w}, \boldsymbol{v}\right) \tag{3.264}
\end{align*}
$$

$\forall \boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{E}_{K}$. The continuity of $\boldsymbol{P}$ is clear; also, proceeding as in the proof of the a priori estimate (3.252) it can be shown that there exists a positive $c$ (independent of $K$ and $N$ ) such that if $[\boldsymbol{P}(\boldsymbol{u}), \boldsymbol{u}] \leq 0$, then $\|\boldsymbol{u}\| \leq c$. Therefore, if $A>c$, condition (3.263) of the lemma is satisfied. Hence, there exists a solution $\boldsymbol{u}^{N, K}$ to the problem (3.262).

Since (3.262) holds for $\boldsymbol{v}=\boldsymbol{u}^{N, K}$, the solution $\boldsymbol{u}^{N, K}$ satisfies the a priori estimate of Theorem 3.5. In particular, there exists a positive $c$ independent of $K$ such that

$$
\left\|\boldsymbol{D}^{2} \boldsymbol{u}^{N, K}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)} \leq c
$$

Hence, for fixed $N$ the sequence $\boldsymbol{u}^{N, K}$ is weakly compact in $\boldsymbol{W}^{2,2}\left(\Omega_{N}\right) \cap \boldsymbol{W}_{0}^{1,2}\left(\Omega_{N}\right)$; from this fact the following existence theorem can be deduced by letting $K \rightarrow \infty$ in (3.262) and using standard arguments:

Theorem 3.6. The problem (3.251) has a (weak) solution $\boldsymbol{u}^{N} \in \mathcal{H}$ for all $\boldsymbol{v} \in$ $\boldsymbol{W}^{2,2}\left(\Omega_{N}\right) \cap \boldsymbol{W}_{0}^{1,2}\left(\Omega_{N}\right)$ such that $\nabla \cdot \boldsymbol{v}=0$ in $\Omega_{N}$.

Our next theorem concerns a regularity result for the solution $\boldsymbol{u}^{N}$ of Theorem 3.6; it shows, in particular, that $\boldsymbol{u}^{N}$ satisfies the higher-order boundary condition (3.250b).
Theorem 3.7. Let $\boldsymbol{u}^{N} \in \mathcal{H}$ be the weak solution of Theorem 3.6. Then $\boldsymbol{u}^{N} \in$ $\boldsymbol{W}^{3,2}\left(\Omega_{N}\right)$ and satisfies the boundary condition

$$
\frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}\right) v_{j} v_{k} \tau_{i}=0 .
$$

Moreover, there exists $\boldsymbol{p}^{N} \in \boldsymbol{L}^{2}\left(\Omega_{N}\right)$ such that $\boldsymbol{u}^{N}$ satisfies

$$
\begin{equation*}
\boldsymbol{L}\left(\boldsymbol{u}^{N}+\boldsymbol{v}_{\infty}+\boldsymbol{w}\right)=-\nabla \boldsymbol{p}^{N}, \text { in } \Omega_{N} \tag{3.265}
\end{equation*}
$$

Proof. The fact that $\boldsymbol{u}^{N}$ satisfies (3.265) is an immediate consequence of (3.251) and the de Rham Theorem (see, e.g., [GRa]). Since $\boldsymbol{u}^{N} \in \boldsymbol{W}_{0}^{1,2}\left(\Omega_{N}\right) \cap \boldsymbol{W}^{2,2}\left(\Omega_{N}\right)$ and is divergence free, there exists a unique function $\Psi^{N}(x, y) \in \boldsymbol{W}^{3,2}\left(\Omega_{N}\right)$ such that

$$
\begin{gather*}
\boldsymbol{u}^{N}=\left(-\Psi_{y}^{N}, \Psi_{x}^{N}\right),  \tag{3.266a}\\
\left.\Psi^{N}\right|_{\partial \Omega^{\prime}}=c^{N},\left.\quad \Psi^{N}\right|_{\|x\|=N}=0,  \tag{3.266b}\\
\left.\frac{\partial \Psi^{N}}{\partial n}\right|_{\partial \Omega_{N}}=0 . \tag{3.266c}
\end{gather*}
$$

Substituting $\left(-\Psi_{y}^{N}, \Psi_{x}^{N}\right)$ for $\boldsymbol{u}^{N}$ in the partial differential equation (3.265) and taking the curl, we find that

$$
\begin{align*}
-\mu_{1} \Delta^{3} \Psi^{N}= & \frac{\partial^{2}}{\partial x_{1} \partial x_{j}} \mu\left(\left|\boldsymbol{e}\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)\right|\right) e_{2 j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)  \tag{3.267}\\
& -\frac{\partial^{2}}{\partial x_{2} \partial x_{j}} \mu\left(\left|\boldsymbol{e}\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)\right|\right) e_{1 j}\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right) \\
& +\frac{\partial}{\partial x_{1}}\left(\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)_{j} \frac{\partial\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)_{2}}{\partial x_{j}}\right) \\
& -\frac{\partial}{\partial x_{2}}\left(\left(\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)_{j} \frac{\partial\left(\boldsymbol{u}^{N}+\boldsymbol{w}\right)_{1}}{\partial x_{j}}\right) \\
& +\mu_{1} \frac{\partial^{2}}{\partial x_{1} \partial x_{j}} \Delta e_{2 j}(\boldsymbol{w})-\mu_{1} \frac{\partial^{2}}{\partial x_{2} \partial x_{j}} \Delta e_{1 j}(\boldsymbol{w}) .
\end{align*}
$$

From the regularity of $\boldsymbol{u}^{N}$ and $\boldsymbol{w}$ the right-hand side of (3.267) is in $\boldsymbol{W}^{-2,2}\left(\Omega_{N}\right)$ so that $\Delta^{3} \Psi^{N} \in \boldsymbol{W}^{-2,3}\left(\Omega_{N}\right)$. Using that $\left(\Psi^{N}, \Delta^{3} \Psi^{N}\right) \in \boldsymbol{W}^{3,2}\left(\Omega_{N}\right) \times \boldsymbol{W}^{-2,3}\left(\Omega_{N}\right)$ we deduce via duality, in the usual fashion, that we can define $\partial^{2} \Psi^{N} / \partial \nu^{3} \in$ $\boldsymbol{W}^{-1 / 2,2}\left(\partial \Omega_{N}\right)$. Therefore, the traces of all third-order derivatives of $\Psi^{N}$ are defined, and the traces of all second-order derivatives of $\boldsymbol{u}^{N}$ are defined. As a consequence of (3.251) and (3.265) we have that

$$
\begin{equation*}
\int_{\partial \Omega_{N}} \frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}\right) v_{j} v_{k} \frac{\partial v_{i}}{\partial v} d S=0, \quad \forall \boldsymbol{v} \in \mathcal{H} \tag{3.268}
\end{equation*}
$$

from which it follows, by virtue of the analysis in Sect. 1.4.4 and Theorem 3.1 of Heron [HB], that the tangential component of $\left(\frac{\partial}{\partial x_{k}}\right) e_{i j}\left(\boldsymbol{u}^{N}\right) v_{j} v_{k}$ vanishes on $\partial \Omega_{N}$, i.e.,

$$
\begin{equation*}
\left.\frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}^{N}\right) v_{j} v_{k} \tau_{i}\right|_{\partial \Omega_{N}}=0 \tag{3.269}
\end{equation*}
$$

Therefore, $\Psi^{N}$ satisfies

$$
\begin{equation*}
\left.\frac{\partial}{\partial \nu} \Delta \Psi^{N}\right|_{\partial \Omega_{N}}=0 \tag{3.270}
\end{equation*}
$$

From the regularity theory of elliptic partial differential equations (see, e.g., [Ev] or [LM]), it follows that $\Psi^{N} \in W^{4,2}\left(\Omega_{N}\right)$, which then yields that $\boldsymbol{u}^{N} \in \boldsymbol{W}^{3,2}\left(\Omega_{N}\right)$ and $\boldsymbol{p}^{N} \in \boldsymbol{L}^{2}\left(\Omega_{N}\right)$.

### 3.4.4 Solution of the Exterior Problem in an Unbounded Domain

We will now use the weak solutions $\boldsymbol{u}^{N}$ for the truncated domains $\Omega_{N}$ to construct a solution of the exterior problem in $\Omega=R^{2} / \bar{\Omega}^{\prime}$. Our first result in this direction is the following

Lemma 3.4. There exists a constant $c>0$ independent of $N$ such that

$$
\begin{equation*}
\left\|\boldsymbol{u}^{N}\right\|_{L^{4 / \alpha-2}\left(\Omega_{N}\right)} \leq c \tag{3.271}
\end{equation*}
$$

Proof. This is a direct consequence of estimate (3.252) and the estimate

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{L}^{q}(\Omega)} \leq c\|\nabla \boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)} \tag{3.272}
\end{equation*}
$$

with $1 / p-1 / 2=1 / q$ (see, e.g., [Te1], page 158).

Remarks. From (3.271) it follows that the sequence $\boldsymbol{u}^{N}$ has a subsequence, denoted also by $\boldsymbol{u}^{N}$, which is weakly convergent in $L^{4 / \alpha-2}(\Omega)$ to a function $\boldsymbol{u}$. By the estimate (3.252), and a diagonal process, there exists a subsequence, which will again be denoted by $\boldsymbol{u}^{N}$, such that $\boldsymbol{u}^{N}$ converges strongly to $\boldsymbol{u}$ in $\boldsymbol{W}_{\text {loc }}^{1,2-\alpha}(\Omega)$ and weakly in $\boldsymbol{W}_{\text {loc }}^{2,2}(\Omega)$. From (3.252) it follows that

$$
\begin{equation*}
\iint_{\Omega}\left(\boldsymbol{D}^{2} \boldsymbol{u}\right)^{2} d \boldsymbol{x}+\iint_{\Omega}|\boldsymbol{D} \boldsymbol{u}|^{2-\alpha} d \boldsymbol{x} \leq c . \tag{3.273}
\end{equation*}
$$

and, from (3.271), that

$$
\begin{equation*}
\iint_{\Omega}|\boldsymbol{u}|^{4 / \alpha-2} d \boldsymbol{x} \leq c . \tag{3.274}
\end{equation*}
$$

Going to the limit in (3.251), we then find that

$$
\begin{align*}
\iint_{\Omega} \mu(\mid \boldsymbol{e}(\boldsymbol{u}+\boldsymbol{w}+ & \left.\left.\boldsymbol{v}_{\infty}\right) \mid\right) e_{i j}\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \\
& +\mu_{1} \iint_{\Omega} \frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right) \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{v}) d \boldsymbol{x} \\
& +\iint_{\Omega}\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)_{j} \frac{\partial\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x}=0 \tag{3.275}
\end{align*}
$$

$\forall v \in V_{\alpha}^{b}(\Omega)$. It now follows from (3.275) that $\boldsymbol{u}$ satisfies, in $\Omega$,

$$
\begin{gather*}
\mu_{1} \frac{\partial}{\partial x_{j}} \Delta e_{i j}\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)-\frac{\partial}{\partial x_{j}}\left(\mu\left(\left|\boldsymbol{e}\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)\right|\right) e_{i j}\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)\right) \\
+\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)_{j} \frac{\partial}{\partial x_{j}}\left(\boldsymbol{u}+\boldsymbol{w}+\boldsymbol{v}_{\infty}\right)_{i}=-\frac{\partial p}{\partial x_{i}} \tag{3.276}
\end{gather*}
$$

where $p \in W^{-1,2}(\Omega)$. As the right-hand side of (3.267) is uniformly bounded in $W^{-2,2}(\Omega)$, it follows from local regularity results for elliptic equations that $\Psi^{N}-c^{N}($ see $(3.266 \mathrm{~b}))$ is uniformly bounded in $\boldsymbol{W}_{l o c}^{4,2}(\Omega)$. Therefore, $\boldsymbol{u}^{N}$ converges in $\boldsymbol{W}_{\text {loc }}^{3,2}(\Omega)$. It also follows from (3.269) that

$$
\left.\frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{u}) v_{j} v_{k} \tau_{i}\right|_{\partial \Omega^{\prime}}=0 .
$$

Our last lemma, which leads up to the statement of the existence theorem for the exterior problem in $\Omega$ is

Lemma 3.5. The function $\boldsymbol{u}$ which has been obtained as the limit, as $N \rightarrow \infty$, of a subsequence of the weak solutions $\boldsymbol{u}^{N}$, and which satisfies (3.276), $\forall v \in V_{\alpha}^{b}(\Omega)$, also satisfies
(i) $\boldsymbol{u} \in \boldsymbol{L}^{\infty}(\Omega)$,
(ii) $\lim _{\|\boldsymbol{x}\| \rightarrow \infty} \boldsymbol{u}(\boldsymbol{x})=\mathbf{0}$.

Proof. Since $\boldsymbol{u}=\mathbf{0}$ on $\partial \Omega^{\prime}$, it follows from (3.273) that $\boldsymbol{u} \in \boldsymbol{L}_{\text {loc }}^{\infty}(\Omega)$. Assume that $\boldsymbol{u} \notin \boldsymbol{L}^{\infty}(\Omega)$. Then there exists $\boldsymbol{x}_{n} \rightarrow \infty$ such that $\left\|\boldsymbol{u}\left(\boldsymbol{x}_{n}\right)\right\| \rightarrow \infty$. But, since for some $c>0$,

$$
\begin{equation*}
\left\|\boldsymbol{D}^{2} \boldsymbol{u}\right\|_{L^{2}\left(B_{1}\left(x_{n}\right)\right)} \leq c, \quad\|\boldsymbol{u}\|_{L^{4 / \alpha-2}\left(B_{1}\left(x_{n}\right)\right)} \leq c \tag{3.277a}
\end{equation*}
$$

( $c$ independent of $n$ ) it follows from the estimate

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{L}^{\infty}\left(B_{1}\left(x_{n}\right)\right)} \leq c\left(\left\|\boldsymbol{D}^{2} \boldsymbol{u}\right\|_{L^{2}\left(B_{1}\left(x_{n}\right)\right)}+\|\boldsymbol{u}\|_{\boldsymbol{L}^{4 / \alpha-2}\left(B_{1}\left(x_{n}\right)\right)}\right) \tag{3.277b}
\end{equation*}
$$

that

$$
\begin{equation*}
\|\boldsymbol{u}\|_{L^{\infty}{ }_{\left(B_{1}\left(\boldsymbol{x}_{n}\right)\right)} \leq c} \leq c \tag{3.277c}
\end{equation*}
$$

where $c$ is independent of $n$; this establishes part (i) of the Lemma. To establish part (ii) of the lemma we only have to observe that, by (3.273) and (3.274), the righthand side of (3.277b) goes to zero as $n \rightarrow \infty$.

By combining the discussion which follows Lemma 3.4 with the results of Lemma 3.5, we observe that we have established the following
Theorem 3.8. The problem (3.248a-f) has a weak solution in the sense of Definition 3.1.

Remarks. The condition (3.248d) is satisfied in the sense of pointwise limit, while (3.248c) is satisfied in the sense that $\boldsymbol{D}^{2} \boldsymbol{u} \in \boldsymbol{L}^{2}(\Omega)$.

### 3.4.5 Existence of a Drag Force

In this brief subsection we show that the solution of problem (3.248a-f), equivalently, the solution of (3.241a-f), predicts the existence of a drag force on the body $\Omega^{\prime}$ in the direction of $\boldsymbol{v}_{\infty}$. We denote by $\mathcal{F}\left(\boldsymbol{v}_{\infty}\right)$ the force exerted on the body $\Omega^{\prime}$ as a consequence of the motion of the fluid so that

$$
\begin{equation*}
\mathcal{F}\left(\boldsymbol{v}_{\infty}\right)=\int_{\partial \Omega^{\prime}} t_{i j} v_{j} d S \tag{3.278}
\end{equation*}
$$

with $t_{i j}=-p \delta_{i j}+\mu(|\boldsymbol{e}(\boldsymbol{v})|) e_{i j}-2 \mu_{1} \Delta e_{i j}$ for the bipolar viscous fluid in $\Omega=$ $R^{2} / \bar{\Omega}^{\prime}$. We have the following result

Theorem 3.9. The solution $\boldsymbol{v}$ of (3.241a-f) exhibits a drag force in the direction of $\boldsymbol{v}_{\infty}$, i.e., $\mathcal{F}\left(\boldsymbol{v}_{\infty}\right) \cdot \boldsymbol{v}_{\infty}>0$.

Proof. By (3.278) and (3.241c)

$$
\mathcal{F}\left(\boldsymbol{v}_{\infty}\right) \cdot \boldsymbol{v}_{\infty}=\lambda \int_{\partial \Omega^{\prime}} \tau_{1, j}(\boldsymbol{v}) v_{j} d S
$$

Setting $\boldsymbol{v}^{N}=\boldsymbol{u}^{N}+\boldsymbol{w}+\boldsymbol{v}_{\infty}$, multiplying (2.266) by ( $\boldsymbol{v}^{N}-\boldsymbol{v}_{\infty}$ ), integrating by parts, and using the fact that $v_{j}^{N}\left(\boldsymbol{v}^{N}-\boldsymbol{v}_{\infty}\right)_{i}=0$, on $\partial \Omega_{N}$, we find that

$$
\begin{align*}
\lambda \int_{\partial \Omega_{N}} \tau_{1, j}\left(\boldsymbol{v}^{N}\right) v_{j} d S= & \iint_{\Omega_{N}} \mu\left(\boldsymbol{v}^{N}\right) e_{i j}\left(\boldsymbol{v}^{N}\right) d \boldsymbol{x} \\
& +\mu_{1} \iint_{\Omega_{N}} \frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{v}^{N}\right) \frac{\partial}{\partial x_{k}} e_{i j}\left(\boldsymbol{v}^{N}\right) d \boldsymbol{x}>0 . \tag{3.279}
\end{align*}
$$

Letting $N \rightarrow \infty$ in (3.279) then yields

$$
\begin{align*}
\lambda \int_{\partial \Omega^{\prime}} \tau_{1, j}(\boldsymbol{v}) v_{j} d S= & \iint_{\Omega} \mu(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) d \boldsymbol{x}  \tag{3.280}\\
& +\mu_{1} \iint_{\Omega} \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{v}) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{v}) d \boldsymbol{x}>0 .
\end{align*}
$$

### 3.5 Flow Over Non-smooth Boundaries

### 3.5.1 Introduction

The initial-boundary value problem for a nonlinear bipolar fluid in a domain $\Omega \subseteq$ $\mathbb{R}^{n}, n=2,3$ is given by (1.128)-(1.131). In this section we will consider such problems for $\Omega \subset \mathbb{R}^{2}$ and, to emphasize this point, we will write the velocity vector as $\boldsymbol{w}=\left(w_{1}\left(x_{1}, x_{2}\right), w_{2}\left(x_{1}, x_{2}\right)\right)$. We also assume that in the higher-order boundary conditions (1.116) $M_{i}=0, i=1,2$. With the aforementioned assumptions, the nonlinear, bipolar, initial-boundary value problem in this section takes on the form

$$
\begin{gather*}
\rho \frac{\partial w_{i}}{\partial t}=-\rho w_{j} \frac{\partial w_{i}}{\partial x_{j}}-\frac{\partial p}{\partial x_{i}}-2 \mu_{1} \frac{\partial \Delta e_{i j}(\boldsymbol{w})}{\partial x_{j}}+2 \frac{\partial\left(\mu(\boldsymbol{w}) e_{i j}(\boldsymbol{w})\right)}{\partial x_{j}}+\rho f_{i}, \text { in } \Omega \times(0, T),  \tag{3.281a}\\
\nabla \cdot \boldsymbol{w}=0, \text { in } \Omega \times(0, T),  \tag{3.281b}\\
\boldsymbol{w}(\boldsymbol{x}, 0)=\boldsymbol{h}(\boldsymbol{x}), \text { in } \Omega,  \tag{3.281c}\\
\boldsymbol{w}=\mathbf{0}, \text { on } \partial \Omega \times(0, T) \tag{3.281d}
\end{gather*}
$$



Fig. 3.4 A sequence of domains $\Omega^{N} \rightarrow \Omega$
and

$$
\begin{equation*}
\frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} v_{j} v_{k} \tau_{i}=0, \text { on } \partial \Omega \times(0, T) \tag{3.281e}
\end{equation*}
$$

with $\boldsymbol{f}=\left(f_{1}\left(x_{1}, x_{2}\right), f_{2}\left(x_{1}, x_{2}\right)\right), \boldsymbol{h}\left(x_{1}, x_{2}\right)$ given functions, $\boldsymbol{v}$ the exterior unit normal to $\partial \Omega, \boldsymbol{\tau}$ the unit tangent vector to $\partial \Omega, e_{i j}(\boldsymbol{w})=\frac{1}{2}\left(\frac{\partial w_{i}}{\partial x_{j}}+\frac{\partial w_{j}}{\partial x_{i}}\right)$, and $\mu(\boldsymbol{w}) \equiv \mu(|\boldsymbol{e}(\boldsymbol{w})|)=\mu_{0}\left(\epsilon+e_{i j}(\boldsymbol{w}) e_{i j}(\boldsymbol{w})\right)^{-\alpha / 2}$. As in previous sections of this volume, the parameters in (3.281a) satisfy $\epsilon, \mu_{0}, \mu_{1}>0$ and $0 \leq \alpha<1$.

We wish to investigate the dependence of the solutions to problem (3.281a-e) on the domain $\Omega$. More specifically, we are interested in the stability of solutions with respect to perturbations of the boundary of the domain $\Omega$ (i.e. If a domain $\Omega^{N}$ is close to a domain $\Omega$, does it follow that the corresponding solution $\boldsymbol{w}^{N}$ to problem (3.281a-e) in $\Omega^{N}$ is close to the solution $\boldsymbol{w}$ to problem (3.281a-e) in $\Omega$ ?). We also study the regularity of the solution to problem (3.281a-e) defined on a polygonal domain.

In Sect. 3.5.2 we state the existence and uniqueness results for solutions of problem (3.281a-e). In Sect. 3.5.3 we investigate the question of stability of the solutions with respect to perturbations of the boundary of the domain $\Omega$ and prove that instability does occur; specifically, we take $\Omega$ to be a rectangular region and consider a family of domains $\Omega^{N}$ which converge to $\Omega$, as $N \rightarrow \infty$, where the sequence of domains $\Omega^{N}$ are rectangular in shape except for $N$ indentations on the bottom side, (see Fig. 3.4).

Thus, we will let $\boldsymbol{w}^{N}$ be the solution of problem (3.281a-e) in the domain $\Omega^{N}$, and show that as $N \rightarrow \infty$, the functions $\boldsymbol{w}^{N}$ approach the function $\boldsymbol{w}$ which satisfies, under certain assumptions on the asymptotic behavior of the ratio of the heights and widths of the indentations, equations (3.281a-d) and

$$
\begin{align*}
\frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} v_{j} v_{k} \tau_{i} & =0, \text { on }(\partial \Omega \backslash \Lambda) \times(0, T),  \tag{3.282a}\\
\frac{\partial \boldsymbol{w}}{\partial v} & =0, \text { on } \Lambda \times(0, T) \tag{3.282b}
\end{align*}
$$

instead of the boundary condition (3.281e), where $\Lambda=(c, d) \times\{0\}$ in Fig.3.4. Thus, the boundary conditions are not preserved in the limit; this result illustrates that, in general, the solutions of problem (3.281a-e) are not stable with respect to perturbations of the boundary of $\Omega$ by Lipschitz curves. This type of stability question has been considered by several authors (see, e.g., Babuška [BaI], Keldysh [Ke], Maz'ya and Nazarov [MaN], Sapondzhyan [Sap], and the references which are cited therein) and has yielded surprising instability results. The best known of these results is the Sapondzhyan-Babuška paradox (or polygon to circle paradox) in the theory of thin plates; this paradox consists in the fact that, when a thin circular plate is approximated by regular polygons with freely supported edges, the limit solution does not satisfy the conditions of free support on the circle. In Sect. 3.5.4 we study the regularity of the solution to the steady state problem associated with problem (3.281a-e) in a polygonal domain $\Omega^{N}$. We show that if $\boldsymbol{f} \in \boldsymbol{L}^{2}\left(\Omega^{N}\right)$, then any weak solution $\boldsymbol{w}^{N} \in \boldsymbol{H}^{2}\left(\Omega^{N}\right) \cap \boldsymbol{H}_{0}^{1}\left(\Omega^{N}\right)$ satisfies $\boldsymbol{w}^{N} \in \boldsymbol{H}_{l o c}^{4}$ away from the vertices of $\Lambda^{N}$, where $\Lambda^{N}$ is the polygonal line joining the points $(c, 0)$ and $(d, 0)$ in Fig. 3.4. Moreover, near the vertices of $\Lambda^{N}$, we show that the solution $\boldsymbol{w}^{N}$ may be written as the sum $\boldsymbol{w}^{N}=\boldsymbol{w}_{\text {reg }}^{N}+\boldsymbol{w}_{\text {sing }}^{N}$, where $\boldsymbol{w}_{\text {reg }}^{N} \in \boldsymbol{H}_{\text {loc }}^{4}$ is the regular part whose behavior is not affected by the presence of corners and $\boldsymbol{w}_{\text {sing }}^{N}$ is the singular part which is not in $\boldsymbol{H}_{l o c}^{4}$ and whose precise behavior depends on the interior angle at the vertex of each corner. We also provide an explicit characterization of the local singularities in terms of the interior angle at the vertex. To obtain this kind of characterization, we introduce a stream function $\psi$ such that $\boldsymbol{w}^{N}=\operatorname{curl} \psi$, which reduces the problem to the study of the regularity of the solution $\psi$ to the partial differential equation $\Delta^{3} \psi=f \in H^{-1}$ near each of the vertices. The regularity of $\psi$ is obtained by using the general theory of Kondratiev [Ko]. The corresponding problem for the Navier-Stokes equations, as well as for second- and fourth-order equations, have been extensively studied (see, for example, Kondratiev [Ko], Grisvard [Gr1, 2], Kellogg and Osborn [KO], Osborn [OS], Moffatt [Mo], Blum and Rannacher [BR], and the literature therein).

Essential to the analysis presented in this section is the role of the higher-order boundary condition $\tau_{i j k} \nu_{j} \nu_{k} \tau_{i}=0$ on $\partial \Omega$; this boundary condition was derived for a "smooth" boundary in Sect. 1.4.4. When used by mathematicians, the meaning of "smooth" boundary changes with the context and, when needed, a definition is usually provided. We will use smooth here to mean that the boundary is a $C^{2}$ submanifold of $\mathbb{R}^{2}$. On the other hand, the concept of smooth is used in engineering as an idealization for a boundary, where the imperfections of the surface (such as machining marks, etc.) are negligible with respect to other variables. In this context, the concept of "smooth" boundary thus represents an idealization of a surface whenever the size of the imperfections is deemed small enough. This idealization provides the advantage of working in a domain with a simple geometry and is highly desirable. For example, in the case of flow between two plates, it is very advantageous to think of the two plates as just two parallel planes rather than attempting to incorporate the precise geometry and then thinking of flow between two curved surfaces, each of which departs slightly and irregularly from being
a plane. Alternately, one can think of $\Omega^{N}$ as being a perturbation of the region $\Omega$ and the question then arises as to whether or not the flow in $\Omega^{N}$ is a stable perturbation of the flow in $\Omega$. Whenever the problem is studied in $\Omega$ there is a tacit and de facto assumption that the flow is stable under such perturbations of the domain. It has been known for a very long time that for high Reynolds numbers even the presence of very small protrusions on the surface of the wall substantially affects the flow. Nikuradze has already observed and reported such findings in the 1930's (see [ScG] for example). This is consistent with our instability results for the velocity $\boldsymbol{w}$ with respect to perturbations of the boundary and is an indication that, at least qualitatively, the fluid flow model (3.281a-e) is sensitive to wall roughness. Moreover, the result in (3.282b) indicates that, for large $N$, the gradient of the velocity $\boldsymbol{w}^{N}$ is small near the rough part of the boundary, which is consistent with experimental data for fluid flow in domains with rough walls, (see the measurements of Nikuradze in [ScG]). For other relevant experimental results see also [Wa, Ya, Ni] and the references therein.

### 3.5.2 Existence and Uniqueness of Solutions

We want to study the following initial-boundary value problem for an isothermal, incompressible, bipolar viscous fluid in a planar domain of the type depicted in Fig. 3.4:

$$
\begin{gather*}
\rho \frac{\partial w_{i}}{\partial t}=-\rho w_{j} \frac{\partial w_{i}}{\partial x_{j}}-\frac{\partial p}{\partial x_{i}}-2 \mu_{1} \frac{\partial \Delta e_{i j}(\boldsymbol{w})}{\partial x_{j}}+2 \frac{\partial\left(\mu(\boldsymbol{w}) e_{i j}(\boldsymbol{w})\right.}{\partial x_{j}}+\rho f_{i}, \text { in } \Omega \times(0, T),  \tag{3.283a}\\
\nabla \cdot \boldsymbol{w}=0, \text { in } \Omega \times(0, T),  \tag{3.283b}\\
\boldsymbol{w}(\boldsymbol{x}, 0)=\boldsymbol{h}(\boldsymbol{x}), \text { in } \Omega,  \tag{3.283c}\\
\boldsymbol{\gamma}^{l} \boldsymbol{w}=\mathbf{0}, \text { on } \Gamma_{l} \times(0, T),  \tag{3.283d}\\
\boldsymbol{\gamma}^{l}\left[\frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} v_{j} v_{k} \tau_{i}\right]=0, \text { on } \Gamma_{l} \times(0, T) \tag{3.283e}
\end{gather*}
$$

for $i, j=1,2$, where the domain $\Omega \subset R^{2}$ is rectangular in shape except on one side where the points $c$ and $d$ (see Fig. 3.4) are joined together by polygonal lines which produce rectangular and (acute and right) triangular indentations, and the boundary is composed of a union of a finite number of linear segments, denoted by $\bar{\Gamma}_{l}$.

In (3.283a-e), $\boldsymbol{\gamma}^{l}$ denotes the trace operator on each side of the polygonal domain, $\boldsymbol{f} \in L_{l o c}^{2}\left(0, \infty ; \boldsymbol{L}^{2}(\Omega)\right)$, and $\boldsymbol{h} \in \boldsymbol{H}^{2}(\Omega)$, with

$$
\begin{equation*}
\int_{0}^{t}\|\boldsymbol{f}\|_{L^{2}(\Omega)}^{2} d s \leq c_{1} e^{c_{1} \lambda t} \text { and }\|\boldsymbol{h}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \leq c_{2} \tag{3.284}
\end{equation*}
$$

where the positive constants $c_{2}$ and $c_{2}$ depend on the area of the domain. We set

$$
\begin{equation*}
\boldsymbol{H}=\left\{\boldsymbol{w} \in \boldsymbol{H}^{2}(\Omega) \cap \boldsymbol{H}_{0}^{1}(\Omega) \mid \nabla \cdot \boldsymbol{w}=0, \text { in } \Omega\right\} \tag{3.285}
\end{equation*}
$$

and define a weak solution to the initial-boundary value problem (3.283a-e) to be a function $\boldsymbol{w} \in \boldsymbol{H}$ which satisfies, a.e. on $(0, T)$,

$$
\begin{align*}
& \int_{\Omega_{t}} \rho \frac{\partial w_{i}}{\partial t} \psi_{i} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\psi})}{\partial x_{k}} d \boldsymbol{x} \\
& =-\int_{\Omega_{t}} \rho w_{j} \frac{\partial w_{i}}{\partial x_{j}} \psi_{i} d \boldsymbol{x}-2 \int_{\Omega_{t}} \mu(\boldsymbol{w}) e_{i j}(\boldsymbol{w}) \frac{\partial \psi_{i}}{\partial x_{j}} d \boldsymbol{x}+\int_{\Omega_{t}} \rho f_{i} \psi_{i} d \boldsymbol{x} \tag{3.286}
\end{align*}
$$

for all $\boldsymbol{\psi} \in \boldsymbol{H}$. We then have the following existence and uniqueness result:
Theorem 3.10. Suppose $\boldsymbol{f} \in \boldsymbol{L}_{l o c}^{2}\left(0, \infty ; \boldsymbol{L}^{2}(\Omega)\right), \boldsymbol{h} \in \boldsymbol{H}$, and (3.284) holds. Then problem (3.283a-e) has a unique weak solution $\boldsymbol{w} \in \boldsymbol{H}$, in the sense of (3.286), which satisfies

$$
\begin{align*}
& \sup _{t \in(0, T)}\|\boldsymbol{w}\|_{L^{2}\left(\Omega_{t}\right)}^{2}+\int_{0}^{T}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}\left(\Omega_{t}\right)}^{2} d t \leq c  \tag{3.287}\\
& \sup _{t \in(0, T)}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}\left(\Omega_{t}\right)}^{2}+\int_{0}^{T}\left\|\boldsymbol{w}_{t}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{t}\right)}^{2} d t \leq c \tag{3.288}
\end{align*}
$$

where $c>0$ depends on $T$ and on the domain through the Lipschitz norm of the boundary of $\Omega$ and the area of the domain $\Omega$.
Remarks. In the case where $\Omega$ is a smooth ( $C^{2}$ ) domain, this result has been proved in [BBN4]. The proof is similar in the case where $\Omega$ is a polygonal domain and we will omit it.

### 3.5.3 Perturbation of Domain Results

In this subsection, we study whether or not the solution $\boldsymbol{w}^{N}$ of the bipolar fluid flow equations ( $3.283 \mathrm{a}-\mathrm{e}$ ) in a rectangular domain $\Omega^{N}$ with small rectangular or triangular perturbations on one side of the boundary is close to the solution $\boldsymbol{w}$ of the bipolar fluid flow equations in a domain $\Omega$, where $\Omega$ is rectangular in shape and has no perturbations. It will be shown, under some assumptions on the asymptotic behavior of the ratio of the heights and the widths of the rectangular and triangular perturbations, that the solution $\boldsymbol{w}^{N}$ is not close to the solution $\boldsymbol{w}$.


Fig. 3.5 Sequence of domains with rectangular indentations

## Rectangular Perturbations

We begin by considering a sequence of domains $\Omega^{N}$ which are rectangular in shape except each have $N$ rectangular indentations on the bottom side, (see Fig. 3.5).

A more precise definition of the domains $\Omega^{N}$ is as follows: Let $P^{N}=\left\{p_{j}^{N}\right\}_{j=1}^{2 N}$ be a set of points on the $x$-axis such that $c=p_{1}^{N}<p_{2}^{N}<\cdots<p_{2 N}^{N}=d$. Let the set of points $(x, 0)$ for $x \in(c, d)$ be denoted by $\Lambda$. Construct a rectangular indentation with height $h_{j}^{N}$ between the points $p_{2 j-1}^{N}$ and $p_{2 j}^{N}$ for $j=1,2, \ldots, N$. Let $w_{2 j-1}^{N}=\left|p_{2 j}^{N}-p_{2 j-1}^{N}\right|$ for $j=1,2, \ldots, N$ and $w_{2 j}^{N}=\left|p_{2 j+1}^{N}-p_{2 j}^{N}\right|$ for $j=1,2, \ldots, N-1$. Thus, the $j$ th rectangle has height $h_{j}^{N}$ and width $w_{2 j-1}^{N}$, where $j=1,2, \ldots, N$, and the $j$ th and $(j+1)$ st rectangles are a distance $w_{2 j}^{N}$ apart, where $j=1,2, \ldots, N-1$. Let $\left(w_{j}^{N}\right)^{*}=\max \left\{w_{2 j-2}^{N}, w_{2 j-1}^{N}\right\}$ for $j=1,2, \ldots, N$ where $w_{0}^{N}=w_{2}^{N}$. Let

$$
\begin{equation*}
s_{N}=\max _{0 \leq j \leq N-1}\left\{\frac{\left(\left(w_{j+1}^{N}\right)^{*}\right)^{2}}{h_{j+1}^{N}}\right\} \tag{3.289}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{N}=\max _{0 \leq j \leq N-1}\left\{\frac{w_{2 j+1}^{N}}{w_{2 j}^{N}}\right\} \tag{3.290}
\end{equation*}
$$

Using the notation just described, we can now state the main result in this subsection.

Theorem 3.11. Let $\Omega^{N}$ for $N=1,2, \ldots$, be a sequence of domains described as in Fig. 3.5. Suppose that, as $N \rightarrow \infty$, we have $h_{j}^{N} \rightarrow 0, s_{N} \rightarrow 0$, and $r_{N} \rightarrow c_{1}$, where $c_{1}$ is a positive constant bounded away from zero. Let $\boldsymbol{w}^{N}=\left(u^{N}, v^{N}\right)$ be a solution to problem (3.283a-e) on the domain $\Omega^{N} \times(0, T)$. Then, as $N \rightarrow \infty$, the domain $\Omega^{N}$ approaches a rectangular domain $\Omega$, and the sequence of solutions $\left\{\boldsymbol{w}^{N}\right\}$ converges in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}(\Omega)\right)$ to a solution $\boldsymbol{w}=(u, v) \in L^{2}\left((0, T) ; \boldsymbol{H}_{l o c}^{2}(\bar{\Omega} \backslash \Lambda)\right)$ which satisfies equations (3.283a-d), equation (3.283e) on $\Gamma_{l} \backslash \Lambda \times(0, T)$ and $\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{v}}=0$ on $\Lambda \times(0, T)$.
Remarks. If we consider the specific case where the domains $\Omega^{N}$ have $N$ uniform rectangular indentations each with height $h^{N}$ and width $w^{N}$, where the rectangular indentations are a distance $d^{N}$ apart, then the conclusion of Theorem 3.10 is valid provided that as $N \rightarrow \infty$, we have $h^{N} \rightarrow 0, \frac{\max \left\{w^{N}, d^{N}\right\}}{h^{N}} \rightarrow 0$, and $\frac{w^{N}}{d^{N}} \rightarrow c_{1}$, where $c_{1}$ is a positive constant bounded away from zero.

Proof (Theorem 3.11). By Theorem 3.10, for each domain $\Omega^{N}$, there exists a solution $\boldsymbol{w}^{N}=\left(u^{N}, v^{N}\right)$ which satisfies the inequality

$$
\begin{equation*}
\int_{0}^{T}\left\|\boldsymbol{w}_{t}^{N}\right\|_{L^{2}\left(\Omega_{t}^{N}\right)}^{2} d t+\int_{0}^{T}\left\|\boldsymbol{w}^{N}\right\|_{\boldsymbol{H}^{2}\left(\Omega_{t}^{N}\right)}^{2} d t \leq c \tag{3.291}
\end{equation*}
$$

where the dependence of $c$ on the domain with a Lipschitz boundary is through the Lipschitz norm and the area of $\Omega^{N}$. Because of the nature of the domains $\Omega^{N}$, the Lipschitz norm can be bounded by two for every $\Omega^{N}$ and we can find a uniform bound on the area for every $\Omega^{N}$. Therefore, the sequence $\left\{\boldsymbol{w}^{N}\right\}$ is bounded in $L^{2}\left((0, T) ; \boldsymbol{H}^{2}\left(\Omega^{N}\right)\right)$ independently of $N$. Since $\boldsymbol{w}^{N} \in L^{2}\left((0, T) ; \boldsymbol{H}^{2}\left(\Omega^{N}\right)\right)$ and $\frac{d \boldsymbol{w}^{N}}{d t} \in L^{2}\left((0, T) ; \boldsymbol{L}^{2}\left(\Omega^{N}\right)\right)$, we can deduce that the sequence $\left\{\boldsymbol{w}^{N}\right\}$ converges strongly in $L^{2}\left((0, T) ; \boldsymbol{H}_{l o c}^{1}(\Omega \backslash \Lambda)\right)$. Since $\left\{\boldsymbol{w}^{N}\right\}$ is in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega^{N}\right)\right)$, we can extend $\left\{\boldsymbol{w}^{N}\right\}$ by $\mathbf{0}$ to all of $\Omega$ to obtain a new sequence, denoted again by $\left\{\boldsymbol{w}^{N}\right\}$, which is strongly convergent in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}(\Omega)\right)$ to a function $\boldsymbol{w}$. These results are sufficient to pass to the limit in (3.286) and recover that the limit function $\boldsymbol{w}$ satisfies $(3.283 \mathrm{a}-\mathrm{d})$ and $(3.283 \mathrm{e})$ in $L^{2}\left((0, T) ; \boldsymbol{H}^{-1 / 2}\left(\Gamma_{l} \backslash \Lambda\right)\right)$ by using the usual duality argument. To finish the proof of Theorem 3.11 we will need the following lemma, which we will prove later:

Lemma 3.6. Under the assumptions of Theorem 3.11, there exists a positive constant $c$ such that for all sufficiently small $\delta>0$,

$$
\begin{equation*}
\int_{0}^{T} \int_{c}^{d} u_{y}^{2}(x, \delta) d x d t \leq c \delta \tag{3.292}
\end{equation*}
$$
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To finish the proof of Theorem 3.11, if we let $\delta$ go to 0 in (3.292), then

$$
\begin{equation*}
\int_{0}^{T} \int_{c}^{d} u_{y}^{2}(x, 0) d x d t=0 \tag{3.293}
\end{equation*}
$$

Therefore, $u_{y}(x, 0)=0$ on $\Lambda \times(0, T)$, and the theorem is proved.
We now must prove Lemma 3.6. First, however, we will need to obtain estimates on some norms of $u_{y}^{N}$. These estimates will be established with the help of the next five lemmas. Fix a domain $\Omega^{N}$, let the solution $\boldsymbol{w}^{N}$ on $\Omega^{N}$ be denoted simply by $\boldsymbol{w}$, and consider two of the rectangular indentations with heights and widths as shown in Fig. 3.6, where $\delta$ is a positive number chosen such that $\delta>\max _{1 \leq j \leq N}\left\{h_{j}^{N}\right\}$.

Lemma 3.7. With the same notation as in Fig. 3.6, we have

$$
\begin{equation*}
\int_{a}^{a+w_{1}} u_{y}^{2}(x, h) d x \leq 2\left(\frac{w_{1}^{2}}{h}+h\right) \int_{D} \int\left(u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.294}
\end{equation*}
$$

where $D$ is the triangular region with vertices $(a, h),\left(a+w_{1}, 0\right)$, and $\left(a+w_{1}, h\right)$.
Proof. Recall that a solution $\boldsymbol{w}=(u, v)$ of the boundary-value problem (3.283a-e) is zero on the boundary of the domain. So, $u_{y}=0$ on the vertical boundary lines. From Fig. 3.6, a parameterization of line $p_{x^{\prime}}$, where $\left(a+w_{1}, y^{\prime}\right)$ is at $s=0$ and $\left(x^{\prime}, h\right)$ is at $s=1$ is given by:

$$
\left\{\begin{array}{l}
x(s)=\left(x^{\prime}-a-w_{1}\right) s+a+w_{1},  \tag{3.295}\\
y(s)=\frac{h}{w_{1}}\left(a+w_{1}-x^{\prime}\right)\left(s-1_{+} h, \quad \text { for } 0 \leq s \leq 1 .\right.
\end{array}\right.
$$

Let $F(s)=u_{y}(x(s), y(s))$, for $0 \leq s \leq 1$. Then, using Taylor's Formula $F(1)=F(0)+\int_{0}^{1} F^{\prime}(s) d s$, we have

$$
\begin{equation*}
u_{y}\left(x^{\prime}, h\right)=\int_{0}^{1} F^{\prime}(s) d s \tag{3.296}
\end{equation*}
$$

since $F(0)=u_{y}\left(a+w_{1}, y^{\prime}\right)=0$. By squaring both sides of (3.296), applying the Cauchy-Schwarz inequality, and integrating with respect to $x^{\prime}$ from $a$ to $a+w_{1}$, we obtain

$$
\begin{equation*}
\int_{a}^{a+w_{1}} u_{y}^{2}\left(x^{\prime}, h\right) d x^{\prime} \leq 2\left(1+\frac{h^{2}}{w_{1}^{2}}\right) \int_{a}^{a+w_{1}} \int_{0}^{1}\left(x^{\prime}-a-w_{1}\right)^{2}\left(u_{x y}^{2}+u_{y y}^{2}\right) d s d x^{\prime} \tag{3.297}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\int_{a}^{a+w_{1}} \int_{0}^{1}\left(x^{\prime}-a-w_{1}\right)^{2}\left(u_{x y}^{2}+u_{y y}^{2}\right) d s d x^{\prime} \leq \frac{w_{1}^{2}}{h} \int_{D} \int\left(u_{x y}^{2}+u_{y y}^{2}\right) d x d y . \tag{3.298}
\end{equation*}
$$

The lemma follows from the inequalities (3.294) and (3.298).
Lemma 3.8. With the same notation as in Fig. 3.6, we have the inequality

$$
\begin{equation*}
\int_{a}^{a+w_{1}} u_{y}^{2}(x, \delta) d x \leq 4 \max \left(\frac{w_{1}^{2}}{h}+h, \delta-h\right) \int_{K} \int\left(u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.299}
\end{equation*}
$$

where $K$ is the quadrilateral with vertices $\left(a+w_{1}, 0\right),\left(a+w_{1}, \delta\right),(a, \delta)$, and $(a, h)$.
Proof. Since for $x$ fixed

$$
u_{y}(x, \delta)=u_{y}(x, h)+\int_{h}^{\delta} u_{y y}(x, s) d s
$$

it easily follows by the Cauchy-Schwarz inequality that

$$
\begin{equation*}
\int_{a}^{a+w_{1}} u_{y}^{2}(x, \delta) d x \leq 2 \int_{a}^{a+w_{1}} u_{y}^{2}(x, h) d x+2(\delta-h) \int_{a}^{a+w_{1}} \int_{h}^{\delta} u_{y y}^{2} d y d x \tag{3.300}
\end{equation*}
$$

Applying Lemma 3.7 to the first term on the right-hand side of (3.300), we obtain the stated result.

Lemma 3.9. With the same notation as in Fig. 3.6, we have the inequality

$$
\begin{align*}
& \frac{w_{1}}{\delta-h} \int_{h}^{\delta} u_{y}^{2}\left(a+w_{1}, y\right) d y \\
& \leq 16 \max \left(\frac{w_{1}^{2}}{h}+h, \delta-h, \frac{w_{1}^{2}}{\delta-h}+\delta-h\right) \int_{K} \int\left(u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.301}
\end{align*}
$$

where $K$ is the region defined in Lemma 3.8.
Proof. Using Taylor's Formula again, we find that

$$
\begin{equation*}
u_{y}\left(a+w_{1}, y^{*}\right)=u_{y}\left(x^{*}, \delta\right)+\int_{0}^{1} F^{\prime}(s) d s \tag{3.302}
\end{equation*}
$$

where $F(s)=u_{y}\left(\left(a+w_{1}-x^{*}\right) s+x^{*}, y^{*} s+\delta\right)$ and $y^{*}=\frac{h-\delta}{w_{1}}\left(a+w_{1}-x^{*}\right)+\delta$. Squaring both sides of the above equality, using the Cauchy-Schwarz inequality, and integrating with respect to $x^{*}$ from $a$ to $a+w_{1}$, we get

$$
\begin{align*}
& \frac{w_{1}}{\delta-h} \int_{h}^{\delta} u_{y}^{2}\left(a+w_{1}, y^{*}\right) d y^{*} \\
& \quad \leq 2 \int_{a}^{a+w_{1}} u_{y}^{2}\left(x^{*}, \delta\right) d x^{*}+4\left(\frac{w_{1}^{2}}{\delta-h}+\delta-h\right) \int_{T} \int\left(u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.303}
\end{align*}
$$

where $T$ is the triangle with vertices $(a, \delta),\left(a+w_{1}, \delta\right)$, and $\left(a+w_{1}, h\right)$. Using Lemma 3.8 to estimate the first term on the right-hand side of (3.303) and noting that $T \subseteq K$, we obtain the result.

Lemma 3.10. Using the same notation as in Fig. 3.6, we have

$$
\begin{align*}
& \int_{a+w_{1}}^{a+w_{1}+w_{2}} u_{y}^{2}\left(x^{\prime \prime}, \delta\right) d x^{\prime \prime} \\
& \leq 32 \max \left(\frac{w_{1} w_{2}}{h}+\frac{w_{2} h}{w_{1}}, \frac{w_{2}}{w_{1}}(\delta-h), \frac{w_{1} w_{2}}{\delta-h}+\frac{w_{2}}{w_{1}}(\delta-h),\right. \\
& \left.\frac{w_{2}^{2}}{\delta-h}+\delta-h\right) \int_{P} \int\left(u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.304}
\end{align*}
$$

where $P$ is the region with vertices $\left(a+w_{1}, 0\right),\left(a+w_{1}, h\right),\left(a+w_{1}+w_{2}, \delta\right),(a, \delta)$, and $(a, h)$.

Proof. If we parameterize line $q_{x^{\prime \prime}}$ in Fig. 3.6, apply similar techniques as in Lemma 3.9, and use the inequality (3.301), we obtain the result.

Lemma 3.11. Using the same notation as in Fig. 3.6, we have the estimate

$$
\begin{align*}
\int_{a}^{a+w_{1}+w_{2}} & u_{y}^{2}(x, \delta) d x \\
\leq & 64 \max \left(\frac{w_{1}^{2}}{h}+h, \delta-h, \frac{w_{1} w_{2}}{h}+\frac{w_{2} h}{w_{1}}, \frac{w_{2}^{2}}{\delta-h}+\delta-h\right. \\
& \left.\frac{w_{1} w_{2}}{\delta-h}+\frac{w_{2}}{w_{1}}(\delta-h), \frac{w_{2}}{w_{1}}(\delta-h)\right) \int_{P} \int\left(u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.305}
\end{align*}
$$

where the region P is defined in Lemma 3.10.
Proof. The proof follows from Lemmas 3.8 and 3.10.
Proof (Lemma 3.6). For a fixed $N$, we can apply Lemma 3.11 to each of the $N$ rectangular regions (as in Fig. 3.5) to obtain

$$
\begin{align*}
& \int_{c}^{d}\left(u_{y}^{N}\right)^{2}(x, \delta) d x \\
& \quad \leq 128 \max \left(s_{N}+a_{N}, \delta-b_{N}, s_{N}+r_{N} a_{N}, \frac{c_{N}^{2}}{\delta-a_{N}}+\delta-b_{N}\right. \\
& \left.\quad \frac{c_{N}^{2}}{\delta-a_{N}}+r_{N}\left(\delta-b_{N}\right), r_{N}\left(\delta-b_{N}\right)\right) \int_{\sum_{j=1}^{N} P_{j}} \int\left(D^{2} u^{N}\right)^{2} d x d y \tag{3.306}
\end{align*}
$$

where

$$
a_{N}=\max _{1 \leq j \leq N}\left\{h_{j}^{N}\right\}, \quad b_{N}=\min _{1 \leq j \leq N}\left\{h_{j}^{N}\right\}, \quad \text { and } c_{N}=\max _{1 \leq j \leq N}\left\{\left(w_{j}^{N}\right)^{*}\right\} .
$$

But,

$$
\begin{align*}
\int_{0}^{T} \int_{\sum_{j=1}^{N} P_{j}^{t}} \int\left(D^{2} u^{N}\right)^{2} d x d y d t & \leq \int_{0}^{T} \int_{\Omega_{t}^{N}} \int\left(D^{2} u^{N}\right)^{2} d x d y d t  \tag{3.307}\\
& \leq \int_{0}^{T}\left\|u^{N}\right\|_{H^{2}\left(\Omega_{t}^{N}\right)}^{2} d t \leq c
\end{align*}
$$

where $c$ is independent of $N$. Since $u^{N} \rightarrow u$ in $L^{2}\left((0, T) ; \boldsymbol{H}_{l o c}^{2}(\bar{\Omega} \backslash \Lambda)\right.$, we have $u^{N} \rightarrow u$ in $L^{2}\left((0, T) ; \boldsymbol{H}_{l o c}^{2}(\bar{\Omega} \backslash \Lambda)\right.$ for $\epsilon$ a fixed, small, positive number. Thus,

$$
\begin{equation*}
u_{y}^{N}(x, \delta) \rightarrow u^{y}(x, \delta), \text { in } L^{2}\left((0, T) ; \boldsymbol{L}_{l o c}^{2}(\bar{\Omega} \backslash \Lambda)\right. \tag{3.308}
\end{equation*}
$$



Fig. 3.7 Sequence of domains with triangular indentations
as $N \rightarrow \infty$. From (3.307), (3.308), and the assumptions of Theorem 3.11, inequality (3.306) becomes

$$
\begin{equation*}
\int_{0}^{T} \int_{c}^{d} u_{y}^{2}(x, \delta) d x d t \leq 128 c \max \left(\delta, c_{1} \delta\right) \tag{3.309}
\end{equation*}
$$

as $N \rightarrow \infty$. Therefore, as $N \rightarrow \infty$, (3.309) is true for all sufficiently small $\delta>0$.

## Triangular Indentations

Our interest in triangular protrusions stems from the fact that in experimental work, the type of protrusions considered are often of this type, (see [LRRH, Wa], and the references therein). In this part of Sect.3.5.3, we consider a sequence of domains $\Omega^{N}$ which are rectangular in shape except each have $N$ triangular indentations on the bottom side, where the indentations are in the shape of isosceles triangles (see Fig. 3.7).

A more precise definition of the domains $\Omega^{N}$ is as follows: Let $P^{N}=\left\{p_{j}^{N}\right\}_{j=1}^{2 N+1}$ be a set of points on the $x$-axis such that $c=p_{1}^{N}<p_{2}^{N}<\cdots<p_{2 N+1}^{N}=d$. Let the set of points $(x, 0)$ for $x \in(c, d)$ be denoted by $\Lambda$. Construct an isosceles triangle with height $h_{j}^{N}$ between the points $p_{2 j-1}^{N}$ and $P_{2 j+1}^{N}$ for $j=1,2, \ldots, N$. Let $w_{j}^{N}=\frac{1}{2}\left|p_{2 j+1}^{N}-p_{2 j-1}^{N}\right|$ for $j=1,2, \ldots, N$. Thus, the $j$ th triangle has height $h_{j}^{N}$ and width $2 w_{j}^{N}$, where $j=1,2, \ldots, N$. Let

$$
\begin{equation*}
\hat{t}_{N}=\max _{1 \leq j \leq N}\left\{\frac{w_{j}^{N}}{h_{j}^{N}}\right\} \tag{3.310}
\end{equation*}
$$

Using the notation just described, we can now state the following theorem.
Theorem 3.12. Let $\Omega^{N}$ for $N=1,2, \ldots$, be a sequence of domains described as in Fig. 3.7. Suppose that, as $N \rightarrow \infty$, we have $h_{j}^{N} \rightarrow 0$ and $\hat{t}_{N} \rightarrow c_{2}$, where $c_{2}$ is a positive constant bounded way from zero. Let $\boldsymbol{w}^{N}=\left(u^{N}, v^{N}\right)$ be a solution to problem (3.283a-e) on the domain $\Omega^{N} \times(0, T)$. Then, as $N \rightarrow \infty$, the domain $\Omega^{N}$ approaches a rectangular domain $\Omega$, and the sequence of solutions $\left\{\boldsymbol{w}^{N}\right\}$ converges in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}(\Omega)\right)$ to a solution $\boldsymbol{w}=(u, v) \in L^{2}\left((0, T) ; \boldsymbol{H}_{l o c}^{2}(\bar{\Omega} \backslash \Lambda)\right)$ which satisfies (3.283a-d), equation (3.283e) on $\Gamma_{1} \backslash \Lambda \times(0, T)$, and $\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{v}}=0$ on $\Lambda \times(0, T)$.
Remarks. The condition that $\hat{t}_{N} \rightarrow c_{2}$ as $N \rightarrow \infty$, where $c_{2}$ is a positive constant bounded away from zero, means that as $N \rightarrow \infty$, the triangles shrink in size but do not flatten.

The proof of Theorem 3.12 is based on the same ideas as the proof of Theorem 3.11 and the following
Lemma 3.12. Under the assumptions of Theorem 3.12, there exists a positiveconstant $c^{\prime}$ such that for all sufficiently small $\delta>0$,

$$
\begin{equation*}
\int_{0}^{T} \int_{c}^{d} u_{y}^{2}(x, \delta) d x d t \leq c^{\prime} \delta \tag{3.311}
\end{equation*}
$$

Given that (3.12) is valid, the proof of Theorem 3.12 follows in the same manner that Theorem 3.11 follows from (3.292). Thus, we can omit the proof of Theorem 3.12. However, some of the technical details are different enough to make it necessary to provide at least an outline of the proof of Lemma 3.12. In order to prove Lemma 3.12, we will need to obtain estimates on some norms of $u_{y}^{N}$. We cannot directly obtain estimates on $u_{y}^{N}$, as in the proof of Lemma 3.7, since $u_{y}^{N} \neq 0$ on the nonvertical boundary lines of the triangular indentations. But, as $u^{N}=0$ on the boundary, the directional derivatives of $u^{N}$ in the direction of the sides of the triangular indentations will be zero. As $u_{y}^{N}$ can be written as a linear combination of certain directional derivatives of $u^{N}$, we can estimate certain norms of $u_{y}^{N}$ by calculating upper bounds for these directional derivatives of $u^{N}$. These estimates will be established with the help of the next six lemmas.

For the following lemmas, fix a domain $\Omega^{N}$, let the solution $\boldsymbol{w}^{N}$ on $\Omega^{N}$ be denoted simply by $\boldsymbol{w}$, and consider an isosceles triangular indentation with height $h$ and width $2 w$ as shown in Fig. 3.8. Also, let $\delta$ be a positive number chosen such that $\delta>\max _{1 \leq j \leq N}\left\{h_{j}^{N}\right\}$.


Fig. 3.8 Domain in the proof of Lemma 3.13
Lemma 3.13. With the same notation as in Fig. 3.8, we have

$$
\begin{equation*}
\int_{a}^{a+w}\left[\nabla_{\alpha_{1}} u(x, \delta)\right]^{2} d x \leq \delta \int_{\bar{D}} \int\left(u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.312}
\end{equation*}
$$

where $\nabla_{\alpha_{1}}$ is the derivative taken in the direction of the vector $\left(\cos \alpha_{1}, \sin \alpha_{1}\right)$ and $\bar{D}$ is the region with vertices $(a, 0),(a, \delta),(a+w, \delta)$, and $(a+w, h)$.

Proof. For $x$ fixed in $(a, a+w)$, by Taylor's Formula, we have

$$
\begin{equation*}
\nabla_{\alpha_{1}} u(x, \delta)=\nabla_{\alpha_{1}} u\left(x, \frac{h}{w}(x-a)\right)+\int_{\frac{h}{w}(x-a)}^{\delta} \frac{\partial}{\partial y}\left(\nabla_{\alpha_{1}} u(x, s)\right) d s \tag{3.313}
\end{equation*}
$$

Since $u=0$ on the boundary of the domain, we have $\nabla_{\alpha_{1}} u\left(x, \frac{h}{w}(x-a)\right)=0$ on the line passing through the points $(a, 0)$ and $(a+w, h)$. Squaring both sides of (3.313), applying the Cauchy-Schwarz inequality, and integrating with respect to $x$ from $a$ to $a+w$, we obtain

$$
\begin{equation*}
\int_{a}^{a+w}\left[\nabla_{\alpha_{1}} u(x, \delta)\right]^{2} d x \leq\left(\delta-\frac{h}{w}(x-a)\right) \int_{a}^{a+w} \int_{\frac{h}{w}(x-a)}^{\delta}\left[\frac{\partial}{\partial y}\left(\nabla_{\alpha_{1}} u(x, y)\right)\right]^{2} d y d x \tag{3.314}
\end{equation*}
$$

But,

$$
\left[\frac{\partial}{\partial y}\left(\nabla_{\alpha_{1}} u(x, y)\right)\right]^{2}=\left[\frac{\partial}{\partial y}\left(\frac{w}{\sqrt{w^{2}+h^{2}}} u_{x}+\frac{h}{\sqrt{w^{2}+h^{2}}} u_{y}\right)\right]^{2}
$$

$$
\begin{align*}
& \leq \frac{w^{2}}{w^{2}+h^{2}} u_{x y}^{2}+\frac{h^{2}}{w^{2}+h^{2}} u_{y y}^{2}+\frac{h^{2}}{w^{2}+h^{2}} u_{x y}^{2}+\frac{w^{2}}{w^{2}+h^{2}} u_{y y}^{2} \\
& =u_{x y}^{2}+u_{y y .}^{2} . \tag{3.315}
\end{align*}
$$

Substituting (3.315) into the right-hand side of (3.314), and noting that $\delta-\frac{h}{w}(x-a) \leq \delta$ for $x \in(a, a+w)$, we obtain the result.
Lemma 3.14. With the same notation as Fig. 3.8, we have
$\frac{w}{\delta-h} \int_{h}^{\delta}\left[\nabla_{\alpha_{1}} u(a+w, y)\right]^{2} d y \leq 4 \max \left(\delta, \frac{w^{2}}{\delta-h}+\delta-h\right) \int_{\bar{D}} \int\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) d x d y$
where $\nabla_{\alpha_{1}}$ and the region $\bar{D}$ are defined in Lemma 3.13.
Proof. Setting

$$
\begin{equation*}
F(s)=\nabla_{\alpha_{1}} u\left((a+w) s+x^{\prime \prime}(1-s),\left[\frac{-(\delta-h)}{w}\left(a+w-x^{\prime \prime}\right)+\delta\right] s+\delta(1-s)\right) \tag{3.317}
\end{equation*}
$$

for $0 \leq s \leq 1$, where $x^{\prime \prime} \in[a, a+w]$ and $y^{\prime \prime} \in[h, \delta]$, and using the formula $F(1)=F(0)+\int_{0}^{1} F^{\prime}(s) d s$, we find that

$$
\begin{equation*}
\nabla_{\alpha_{1}} u\left(a+w, y^{\prime \prime}\right)=\nabla_{\alpha_{1}} u\left(x^{\prime \prime}, \delta\right)+\int_{0}^{1} F^{\prime}(s) d s \tag{3.318}
\end{equation*}
$$

where $y^{\prime \prime}=\frac{-(\delta-h)}{w}\left(a+w-x^{\prime \prime}\right)+\delta$. Squaring both sides of (3.318), using the Cauchy-Schwarz inequality, and integrating with respect to $x^{\prime \prime}$ from $a$ to $a+w$, we obtain

$$
\begin{equation*}
\int_{a}^{a+w}\left[\nabla_{\alpha_{1}} u\left(a+w, y^{\prime \prime}\right)\right]^{2} d x^{\prime \prime} \leq 2 \int_{a}^{a+w}\left[\nabla_{\alpha_{1}} u\left(x^{\prime \prime}, \delta\right)\right]^{2} d x^{\prime \prime}+2 \int_{a}^{a+w} \int_{0}^{1}\left(F^{\prime}(s)\right)^{2} d s d x^{\prime \prime} \tag{3.319}
\end{equation*}
$$

If we let $a_{1}=a+w-x^{\prime \prime}$ and $a_{2}=\frac{-(\delta-h)}{w}\left(a+w-x^{\prime \prime}\right)$, then

$$
\begin{align*}
\left(F^{\prime}(s)\right)^{2} & =\left[\frac{w}{\sqrt{w^{2}+h^{2}}} a_{1} u_{x x}+\frac{h}{\sqrt{w^{2}+h^{2}}} a_{2} u_{y y}+\left(\frac{w}{\sqrt{w^{2}+h^{2}}} a_{2}+\frac{h}{\sqrt{w^{2}+h^{2}}} a_{1}\right) u_{x y}\right]^{2} \\
& \leq\left(\frac{w^{2} a_{1}^{2}+h^{2} a_{2}^{2}+w^{2} a_{2}^{2}+h^{2} a_{1}^{2}}{w^{2}+h^{2}}\right)\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) \\
& =\left(a_{1}^{2}+a_{2}^{2}\right)\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) . \tag{3.320}
\end{align*}
$$

Also, it is easy to see that

$$
\begin{equation*}
\int_{a}^{a+w}\left[\nabla_{\alpha_{1}} u\left(a_{+} w, y^{\prime \prime}\right)\right]^{2} d x^{\prime \prime}=\frac{w}{\delta-h} \int_{h}^{\delta}\left[\nabla_{\alpha_{1}} u\left(a+w, y^{\prime \prime}\right)\right]^{2} d y^{\prime \prime} \tag{3.321}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{a+w} \int_{0}^{1}\left(a+w-x^{\prime \prime}\right)^{2}\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) d s d x^{\prime \prime} \leq \frac{w^{2}}{\delta-h} \int_{\bar{T}} \int\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.322}
\end{equation*}
$$

where $\bar{T}$ is the triangle with vertices $(a, \delta),(a+w, \delta)$, and $(a+w, h)$. The lemma follows from substituting (3.320)-(3.322) into (3.319), using Lemma 3.13, and noting that $\bar{T} \subset \bar{D}$.

Lemma 3.15. With the same notation as in Fig. 3.8, we have the inequality

$$
\begin{equation*}
\int_{a+w}^{a+2 w}\left[\nabla_{\alpha_{1}} u(x, \delta)\right]^{2} d x \leq 4 \max \left(\delta, \frac{w^{2}}{\delta-h}+\delta-h\right) \int_{\tilde{P}} \int\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.323}
\end{equation*}
$$

where $\nabla_{\alpha_{1}}$ is defined in Lemma 3.13 and $\tilde{P}$ is the region with vertices $(a, 0),(a, \delta)$, $(a+2 w, \delta)$, and $(a+w, h)$.

Proof. Lemma 3.15 can be deduced from Lemma 3.14 in the same way that Lemma 3.10 was deduced from Lemma 3.9.

Lemma 3.16. Using the same notation as in Fig. 3.8, we have the inequality

$$
\begin{equation*}
\int_{a}^{a+2 w}\left[\nabla_{\alpha_{1}} u(x, \delta)\right]^{2} d x \leq 8 \max \left(\delta, \frac{w^{2}}{\delta-h}+\delta-h\right) \int_{T P} \int\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.324}
\end{equation*}
$$

where $\nabla_{\alpha_{1}}$ is defined in Lemma 3.13 and the region $\tilde{P}$ is defined in Lemma 3.15.
Proof. The proof follows from Lemmas 3.13 and 3.15.
Lemma 3.16 gives an upper bound for a certain norm of the directional derivative $\nabla_{\alpha_{1}} u$. An upper bound for a particular norm of $\nabla_{\alpha_{2}} u$, where $\nabla_{\alpha_{2}}$ is the directional derivative in the direction of the line passing through the points $(a+w, h)$ and $(a+2 w, 0)$ in Fig. 3.8, can be derived by using techniques similar to those employed in Lemma 3.13 to Lemma 3.16. In fact, it can be shown that we have the following result:

Lemma 3.17. Using the same notation as in Fig. 3.8, we have the inequality

$$
\begin{equation*}
\int_{a}^{a+2 w}\left[\nabla_{\alpha_{2}} u(x, \delta)\right]^{2} d x \leq 8 \max \left(\delta, \frac{w^{2}}{\delta-h}+\delta-h\right) \int_{\tilde{A}} \int\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.325}
\end{equation*}
$$

where $\nabla_{\alpha_{2}}$ is the derivative taken in the direction of the line passing through the points $(a+w, h)$ and $(a+2 w, 0)$, and the region $\tilde{A}$ has vertices $(a+2 w, 0),(a+$ $2 w, \delta),(a, \delta)$, and $(a+w, h)$.

Since we now have upper bounds for certain norms of the directional derivatives $\nabla_{\alpha_{1}} u$ and $\nabla_{\alpha_{2}} u$, we can find upper bounds for some norms of $u_{y}$ as follows:

Lemma 3.18. Using the same notation as in Fig. 3.8, we have the inequality

$$
\begin{gather*}
\int_{a}^{a+2 w} u_{y}^{2}(x, \delta) d x \leq 8 \max \left[\left(\frac{w^{2}}{h^{2}}+1\right) \delta,\left(\frac{w^{2}}{h^{2}}+1\right)\left(\frac{w^{2}}{\delta-h}+\delta-h\right)\right] \\
\int_{\hat{P}} \int\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) d x d y \tag{3.326}
\end{gather*}
$$

where $\hat{P}$ is the region with vertices $(a, 0),(a, \delta),(a+2 w, \delta),(a+2 w, 0)$, and $(a+w, h)$.

Proof. Recall that
$\nabla_{\alpha_{1}} u=\frac{w}{\sqrt{w^{2}+h^{2}}} u_{x}+\frac{h}{\sqrt{w^{2}+h^{2}}} u_{y}$ and $\nabla_{\alpha_{2}} u=\frac{-w}{\sqrt{w^{2}+h^{2}}} u_{x}+\frac{h}{\sqrt{w^{2}+h^{2}}} u_{y}$.

Adding the above two equations together, solving for $u_{y}$, and then squaring both sides of the resulting equation and applying the Cauchy-Schwarz inequality gives

$$
\begin{equation*}
u_{y}^{2} \leq \frac{w^{2}+h^{2}}{2 h^{2}}\left(\nabla_{\alpha_{1}} u\right)^{2}+\frac{w^{2}+h^{2}}{2 h^{2}}\left(\nabla_{\alpha_{2}} u\right)^{2} . \tag{3.328}
\end{equation*}
$$

Using (3.328), we obtain the estimate

$$
\begin{align*}
& \int_{a}^{a+2 w} u_{y}^{2}(x, \delta) d x \leq \frac{1}{2}\left(\frac{w^{2}}{h^{2}}+1\right) \int_{a}^{a+2 w}\left[\nabla_{\alpha_{1}} u(x, \delta)\right]^{2} d x \\
&+\frac{1}{2}\left(\frac{w^{2}}{h^{2}}+1\right) \int_{a}^{a+2 w}\left[\nabla_{\alpha_{2}} u(x, \delta)\right]^{2} d x \tag{3.329}
\end{align*}
$$

and the result follows from Lemmas 3.16 and 3.17.

Using the results in Lemmas 3.13-3.18 we may finally construct the following Proof (Lemma 3.12). For a fixed $N$, we can apply Lemma 3.18 to each of the $N$ triangular regions (in Fig. 3.7) to obtain

$$
\begin{gather*}
\int_{c}^{d}\left(u_{y}^{N}\right)^{2}(x, \delta) d x \leq 16 \max \left[\left(\tilde{t}_{N}^{2}+1\right) \delta,\left(\tilde{t}_{N}^{2}+1\right)\left(\frac{\hat{c}_{N}^{2}}{\delta-\hat{b}_{N}}+\delta-\hat{a}_{N}\right)\right] \\
\int_{\sum_{j=1}^{N} \hat{P}_{j}} \int\left(D^{2} u^{N}\right)^{2} d x d y \tag{3.330}
\end{gather*}
$$

where

$$
\begin{equation*}
\hat{a}_{N}=\min _{1 \leq j \leq N}\left\{h_{j}^{N}\right\}, \hat{b}_{N}=\max _{1 \leq j \leq N}\left\{h_{j}^{N}\right\}, \text { and } \hat{c}_{N}=\max _{1 \leq j \leq N}\left\{w_{j}^{N}\right\} . \tag{3.331}
\end{equation*}
$$

Then, by a procedure similar to that used in the proof of Lemma 3.6, and the assumptions of Theorem 3.12, inequality (3.330) becomes

$$
\begin{equation*}
\int_{0}^{T} \int_{c}^{d} u_{y}^{2}(x, \delta) d x d t \leq 16 c^{\prime}\left(c_{2}^{2}+1\right) \delta \tag{3.332}
\end{equation*}
$$

as $N \rightarrow \infty$. Thus, as $N \rightarrow \infty$, (3.332) is true for all sufficiently small $\delta>0$.
Remarks. We note that a solution of the incompressible bipolar equations (3.283a-e) in a rectangular domain having rectangular or triangular indentations on one of its sides (as in Theorems 3.11 or 3.12) can not be approximated by a solution $\boldsymbol{w}^{*}=\left(u^{*}, v^{*}\right)$ of the bipolar equations (3.283a-e) in a rectangular domain with no indentations, since $u_{y y}^{*}=0$ on $\Lambda$, while $u_{y}=0$ on $\Lambda$.

### 3.5.4 Regularity Results in Polygonal Domains

In this subsection, we shall study the regularity in space of the weak solution $\boldsymbol{w}(x, t)$ for $t>0$ of (3.283a-e) in a plane domain with a polygonal boundary, where the boundary is composed of a union of a finite number of linear segments, denoted by $\bar{\Gamma}_{l}$ for $1 \leq l \leq J$. For this purpose, we fix $t=t_{0}$ where $t_{0}$ is such that $\boldsymbol{w}\left(x, t_{0}\right) \in \boldsymbol{H}^{2}(\Omega) \cap \boldsymbol{H}_{0}^{1}(\Omega)$ and $\boldsymbol{w}_{t}\left(x, t_{0}\right) \in \boldsymbol{L}^{2}(\Omega)$. By (3.287) and (3.288), this holds for almost every $t>0$, so that the existence of such a $t_{0}$ is not in question. Thus, we consider (3.283a-e) at time $t_{0}$. Since all the lower-order terms appearing in (3.283a) are in $\boldsymbol{L}^{2}(\Omega)$, we can then, without loss of generality, incorporate them with the forcing term $f$ and confine our study of the regularity to that of the study of the linearized steady-state problem

$$
\begin{align*}
\frac{\partial p}{\partial x_{i}}+2 \mu_{1} \frac{\partial}{\partial x_{j}} \Delta e_{i j}(\boldsymbol{w}) & =\rho f_{i}, \text { in } \Omega, \quad i, j=1,2,  \tag{3.333a}\\
\operatorname{div} \boldsymbol{w} & =0, \text { in } \Omega,  \tag{3.333b}\\
\boldsymbol{\gamma}^{l} \boldsymbol{w} & =\mathbf{0}, \text { on } \Gamma_{l},  \tag{3.333c}\\
\boldsymbol{\gamma}^{l}\left[\frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} v_{j} v_{k} \tau_{i}\right] & =0, \text { on } \Gamma_{l} \tag{3.333d}
\end{align*}
$$

where $\boldsymbol{f}=\left(f_{1}, f_{2}\right) \in \boldsymbol{L}^{2}(\Omega)$. The regularity of $p$ and $\boldsymbol{w}$ away from the vertices of $\partial \Omega$ can easily be deduced from the usual regularity theory of elliptic equations and the de Rham Theorem. It is well-known that solutions of elliptic equations fail to be regular near corners of the boundary. We will provide a description of the asymptotic behavior of the solution near corners. To study the regularity, we use the vorticitystream formulation instead of the velocity-pressure formulation. To this end, we first introduce a stream function $\psi$ such that $\boldsymbol{w}=(u, v)=\left(-\psi_{y}, \psi_{x}\right)$, establish the regularity of $\psi$, and deduce from that the regularity results for $\boldsymbol{w}$. By the use of the stream function $\psi$, we will reduce problem (3.333a-d) to a problem of the type $\Delta^{3} \psi=f$. More specifically, we have
Lemma 3.19. Let $\boldsymbol{w}=(u, v) \in \boldsymbol{H}^{2}(\Omega) \cap \boldsymbol{H}_{0}^{1}(\Omega)$ be the solution of problem (3.333a-d). Then there exists $\psi \in H^{3}(\Omega) \cap H_{0}^{2}(\Omega)$ such that

$$
\begin{equation*}
(u, v)=\left(-\psi_{y}, \psi_{x}\right) \tag{3.334}
\end{equation*}
$$

with $\psi$ a solution to the problem

$$
\begin{align*}
\Delta^{3} \psi & =\hat{f}, \text { in } \Omega,  \tag{3.335a}\\
\gamma^{l} \psi=\gamma^{l}\left(\frac{\partial \psi}{\partial \boldsymbol{v}}\right) & =0, \text { on } \Gamma_{l}  \tag{3.335b}\\
\gamma^{l}\left(\frac{\partial \Delta \psi}{\partial \boldsymbol{v}}\right) & =0, \text { on } \Gamma_{l} \tag{3.335c}
\end{align*}
$$

where $\hat{f}=\frac{\rho}{\mu_{1}}\left(\frac{\partial f_{2}}{\partial x}-\frac{\partial f}{\partial y}\right) \in H^{-1}(\Omega)$.
The last boundary condition is satisfied in the sense of $H^{-1 / 2}\left(\Gamma_{l}\right)$ since $\left(\Delta^{3} \psi, \psi\right) \in \boldsymbol{H}^{-1}(\Omega) \times \boldsymbol{H}^{3}(\Omega)$, so by a standard duality argument, $\frac{\partial \Delta \psi}{\partial \boldsymbol{v}}=$ $H^{-1 / 2}\left(\Gamma_{l}\right)$. In the following theorem, we assume that the $\Gamma_{l}$ for $l=1,2, \ldots, J$, are numbered in the counterclockwise direction around the domain. We denote the terminal point of $\Gamma_{l}$ by $S_{l}$ and denote a neighborhood of the corner $S_{l}$ by $V_{l}$. Our first regularity result is given by

Theorem 3.13. Let $\boldsymbol{w} \in \boldsymbol{H}^{2}(\Omega) \cap \boldsymbol{H}_{0}^{1}(\Omega)$ and $p \in H^{-1}(\Omega)$ be solutions to (3.333a-d). Then for $\boldsymbol{f} \in \boldsymbol{L}^{2}(\Omega)$, we have $\boldsymbol{w} \in \boldsymbol{H}_{l o c}^{4}\left(\bar{\Omega} \backslash\left(\cup_{l=1}^{J} V_{l}\right)\right)$ and $p \in H_{l o c}^{1}\left(\bar{\Omega} \backslash\left(\cup_{l=1}^{J} V_{l}\right)\right)$.

Proof. Using techniques similar to those employed in the general regularity results for elliptic equations in [ADN], it follows that the solution $\psi$ of problem (3.335a,b,c) is in $H_{l o c}^{5}\left(\bar{\Omega} \backslash\left(\cup_{l=1}^{J} V_{l}\right)\right)$ when the right-hand side $\hat{f}$ is in $H^{-1}(\Omega)$. From the definition of $\psi$, we then deduce the regularity result for $\boldsymbol{w}$. The result for $p$ then follows from the partial differential equation (3.333a) and the de Rham Theorem.

Next we wish to describe the regularity of $\boldsymbol{w}$ near the corners of the domain and, also, provide an asymptotic expansion valid near the corners. Thus, let $S$ be a vertex of the polygonal boundary and denote by $\Gamma_{1}$ and $\Gamma_{2}$ the two sides of the polygonal boundary around $S$. We choose polar coordinates with origin at $S$ such that $\theta=0$ on $\Gamma_{1}$ and $\theta=\omega$ on $\Gamma_{2}$. To give the flavor of the type of results we are seeking, let us state our results for the particular case where the interior angle $\omega=\frac{3 \pi}{2}$.

Theorem 3.14. Let $\boldsymbol{w} \in \boldsymbol{H}^{2}(\Omega)$ be a weak solution of problem (3.333a-d). Assume that at the origin there is a vertex with interior angle $\omega=\frac{3 \pi}{2}$; then, there exists $\delta>0$ such that

$$
\begin{equation*}
\boldsymbol{w}(\boldsymbol{x})=\boldsymbol{w}_{\text {reg }}(\boldsymbol{x})+\boldsymbol{w}_{\text {sing }}(\boldsymbol{x}) \tag{3.336}
\end{equation*}
$$

where $\boldsymbol{w}_{\text {reg }} \in \boldsymbol{H}^{4}(B(0, \delta))$ and

$$
\begin{align*}
\boldsymbol{w}_{\text {sing }}(x)= & \boldsymbol{w}_{1}(\theta) r^{1.27}+\boldsymbol{w}_{2}(\theta) r^{1.39}+\boldsymbol{w}_{3}(\theta) r^{5 / 3}+\boldsymbol{w}_{4}(\theta) r^{7 / 3}+\boldsymbol{w}_{5}(\theta) r^{2.56} \\
& +\boldsymbol{w}_{6}(\theta) r^{2.88}+\boldsymbol{w}_{7}(\theta) r^{3} \operatorname{Si}(\ln r)+\boldsymbol{w}_{8}(\theta) r^{3} \frac{\sin (\ln r)}{\ln r} \tag{3.337}
\end{align*}
$$

where the $\boldsymbol{w}_{i}(\theta)$, for $i=1,2, \ldots, 8$, are infinitely differentiable functions of $\theta$.
Remarks. We will present the proof of this theorem in Sect.3.5.5. The singular behavior of $\boldsymbol{w}$ near a vertex depends on the interior angle $\omega$. We want to describe that behavior for a general angle $\omega$; this will be done first for the stream function $\psi$, and then the result for $\boldsymbol{w}$ will easily follow.

To study the regularity of $\psi$ near the corners, we will localize the problem near a corner and apply the method introduced in [Ko] to study the behavior of the solution. For this purpose, we let $\eta$ be a radial cut-off function, i.e. $\frac{\partial \eta}{\partial \theta}=0$, which is equal to one near $S$ and has bounded support which does not intersect any of the $\bar{\Gamma}_{j}$ except $\Gamma_{1}$ and $\Gamma_{2}$. Let $G$ denote the infinite sector whose vertex is at $S$ and whose sides are the extension to infinity of the two lines $\Gamma_{1}$ and $\Gamma_{2}$, so $G=\left\{r e^{i \theta} \mid r>0,0 \leq \theta \leq \omega\right\}$. Let $\psi^{*}=\widetilde{\eta \psi}$ where the tilde represents
extension by zero. Then, equations (3.335a,b,c) become

$$
\begin{align*}
\Delta^{3} \psi^{*} & =f^{*}, \text { in } G,  \tag{3.338a}\\
\psi^{*} & =0, \text { on } \Gamma_{1}, \Gamma_{2},  \tag{3.338b}\\
\frac{\partial \psi^{*}}{\partial \boldsymbol{v}} & =0, \text { on } \Gamma_{1}, \Gamma_{2},  \tag{3.338c}\\
\frac{\partial \Delta \psi^{*}}{\partial v} & =0, \text { on } \Gamma_{1}, \Gamma_{2} \tag{3.338d}
\end{align*}
$$

where $\psi^{*} \in H^{3}(G) \cap H_{0}^{2}(G)$ has bounded support (i.e. $\psi^{*}$ vanishes for $r \geq R$ ), and $\left.f^{*} \in H^{-1}(G)\right)$. The method of Kondratiev [Ko] consists of performing a change of variables that replaces the problem in an infinite sector by a similar problem in an infinite strip. Then, by using partial Fourier transforms, the problem in an infinite strip is reduced to a two-point boundary-value problem for a sixth-order differential equation which depends on a parameter. The singularities of the solution to this differential equation then can be described by using the Residue Theorem from complex analysis. Therefore, we must carefully study the analyticity of the solution, calculate precise growth conditions for the solution, and find Laurent expansions of the solution near singular points. By changing to polar coordinates, setting $r=e^{t}$, and letting $z(t, \theta)=e^{-t} \psi^{*}\left(e^{t} \cos \theta, e^{t} \sin \theta\right)$, it can be shown that $z \in H^{3}(B) \cap$ $H_{0}^{2}(B)$, where $B=R \times[0, \omega]$, (see Chap. 7 [Gr1]). Also, equations (3.338a-d) are transformed into

$$
\begin{align*}
\frac{\partial^{6} z}{\partial t^{6}}-6 & \frac{\partial^{5} z}{\partial t^{5}}+7 \frac{\partial^{4} z}{\partial t^{4}}+12 \frac{\partial^{3} z}{\partial t^{3}}-17 \frac{\partial^{2} z}{\partial t^{2}}-6 \frac{\partial z}{\partial t}+9 z \\
& +3 \frac{\partial^{6} z}{\partial \theta^{2} \partial t^{4}}-12 \frac{\partial^{5} z}{\partial \theta^{2} \partial t^{3}}+18 \frac{\partial^{4} z}{\partial \theta^{2} \partial t^{2}}-12 \frac{\partial^{3} z}{\partial \theta^{2} \partial t}+19 \frac{\partial^{2} z}{\partial \theta^{2}} \\
+ & 3 \frac{\partial^{6} z}{\partial \theta^{4} \partial t^{2}}-6 \frac{\partial^{5} z}{\partial \theta^{4} \partial t}+11 \frac{\partial^{4} z}{\partial \theta^{4} \partial t}+11 \frac{\partial^{4} z}{\partial \theta^{4}}+\frac{\partial^{6} z}{\partial \theta^{6}}=g  \tag{3.339a}\\
z(t, 0)= & \frac{\partial z}{\partial \theta}(t, 0)=z(t, \omega)=\frac{\partial z}{\partial \theta}(t, \omega)=\frac{\partial^{3} z}{\partial \theta^{3}}(t, 0)=\frac{\partial^{3} z}{\partial \theta^{3}}(t, \omega)=0 \tag{3.339b}
\end{align*}
$$

where the first equation holds in $B$ and $g(t, \theta)=e^{5 t} f^{*}\left(e^{5} \cos \theta, e^{5} \sin \theta\right)$. Using the fact that $f^{*} \in H^{-1}(G)$, it can be shown that $e^{-3 t} g(t, \theta) \in H^{-1}(B)$, (Chap. 7 of [Gr1]).

We will study solutions to the boundary-value problem (3.339a,b). For this purpose, we recall that the partial Fourier transform of $z$ with respect to $t$ is defined by

$$
\begin{equation*}
\hat{z}(\tau, \theta)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i t \tau} z(t, \theta) d t \tag{3.340}
\end{equation*}
$$

where $\tau$ is the dual variable of $t$ and $\tau$ can be a complex number. In the next lemma, we collect some well-known results about the properties of the partial Fourier transform.

Lemma 3.20. If $z \in H^{3}(B) \cap H_{0}^{2}(B)$ and $z(t, \theta)=0$ for $t \geq \ln R$, then $\hat{z}(\tau, \theta)$ is defined for $\operatorname{Im} \tau \geq 0$, the mapping $\tau \mapsto \hat{z}(\tau, \theta)$ from $C$ into $L^{2}([0, \omega])$ is analytic in $\tau$ for $\operatorname{Im} \tau>0$, and

$$
\begin{equation*}
\sum_{j=0}^{3} \int_{-\infty}^{\infty}\left|\tau_{1}+i \tau_{2}\right|^{6-2 j}\left\|\mid \hat{z}\left(\tau_{1}+i \tau_{2}, \theta\right)\right\|_{H^{j}([0, \omega])}^{2} d \tau_{1} \leq c R^{2 \tau_{2}}\|z\|_{H^{3}(B)} \tag{3.341}
\end{equation*}
$$

for every $\tau_{2} \geq 0$, where $\tau=\tau_{1}+i \tau_{2}$ and $c$ is a constant.
Proof. This is a direct consequence of Plancherel's theorem and the definition of the partial Fourier transform.

It now follows that the function $\theta \mapsto \hat{z}(\tau, \theta)$ is, for $\tau_{2} \geq 0$ and almost every $\tau_{1} \in R$, an element of the space $H^{3}([0, \omega])$. Taking the partial Fourier transform of $(3.339 \mathrm{a}, \mathrm{b})$ we get

$$
\begin{align*}
& \frac{\partial^{6} \hat{z}}{\partial \theta^{6}}+\left(-3 \tau^{2}-6 \tau i+11\right) \frac{\partial^{4} \hat{z}}{\partial \theta^{4}}+\left(3 \tau^{4}+12 \tau^{3} i-18 \tau^{2}-12 \tau i+19\right) \frac{\partial^{2} \hat{z}}{\partial \theta^{2}} \\
&+\left(-\tau^{6}-6 \tau^{5} i+7 \tau^{4}-12 \tau^{3} i+17 \tau^{2}-16 \tau i+0\right) \hat{z}=\hat{g}  \tag{3.342a}\\
& \hat{z}(\tau, 0)=\frac{\partial \hat{z}}{\partial \theta}(\tau, 0)=\frac{\partial^{3} \hat{z}}{\partial \theta^{3}}(\tau, 0)=\hat{z}(\tau, \omega)=\frac{\partial \hat{z}}{\partial \theta}(\tau, \omega)=\frac{\partial^{3} \hat{z}}{\partial \theta^{3}}(\tau, \omega)=0 \tag{3.342b}
\end{align*}
$$

For each $\tau$, equations (3.342a,b) define a two-point boundary-value problem for a sixth-order differential equation in $[0, \omega]$. The characteristic equation for the differential equation (3.342a) has roots $\pm(\tau+i), \pm(\tau-i)$, and $\pm(\tau+3 i)$. Recall that, for each $\tau$, problem (3.342a,b) has a unique solution for a given $\hat{g}$ if and only if the corresponding homogeneous problem has only the zero solution.

Lemma 3.21. The homogeneous problem $(3.342 \mathrm{a}, \mathrm{b})$ has only the zero solution in the following cases:

1. $\tau \neq 0, \pm i,-2 i,-3 i$ and $\tau$ is not a root of the equation:

$$
\begin{aligned}
& {\left[\sin \omega\left(-40 \tau^{6} i+192 \tau^{5}+256 \tau^{4} i-96 \tau^{3}+8 \tau^{2} i\right)\right.} \\
& \quad+\sin 3 \omega\left(20 \tau^{6} i-144 \tau^{5}-392 \tau^{4} i+432 \tau^{3}+20 \tau^{2} i+288 \tau+144 i\right) \\
& \left.\quad+\sin 5 \omega\left(-4 \tau^{6} i+48 \tau^{5}+184 \tau^{4} i-240 \tau^{3}-100 \tau^{2} i\right)\right] \cosh \omega \tau \\
& \quad+\left[\cos \omega\left(-8 \tau^{6}-96 \tau^{5} i+320 \tau^{4}+288 \tau^{3} i+40 \tau^{2}+96 \tau i\right)\right.
\end{aligned}
$$

$$
\begin{align*}
&+\cos 3 \omega\left(12 \tau^{6}+144 \tau^{5} i-504 \tau^{4}-528 \tau^{3} i-372 \tau^{2}-960 \tau i+432\right) \\
&\left.+\cos 5 \omega\left(-4 \tau^{4}-48 \tau^{5} i+184 \tau^{4}+240 \tau^{3} i-100 \tau^{2}\right)\right] \sinh \omega \tau \\
&+ {\left[\cos 3 \omega\left(144 \tau^{2}+288 \tau i-144\right)\right] \sinh 3 \omega \tau } \\
&+ {\left[\sin 3 \omega\left(144 \tau^{2} i-288 \tau-144 i\right)\right] \cosh 3 \omega \tau=0 } \tag{3.343}
\end{align*}
$$

2. $\tau=0,2 i$, if the determinant
$\sin \omega(6 \omega \cos \omega+2 \sin \omega+5 \cos \omega \sin \omega+3 \omega)(6 \omega \cos \omega+2 \sin \omega-5 \cos \omega \sin \omega-3 \omega)$
is nonzero.
3. $\tau=i,-3 i$, if the determinant
$\cos \omega(\cos \omega-1)(\cos \omega+1)\left(6 \omega \cos ^{3} \omega-7 \cos ^{2} \omega \sin \omega-3 \omega \cos \omega+4 \sin \omega\right)$
is nonzero.
4. $\tau=-i$, if the determinant

$$
\begin{equation*}
-128(\cos \omega-1)(\cos \omega+1)\left(2 \omega \cos ^{2} \omega-3 \cos \omega \sin \omega+\omega\right) \tag{3.346}
\end{equation*}
$$

is nonzero.
Proof. When $\tau \neq 0, \pm i,-2 i,-3 i$, the characteristic equation has six distinct roots and the solution of the homogeneous problem (3.342a,b) is of the form

$$
\begin{align*}
\hat{z}(\theta)= & A \cos \theta \cosh \tau \theta+B \cos \theta \sinh \tau \theta+C \sin \theta \cosh \tau \theta \\
& +D \sin \theta \sinh \tau \theta+E \cosh (\tau+3 i) \theta+F \sinh (\tau+3 i) \theta \tag{3.347}
\end{align*}
$$

where $A, B, C, D, E, F$ are complex numbers which can depend on $\tau$. Substituting $\hat{z}$ into the boundary conditions (3.342b), we obtain a homogeneous system of six linear equations in the six unknowns $A, B, C, D, E, F$. By calculating the corresponding determinant, (using the symbolic manipulator Maple), we obtain the left-hand side of (3.343). When $\tau=0$ or $-2 i$, the characteristic equation has double roots of $\pm i$ and single roots of $\pm 3 i$. The solution of the homogeneous problem (3.342a,b) now assumes the form

$$
\hat{z}(\theta)=A \cos \theta+B \sin \theta+C \theta \cos \theta+D \theta \sin \theta+E \cos 3 \theta+F \sin 3 \theta
$$

and the corresponding determinant is given by (3.344). When $\tau=i$ or $-3 i$, the characteristic equation has 0 as a double root and $\pm i, \pm 4 i$ as single roots. The solution of the homogeneous problem $(3.342 \mathrm{a}, \mathrm{b})$ has the form

$$
\begin{equation*}
\hat{z}(\theta)=A+B \theta+C \cos 2 \theta+D \sin 2 \theta+E \cos 4 \theta+F \sin 4 \theta \tag{3.348}
\end{equation*}
$$

and the corresponding determinant is (3.345). Finally, when $\tau=-i$, the characteristic equation has double roots 0 and $\pm 2 i$. The solution of the homogeneous problem $(3.342 \mathrm{a}, \mathrm{b})$ is of the form

$$
\begin{equation*}
\hat{z}(\theta)=A+B \theta+C \cos 2 \theta+D \sin 2 \theta+E \theta \cos 2 \theta+F \theta \sin 2 \theta \tag{3.349}
\end{equation*}
$$

and the corresponding determinant is (3.346), which completes the proof of the lemma.

Remarks. By using the symbolic manipulation software package Maple, it can be seen that the determinant (3.344) is zero when $\omega=180^{\circ}, 360^{\circ}$ and $\omega \approx 118.3^{\circ}, 238.6^{\circ}, 299.2^{\circ}$. Likewise, the determinant (3.345) is zero when $\omega=90^{\circ}, 180^{\circ}, 270^{\circ}, 360^{\circ}$ and $\omega \approx 136.3^{\circ}, 226.9^{\circ}, 252.8^{\circ}, 315.7^{\circ}$. Also, the determinant (3.346) is zero when $\omega=180^{\circ}, 360^{\circ}$.

In what follows, we let $D$ denote the set of noncharacteristic values for the problem (3.342a,b), (i.e. the values of $\tau$ for which the homogeneous problem (3.342a,b) has only the zero solution). Our next lemma follows from general results about two-point boundary-value problems.
Lemma 3.22. For $\tau \in D$, the problem (3.342a,b) has a unique solution $\hat{z} \in$ $H^{3}([0, \omega]) \cap H_{0}^{2}([0, \omega])$ provided $\hat{g} \in H^{-3}([0, \omega])$.

In order to study the analyticity of $\hat{z}$, we must construct a fundamental system of solutions which is analytic in $\tau$, even when $\tau=0, \pm i,-2 i,-3 i$. Since any solution of the homogeneous problem (3.342a,b) is a linear combination of fundamental solutions, (see the proof of Lemma 3.21), consider the linear combination

$$
\begin{equation*}
z=A z_{1}+B z_{2}+C z_{3}+D z_{4}+E z_{5}+F z_{6} \tag{3.350}
\end{equation*}
$$

where

$$
\begin{aligned}
z_{1}(\tau, \theta) & =\cos \theta \cosh \tau \theta, \\
z_{2}(\tau, \theta) & =\frac{3 \tau^{2}-1}{2 \tau\left(\tau^{2}+1\right)} \cos \theta \sinh \tau \theta+\frac{-\tau^{3}+3 \tau}{2 \tau\left(\tau^{2}+1\right)} \sin \theta \cosh \tau \theta, \text { for } \tau \neq-i, 0, i, \\
z_{2}( \pm i, \theta) & =\theta, \\
z_{2}(0, \theta) & =\frac{-1}{2} \theta \cos \theta+\frac{3}{2} \sin \theta, \\
z_{3}(\tau, \theta) & =\frac{1}{2\left(\tau^{2}+1\right)} \sin \theta \cosh \tau \theta-\frac{1}{2 \tau\left(\tau^{2}+1\right)} \cos \theta \sinh \tau \theta, \text { for } \tau \neq-i, 0, i, \\
z_{3}( \pm i, \theta) & =\frac{-1}{8} \sin 2 \theta+\frac{1}{4} \theta, \\
z_{3}(0, \theta) & =\frac{1}{2} \sin \theta-\frac{1}{2} \theta \cos \theta, \\
z_{4}(\tau, \theta) & =\frac{\sin \theta \sinh \tau \theta}{\tau}, \text { for } \tau \neq 0,
\end{aligned}
$$

$$
\begin{aligned}
z_{4}(0, \theta)= & \theta \sin \theta, \\
z_{5}(\tau, \theta)= & -\cos \theta \cosh \tau \theta+\cosh (\tau+3 i) \theta, \\
z_{6}(\tau, \theta)= & \frac{1}{\tau^{3}+6 \tau^{2} i-11 \tau-6 i}\left(\frac{-\tau^{3}-13 \tau-12 i}{\tau^{3}+\tau} \cos \theta \sinh \tau \theta\right. \\
& \left.+\frac{-3 \tau^{2} i+12 \tau+9 i}{\tau^{2}+1} \sin \theta \cosh \tau \theta+\sinh (\tau+3 i) \theta\right), \text { for } \tau \neq-3 i,-2 i,-i, 0, i, \\
z_{6}(i, \theta)= & \frac{1}{2} i \theta-\frac{1}{3} i \sin 2 \theta+\frac{1}{24} i \sin 4 \theta, \\
z_{6}(0, \theta)= & -2 i \theta \cos \theta+\frac{3}{2} i \sin \theta+\frac{1}{6} i \sin 3 \theta, \\
z_{6}(-i, \theta)= & -2 \theta-\theta \cos 2 \theta+\frac{3}{2} \sin 2 \theta, \\
z_{6}(-2 i, \theta)= & 2 \theta \cos \theta-\frac{3}{2} \sin \theta-\frac{1}{6} \sin 3 \theta, \\
z_{6}(-3 i, \theta)= & \frac{-1}{2} \theta+\frac{1}{3} \sin 2 \theta-\frac{1}{24} \sin 4 \theta .
\end{aligned}
$$

It is easy to show that the $z_{i}, i=1,2, \ldots, 6$, are analytic functions of $\tau$, $z_{1}(\tau, 0)=1, z_{i}(\tau, 0)=0$ for $i=2,3,4,5,6, \frac{\partial z_{2}}{\partial \theta}(\tau, 0)=1, \frac{\partial z_{i}}{\partial \theta}(\tau, 0)=0$ for $i=1,3,4,5,6, \frac{\partial^{3} z_{3}}{\partial \theta^{3}}(\tau, 0)=1$, and $\frac{\partial^{3} z_{i}}{\partial \theta^{3}}(\tau, 0)=0$ for $i=1,2,4,5,6$. It then follows that the solution $\hat{z}$ of problem (3.342a,b) is such that $d(\tau) \hat{z}$ is an entire analytic function of $\tau$ (provided that $\hat{g}$ is an entire analytic function of $\tau$ ) where

$$
d(\tau)=\left|\begin{array}{ccc}
z_{4}(\tau, \omega) & z_{5}(\tau, \omega) & z_{6}(\tau, \omega)  \tag{3.351}\\
\frac{\partial z_{4}}{\partial \theta}(\tau, \omega) & \frac{\partial z_{5}}{\partial \theta}(\tau, \omega) & \frac{\partial z_{6}}{\partial \theta}(\tau, \omega) \\
\frac{\partial^{3} z_{4}}{\partial \theta^{3}}(\tau, \omega) & \frac{\partial^{3} z_{5}}{\partial \theta^{3}}(\tau, \omega) & \frac{\partial^{3} z_{6}}{\partial \theta^{3}}(\tau, \omega)
\end{array}\right| .
$$

Therefore, $\hat{z}$ is analytic in $\tau$ except for the values of $\tau$ where $d(\tau)=0$. Easy calculations show that

$$
\begin{equation*}
d(\tau)=\frac{h(\tau)}{(\tau-i) \tau^{2}(\tau+i)^{2}(\tau+2 i)(\tau+3 i)} \tag{3.352}
\end{equation*}
$$

where $h(\tau)$ is the left-hand side of (3.343) when $\tau \neq 0, \pm i,-2 i,-3 i$. Let $D^{\prime \prime}$ denote the values of $\tau$ such that $d(\tau) \neq 0$; it then follows from perturbation theory (see Lemma 13, page 592 in [DS]) that the following result holds

Lemma 3.23. If $E$ is an open subset of the complex plane such that $\tau \mapsto \hat{g}$ is analytic from $E$ into $H^{-3}([0, \omega])$, then $\tau \mapsto \hat{z}$ is analytic from $D^{\prime \prime} \cap E$ into $H^{3}([0, \omega]) \cap H_{0}^{2}([0, \omega])$.

We now seek a subset $E$ such that $\tau \mapsto \hat{g}$ is analytic from $E$ into $H^{-3}([0, \omega])$. The essential elements of the proof of the following lemma can be found in [Gr1].
Lemma 3.24. Suppose $e^{-3 t} g \in H^{-1}(B)$ and that $g$ vanishes for $t \geq \ln R$. Then $\hat{g}$ is defined for $\operatorname{Im} \tau \geq-3$ and the mapping $\tau \mapsto \hat{g}(\tau, \theta)$ is analytic for $\operatorname{Im} \tau>-3$ with values in $H^{-1}([0, \omega])$. Furthermore, for each $R^{\prime}>R$, there exists $\hat{g}_{1}$ and $\hat{g}_{2}$ such that $\hat{g}=\hat{g}_{1}+\hat{g}_{2}$, where $\hat{g}_{1}$ and $\hat{g}_{2}$ are defined for $\operatorname{Im} \tau \geq-3$, the mappings $\tau \mapsto \hat{g}_{i}(\tau, \theta), i=1$ and 2 , are analytic for $\operatorname{Im} \tau>-3, \hat{g}_{1}$ has values in $L^{2}([0, \omega])$, and $\hat{g}_{2}$ has values in $H^{-1}([0, \omega])$. In addition, there exists a constant $C$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left[\left|\tau^{*}\right|^{-2}\left\|\hat{g}_{1}(\tau, \theta)\right\|_{L^{2}([0, \omega])}^{2}+\left\|\hat{g}_{2}(\tau, \theta)\right\|_{H^{-1}([0, \omega])}^{2}\right] d \tau_{1} \leq C\left(R^{\prime}\right)^{2\left(\tau_{2}+3\right)} \tag{3.353}
\end{equation*}
$$

for every $\tau_{2} \geq-3$, where $\tau=\tau_{1}+i \tau_{2}$ and $\tau^{*}=\tau_{1}+i\left(\tau_{2}+3\right)$.
Since the mapping $\tau \mapsto \hat{z}(\tau, \theta)$ is analytic for $\operatorname{Im} \tau>0$ and the mapping $\tau \mapsto \hat{g}(\tau, \theta)$ is analytic for $\operatorname{Im} \tau>-3$, we have, by Lemma 3.23, that the mapping $\tau \mapsto \hat{z}(\tau, \theta)$ has an analytic continuation to the domain $\{\operatorname{Im} \tau>0\} \cup[\{\operatorname{Im} \tau>$ $\left.-3\} \cap D^{\prime \prime}\right]$. We proceed by deriving some growth conditions on $\hat{z}$, beginning with

Lemma 3.25. Suppose that for a given function $\theta \mapsto \hat{g}(\tau, \theta)$ in the space $H^{-1}([0, \omega])$, the function $\theta \mapsto \hat{z}(\tau, \theta)$ satisfies $(3.342 \mathrm{a}, \mathrm{b})$, where the function $\theta \mapsto \hat{z}(\tau, \theta)$ is an element of the space $H^{3}([0, \omega]) \cap H_{0}^{2}([0, \omega])$ for $\tau_{2} \geq-3$ and almost every $\tau_{1} \in R$. Then, there exist constants $c>0$ and $M>0$ such that

$$
\begin{equation*}
\sum_{j=0}^{5}\left|\tau_{1}\right|^{5-j}\|\hat{z}(\tau, \theta)\|_{H^{j}([0, \omega])} \leq c\|\hat{g}(\tau, \theta)\|_{H^{-1}([0, \omega])} \tag{3.354}
\end{equation*}
$$

for $\left|\tau_{1}\right| \geq M$ and $-3 \leq \tau_{2} \leq 0$, where $\tau=\tau_{1}+i \tau_{2}$.
Proof. Multiplying (3.342a) by $-\bar{\tau}^{4} \overline{\hat{z}}$, integrating by parts from 0 to $\omega$, and performing algebraic manipulations, we obtain

$$
\begin{align*}
|\tau|^{4}\left\|\frac{\partial^{3} \hat{z}}{\partial \theta^{3}}\right\|^{2}+3|\tau|^{6} & \left\|\frac{\partial^{2} \hat{z}}{\partial \theta^{2}}\right\|^{2}+3|\tau|^{8}\left\|\frac{\partial \hat{z}}{\partial \theta}\right\|^{2}+|\tau|^{10}\|\hat{z}\|^{2} \\
= & |\tau|^{4} A_{1}\left\|\frac{\partial^{3} \hat{z}}{\partial \theta^{3}}\right\|^{2}+|\tau|^{6} A_{2}\left\|\frac{\partial^{2} \hat{z}}{\partial \theta^{2}}\right\|^{2} \\
& +|\tau|^{8} A_{3}\left\|\frac{\partial \hat{z}}{\partial \theta}\right\|\left\|^{2}+|\tau|^{10} A_{4}\right\| \hat{z} \|^{2}-\int_{0}^{\omega} \bar{\tau}^{4} \hat{g} \bar{z} d \theta \tag{3.355}
\end{align*}
$$

where $\|\|=\| \quad\|_{L^{2}([0, \omega])}$, and

$$
\begin{equation*}
A_{1}=\left(1-\frac{\bar{\tau}^{4}}{|\tau|^{4}}\right) \tag{3.356a}
\end{equation*}
$$

$$
\begin{align*}
& A_{2}=\left[3\left(1-\frac{\bar{\tau}^{2}}{|\tau|^{2}}\right)-\frac{6 \bar{\tau}^{3} i}{|\tau|^{4}}+\frac{11 \bar{\tau}^{4}}{|\tau|^{6}}\right]  \tag{3.356b}\\
& A_{3}=\left(\frac{-12 \bar{\tau} i}{|\tau|^{2}}+\frac{18 \bar{\tau}^{2}}{|\tau|^{4}}+\frac{12 \bar{\tau}^{3} i}{|\tau|^{6}}-\frac{19 \bar{\tau}^{4}}{|\tau|^{8}}\right),  \tag{3.356c}\\
& A_{4}=\left[\left(1-\frac{\tau^{2}}{|\tau|^{2}}\right)-\frac{6 \tau i}{|\tau|^{2}}+\frac{7}{|\tau|^{2}}-\frac{12 \bar{\tau} i}{|\tau|^{4}}+\frac{17 \bar{\tau}^{2}}{|\tau|^{6}}-\frac{6 \bar{\tau}^{3} i}{|\tau|^{8}}+\frac{9 \bar{\tau}^{4}}{|\tau|^{10}}\right] . \tag{3.356d}
\end{align*}
$$

By taking the modulus of both sides of (3.355), noting the fact that

$$
\begin{equation*}
\left|\int_{0}^{\omega} \bar{\tau}^{4} \hat{g} \overline{\hat{z}} d \theta\right| \leq \frac{1}{2}|\tau|^{8}\|\hat{z}\|_{H_{0}^{1}([0, \omega])}^{2}+\frac{1}{2}\|\hat{g}\|_{H^{-1}([0, \omega])}^{2} \tag{3.357}
\end{equation*}
$$

and using well-known interpolation results (as in [Gr1] or [LM], we obtain the result.

We now state an important growth condition for $\hat{z}$, whose proof is similar to a corresponding result found in [Gr1].

Lemma 3.26. Under the same assumptions as in Lemma 3.25, we have

$$
\begin{equation*}
\sup _{-3 \leq \tau_{2} \leq 0}\left\{\int_{\left|\tau_{1} \geq M\right|} \sum_{j=0}^{5}\left|\tau_{1}\right|^{2(5-j)}\left\|\hat{z}\left(\tau_{1}+i \tau_{2}, \theta\right)\right\|_{H^{j}([0, \omega])}^{2} d \tau_{1}\right\}<\infty \tag{3.358}
\end{equation*}
$$

Since the solution $\hat{z}$ to (3.342a,b) is such that the mapping $\tau \mapsto \hat{z}$ is analytic for $E^{\prime}=\{\operatorname{Im} \tau>0\} \cup\left[\{\operatorname{Im} \tau>-3\} \cap D^{\prime \prime}\right]$, the mapping $\tau \mapsto \hat{z}$ may have poles at the set of points $E^{*}=\{\operatorname{Im} \tau>-3\} \backslash E^{\prime}$. We now elaborate the behavior of the solution near a point in $E^{*}$; to this end we have

Lemma 3.27. Let $\tau_{m} \in E^{*}$. Let $\tau \mapsto \hat{g}(\tau, \theta)$ be any analytic function in a neighborhood of $\tau_{m}$, with values in $H^{-3}([0, \omega])$. Then, the corresponding solution of (3.342a,b) has the following Laurent expansion near $\tau_{m}$ :

1. If $\tau_{m}$ is a simple zero of (3.352), then

$$
\begin{equation*}
\hat{z}(\tau, \theta)=\frac{\psi_{m}(\theta)}{\tau-\tau_{m}}+\hat{w}_{m}(\tau, \theta) \tag{3.359}
\end{equation*}
$$

where $\psi_{m}$ is a solution of the homogeneous problem (3.342a,b) with $\tau=\tau_{m}$, and $\tau \mapsto \hat{w}_{m}(\tau, \theta)$ is an analytic function near $\tau_{m}$ with values in $H^{3}([0, \omega])$.
2. If $\tau_{m}$ is a double zero of (3.352), then

$$
\begin{equation*}
\hat{z}(\tau, \theta)=\frac{\psi_{m}(\theta)}{\left(\tau-\tau_{m}\right)^{2}}+\frac{\varphi_{m}(\theta)}{\tau-\tau_{m}}+\hat{w}_{m}(\tau, \theta) \tag{3.360}
\end{equation*}
$$

where $\psi_{m}$ and $\hat{w}_{m}$ are defined as in (3.359), $\varphi_{m}$ is a solution of

$$
\begin{equation*}
L\left(\tau_{m}, D_{6}\right) \varphi_{m}=-L_{\tau}^{\prime}\left(\tau_{m}, D_{\theta}\right) \psi_{m} \tag{3.361}
\end{equation*}
$$

in $[0, \omega]$ with the boundary conditions in (3.342b), and

$$
\begin{align*}
L\left(\tau, D_{\theta}\right)= & \frac{\partial^{6}}{\partial \theta^{6}}+\left(-3 \tau^{2}-6 \tau i+11\right) \frac{\partial^{4}}{\partial \theta^{4}}+\left(3 \tau^{4}+12 \tau^{3} i-18 \tau^{2}-12 \tau i+19\right) \frac{\partial^{2}}{\partial \theta^{2}} \\
& +\left(-\tau^{6}-6 \tau^{5} i+7 \tau^{4}-12 \tau^{3} i+17 \tau^{2}-6 \tau i+9\right) . \tag{3.362}
\end{align*}
$$

3. If $\tau_{m}$ is a triple zero of (3.352), then

$$
\begin{equation*}
\hat{z}(\tau, \theta)=\frac{\psi_{m}(\theta)}{\left(\tau-\tau_{m}\right)^{3}}+\frac{\varphi_{m}(\theta)}{\left(\tau-\tau_{m}\right)^{2}}+\frac{\Phi_{M}(\theta)}{\left.\tau-\tau_{m}\right)}+\hat{w}_{m}(\tau, \theta) \tag{3.363}
\end{equation*}
$$

where $\psi_{m}, \varphi_{m}$, and $\hat{w}_{m}$ are defined as in (3.359) and (3.360), and $\Phi_{m}$ is a solution of

$$
\begin{equation*}
L\left(\tau_{m}, D_{\theta}\right) \Phi_{m}=-\frac{1}{2} L_{\tau}^{\prime \prime}\left(\tau_{m}, D_{\theta}\right) \psi_{m}-L_{\tau}^{\prime}\left(\tau_{m}, D_{\theta}\right) \varphi_{m} \tag{3.364}
\end{equation*}
$$

in $[0, \omega]$ with the boundary conditions in (3.342b).
Proof. The ideas for the proof of (3.359) and (3.360) can be found in [Gr1]. Hence, we will only prove (3.363). If $d(\tau)$ has a triple zero at $\tau_{m}$, then $\hat{z}$ has a triple pole at $\tau_{m}$, and its Laurent expansion is given by

$$
\begin{equation*}
\hat{z}(\tau, \theta)=\frac{\psi_{m}(\theta)}{\left(\tau-\tau_{m}\right)^{3}}+\frac{\varphi_{m}(\theta)}{\left(\tau-\tau_{m}\right)^{2}}+\frac{\Phi_{m}(\theta)}{\tau-\tau_{m}}+\hat{w}_{m}(\tau, \theta) \tag{3.365}
\end{equation*}
$$

where $\tau \mapsto \hat{w}_{m}(\tau, \theta)$ is an analytic function near $\tau_{m}$ with values in $H^{3}([0, \omega])$. Multiplying (3.365) by $\left(\tau-\tau_{m}\right)^{3}$ and applying the differential operator $L\left(\tau, D_{\theta}\right)$ gives $L\left(\tau_{m}, D_{\theta}\right) \psi_{m}=0$. Also, multiplying (3.365) by $\left(\tau-\tau_{m}\right)^{2}$, applying the differential operator $L\left(\tau, D_{\theta}\right)$, and using the fact that $L\left(\tau_{m}, D_{\theta}\right) \psi_{m}=0$, we get $L\left(\tau_{m}, D_{\theta}\right) \varphi_{m}=-L_{\tau}^{\prime}\left(\tau_{m}, D_{\theta}\right) \psi_{m}$. It is easy to show that $\psi_{m}$ and $\varphi_{m}$ satisfy the boundary conditions in (3.342b). Now, multiplying (3.365) by $\left(\tau-\tau_{m}\right)$ and applying the differential operator $L\left(\tau, D_{\theta}\right)$ gives

$$
\begin{equation*}
L\left(\tau, D_{\theta}\right) \Phi_{m}=\left(\tau-\tau_{m}\right) \hat{g}-\frac{L\left(\tau, D_{\theta}\right) \psi_{m}+\left(\tau-\tau_{m}\right) L\left(\tau, D_{\theta}\right) \varphi_{m}}{\left(\tau-\tau_{m}\right)^{2}}-\left(\tau-\tau_{m}\right) L\left(\tau, D_{\theta}\right) \hat{w}_{m} . \tag{3.366}
\end{equation*}
$$

Letting $\tau \rightarrow \tau_{m}$, and applying L'Hôpital's rule twice, we get

$$
\begin{equation*}
L\left(\tau_{m}, D_{\theta}\right) \Psi_{m}=-\frac{1}{2} L_{\tau}^{\prime \prime}\left(\tau_{m}, D_{\theta}\right) \psi_{m}-L_{\tau}^{\prime}\left(\tau_{m}, D_{\theta}\right) \varphi_{m} \tag{3.367}
\end{equation*}
$$

It is now a straightforward calculation to show that $\Phi_{m}$ satisfies the boundary conditions in (3.342b).

The existence of $\varphi_{m}$ and $\Phi_{m}$ in Lemma 3.27 is not obvious since $\tau_{m}$ is a characteristic value. Thus, we need to derive explicit formulas for $\psi_{m}, \varphi_{m}$, and $\Phi_{m}$ when the solution space to the homogeneous problem in (3.342a,b) at $\tau=\tau_{m}$ is one-dimensional; for this purpose we will prove

Lemma 3.28. Suppose $\tau=\tau_{m}$ is a characteristic value of the homogeneous problem $(3.342 \mathrm{a}, \mathrm{b})$ and the solutions $\psi_{m}$ span a one-dimensional space. Then there exist constants $c_{m}, d_{m}$, and $f_{m}$ such that

1. $\psi_{m}(\theta)=c_{m} B\left(\tau_{m}, \theta\right)$ when $\tau_{m}$ is a simple zero of (3.352)
2. $\varphi_{m}(\theta)=c_{m} B_{\tau}^{\prime}\left(\tau_{m}, \theta\right)+d_{m} B\left(\tau_{m}, \theta\right)$ when $\tau_{m}$ is a double zero of (3.352)
3. $\Phi_{m}(\theta)=f_{m} B\left(\tau_{m}, \theta\right)+d_{m} B_{\tau}^{\prime}\left(\tau_{m}, \theta\right)+\frac{1}{2} c_{m} B_{\tau}^{\prime \prime}\left(\tau_{m}, \theta\right)$, when $\tau_{m}$ is a triple zero of (3.352), where

$$
\begin{align*}
B(\tau, \theta)= & {\left[z_{6}(\tau, \omega) \frac{\partial^{3} z_{5}}{\partial \theta^{3}}(\tau, \omega)-z_{5}(\tau, \omega) \frac{\partial^{3} z_{6}}{\partial \theta^{3}}(\tau, \omega)\right] z_{4}(\tau, \theta) } \\
& +\left[z_{4}(\tau, \omega) \frac{\partial^{3} z_{6}}{\partial \theta^{3}}(\tau, \omega)-z_{6}(\tau, \omega) \frac{\partial^{3} z_{4}}{\partial \theta^{3}}(\tau, \omega)\right] z_{5}(\tau, \theta)  \tag{3.368}\\
& +\left[z_{5}(\tau, \omega) \frac{\partial^{3} z_{4}}{\partial \theta^{3}}(\tau, \omega)-z_{4}(\tau, \omega) \frac{\partial^{3} z_{5}}{\partial \theta^{3}}(\tau, \omega)\right] z_{6}(\tau, \theta)
\end{align*}
$$

and $z_{4}, z_{5}$, and $z_{6}$ are defined following (3.350).
Proof. The function $B$ is entire in $\tau$ and is a solution of

$$
\begin{array}{r}
L\left(\tau, D_{\theta}\right) B(\tau, \theta)=0, \\
B(\tau, 0)=\frac{\partial B}{\partial \theta}(\tau, 0)=\frac{\partial^{3} B}{\partial \theta^{3}}(\tau, 0)=B(\tau, \omega)=\frac{\partial^{3} B}{\partial \theta^{3}}(\tau, \omega)=0, \\
\frac{\partial B}{\partial \theta}(\tau, \omega)=d(\tau) . \tag{3.369c}
\end{array}
$$

When $\tau_{m}$ is a zero of $d(\tau), \frac{\partial B}{\partial \theta}\left(\tau_{m}, \omega\right)=0$, and $B\left(\tau_{m}, \theta\right)$ is a solution to the homogeneous problem (3.342a,b). Since the solution space is one-dimensional and $B\left(\tau_{m}, \theta\right)$ does not vanish everywhere, we have $\psi_{m}(\theta)=c_{m} B\left(\tau_{m}, \theta\right)$ for some constant $c_{m}$. Now, differentiating $L\left(\tau, D_{\theta}\right) B(\tau, \theta)=0$ with respect to $\tau$, we obtain

$$
\begin{equation*}
L_{\tau}^{\prime}\left(\tau, D_{\theta}\right) B(\tau, \theta)=-L\left(\tau, D_{\theta}\right) B_{\tau}^{\prime}(\tau, \theta) \tag{3.370a}
\end{equation*}
$$

for every $\tau$. Differentiating the boundary conditions (3.369b,c) with respect to $\tau$ gives

$$
\begin{equation*}
B_{\tau}^{\prime}(\tau, 0)=\frac{\partial}{\partial \theta}\left[B_{\tau}^{\prime}(\tau, 0)\right]=\frac{\partial^{3}}{\partial \theta^{3}}\left[B_{\tau}^{\prime}(\tau, 0)\right]=B_{\tau}^{\prime}(\tau, \omega)=\frac{\partial^{3}}{\partial \theta^{3}}\left[B_{\tau}^{\prime}(\tau, \omega)\right]=0 \tag{3.370b}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial \theta}\left[B_{\tau}^{\prime}(\tau, \omega)\right]=d^{\prime}(\tau) \tag{3.370c}
\end{equation*}
$$

for every $\tau$. When $\tau_{m}$ is a double zero of $d(\tau), B_{\tau}^{\prime}\left(\tau_{m}, \theta\right)$ satisfies the boundary conditions in (3.342b). It follows that $c_{m} B_{\tau}^{\prime}\left(\tau_{m}, \theta\right)$ solves the same problem as $\varphi_{m}(\theta)$ in Part 2 of Lemma 3.27 and so their differences must be a solution of the homogeneous problem (3.342a,b) at $\tau=\tau_{m}$. Therefore, $\varphi_{m}(\theta)=c_{m} B_{\tau}^{\prime}\left(\tau_{m}, \theta\right)+$ $d_{m} B\left(\tau_{m}, \theta\right)$ for some constant $d_{m}$. Now, let $a(\tau)=d_{m}\left(\tau-\tau_{m}\right)+c_{m}$. Differentiating $L\left(\tau, D_{\theta}\right) a(\tau) B(\tau, \theta)=0$ twice with respect to $\tau$ gives

$$
\begin{array}{rl}
L_{\tau}^{\prime \prime}\left(\tau, D_{\theta}\right) a & a(\tau) B(\tau, \theta)+2 L_{\tau}^{\prime}\left(\tau, D_{\theta}\right) a^{\prime}(\tau) B(\tau, \theta) \\
& +2 L_{\tau}^{\prime}\left(\tau, D_{\theta}\right) a(\tau) B_{\tau}^{\prime}(\tau, \theta)+2 L\left(\tau, D_{\theta}\right) a^{\prime}(\tau) B_{\tau}^{\prime}(\tau, \theta) \\
& +L\left(\tau, D_{\theta}\right) a^{\prime \prime}(\tau) B(\tau, \theta)+L\left(\tau, D_{\theta}\right) a(\tau) B_{\tau}^{\prime \prime}(\tau, \theta)=0 \tag{3.371}
\end{array}
$$

for every $\tau$. Letting $\tau=\tau_{m}$ in (3.371), we get
$L\left(\tau_{m}, D_{\theta}\right)\left[d_{m} B_{\tau}^{\prime}\left(\tau_{m}, \theta\right)+\frac{1}{2} c_{m} B_{\tau}^{\prime \prime}\left(\tau_{m}, \theta\right)\right]=-\frac{1}{2} L_{\tau}^{\prime \prime}\left(\tau_{m}, D_{\theta}\right) \psi_{m}(\theta)-L_{\tau}^{\prime}\left(\tau_{m}, D_{\theta}\right) \varphi_{m}(\theta)$
Set $C\left(\tau_{m}, \theta\right)=d_{m} B_{\tau}^{\prime}\left(\tau_{m}, \theta\right)+\frac{1}{2} c_{m} B_{\tau}^{\prime \prime}\left(\tau_{m}, \theta\right)$. Then, it can be shown that

$$
\begin{gather*}
C\left(\tau_{m}, 0\right)=\frac{\partial C}{\partial \theta}\left(\tau_{m}, 0\right)=\frac{\partial^{3} C}{\partial \theta^{3}}\left(\tau_{m}, 0\right)=C\left(\tau_{m}, \omega\right)=\frac{\partial^{3} C}{\partial \theta^{3}}\left(\tau_{m}, \omega\right)=0  \tag{3.373a}\\
\frac{\partial C}{\partial \theta}\left(\tau_{m}, \omega\right)=d_{m} d^{\prime}\left(\tau_{m}\right)+\frac{1}{2} c_{m} d^{\prime \prime}\left(\tau_{m}\right) \tag{3.373b}
\end{gather*}
$$

When $\tau_{m}$ is a triple zero of $d(\tau), C\left(\tau_{m}, \theta\right)$ solves the same problem as $\Phi_{m}(\theta)$ in Part 3 of Lemma 3.27 and so their difference must be a solution of the homogeneous problem (3.342a,b). Therefore, $\Phi_{m}(\theta)=f_{m} B\left(\tau_{m}, \theta\right)+d_{m} B_{\tau}^{\prime}\left(\tau_{m}, \theta\right)+$ $\frac{1}{2} c_{m} B_{\tau}^{\prime \prime}\left(\tau_{m}, \theta\right)$ for some constant $f_{m}$.

Remarks. When the solution space to the homogeneous problem in $(3.342 \mathrm{a}, \mathrm{b})$ is two-dimensional at $\tau=\tau_{m}$, the function $\psi_{m}$ will be a linear combination of two functions, say $\psi_{m}^{1}$ and $\psi_{m}^{2}$. In most cases, when $\tau_{m}$ is a double zero of (3.352), $\psi_{m}$ must vanish in order to satisfy the solvability condition for (3.361), and so $\varphi_{m}$ will be a linear combination of $\psi_{m}^{1}$ and $\psi_{m}^{2}$. Similar results occur for solution spaces with dimension greater than two and for triple zeros. The basis functions for the solution space and the solvability condition requirements for specific angles $\omega$ can be calculated (for example, by using the symbolic manipulation software package Maple) in order to determine the structure of $\varphi_{m}$ and $\Phi_{m}$.

Remarks. In order to describe the singularities of the solution $z(t, \theta)$ to problem (3.339a,b), we will use the Residue Theorem, where the path chosen includes the line $\operatorname{Im} \tau=-3$. It is therefore necessary to study the zeros of (3.352) on the line $\operatorname{Im} \tau=-3$. On the $\operatorname{line} \operatorname{Im} \tau=-3$, (i) if $\operatorname{Re} \tau=0$, then for the zeros of (3.345), $\left(\omega=90^{\circ}, 270^{\circ}\right.$ and $\left.\omega \approx 136.3^{\circ}, 226.9^{\circ}, 252.8^{\circ}, 315.7^{\circ}\right)(3.352)$ has a simple zero at $\tau=-3 i$; (ii) if $\operatorname{Re} \tau \neq 0$, then there is no angle such that $\tau$ is a zero of (3.352). Part (i) follows from Lemma 3.21 and the remarks following (3.349). Part (ii) follows from easy but tedious calculations.

We can now describe the singularities of the solution $z(t, \theta)$ to (3.339a,b) as follows:
Lemma 3.29. The solution $z(t, \theta) \in H^{3}(B) \cap H_{0}^{2}(B)$ of (3.339a,b) with $e^{-3 t} g(t, \theta) \in H^{-1}(B)$ and $g(t, \theta)=e^{5 t} f^{*}\left(e^{t} \cos \theta, e^{t} \sin \theta\right)$ has the following form:

1. If $\omega \in(0,2 \pi)$ and $\omega$ is not a zero of (3.345), then

$$
\begin{equation*}
z(t, \theta)=e^{3 t} w(t, \theta)+\sum_{-3<\operatorname{Im} \tau_{m}<0} S_{m}(t, \theta) \tag{3.374}
\end{equation*}
$$

2. If $\omega \in(0,2 \pi)$ and $\omega$ is a zero of (3.345), then

$$
\begin{equation*}
z(t, \theta)=e^{3 t} w(t, \theta)+\frac{2 i \psi-3 i(\theta)}{\sqrt{2 \pi}} e^{3 t} \operatorname{Si}(t)-i \sqrt{\frac{\pi}{2}} \psi-3 i(\theta) e^{3 t}+\sum_{-3<\operatorname{Im} \tau_{m}<0} S_{m}(t, \theta) \tag{3.375}
\end{equation*}
$$

In (3.374), (3.375), $w(t, \theta) \in H^{5}(B), \tau_{m}$ denotes the sequence of characteristic values (i.e. the zeros of (3.352)), $S_{m}(t, \theta)$ is the residue of $\tau \mapsto i \sqrt{2 \pi} e^{i t \tau} \hat{z}(\tau, \theta)$ at $\tau=\tau_{m}, \psi_{-3 i}(\theta)$ is a solution of the homogeneous problem (3.342a,b) with $\tau=$ $-3 i$, and $\operatorname{Si}(t)=\int_{0}^{t} \frac{\sin \tau^{*}}{\tau^{*}} d \tau^{*}$.

Proof. If $\omega \in(0,2 \pi)$ and $\omega$ is not a zero of (3.345), then (3.374) easily follows from the Residue Theorem by integrating the function $\frac{1}{\sqrt{2 \pi}} e^{i t \tau} \hat{z}(\tau, \theta)$ around the
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path $A C E I A$, (see Fig. 3.9). It follows from Lemma 3.26 that $w(t, \theta) \in H^{5}(B)$ where

$$
w(t, \theta)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{i t \tau_{1}} \hat{z}\left(\tau_{1}-3 i, \theta\right) d \tau_{1}
$$

Now, suppose $\omega \in(0,2 \pi)$ and $\omega$ is a zero of (3.345). Since $\tau=-3 i$ is a simple zero of (3.352), by the remarks preceding Lemma $3.29 \hat{z}(\tau, \theta)$ is not well-defined at $\tau=-3 i$; thus, we will integrate along the path $A B C E F G H I A$, (Fig. 3.9). But, by Cauchy's Theorem, it suffices to integrate along the path $A B C D G J A$, which we will denote by $\mathcal{C}$. The function $\frac{1}{\sqrt{2 \pi}} e^{i t \tau} \hat{z}(\tau, \theta)$ is single-valued and analytic inside and on the closed curve $\mathcal{C}$ except at the singularities inside the curve (i.e. at the zeros of (3.352) where $-3+\epsilon<\operatorname{Im} \tau_{m}<0$ ). Applying the Residue Theorem and using the fact that the Fourier transform of an $L^{1}$ function is a continuous function with zero limit at infinity, we obtain
$\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{i t \tau_{1}} \hat{z}\left(\tau_{1}, \theta\right) d \tau_{1}=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{i t\left(\tau_{1}-3 i+\epsilon i\right)} \hat{z}\left(\tau_{1}-3 i+\epsilon i, \theta\right) d \tau_{1}+\sum_{-3+\epsilon<\operatorname{lm} \tau_{m}<0} S_{m}(t, \theta)$
as $R \rightarrow \infty$. Now, let

$$
\begin{align*}
\hat{R}\left(\tau_{1}-3 i+\epsilon i, \theta\right) & =\hat{z}\left(\tau_{1}-3 i+\epsilon i, \theta\right)-\frac{\psi_{-3 i}(\theta) \chi_{(-1,1)}}{\tau_{1}+\epsilon i} \\
& = \begin{cases}\hat{z}\left(\tau_{1}-3 i+\epsilon i, \theta\right), & \text { for } \tau_{1} \leq 1 \text { or } \tau_{1} \geq 1, \\
\hat{w}_{-3 i}\left(\tau_{1}-3 i+\epsilon i, \theta\right), & \text { for }-1<\tau_{1}<1\end{cases} \tag{3.377}
\end{align*}
$$

where $\chi$ denotes the characteristic function on $\tau_{1}$, and set

$$
\begin{equation*}
w(t, \theta)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \epsilon^{i t \tau_{1}} \hat{R}\left(\tau_{1}-3 i, \theta\right) d \tau_{1} \tag{3.378}
\end{equation*}
$$

From Lemma 3.26, the fact that $\hat{z}$ is well-defined for $\tau=\tau_{1}-3 i$, where $\tau_{1} \leq-1$ or $\tau_{1} \geq 1$, and the fact $\hat{w}-3 i(\tau, \theta)$ is analytic for $\tau=\tau_{1}-3 i$, where $-1 \leq \tau_{1} \leq 1$, we have $w(t, \theta) \in H^{5}(B)$. Also,

$$
\begin{align*}
\int_{-\infty}^{\infty} e^{i t\left(\tau_{1}-3 i+\epsilon i\right)} \frac{\psi_{-3 i}(\theta) \chi_{(-1,1)}}{\tau_{1}+\epsilon i} d \tau_{1}= & 2 i \psi_{-3 i}(\theta) e^{3 t-\epsilon t} \int_{0}^{1} \sin t \tau_{1} \frac{\tau_{1}}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1} \\
& -2 i \psi_{-3 i}(\theta) e^{3 t-\epsilon t} \int_{0}^{1} \cos t \tau_{1} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1} \tag{3.379}
\end{align*}
$$

The first term on the right-hand side of (3.379) approaches $2 i \psi_{-3 i}(\theta) e^{3 t} \operatorname{Si}(t)$ as $\epsilon \rightarrow 0$. Also, by the Lebesgue Convergence Theorem (see Lemma 3.30 for a proof),

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{0}^{1} \cos t \tau_{1} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}=\lim _{\epsilon \rightarrow 0} \int_{0}^{\infty} \cos t \tau_{1} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}=\frac{\pi}{2} \tag{3.380}
\end{equation*}
$$

Letting $\epsilon \rightarrow 0$ in (3.376), we obtain (3.375).
We will now prove (3.380).
Lemma 3.30. For any real number $t$,

$$
\lim _{\epsilon \rightarrow 0} \int_{0}^{1} \cos t \tau_{1} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}=\frac{\pi}{2}
$$

Proof. We first consider the expression

$$
\lim _{\epsilon \rightarrow 0} \int_{1}^{\infty} \cos t \tau_{r} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}
$$

If we let $f_{\epsilon}\left(\tau_{1}\right)=\frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}}$, then for a fixed $\tau_{1} \in[1, \infty), f_{\epsilon}\left(\tau_{1}\right) \rightarrow 0$ as $\epsilon \rightarrow 0$. Thus, for each sequence $\left\{\epsilon_{n}\right\}_{n=1}^{\infty}$ such that $\epsilon_{n} \rightarrow 0$, as $n \rightarrow \infty$, and $\epsilon_{n} \neq 0$ for all $n$, the sequence $\left\{f_{\epsilon_{n}}\left(\tau_{1}\right)\right\}_{n=1}^{\infty}$ approaches 0 as $n \rightarrow \infty$ for a fixed $\tau_{1} \in[1, \infty)$. Since, for a fixed $\tau_{1} \in[1, \infty)$,

$$
\frac{\partial f_{\epsilon}}{\partial \epsilon}\left(\tau_{1}\right)=\frac{\tau_{1}^{2}-\epsilon^{2}}{\left(\tau_{1}^{2}+\epsilon^{2}\right)}>0
$$

for $\epsilon$ small (i.e., $0<\epsilon<\frac{1}{2}$ ), $f_{\epsilon}$ is an increasing function of $\epsilon$. So, for a fixed $\tau_{1} \in[1, \infty)$,

$$
\begin{equation*}
\left|f_{\epsilon_{n}}\left(\tau_{1}\right)\right|=\left|\frac{\epsilon_{n}}{\tau_{1}^{2}+\epsilon_{n}^{2}}\right| \leq \frac{\frac{1}{2}}{\tau_{1}^{2}+\left(\frac{1}{2}\right)^{2}}=\frac{2}{4 \tau_{1}^{2}+1} \tag{3.381}
\end{equation*}
$$

as $f_{\epsilon_{n}}$ is increasing, and $0<\epsilon_{n}<\frac{1}{2}$. Also,

$$
\begin{align*}
\int_{1}^{\infty} \frac{2}{4 \tau_{1}^{2}+1} d \tau_{1} & =\frac{1}{2} \int_{1}^{\infty} \frac{1}{\tau_{1}^{2}+\left(\frac{1}{2}\right)^{2}} d \tau_{1}=\left.\tan ^{-1} 2 \tau_{1}\right|_{1} ^{\infty}  \tag{3.382}\\
& =\frac{\pi}{2}-\tan ^{-1} 2<\infty
\end{align*}
$$

since $\int \frac{d u}{a^{2}+u^{2}}=\frac{1}{a} \tan ^{-1} \frac{u}{a}+C$ for $a>0$. Therefore, $g\left(\tau_{1}\right)=\frac{2}{4 \tau_{1}^{2}+1}$ is integrable over $[1, \infty),\left|f_{\epsilon_{n}}\left(\tau_{1}\right)\right| \leq g\left(\tau_{1}\right)$ on $[1, \infty)$, and

$$
\lim _{\epsilon \rightarrow 0} f_{\epsilon}\left(\tau_{1}\right)=\lim _{n \rightarrow \infty} f_{\epsilon_{n}}\left(\tau_{1}\right)=\lim _{n \rightarrow \infty} \frac{\epsilon_{n}}{\tau_{1}^{2}+\epsilon_{n}^{2}}=0
$$

Thus, by the Lebesgue Convergence Theorem,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{1}^{\infty} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}=\lim _{n \rightarrow \infty} \int_{1}^{\infty} \frac{\epsilon_{n}}{\tau_{1}^{2}+\epsilon_{n}^{2}} d \tau_{1}=0 \tag{3.383}
\end{equation*}
$$

From (3.383) and the fact that

$$
\left|\int_{1}^{\infty} \cos t \tau_{1} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}\right| \leq \int_{1}^{\infty} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}
$$

we get

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{1}^{\infty} \cos t \tau_{1} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}=0 \tag{3.384}
\end{equation*}
$$

Also, from integration tables, we find that for positive constants $a$ and $m$,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\cos m x}{x^{2}+a^{2}} d x=\frac{\pi}{2 a} e^{-m a} \tag{3.385}
\end{equation*}
$$

So, from (3.385),

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{0}^{\infty} \cos t \tau_{1} \frac{\epsilon}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}=\lim _{\epsilon \rightarrow 0} \epsilon \int_{0}^{\infty} \frac{\cos t \tau_{1}}{\tau_{1}^{2}+\epsilon^{2}} d \tau_{1}=\lim _{\epsilon \rightarrow 0} \epsilon \frac{\pi}{2 \epsilon} e^{-|t| \epsilon}=\lim _{\epsilon \rightarrow 0} \frac{\pi}{2} e^{-|t| \epsilon}=\frac{\pi}{2} \tag{3.386}
\end{equation*}
$$

The result follows from (3.384) and (3.386).
We can now describe the behavior of the solution $\psi^{*}$ to problem (3.338a-d), i.e., we have

Theorem 3.15. Suppose $\psi^{*} \in H^{3}(G) \cap H_{0}^{2}(G)$ is a solution, with bounded suppport, of the system (3.338a-d). If $f^{*} \in H^{-1}(G)$, then $\psi^{*}=\psi_{\text {reg }}^{*}+\psi_{\text {sing }}^{*}$, where $\psi_{\text {reg }}^{*} \in H^{5}(G)$ and

$$
\begin{align*}
\psi_{s i n g}^{*}(r, \theta)= & \sum_{-3<\operatorname{Im} \tau_{m}^{\prime}<0} i \sqrt{2 \pi} r^{1+i \tau_{m}^{\prime}} \psi_{m}(\theta)+\sum_{-3<\operatorname{Im} \tau_{m}^{\prime \prime}<0} i \sqrt{2 \pi} r^{1+i \tau_{m}^{\prime \prime}\left\{\varphi_{m}(\theta)+i(\ln r) \psi_{m}(\theta)\right\}} \\
& +\sum_{-3<\operatorname{Im} \tau_{m}^{\prime \prime \prime}<0} i \sqrt{2 \pi} r^{1+i \tau_{m}^{\prime \prime \prime}}\left\{\Phi_{m}(\theta)+i(\ln r) \varphi_{m}(\theta)-\frac{(\ln r)^{2}}{2} \psi_{m}(\theta)\right\} \tag{3.387}
\end{align*}
$$

if $\omega \in(0,2 \pi)$ and $\omega$ is not a zero of (3.345), while

$$
\begin{align*}
\psi_{s i n g}^{*}(r, \theta)= & \sum_{-3<\operatorname{Im} \tau_{m}^{\prime}<0} i \sqrt{2 \pi} r^{1+i \tau_{m}^{\prime}} \psi_{m}(\theta)+\sum_{-3<\operatorname{Im} \tau_{m}^{\prime \prime}<0} i \sqrt{2 \pi} r^{1+i \tau_{m}^{\prime \prime}}\left\{\varphi_{m}(\theta)+i(\ln r) \psi_{m}(\theta)\right\} \\
& +\sum_{-3<\operatorname{Im} \tau_{m}^{\prime \prime \prime}<0} i \sqrt{2 \pi} r^{1+i \tau_{m}^{\prime \prime \prime}}\left\{\Phi_{m}(\theta)+i(\ln r) \varphi_{m}(\theta)-\frac{(\ln r)^{2}}{2} \psi_{m}(\theta)\right\}  \tag{3.388}\\
& +i \sqrt{\frac{2}{\pi}} \psi-3 i(\theta) r^{4} \operatorname{Si}(\ln r)
\end{align*}
$$

if $\omega \in(0,2 \pi)$ and $\omega$ is a zero of (3.345).
Remarks. In (3.387) and (3.388), the real parts of $\psi_{\text {sing }}^{*}$ are considered relevant, $\psi_{-3 i}(\theta)$ and $\operatorname{Si}(\ln r)$ are defined in Lemma 3.29, and the functions $\psi_{m}(\theta), \varphi_{m}(\theta)$, and $\Phi_{m}(\theta)$ are defined in Lemma 3.27. Also, $\tau_{m}^{\prime}$ denotes the sequence of simple zeros of (3.352), $\tau_{m}^{\prime \prime}$ denotes the sequence of double zeros of (3.352), and $\tau_{m}^{\prime \prime \prime}$ denotes the sequence of triple zeros of (3.352).

Proof (Theorem 3.15). By (3.376), if $\tau=\tau_{m}$ is a simple pole of $\hat{z}$, then the residue of $\tau \mapsto i \sqrt{2 \pi} e^{i t \tau} \hat{z}(\tau, \theta)$ at $\tau=\tau_{m}$ is given by $i \sqrt{2 \pi} e^{i t \tau_{m}} \psi_{m}(\theta)$, where $\psi_{m}(\theta)$ is defined in Part 1 of Lemma 3.27. if $\tau=\tau_{m}$ is a double pole of $\hat{z}$, then the residue of $\tau \mapsto i \sqrt{2 \pi} e^{i t \tau} \hat{z}(\tau, \theta)$ at $\tau=\tau_{m}$ is given by $i \sqrt{2 \pi} e^{i t \tau_{m}}\left\{\varphi_{m}(\theta)+i t \psi_{m}(\theta)\right\}$, where $\psi_{m}(\theta)$ and $\varphi_{m}(\theta)$ are defined in Part 2 of Lemma 3.27. Similarly, if $\tau=\tau_{m}$ is a triple pole of $\hat{z}$, then the residue of $\tau \mapsto i \sqrt{2 \pi} e^{i t \tau} \hat{z}(\tau, \theta)$ at $\tau=\tau_{m}$ is given by $i \sqrt{2 \pi} e^{i t \tau_{m}}\left\{\Phi_{m}(\theta)+i t \varphi_{m}(\theta)-\frac{t^{2}}{2} \psi_{m}(\theta)\right\}$, where $\psi_{m}(\theta), \varphi_{m}(\theta)$, and $\Phi_{m}(\theta)$ are
defined in Part 3 of Lemma 3.27. If we perform the change of variable $r=e^{t}$ in (3.374) and (3.375), and notice that $\psi_{\text {reg }}^{*}(x, y)=e^{4 t} w(t, \theta) \in H^{5}(G)$ (by Lemma 7.2.1.3 in [Gr1]) then the result follows.

As $u=-\frac{\partial \psi}{\partial y}$ and $v=\frac{\partial \psi}{\partial x}$, we also obtain the following theorem:
Theorem 3.16. Suppose $\boldsymbol{w}=(u, v) \in \boldsymbol{H}^{2}(\Omega) \cap \boldsymbol{H}_{0}^{1}(\Omega)$ is a solution to $(3.333 \mathrm{a}-\mathrm{d})$. If $\boldsymbol{f} \in L^{2}(\Omega)$, then in a neighborhood of the corner $S_{l}$, the solution $\boldsymbol{w}=(u, v)$ of (3.333a-d) has the form:

$$
\begin{equation*}
u=u_{r e g}-\sum_{-3<\operatorname{Im} \tau_{m}^{\prime}<0} A_{1, m}(r, \theta)-\sum_{-3<\operatorname{Im} \tau_{m}^{\prime \prime}<0} B_{1, m}(r, \theta)-\sum_{-3<\operatorname{Im} \tau_{m}^{\prime \prime \prime}<0} C_{1, m}(r, \theta) \tag{3.389a}
\end{equation*}
$$

and

$$
\begin{equation*}
v=v_{\text {reg }}+\sum_{-3<\operatorname{Im} \tau_{m}^{\prime}<0} A_{2, m}(r, \theta)+\sum_{-3<\operatorname{Im} \tau_{m}^{\prime \prime}<0} B_{2, m}(r, \theta)+\sum_{-3<\operatorname{Im} \tau_{m}^{\prime \prime \prime}<0} C_{2, m}(r, \theta) \tag{3.389b}
\end{equation*}
$$

if $\omega \in(0,2 \pi)$ and $\omega$ is not a zero of (3.345), while

$$
\begin{equation*}
u=u_{r e g}-\sum_{-3<\operatorname{lm} \tau_{m}^{\prime}<0} A_{1, m}(r, \theta)-\sum_{-3<\operatorname{lm} \tau_{m}^{\prime \prime}<0} B_{1, m}(r, \theta)-\sum_{-3<\operatorname{Im} \tau_{m^{\prime \prime}}<0} C_{1, m}(r, \theta)+D_{1}(r, \theta) \tag{3.390a}
\end{equation*}
$$

and

$$
\begin{equation*}
v=v_{r e g}+\sum_{-3<\operatorname{Im} \tau_{m}^{\prime}<0} A_{2, m}(r, \theta)+\sum_{-3<\operatorname{Im} \tau_{m}^{\prime \prime}<0} B_{2, m}(r, \theta)+\sum_{-3<\operatorname{Im} \tau_{m}^{\prime_{m}^{\prime \prime}<0}} C_{2, m}(r, \theta)+D_{2}(r, \theta) \tag{3.390b}
\end{equation*}
$$

if $\omega \in(0,2 \pi)$ and $\omega$ is a zero of (3.345). In (3.389a,b), (3.390a,b),

$$
\begin{aligned}
A_{1, m}(r, \theta)= & i \sqrt{2 \pi} r^{i \tau_{m}^{\prime}}\left[\left(1+i \tau_{m}^{\prime}\right) \sin \theta \psi_{m}(\theta)+\cos \theta \psi_{m}^{\prime}(\theta)\right], \\
A_{2, m}(r, \theta)= & i \sqrt{2 \pi} r^{i \tau_{m}^{\prime}}\left[\left(1+i \tau_{m}^{\prime}\right) \cos \theta \psi_{m}(\theta)-\sin \theta \psi_{m}^{\prime}(\theta)\right], \\
B_{1, m}(r, \theta)= & i \sqrt{2 \pi} r^{i \tau_{m}^{\prime \prime}}\left[\left(1+i \tau_{m}^{\prime \prime}\right)(\sin \theta)\left(\varphi_{m}(\theta)+i \ln r \psi_{m}(\theta)\right)\right. \\
& \left.+i \sin \theta \psi_{m}(\theta)+\cos \theta \varphi_{m}^{\prime}(\theta)+i \ln r \cos \theta \psi_{m}^{\prime}(\theta)\right], \\
B_{2, m}(r, \theta)= & i \sqrt{2 \pi} r^{i \tau_{m}^{\prime \prime}}\left[\left(1+i \tau_{m}^{\prime \prime}\right)(\cos \theta)\left(\varphi_{m}(\theta)+i \ln r \psi_{m}(\theta)\right)\right. \\
& \left.+i \cos \theta \psi_{m}(\theta)-\sin \theta \varphi_{m}^{\prime}(\theta)-i \ln r \sin \theta \psi_{m}^{\prime}(\theta)\right],
\end{aligned}
$$

$$
\begin{aligned}
C_{1, m}(r, \theta)= & i \sqrt{2 \pi} r^{i \tau_{m}^{\prime \prime \prime}}\left[( 1 + i \tau _ { m } ^ { \prime \prime \prime } ) ( \operatorname { s i n } \theta ) \left(\Phi_{m}(\theta)+i \ln r \varphi_{m}(\theta)\right.\right. \\
& \left.-\frac{(\ln r)^{2}}{2} \psi_{m}(\theta)\right)+i \sin \theta \varphi_{m}(\theta)-\ln r \sin \theta \psi_{m}(\theta) \\
& \left.+\cos \theta \Phi_{m}^{\prime}(\theta)+i \ln r \cos \theta \varphi_{m}^{\prime}(\theta)-\frac{(\ln r)^{2}}{2} \cos \theta \psi_{m}^{\prime}(\theta)\right], \\
C_{2, m}(r, \theta)= & i \sqrt{2 \pi} r^{i \tau_{m}^{\prime \prime \prime}}\left[( 1 + i \tau _ { m } ^ { \prime \prime \prime } ) ( \operatorname { c o s } \theta ) \left(\Phi_{m}(\theta)+i \ln r \varphi_{m}(\theta)\right.\right. \\
& \left.-\frac{(\ln r)^{2}}{2} \psi_{m}(\theta)\right)+i \cos \theta \varphi_{m}(\theta)-\ln r \cos \theta \psi_{m}(\theta) \\
& \left.-\sin \theta \Phi_{m}^{\prime}(\theta)-i \ln r \sin \theta \varphi_{m}^{\prime}(\theta)+\frac{(\ln r)^{2}}{2} \sin \theta \psi_{m}^{\prime}(\theta)\right] \\
D_{1}(r, \theta)= & i \sqrt{\frac{2}{\pi}} r^{3}\left[4 \psi_{-3 i}(\theta) \sin \theta \operatorname{Si}(\ln r)\right. \\
& \left.+\psi-3 i(\theta) \sin \theta \frac{\sin (\ln r)}{\ln r}+\psi_{-3 i}^{\prime}(\theta) \cos \theta \operatorname{Si}(\ln r)\right] \\
D_{2}(r, \theta)= & i \sqrt{\frac{2}{\pi}} r^{3}\left[4 \psi_{-3 i}(\theta) \cos \theta \operatorname{Si}(\ln r)\right. \\
& \left.+\psi_{-3 i}(\theta) \cos \theta \frac{\sin (\ln r)}{\ln r}-\psi_{-3 i}^{\prime}(\theta) \sin \theta \operatorname{si}(\ln r)\right]
\end{aligned}
$$

and the real parts of $u$ and $v$ are considered relevant. Also, $u_{\text {reg }} \in H^{4}$ and $v_{\text {reg }} \in H^{4}$ in a neighborhood of the corner $S_{l}, \psi_{-3 i}(\theta)$ and $\operatorname{Si}(\ln r)$ are defined in Lemma 3.29, the functions $\psi_{m}(\theta), \varphi_{m}(\theta)$, and $\Phi_{m}(\theta)$ are given in Lemma 3.28, and $\tau_{m}^{\prime}, \tau_{m}^{\prime \prime}$, and $\tau_{m}^{\prime \prime \prime}$ are defined in Theorem 3.15.

### 3.5.5 Some Specific Regularity Results

In this subsection, we will calculate the local singularities of the solution to the bipolar equations around a corner with angle measurement $\omega=\frac{3 \pi}{2}$ and prove Theorem 3.14; this angle is of particular importance in many research areas such as the study of fluid flow around a corner (see [Mo]), the study of drag reduction by using rectangular riblets (see [Wa]), and the study of the effect of rectangular riblets on the laminar to turbulent transition of flow over a flat plate in a water tunnel (see [LRRH]).

From Theorem 3.16, we can calculate the local singularities of the solution to the bipolar equations for a specific interior angle measurement by determining the zeros of (3.352), calculating the multiplicity of these zeros, finding the functions
$\psi_{m}(\theta), \varphi_{m}(\theta)$, and $\Phi_{m}(\theta)$ defined in Lemma 3.27, and calculating the dimension of the solution space spanned by these functions; such computations are most easily performed by using a symbolic manipulation package such as Maple. For example, if we consider a domain which has a corner with an angle measurement of $\frac{3 \pi}{2}$, and localize the problem near this corner, then letting $\omega=\frac{3 \pi}{2}$ in Lemma 3.21 we obtain the following theorem:
Theorem 3.17. For $\omega=\frac{3 \pi}{2}$ the homogeneous problem (3.342a,b) has only the zero solution in the following cases: (i) $\tau \neq 0, \pm i,-2 i,-3 i$ and $\tau$ is not a root of the equation

$$
\begin{gather*}
\left(64 \tau^{6} i-384 \tau^{5}-832 \tau^{4} i+768 \tau^{3}+112 \tau^{2} i+288 \tau+144 i\right) \cosh \frac{3 \pi \tau}{2} \\
+\left(144 \tau^{2} i-288 \tau-144 i\right) \cosh \frac{9 \pi \tau}{2}=0 \tag{3.391}
\end{gather*}
$$

(ii) $\tau=0$, (iii) $\tau=-i$, and (iv) $\tau=-2 i$. The roots of (3.391) are described by the following lemma:

Lemma 3.31. In the region $-3 \leq \operatorname{Im} \tau \leq 0$, equation (3.391) has the simple roots $\tau=-\frac{7}{3} i,-\frac{5}{3} i,-i,-\frac{1}{3} i$ and $\tau \approx-2.88 i,-2.56 i,-1.39 i,-1.27 i,-.73 i,-.61 i$, and the double roots $\tau=-3 i,-2 i,-i, 0$; also, this equation has no root with multiplicity larger than two.

It is now possible to calculate the values of $\tau$ for which $d(\tau)=0$, where $d(\tau)$ is defined in (3.352) and, thus, establish the representation (3.336), (3.337) in Theorem 3.14. In fact, from Lemma 3.31, we obtain the following result:

Lemma 3.32. In the region $-3 \leq \operatorname{Im} \tau \leq 0, d(\tau)$ has simple zeros at $\tau=-3 i$, $-\frac{7}{3} i,-2 i,-\frac{5}{3} i,-i,-\frac{1}{3} i$ and $\tau \approx-2.88 i,-2.56 i,-1.39 i,-1.27 i,-.73 i,-.61 i$, and no zeros with multiplicity larger than one.

Proof (Theorem 3.14). As a consequence of Lemmas 3.31 and 3.32, we obtain the representation

$$
\begin{align*}
\psi^{*}= & \psi_{r e g}^{*}+i \sqrt{2 \pi}\left(r^{3.88} \psi_{-2.88 i}(\theta)+r^{3.56} \psi_{-2.56 i}(\theta)+r^{\frac{10}{3}} \psi_{-\frac{7}{3} i}(\theta)+r^{\frac{8}{3}} \psi_{-\frac{5}{3} i}(\theta)\right. \\
& +r^{2.39} \psi_{-1.39 i}(\theta)+r^{2.27} \psi_{-1.27 i}(\theta)+r^{1.73} \psi_{-.73 i}(\theta)+r^{1.61} \psi_{-.61 i}(\theta) \\
& \left.+r^{\frac{4}{3}} \psi_{-\frac{1}{3} i}(\theta)\right)+i \sqrt{\frac{2}{\pi}} \psi_{-3 i}(\theta) r^{4} \operatorname{Si}(\ln r) \tag{3.392}
\end{align*}
$$

where $\psi_{\text {reg }}^{*} \in H^{5}(G)$. It can be verified that the solutions $\psi_{\tau}(\theta)$ where $\tau=-3 i$, $-\frac{7}{3} i,-\frac{5}{3} i,-\frac{1}{3} i$, and $\tau \approx-2.88 i,-2.56 i,-1.39 i,-1.27 i,-.73 i,-.61 i$, span a one-dimensional space. For example, $\psi_{-3 i}(\theta)=A_{-3 i} i(1-\cos \theta \cos 3 \theta)$ and $\psi_{-\frac{7}{3} i}(\theta)=A_{-\frac{7}{3} i}\left(-\cos \frac{10 \theta}{3}+\cos \frac{2 \theta}{3}\right)$, where $A_{-3 i}$ and $A_{-\frac{7}{3} i}$ are real constants. Since we are assuming that $\psi^{*} \in H^{3}(G)$, we must have $A_{-\frac{1}{3} i}=A_{-.61 i}=$ $A_{-.73 i}=0$. Therefore,

$$
\begin{align*}
\psi^{*}= & \psi_{r e g}^{*}+i \sqrt{2 \pi}\left(r^{3.88} \psi_{-2.88 i}(\theta)+r^{3.56} \psi_{-2.56 i}(\theta)+r^{\frac{10}{3}} \psi_{-\frac{7}{3} i}(\theta)+r^{\frac{8}{3}} \psi_{-\frac{5}{3} i}(\theta)\right. \\
& \left.+r^{2.39} \psi_{-1.39 i}(\theta)+r^{2.27} \psi_{-1.27 i}(\theta)\right)+i \sqrt{\frac{2}{\pi}} \psi_{-3 i}(\theta) r^{4} \operatorname{Si}(\ln r) \tag{3.393}
\end{align*}
$$

From (3.390a,b), in a neighborhood of a corner with interior angle $\omega=\frac{3 \pi}{2}$, the solution $\boldsymbol{w}=(u, v)$ of (3.333a-d) has the form

$$
\begin{align*}
u= & u_{r e g}-A_{1,-2.88 i}(r, \theta)-A_{1,-2.56 i}(r, \theta)-A_{1,-\frac{7}{3} i}(r, \theta)  \tag{3.394a}\\
& -A_{1,-\frac{5}{3} i}(r, \theta)-A_{1,-1.39 i}(r, \theta)-A_{1,-1.27 i}(r, \theta)+D_{1}(r, \theta), \\
v= & v_{r e g}+A_{2,-2.88 i}(r, \theta)+A_{2,-2.56 i}(r, \theta)+A_{2,-\frac{7}{3} i}(r, \theta)  \tag{3.394b}\\
& +A_{2,-\frac{5}{3} i}(r, \theta)+A_{2,-1.39 i}(r, \theta)+A_{2,-1.27 i}(r, \theta)+D_{2}(r, \theta)
\end{align*}
$$

where the notation is the same as in Theorem 3.16. The conclusions in Theorem 3.14, i.e. (3.336), (3.337), now follow directly from (3.394a,b).

For a further discussion of the influence of the rough boundaries on fluid flow see also $[\mathrm{Sj}]$ and the references therein.

# Chapter 4 <br> General Existence and Uniqueness Theorems for Incompressible Bipolar and Non-Newtonian Fluid Flow 

### 4.1 Introduction

In Sect. 1.4 we introduced the equations which govern the motion of a nonlinear, incompressible, bipolar fluid. For a bounded domain in $\mathbb{R}^{n}, n=2,3$ the appropriate boundary conditions were set forth in Sect. 1.4 and, for flows in all of $\mathbb{R}^{n}$, the relevant periodic (boundary) conditions were also delineated. In both of the two previous chapters, various theorems pertaining to existence, uniqueness, and continuous dependence on the constitutive parameters were formulated and established, albeit for specific types of flows and geometries. Thus, in Chap. 2, we proved (i) existence, uniqueness, and continuous dependence results for steady plane Poiseuille flows of a viscous, incompressible, nonlinear bipolar fluid, (ii) uniqueness of the steady Poiseuille flow within a broad class of equilibrium flows between parallel plates, and (iii) existence, uniqueness, and asymptotic stability theorems for time-dependent Poiseuille flows of a bipolar fluid. In Chap. 3, theorems establishing existence and uniqueness of solutions for problems governing the motion of an incompressible, nonlinear, bipolar fluid were established for the cases of (i) flow between rotating cylinders, (ii) exterior flow around an obstacle in the plane with a smooth boundary, and (iii) flow over non-smooth boundaries (in particular, flow in polygonal domains).

In this chapter, existence and uniqueness results of a more general character will be developed. First, in Sect. 4.2 we obtain, via a Galerkin argument, the existence of a unique weak solution to the initial-boundary value problem for an incompressible bipolar viscous fluid satisfying nonhomogeneous boundary conditions. The domain in this section is a general open bounded domain $\Omega \subseteq \mathbb{R}^{n}, n=2$, 3, with smooth boundary $\partial \Omega$. Regularity results are also established in Sect. 4.2 and the solution is proven to be asymptotically stable when the forcing function and the initial and boundary data decay in an appropriate sense. Section 4.3 is both the heart and soul of this chapter. In Sect. 4.3 we reconsider the problem of existence and uniqueness of solutions for the incompressible bipolar fluid for flows in $\mathbb{R}^{n}, n=2$, 3 , with associated space-periodic conditions; the appropriate space-periodic conditions are
introduced at the end of Sect.4.2. The proof is constructed in such a manner as to allow for the conclusion that for $p>1$, when $n=2$, and for $p>6 / 5$, when $n=3$, the weak limit of a sequence $\left\{\boldsymbol{v}^{N}\right\}$ of unique weak solutions, corresponding to a sequence $\left\{\mu_{1}^{N}\right\}$ of higher-order viscosities, is a measure-valued solution of the initial-boundary value problem with $\mu_{1}=0$. In the formulation of the flow problem in Sect. 4.3 we weaken the constitutive hypothesis (2.1a), where $\alpha=2-p$, assuming only that for $\mu_{1}=0$, the viscous part of the stress tensor satisfies a growth condition of the form $\left|\tau_{i j}(\boldsymbol{e})\right| \leq C(1+|\boldsymbol{e}|)^{p-1}$, for some $C>0$. Then, we prove that the measure-valued solutions are weak solutions, when $\mu_{1}=0$, for $3 / 2<p<2$ (in $\operatorname{dim} n=2$ ) and for $9 / 5<p<11 / 5$ (in $\operatorname{dim} n=3$ ). Finally, it is shown that the measure-valued solutions are, in fact, unique regular weak solutions for $p \geq 2$ (in $\operatorname{dim} n=2$ ) and for $p \geq 11 / 5$ (in $\operatorname{dim} n=3$ ).

In Sect. 4.4 we return to the problem of flow of an incompressible, nonlinear, bipolar fluid in an unbounded, parallel-wall channel, i.e., in the domain $\Omega_{a}$ defined by (2.164). Existence of solutions for this problem is established by first considering a sequence of approximate solutions in bounded subdomains of $\Omega_{a}$; we then prove that there exists a subsequence of such approximate solutions, whose limit is a weak solution of the initial-boundary value problem, and that the solution is unique. In the last section of this chapter, Sect. 4.5, we recall the results in some of the work on existence and uniqueness for the Navier-Stokes equations that has appeared in the literature, as well as the related work for some of the generalizations of the NavierStokes model which have been described in Sect. 1.6.

### 4.2 Existence, Uniqueness, and Stability of Solutions to the Initial-Boundary Value Problem for Bipolar Viscous Fluids

### 4.2.1 Introduction

In this section, we consider the most general initial-boundary value problem associated with a bipolar viscous fluid; we will study the problem of existence, uniquenss and stability, and will allow for general boundary conditions, i.e., we will not simply restrict our analysis to the non-slip boundary condition and will also allow for non-zero moments of the tractions on the boundary of the domain (see also [NR] and [Po]).

Let $\Omega \subseteq R^{n}, n=2,3$, be an open bounded domain with smooth boundary $\partial \Omega$. We recall here the form of the initial-boundary value for the bipolar viscous fluid as previously delineated in Sect. 1.4:

$$
\begin{equation*}
\rho \frac{\partial v_{i}}{\partial t}+\rho v_{j} \frac{\partial v_{i}}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}-2 \mu_{1} \frac{\partial}{\partial x_{j}} \Delta e_{i j}(\boldsymbol{v})+\frac{\partial}{\partial x_{j}}\left(\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})\right)+\rho F_{i}, \text { in } \Omega \times(0, T), \tag{4.1}
\end{equation*}
$$

$$
\begin{array}{r}
\operatorname{div} \boldsymbol{v}=0, \text { in } \Omega \times(0, T) \\
\tau_{i j k}(\boldsymbol{v}) v_{j} v_{k}-\tau_{j k l}(\boldsymbol{v}) v_{j} v_{k} v_{l} v_{i}=\left(M_{k} \tau_{k}\right) \tau_{i}, \text { on } \partial \Omega \times(0, T) \\
\boldsymbol{v}=\boldsymbol{g}, \text { on } \partial \Omega \times(0, T), \\
\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(\boldsymbol{x}), \text { in } \Omega \tag{4.5}
\end{array}
$$

where $\boldsymbol{v}$ is the velocity field associated with the flow of an incompressible bipolar fluid, $p$ is the pressure, $F_{i}, \boldsymbol{g}, M_{i}$ and $\boldsymbol{v}_{0}$ are given functions, the smoothness of which will be specified later, and $e_{i j}$ is the rate of deformation tensor, i.e.,

$$
\begin{equation*}
e_{i j}=\frac{1}{2}\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right) \tag{4.6}
\end{equation*}
$$

Also, in (4.1), $\rho$ is the density (which we set equal to one, without loss of generality) and $\gamma(\boldsymbol{v})$ is given by

$$
\begin{equation*}
\gamma(\boldsymbol{v})=2 \mu_{0}\left(\epsilon+e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{v})\right)^{-\alpha / 2}=2 \mu(|\boldsymbol{e}(\boldsymbol{v})|) \tag{4.7}
\end{equation*}
$$

while $\mu_{0}, \mu_{1}$, and $\epsilon$ are positive constants and $\alpha \in(0,1)$. Finally, in (4.3) the $\tau_{i j k}$ are the components of the first multipolar stress tensor

$$
\begin{equation*}
\tau_{i j k}(\boldsymbol{v})=2 \mu_{1} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \tag{4.8}
\end{equation*}
$$

We will assume in our work that the field $\boldsymbol{g}$ given in (4.4) satisfies

$$
\begin{equation*}
\int_{\partial \Omega} \boldsymbol{g}(\cdot, t) d s=0 \tag{4.9}
\end{equation*}
$$

for every $t$. This is a necessary and sufficient condition [HB] to ensure the existence of a vector field $\tilde{v}$ such that

$$
\begin{gather*}
\tilde{\boldsymbol{v}}=\boldsymbol{g} \text { on } \partial \Omega \times(0, T),  \tag{4.10}\\
\operatorname{div} \tilde{\boldsymbol{v}}=0 \text { in } \Omega \times(0, T) . \tag{4.11}
\end{gather*}
$$

This section is organized as follows: in Sect. 4.2 .2 we define the notion of weak solution for the initial-boundary value problem (4.1)-(4.5); we then implement the Galerkin method to prove the existence of a weak solution. In 4.2.3 two regularity results are proven for the weak solution whose existence was established in Sect. 4.2.2. The uniqueness of the weak solution to (4.1)-(4.5) is proven in Sect. 4.2.4. Finally, with appropriate assumptions relative to the data, the asymptotic stability of the solution to the initial-boundary value problem is demonstrated in Sect.4.2.5.

### 4.2.2 Existence of a Weak Solution

To prove the existence of a solution to the problem (4.1)-(4.5), we will start by formulating the equations for the corresponding weak solution. The existence of a weak solution will be established using the Galerkin method. We begin by introducing the space

$$
\begin{equation*}
\boldsymbol{H}=\left\{\boldsymbol{u} \in \boldsymbol{W}^{2,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega) \mid \operatorname{div} \boldsymbol{u}=0\right\} \tag{4.12}
\end{equation*}
$$

Next, we define a weak solution to our problem to be a function $\boldsymbol{v}$ such that $\boldsymbol{v}-\tilde{\boldsymbol{v}} \in$ $L_{l o c}^{\infty}\left(0, \infty ; \boldsymbol{L}^{2}(\Omega)\right) \cap L_{l o c}^{2}(0, \infty ; \boldsymbol{H}) \cap W_{l o c}^{-1,2}\left(0, \infty ; \boldsymbol{W}^{4,2}(\Omega)\right)$, satisfies

$$
\begin{align*}
&-\int_{0}^{\infty} \int_{\Omega_{t}} \frac{\partial \psi_{i}}{\partial t} v_{i} d \boldsymbol{x} d t+\int_{\Omega} \psi_{i}(\boldsymbol{x}, 0) v_{i}(\boldsymbol{x}, 0) d \boldsymbol{x}+2 \mu_{1} \int_{0}^{\infty} \int_{\Omega_{t}} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\psi})}{\partial x_{k}} d \boldsymbol{x} d t \\
&=\int_{0}^{\infty} \int_{\Omega_{t}} v_{j} \frac{\partial \psi_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x} d t-\int_{0}^{\infty} \int_{\Omega_{t}} \gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) \frac{\partial \psi_{i}}{\partial x_{j}} d \boldsymbol{x} d t \\
& \quad \int_{0}^{\infty} \int_{\Omega_{t}} F_{i} \psi_{i} d \boldsymbol{x} d t+\int_{0}^{\infty} \int_{\partial \Omega_{t}}\left(M_{k} \tau_{k}\right) \tau_{i} \frac{\partial \psi_{i}}{\partial \nu} d \boldsymbol{s} d t, \tag{4.13}
\end{align*}
$$

$\forall \boldsymbol{\psi} \in W^{1,2}(0, \infty ; \boldsymbol{H})$, with compact support in $[0, \infty)$. The form of the boundary integral in (4.13) follows from the discussion in Appendix A.II which leads up to (B.33). For the remainder of our work in this section we will set $\tilde{M}_{i}=\left(M_{k} \tau_{k}\right) \tau_{i}$.

In order to use the Galerkin method to prove the existence of the weak solution $\boldsymbol{w}$, we need to introduce a suitable basis; we define in $\boldsymbol{H}$ the scalar product

$$
((\boldsymbol{w}, \boldsymbol{\psi}))=\int_{\Omega} \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{w}) \frac{\partial}{\partial x_{k}} e_{i j}(\boldsymbol{\psi}) d \boldsymbol{x}
$$

and denote by $(\boldsymbol{w}, \boldsymbol{\psi})_{\boldsymbol{L}^{2}(\Omega)}$ the usual $\boldsymbol{L}^{2}$ scalar product. We begin with
Lemma 4.1. The eigenvalue problem

$$
\begin{equation*}
((\boldsymbol{w}, \boldsymbol{\psi}))=\lambda(\boldsymbol{w}, \boldsymbol{\psi})_{L^{2}(\Omega)}, \quad \forall \boldsymbol{\psi} \in \boldsymbol{H} \tag{4.14}
\end{equation*}
$$

has a sequence of solutions $\mathcal{W}^{l} \in \boldsymbol{H} \cap \boldsymbol{C}^{\infty}(\Omega)$ corresponding to a sequence of positive eigenvalues $\lambda_{l}$. Furthermore
(i) the sequence $\mathcal{W}^{l}$ is a basis for the closure of $\boldsymbol{H}$ under the $\boldsymbol{L}^{2}$ norm;
(ii) the sequence $\mathcal{W}^{l}$ is a basis of $\boldsymbol{H}$;
(iii) $\left(\mathcal{W}^{l}, \mathcal{W}^{k}\right)_{L^{2}(\Omega)}=\delta_{l k}$.

Proof. This is a standard consequence of Lemma B. 2 in Appendix B and classical results in the spectral theory of operators in Hilbert spaces (see [Bre, Yos] or [Kat] for example).

As we have indicated we will prove the existence of a weak solution using the Galerkin technique. We start by assembling some technical results. For $l$ fixed, let $\boldsymbol{w}^{l} \in \boldsymbol{E}_{l}=\operatorname{span}\left\{\mathcal{W}^{l} \cdots \mathcal{W}^{l}\right\}$ and let

$$
\boldsymbol{w}^{l}(\boldsymbol{x}, t)=\sum_{k=1}^{l} C_{l, k}(t) \mathcal{W}^{k}(\boldsymbol{x})
$$

be the solution of

$$
\begin{align*}
& \int_{\Omega_{t}} \frac{\partial w_{i}^{l}}{\partial t} \psi_{i} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\psi})}{\partial x_{k}} d \boldsymbol{x}=\int_{\Omega_{t}} v_{j}^{l} \frac{\partial v_{i}^{l}}{\partial x_{j}} \psi_{i} d \boldsymbol{x}-\int_{\Omega_{t}} \gamma\left(\boldsymbol{v}^{l}\right) e_{i j}\left(\boldsymbol{v}^{l}\right) \frac{\partial \psi_{i}}{\partial x_{j}} d \boldsymbol{x} \\
& \quad+\int_{\Omega_{t}} F_{i} \psi_{i} d \boldsymbol{x}-\int_{\Omega_{t}} \frac{\partial \tilde{v}_{i}}{\partial t} \psi_{i} d \boldsymbol{x}+\int_{\Omega_{t}} \frac{\partial e_{i j}(\widetilde{\boldsymbol{v}})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\psi})}{\partial x_{k}} d \boldsymbol{x}+\int_{\partial \Omega_{t}} \tilde{M}_{i} \frac{\partial \psi_{i}}{\partial v} d \boldsymbol{s} \tag{4.15}
\end{align*}
$$

$\forall \boldsymbol{\psi} \in \boldsymbol{E}_{l}$, where $\boldsymbol{v}^{l}=\boldsymbol{w}^{l}+\tilde{\boldsymbol{v}}$.
The nonlinear system of ordinary differential equations for the coefficients $C_{l, k}(t)$ generated by (4.15) satisfies the conditions of Picard's theorem because of the regularity of $\gamma(\boldsymbol{v})$; hence, this system, along with the initial conditions

$$
\begin{equation*}
C_{l, k}(0)=\int_{\Omega_{t}}\left(\boldsymbol{v}_{0}-\tilde{\boldsymbol{v}}\right) \cdot \mathcal{W}^{l} d \boldsymbol{x}, \quad \forall(l, k) \tag{4.16}
\end{equation*}
$$

has a unique local solution on an interval $\left[0, T_{l}\right]$.
We will now proceed with proving some a priori estimates for $\boldsymbol{w}^{l}$. In order to state our first a priori estimate we introduce the energy $E^{l}(t)$ defined by

$$
\begin{equation*}
E^{l}(t)=\frac{1}{2}\left\|\boldsymbol{w}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}+\sigma \int_{0}^{t}\left\|\boldsymbol{w}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} d t, \quad \sigma>0 . \tag{4.17}
\end{equation*}
$$

For the energy $E^{l}(t)$ we now establish the following
Lemma 4.2. There exists $c>0$, and $\hat{c}>0$, such that, for all $l$,

$$
\begin{equation*}
E^{l}(t) \leq \hat{c} e^{c t}, \quad \forall t \geq 0 \tag{4.18}
\end{equation*}
$$

Proof. Set $\boldsymbol{\psi}=\boldsymbol{w}^{l}$ in (4.15) and sum over $i$; it then follows that

$$
\begin{align*}
& \frac{1}{2} \frac{\partial}{\partial t} \int_{\Omega_{t}}\left\|\boldsymbol{w}^{l}\right\|^{2} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} d \boldsymbol{x}=-b\left(\boldsymbol{v}^{l}, \boldsymbol{v}^{l}, \boldsymbol{w}^{l}\right) \\
& \quad-\int_{\Omega_{t}} \gamma\left(\boldsymbol{v}^{l}\right) e_{i j}\left(\boldsymbol{v}^{l}\right) e_{i j}\left(\boldsymbol{w}^{l}\right) d \boldsymbol{x}+\int_{\Omega_{t}} \boldsymbol{F} \cdot \boldsymbol{w}^{l} d \boldsymbol{x}-\int_{\Omega_{t}} \frac{\partial \tilde{\boldsymbol{v}}}{\partial t} \cdot \boldsymbol{w}^{l} d \boldsymbol{x} \\
& \quad-\mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}(\tilde{\boldsymbol{v}})}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} d \boldsymbol{x}+\int_{\partial \Omega_{t}} \tilde{M}_{i} \frac{\partial w_{i}^{l}}{\partial v} d \boldsymbol{s}, \tag{4.19}
\end{align*}
$$

where $b(\boldsymbol{u}, \boldsymbol{w}, \boldsymbol{v})=\int_{\Omega_{t}} u_{j} \frac{\partial w_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x}$. Since $\boldsymbol{v}^{l}=\boldsymbol{w}^{l}+\tilde{\boldsymbol{v}}$,

$$
\begin{equation*}
b\left(\boldsymbol{v}^{l}, \boldsymbol{v}^{l}, \boldsymbol{w}^{l}\right)=b\left(\boldsymbol{w}^{l}, \boldsymbol{w}^{l}, \boldsymbol{w}^{l}\right)+b\left(\tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}, \boldsymbol{w}^{l}\right)+b\left(\tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}\right)+b\left(\boldsymbol{w}^{l}, \tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}\right) . \tag{4.20}
\end{equation*}
$$

However, $\boldsymbol{w}^{l}$ is divergence free, and $\boldsymbol{w}^{l}=0$ on $\partial \Omega_{t}=\partial \Omega \times[0, t)$, so an easy calculation shows that $b\left(\boldsymbol{w}^{l}, \boldsymbol{w}^{l}, \boldsymbol{w}^{l}\right)=0$. Similarly, $b\left(\tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}, \boldsymbol{w}^{l}\right)=0$. Hence,

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} & \int_{\Omega_{t}}\left\|\boldsymbol{w}^{l}\right\|^{2} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} d \boldsymbol{x}+\int_{\Omega_{t}} \gamma\left(\boldsymbol{v}^{l}\right) e_{i j}\left(\boldsymbol{w}^{l}\right) e_{i j}\left(\boldsymbol{w}^{l}\right) d \boldsymbol{x} \\
= & -\int_{\Omega_{t}} \gamma\left(\boldsymbol{v}^{l}\right) e_{i j}(\tilde{\boldsymbol{v}}) e_{i j}\left(\boldsymbol{w}^{l}\right) d \boldsymbol{x}+\int_{\Omega_{t}} \boldsymbol{F} \cdot \boldsymbol{w}^{l} d \boldsymbol{x}-b\left(\tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}\right)-b\left(\boldsymbol{w}^{l}, \tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}\right) \\
& -\int_{\Omega_{t}} \frac{\partial \tilde{\boldsymbol{v}}}{\partial t} \cdot \boldsymbol{w}^{l} d \boldsymbol{x}-\mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}(\tilde{\boldsymbol{v}})}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} d \boldsymbol{x}+\int_{\partial \Omega_{t}} \tilde{M}_{i} \frac{\partial w_{i}^{l}}{\partial v} d \boldsymbol{s} . \tag{4.21}
\end{align*}
$$

Thus, for some generic $c>0$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\Omega_{t}}\left\|\boldsymbol{w}^{l}\right\|^{2} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} d \boldsymbol{x}+\int_{\Omega_{t}} \gamma\left(\boldsymbol{v}^{l}\right) e_{i j}\left(\boldsymbol{w}^{l}\right) e_{i j}\left(\boldsymbol{w}^{l}\right) d \boldsymbol{x} \\
& \leq\left(c\|\tilde{\boldsymbol{v}}\|_{W^{1,2}\left(\Omega_{t}\right)}+\|\boldsymbol{F}\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\tilde{\boldsymbol{v}}_{t}\right\|_{W^{1,2}\left(\Omega_{t}\right)}\left\|\boldsymbol{w}^{l}\right\|_{W^{1,2}\left(\Omega_{t}\right)}\right. \\
& \quad+\left(c\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}+\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}\right)\left\|\boldsymbol{w}^{\boldsymbol{l}}\right\|_{\boldsymbol{W}^{2,2}\left(\Omega_{t}\right)} \\
& \quad+\left|b\left(\tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}\right)\right|+\left|b\left(\boldsymbol{w}^{l}, \tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}\right)\right| \tag{4.22}
\end{align*}
$$

Using the fact that $\|\tilde{\boldsymbol{v}}\|_{L^{\infty}\left(\Omega_{t}\right)} \leq C\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}$, for some $C>0$, we find that

$$
\left|b\left(\tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}\right)\right| \leq C\|\tilde{\boldsymbol{v}}\|_{\boldsymbol{W}^{2,2}\left(\Omega_{t}\right)}^{2} \cdot\left\|\boldsymbol{v}^{l}\right\|_{\boldsymbol{W}^{1,2}\left(\Omega_{t}\right)}
$$

Also

$$
\begin{align*}
&\left|b\left(\boldsymbol{w}^{l}, \tilde{\boldsymbol{v}}, \boldsymbol{w}^{l}\right)\right|\|\tilde{\boldsymbol{v}}\|_{L^{\infty}\left(\Omega_{t}\right)}\left[\int_{\Omega_{t}}\left|\boldsymbol{w}^{l}\right| \cdot\left|\nabla \boldsymbol{w}^{l}\right| d \boldsymbol{x}\right]  \tag{4.23}\\
& \leq C\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}\left\|\boldsymbol{w}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}\left\|\boldsymbol{w}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}
\end{align*}
$$

The inequality in (4.22) then yields, for some $\theta>0$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\Omega_{t}}\left\|\boldsymbol{w}^{l}\right\|^{2} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{l}\right)}{\partial x_{k}} d \boldsymbol{x}+\int_{\Omega_{t}} \gamma\left(\boldsymbol{v}^{l}\right) e_{i j}\left(\boldsymbol{w}^{l}\right) e_{i j}\left(\boldsymbol{w}^{l}\right) d \boldsymbol{x} \\
& \leq\left(c\|\tilde{\boldsymbol{v}}\|_{W^{1,2}\left(\Omega_{t}\right)}+\|\boldsymbol{F}\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\tilde{\boldsymbol{v}}_{t}\right\|_{W^{1,2}\left(\Omega_{t}\right)}+c\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}\right. \\
&\left.\quad+c\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}\right)^{2}+2 \theta^{-1}\left(C\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}\left\|\boldsymbol{w}^{l}\right\|_{L^{2}}\right)^{2} . \tag{4.24}
\end{align*}
$$

Using the inequality $|x y| \leq 1 / 2\left(x^{2} / \theta+y^{2} \theta\right)$ on the right-hand side of (4.24), as well as Lemma B. 2 to estimate the second term on the left-hand side, and then dropping the non-negative third term on the left-hand side, we find that (4.24) yields, for some $\sigma>0$

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\Omega_{t}}\left\|\boldsymbol{w}^{l}\right\|^{2} d \boldsymbol{x}+\sigma\left\|\boldsymbol{w}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} \\
& \quad \leq \theta^{-1}\left(c\|\tilde{\boldsymbol{v}}\|_{W^{1,2}\left(\Omega_{t}\right)}+\|\boldsymbol{F}\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\tilde{\boldsymbol{v}}_{t}\right\|_{W^{1,2}\left(\Omega_{t}\right)}+c\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}\right. \\
& \quad+\left\|M_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}+C\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}\left\|\boldsymbol{w}^{l}\right\|_{\left.L^{2}\right)^{2}} \\
& \leq \\
& \quad 2 \theta^{-1}\left(c\|\tilde{\boldsymbol{v}}\|_{W^{1,2}\left(\Omega_{t}\right)}+\|\boldsymbol{F}\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\tilde{\boldsymbol{v}}_{t}\right\|_{\boldsymbol{W}^{1,2}\left(\Omega_{t}\right)}\right.  \tag{4.25}\\
& \left.\quad+c\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}\right)^{2}+2 \theta^{-1}\left(C\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}\left\|\boldsymbol{w}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}\right)^{2}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\frac{d E^{l}(t)}{d t} \leq a E^{l}(t)+b \tag{4.26}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\frac{C}{\sigma} \sup _{t \geq 0}\left(\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}^{2}\right) \tag{4.27}
\end{equation*}
$$

and

$$
\begin{align*}
b= & \frac{C}{\sigma} \sup _{t \geq 0}\left(c\|\tilde{\boldsymbol{v}}\|_{W^{1,2}\left(\Omega_{t}\right)}+\|\boldsymbol{F}\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\tilde{\boldsymbol{v}}_{t}\right\|_{W^{1,2}\left(\Omega_{t}\right)}\right.  \tag{4.28}\\
& \left.+c\|\tilde{\boldsymbol{v}}\|_{W^{2,2}\left(\Omega_{t}\right)}+\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}\right)^{2} .
\end{align*}
$$

The lemma is then a direct consequence of Gronwall's inequality. (See [Hen].)

The purpose of the next lemma is to be able to use Theorem 5.1 of [Lio1] to obtain strong convergence of $\boldsymbol{w}^{l}$ in a suitable space.

Lemma 4.3. The norm of $\frac{d \boldsymbol{w}^{l}}{d t}$ in $L^{3 / 2}\left(0, T ; \boldsymbol{W}^{-2,2}\right)$ is bounded independently of $l$.
Proof. Let $\boldsymbol{u} \in L^{3}\left(0, T ; \boldsymbol{W}_{0}^{2,2}(\Omega)\right)$, choose $s>2$ ( $s$ will be specified later), and set $\boldsymbol{u}^{l}=\boldsymbol{P}_{l}(\boldsymbol{u})$ where $\boldsymbol{P}_{l}$ is the projection operator onto the space $E_{l}=\operatorname{span}\left\{\mathcal{W}^{l} \cdots \mathcal{W}^{l}\right\}$. We then have that

$$
\begin{align*}
\int_{0}^{T} & \int_{\Omega_{t}} \frac{d \boldsymbol{w}^{l}}{d t} \cdot \boldsymbol{u} d \boldsymbol{x} d t=\int_{0}^{T} \int_{\Omega_{t}} \frac{d \boldsymbol{w}^{l}}{d t} \cdot \boldsymbol{u}^{l} d \boldsymbol{x} d t \\
\equiv & -\int_{0}^{T} \int_{\Omega_{t}} \frac{d \tilde{\boldsymbol{v}}}{d t} \cdot \boldsymbol{u}^{l} d \boldsymbol{x} d t+\int_{0}^{T} \int_{\Omega_{t}} \boldsymbol{v}_{j}^{l} \frac{\partial \boldsymbol{v}_{i}^{l}}{\partial x_{j}} \boldsymbol{u}_{i}^{l} d \boldsymbol{x} d t \\
& -2 \mu_{1} \int_{0}^{T} \int_{\Omega_{t}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{l}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{u}^{l}\right)}{\partial x_{k}} d \boldsymbol{x} d t-\int_{0}^{T} \int_{\Omega_{t}} \gamma(\boldsymbol{v}) e_{i j}\left(\boldsymbol{v}^{l}\right) \frac{\partial u_{i}^{l}}{\partial x_{j}} d \boldsymbol{x} d t \\
& +\int_{0}^{T} \int_{\Omega_{t}} F_{i} u_{i}^{l} d \boldsymbol{x} d t \equiv I_{1}+I_{2}+I_{3}+I_{4}+I_{5} \tag{4.29}
\end{align*}
$$

Using Lemma 4.2 it is easy to see that for some $\bar{C}>0$,

$$
\begin{equation*}
\left|I_{1}+I_{3}+I_{4}+I_{5}\right| \leq \bar{C}\left\|\boldsymbol{u}^{l}\right\|_{L^{2}\left(0, T ; \boldsymbol{W}^{2,2}(\Omega)\right)} \leq \bar{C}\left\|\boldsymbol{u}^{l}\right\|_{L^{p}\left(0, T ; \boldsymbol{W}_{0}^{2,2}(\Omega)\right)} \tag{4.30}
\end{equation*}
$$

Let $p^{\prime}$ be the conjugate of $p$; then by virtue of the Hölder Inequality

$$
\begin{equation*}
\left|I_{2}\right|=\left|-\int_{0}^{T} \int_{\Omega_{t}} \boldsymbol{v}_{j}^{l} \boldsymbol{v}_{i}^{l} \frac{\partial u_{i}^{l}}{\partial x_{j}} d \boldsymbol{x} d t\right| \leq \int_{0}^{t}\left(\int_{\Omega_{t}}\left\|\boldsymbol{v}^{l}\right\|^{2 p^{\prime}} d \boldsymbol{x}\right)^{\frac{1}{2 p^{\prime}}}\left[\int_{\Omega_{t}}\left\|\nabla \boldsymbol{u}^{l}\right\|^{p} d \boldsymbol{x}\right]^{\frac{1}{p}} d t . \tag{4.31}
\end{equation*}
$$

Recall that $\left\|\boldsymbol{D} \boldsymbol{u}^{l}\right\|_{\boldsymbol{L}^{p}(\Omega)} \leq \bar{c}\|\boldsymbol{u}\|_{W^{2,2}(\Omega)}$, for $p \leq \frac{2 n}{n-2}$, and some $\bar{c}>0$. Also

$$
\begin{equation*}
\left(\int_{\Omega_{t}}\left\|\boldsymbol{v}^{l}\right\|^{2 p^{\prime}} d \boldsymbol{x}\right) \leq\left(\int_{\Omega_{t}}\left\|\boldsymbol{v}^{l}\right\|^{2} d \boldsymbol{x}\right)^{\frac{1}{2 p^{\prime}}} \cdot\left(\int_{\Omega_{t}}\left\|\boldsymbol{v}^{l}\right\|^{4 p^{\prime}-2} d \boldsymbol{x}\right)^{\frac{1}{2 p^{\prime}}} \tag{4.32}
\end{equation*}
$$

By Lemma 4.2 we have that $\int_{\Omega_{t}}\left\|\boldsymbol{v}^{l}\right\|^{2} d \boldsymbol{x}$ is uniformly bounded in $L^{\infty}(0, T)$; hence, for some $\hat{C}(T)>0$,

$$
\left|I_{2}\right| \leq \hat{C} \int_{0}^{t}\left(\int_{\Omega_{t}}\left|\left\|\boldsymbol{v}^{l}\right\|^{4 p^{\prime}-2}\right| d \boldsymbol{x}\right)^{\frac{1}{2 p^{\prime}}} \cdot\|\boldsymbol{u}\|_{W^{2,2}(\Omega)} d t, \quad 0<t<T .
$$

We are now interested in estimating

$$
\begin{equation*}
\int_{0}^{t}\left(\int_{\Omega_{t}}\left\|\boldsymbol{v}^{l}\right\|^{4 p^{\prime}-2} d \boldsymbol{x}\right)^{\frac{s^{\prime}}{2 p^{\prime}}} d t \tag{4.33}
\end{equation*}
$$

For this purpose we use the inequality $\left(\int_{\Omega_{t}}\left\|\boldsymbol{v}^{l}\right\|^{4 p^{\prime}-2} d \boldsymbol{x}\right)^{\frac{1}{4 p^{\prime}-2}} \leq \hat{c}\left\|\left(\boldsymbol{v}^{l}\right)\right\|_{\boldsymbol{W}^{2,2}(\Omega)}$, for some $\hat{c}>0$, which is valid provided $p>n / 2-1$, from Lemma 4.2 it then follows that

$$
\begin{equation*}
\int_{0}^{t}\left(\int_{\Omega_{t}}\left\|\boldsymbol{v}^{l}\right\|^{4 p^{\prime}-2} d \boldsymbol{x}\right)^{\frac{2}{4 p^{\prime}-2}} d t \leq \hat{c} e^{c T} \tag{4.34}
\end{equation*}
$$

Therefore, for $\frac{s^{\prime}}{2 p^{\prime}}=\frac{2}{4 p^{\prime}-2}$, we have that

$$
\begin{equation*}
\int_{0}^{t}\left(\int_{\Omega_{t}}\left\|\boldsymbol{v}^{l}\right\|^{4 p^{\prime}-2} d \boldsymbol{x}\right)^{\frac{s^{\prime}}{2 p^{\prime}}} d t \leq \hat{c} e^{c T} \tag{4.35}
\end{equation*}
$$

For $n \leq 3$, the choice $p=3$ satisfies all the restrictions cited above and yields $s^{\prime}=3 / 2, s=3$. Hence, for $\tilde{c}>0, \tilde{C}>0$,

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega_{t}} \frac{d \boldsymbol{w}^{l}}{d t} \cdot \boldsymbol{u} d \boldsymbol{x} d t \leq \tilde{C}\|\boldsymbol{u}\|_{L^{3}\left(0, T, \boldsymbol{W}_{0}^{2,3}(\Omega)\right)} \tag{4.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\frac{d \boldsymbol{w}^{l}}{d t}\right\|_{L^{3 / 2}\left(0, T ; \boldsymbol{W}^{-2,3}(\Omega)\right)} \leq \tilde{c} \tag{4.37}
\end{equation*}
$$

We are now in a position to state and prove the main result of this subsection, namely,

Theorem 4.1. Assume that
(i) $\tilde{\boldsymbol{v}}$ is in $L^{\infty}\left((0, \infty) ; \boldsymbol{W}^{2,2}(\Omega)\right)$,
(ii) $\tilde{\boldsymbol{v}}_{t}$ is in $L_{l o c}^{2}\left([0, \infty) ; \boldsymbol{W}^{-1,2}(\Omega)\right)$,
(iii) $\boldsymbol{F}$ is in $L_{l o c}^{2}\left([0, \infty) ; \boldsymbol{W}^{1,2}(\Omega)\right)$,
(iv) $\tilde{M}_{i}$ is in $L_{l o c}^{2}\left([0, \infty) ; \boldsymbol{W}^{-1 / 2,2}(\partial \Omega)\right)$,
(v) $\boldsymbol{h}$ is in $\boldsymbol{L}^{2}(\Omega)$,
(vi) there exists $c>0$ and $\hat{c}>0$ such that

$$
\begin{equation*}
\int_{0}^{t}\left(\|\boldsymbol{F}\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\boldsymbol{v}_{t}\right\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}\right)^{2} d t \leq \hat{c} e^{c t} \tag{4.38}
\end{equation*}
$$

Then the problem (4.1)-(4.5) has a weak solution $\boldsymbol{v}$ in the sense of (4.13) which satisfies

$$
\begin{equation*}
\frac{1}{2}\|\boldsymbol{v}\|_{L^{2}\left(\Omega_{t}\right)}+\sigma \int_{0}^{t}\|\boldsymbol{v}\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} d t \leq \hat{c} e^{c t} \tag{4.39}
\end{equation*}
$$

Proof. From Lemma 4.2 it follows that the sequence $\boldsymbol{w}^{l}$ has a convergent subsequence, denoted again by $\boldsymbol{w}^{l}$, which is convergent in $L_{l o c}^{2}\left([0, \infty) ; \boldsymbol{W}^{2,2}(\Omega)\right)$ to a function $\boldsymbol{w}$. Furthermore,

$$
\begin{equation*}
\frac{1}{2}\|\boldsymbol{w}\|_{L^{2}\left(\Omega_{t}\right)}+\sigma \int_{0}^{t}\|\boldsymbol{w}\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} d t \leq \hat{c} e^{c t} . \tag{4.40}
\end{equation*}
$$

Using Lemmas 4.2, 4.3 and Theorem 5.1 of [Lio1] we then have that the sequence $\boldsymbol{w}^{l}$ is compact in $L^{2}\left((0, T) ; \boldsymbol{W}^{s, 2}(\Omega)\right), \forall s<2$. Hence there exists a subsequence, denoted again by $\boldsymbol{w}^{l}$, which converges, strongly, to $\boldsymbol{w}$ in $L^{2}\left((0, T) ; W^{s, 2}(\Omega)\right)$. From the compactness of the embedding of Sobolev spaces (see Appendix A) it then follows that $\left(\boldsymbol{w}^{l}+\tilde{\boldsymbol{v}}\right)_{j}\left(\boldsymbol{w}^{l}+\tilde{\boldsymbol{v}}\right)_{i}$ converges weakly in $L_{l o c}^{2}\left([0, \infty) ; \boldsymbol{L}^{2}(\Omega)\right)$ and strongly in $L_{l o c}^{1}\left([0, \infty) ; \boldsymbol{L}^{2}(\Omega)\right)$; thus its limit is $(\boldsymbol{w}+\tilde{\boldsymbol{v}})_{j}(\boldsymbol{w}+\tilde{\boldsymbol{v}})_{i}$. Similarly, $\gamma\left(\boldsymbol{v}^{l}\right) e_{i j}\left(\boldsymbol{v}^{l}\right)$ converges strongly in $L^{2}\left((0, T) ; \boldsymbol{L}^{2}(\Omega)\right)$ to $\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})$.

Letting $l$ go to infinity in (4.15) it then follows that $\forall \psi \in W^{1,2}(0, \infty ; \boldsymbol{H})$, with compact support in $[0, \infty)$,

$$
\begin{aligned}
&-\int_{0}^{\infty} \int_{\Omega_{t}} \frac{\partial \psi_{i}}{\partial t} v_{i} d \boldsymbol{x} d t+\int_{\Omega} \psi_{i}(x, 0) h_{i}(x) d \boldsymbol{x}+2 \mu_{1} \int_{0}^{\infty} \int_{\Omega_{t}} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \frac{\partial e_{i j}(\psi)}{\partial x_{k}} d \boldsymbol{x} d t \\
&=\int_{0}^{\infty} \int_{\Omega_{t}} v_{j} \frac{\partial \psi_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x} d t+\int_{0}^{\infty} \int_{\Omega_{t}} \gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) \frac{\partial \psi_{i}}{\partial x_{j}} d \boldsymbol{x} d t \\
&+\int_{0}^{\infty} \int_{\Omega_{t}} F_{i} \psi_{i} d \boldsymbol{x} d t+\int_{0}^{\infty} \int_{\partial \Omega_{t}} \tilde{M}_{i} \frac{\partial \psi_{i}}{\partial v} d \boldsymbol{s} d t
\end{aligned}
$$

where $\boldsymbol{v}=\boldsymbol{w}+\tilde{\boldsymbol{v}}$.
Remarks. The above result is still valid, and the proof is essentially unchanged, if instead of assumption (4.7) one requires that $\gamma$ be a positive decreasing function and that $\lim _{s \rightarrow 0} s \gamma(s)<\infty$. In particular, one can set $\epsilon=0$ in (4.7).

### 4.2.3 Regularity of the Solution

In this section we will establish two regularity results for the solution whose existence was proven in Sect. 4.2.2; we will also make precise the sense in which the solution of the variational problem satisfies the boundary-value problem. Our first
result shows that if we assume additional regularity of the data, for $t>0$, we do get additional regularity of the solution for $t>0$. This is made precise by the following theorem:

Theorem 4.2. Assume that
(i) $\tilde{\boldsymbol{v}}$ is in $L^{\infty}\left((0, \infty) ; \boldsymbol{W}^{2,2}(\Omega)\right) \cap W^{-1,2}\left((0, \infty) ; \boldsymbol{W}^{4,2}(\Omega)\right)$,
(ii) $\tilde{\boldsymbol{v}}_{t}$ is in $L_{l o c}^{2}\left(([0, \infty)) ; \boldsymbol{L}^{2}(\Omega)\right)$,
(iii) $\boldsymbol{F}$ is in $L_{l o c}^{2}\left([0, \infty) ; \boldsymbol{L}^{2}(\Omega)\right)$,
(iv) $\tilde{M}_{i}$ is in $W_{l o c}^{1,2}\left([0, \infty) ; W^{-1 / 2,2}(\partial \Omega)\right)$.

Then Problem (4.1)-(4.5) has a weak solution $v$ in the sense of (4.13) which satisfies
(i) $\boldsymbol{v} \in W_{l o c}^{1,2}\left((0, \infty) ; \boldsymbol{L}^{2}(\Omega)\right)$,
(ii) $\boldsymbol{v} \in L_{l o c}^{\infty}((0, \infty) ; \boldsymbol{H})$.

Proof. Set $\boldsymbol{\psi}=\boldsymbol{w}_{t}^{l}$ in (4.13). After integration by parts over $\left(t_{1}, T\right)$ and summing over $i$, it follows that

$$
\begin{align*}
& \int_{t_{1}}^{T} \int_{\Omega_{t}}\left\|\frac{\partial \boldsymbol{v}^{l}}{\partial t}\right\|^{2} d \boldsymbol{x} d t+\int_{\Omega_{t}} \gamma\left(\boldsymbol{v}^{l}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{l}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{l}\right)}{\partial x_{k}} d \boldsymbol{x} \\
= & -\int_{t_{1}}^{T} \int_{\Omega_{t}} \boldsymbol{v}_{j}^{l} \frac{\partial \boldsymbol{v}_{i}^{l}}{\partial x_{j}}\left(\boldsymbol{v}_{i}^{l}\right) d \boldsymbol{x} d t+\int_{\Omega_{t_{1}}} \bar{\gamma}\left(\boldsymbol{v}^{l}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega_{t_{1}}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{l}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{l}\right)}{\partial x_{k}} d \boldsymbol{x} \\
+ & \int_{t_{1}}^{T} \int_{\Omega_{t}} \boldsymbol{F} \cdot \boldsymbol{v}_{t}^{l} d \boldsymbol{x} d t-\int_{t_{1}}^{T} \int_{\partial \Omega_{t}} \frac{\partial \tilde{M}_{i}}{\partial t} \frac{\partial \boldsymbol{v}_{i}^{l}}{\partial \nu} d \boldsymbol{s} d t+\int_{\partial \Omega_{\tau}} \tilde{M}_{i} \frac{\partial \boldsymbol{v}_{i}^{l}}{\partial \nu} d \boldsymbol{s}-\int_{\partial \Omega_{t_{1}}} \tilde{M}_{i} \frac{\partial \boldsymbol{v}_{i}^{l}}{\partial \nu} d \boldsymbol{s} \tag{4.41}
\end{align*}
$$

where $\bar{\gamma}(\boldsymbol{v})=\frac{1}{2-\alpha}\left(\epsilon+e_{i j} e_{i j}\right)^{(2-\alpha) / 2}$. Hence, for some $C>0$,

$$
\begin{align*}
\int_{t_{1}}^{T} & \left\|\boldsymbol{v}_{t}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} d t+\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} \\
\leq & C\left(\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{\left.t_{1}\right)}\right.}^{2}+\int_{t_{1}}^{t}\|\boldsymbol{F}\|_{L^{2}\left(\Omega_{t}\right)}^{2} d \tau+\int_{t_{1}}^{t}\left\|\boldsymbol{v}^{l} \boldsymbol{D} \boldsymbol{v}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} d \tau\right. \\
& \left.+\int_{t_{1}}^{t}\left\|\frac{\partial M_{i}}{\partial t}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}^{2} d \tau+\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}^{2}+\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t_{1}}\right)}^{2}\right) \\
& \leq A(T)+C\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{\left.t_{1}\right)}\right)}^{2}+C \int_{t_{1}}^{t}\left\|\boldsymbol{v}^{l} \boldsymbol{D} \boldsymbol{v}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} d \tau \tag{4.42}
\end{align*}
$$

where

$$
\left.\begin{array}{rl}
A(T)=C\left(\|\boldsymbol{F}\|_{L^{2}\left((0, T) ; L^{2}(\Omega)\right)}^{2}+\right. & \int_{0}^{T}
\end{array}\left\|\frac{\partial \tilde{M}_{i}}{\partial t}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)} d \tau\right]
$$

Next, we estimate the last term on the right-hand side of (4.42) as follows:

$$
\begin{aligned}
\int_{t_{1}}^{t}\left\|\boldsymbol{v}^{l} \boldsymbol{D} \boldsymbol{v}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} d \tau & \leq C \int_{t_{1}}^{t}\left\|\boldsymbol{v}^{l}\right\|_{\boldsymbol{W}^{2,2}\left(\Omega_{t}\right)}^{2}\left\|\boldsymbol{D} \boldsymbol{v}^{l}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{t}\right)}^{2} d \tau \\
& \leq \epsilon C \int_{t_{1}}^{t}\left\|v^{v}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{4} d \tau+C \int_{t_{1}}^{t}\left\|\boldsymbol{v}^{l}\right\|_{\boldsymbol{W}^{2,2}\left(\Omega_{t}\right)}^{2}\left\|\boldsymbol{v}^{v}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} d \tau
\end{aligned}
$$

where standard embedding results (see Appendix A) and the estimate

$$
\begin{equation*}
\left\|\boldsymbol{D} \boldsymbol{v}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} \leq \epsilon\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2}+C(\epsilon)\left\|\boldsymbol{v}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} \tag{4.44}
\end{equation*}
$$

were used. Hence, $\forall \epsilon>0$, we have

$$
\begin{align*}
\int_{t_{1}}^{t}\left\|\boldsymbol{v}^{l} \boldsymbol{D} \boldsymbol{v}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} d \tau & \tau \epsilon\left(\sup _{t_{1} \leq t \leq T}\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2}\right) \int_{t_{1}}^{t}\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} \\
& +C(\epsilon)\left(\sup _{t_{1} \leq t \leq T}\left\|\boldsymbol{v}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}\right) \int_{t_{1}}^{t}\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} d \tau \tag{4.45}
\end{align*}
$$

Using Lemma 4.2, (4.45) with a small enough $\epsilon$, and (4.42), we find that

$$
\begin{align*}
\int_{0}^{T}\left\|\boldsymbol{v}_{t}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} d t+ & \left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} \\
& \leq \frac{1}{2} \sup _{t_{1} \leq t \leq T}\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2}+A(T)+C\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t_{1}}\right)}^{2} \tag{4.46}
\end{align*}
$$

where $A(T)$ is given by (4.43) and depends only on $\boldsymbol{F}, \tilde{M}_{i}, \boldsymbol{g}$. Taking the sup in the above inequality we then find that

$$
\begin{equation*}
\int_{t_{1}}^{T}\left\|\boldsymbol{v}_{t}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} d t+\sup _{t_{1} \leq t \leq T}\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} \leq 2 A(T)+C\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t_{1}}\right)}^{2} \tag{4.47}
\end{equation*}
$$

After integration with respect to $t_{1}$, over the interval $(s, 2 s)$, we then have

$$
\begin{equation*}
\int_{2 s}^{T}\left\|\boldsymbol{v}_{t}^{l}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2} d t+\sup _{2 s \leq t \leq T}\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} \leq 2 A(T)+\frac{C}{s} \int_{0}^{T}\left\|\boldsymbol{v}^{l}\right\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} d t \tag{4.48}
\end{equation*}
$$

Using Lemma 4.2, again, and letting $l$ go to $\infty$ completes the proof.
Next we show that if the additional regularity of the data extends to $t=0$, so does the regularity of the solution. The content of this second regularity result is expressed by the following:

Theorem 4.3. Assume that
(i) $\tilde{\boldsymbol{v}}$ is in $L^{\infty}\left((0, \infty) ; \boldsymbol{W}^{2,2}(\Omega)\right) \cap W^{-1,2}\left((0, \infty) ; \boldsymbol{W}^{4,2}(\Omega)\right)$,
(ii) $\tilde{\boldsymbol{v}}_{t}$ is in $L_{l o c}^{2}\left([0, \infty) ; \boldsymbol{L}^{2}(\Omega)\right)$,
(iii) $\boldsymbol{F}$ is in $L_{l o c}^{2}\left([0, \infty) ; \boldsymbol{L}^{2}(\Omega)\right)$,
(iv) $\tilde{M}_{i}$ is in $W_{l o c}^{1,2}\left([0, \infty) ; W^{-1 / 2,2}(\Omega)\right)$,
(v) $\boldsymbol{v}_{0}$ is in $\boldsymbol{H}$ and $\boldsymbol{v}_{0}-\tilde{\boldsymbol{v}}(\boldsymbol{x}, 0)$ is in $\boldsymbol{W}_{0}^{1,2}(\Omega)$.

Then problem (4.1)-(4.5) has a weak solution $\boldsymbol{v}$ in the sense of (4.13) which satisfies
(i) $\boldsymbol{v} \in W_{l o c}^{1,2}\left([0, \infty) ; \boldsymbol{L}^{2}(\Omega)\right)$,
(ii) $\boldsymbol{v} \in L_{\text {loc }}^{\infty}([0, \infty) ; \boldsymbol{H})$.

Proof. Set $t_{1}=0$ in the proof of Theorem 4.2.
Finally, we can relate the solution of the variational problem to that of the boundary-value problem. Specifically, we need to account for the fact that the test functions used are divergence free.

Theorem 4.4. Under the assumptions of Theorem 4.3, the weak solution $\boldsymbol{v}$ of problem (4.1)-(4.5) that was constructed in Theorem 4.1 satisfies
(i) $\boldsymbol{v} \in W_{l o c}^{1,2}\left([0, \infty) ; \boldsymbol{H}^{\prime}\right)$,
(ii) there exists $p(x, t) \in L_{l o c}^{2}\left((0, \infty) ; W^{-1,2}(\Omega)\right)$ such that $(\boldsymbol{v}, p)$ is a solution of (4.1)-(4.5).

Proof. These results are direct consequences of (4.41), Theorems 4.1 and 4.2, and results in [Te1].

### 4.2.4 Uniqueness of the Weak Solution

We establish in this section the uniqueness of the weak solution constructed in Sect. 4.2.2; specifically, we will prove

Theorem 4.5. Under the assumptions in Theorem 4.3, the weak solution of the problem (4.1)-(4.5) is unique.

Proof. Assume that we have two distinct weak solutions $\boldsymbol{v}, \boldsymbol{u}$ of our problem and let $\boldsymbol{w}=\boldsymbol{v}-\boldsymbol{u}$. Taking the difference of the equations satisfied by $\boldsymbol{v}$ and $\boldsymbol{u}$, multiplying the resulting equation by $\boldsymbol{w}$ and integrating by parts over $\Omega_{t}$ we find that

$$
\begin{align*}
& \int_{\Omega_{t}} \frac{\partial \boldsymbol{w}}{\partial t} \cdot \boldsymbol{w} d \boldsymbol{x}+\int_{\Omega_{t}}\left(\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right)\left(\left(e_{i j}\right)(\boldsymbol{v})-\left(e_{i j}\right)(\boldsymbol{u})\right) d \boldsymbol{x} \\
& \quad+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x}=\int_{\Omega_{t}}\left(v_{j} \frac{\partial v_{i}}{\partial x_{j}}-u_{j} \frac{\partial u_{i}}{\partial x_{j}}\right) w_{i} d \boldsymbol{x} . \tag{4.49}
\end{align*}
$$

From the monotonicity of $\gamma$ it follows that the second term on the left-hand side of (4.49) is positive and can be dropped. A simple calculation shows that

$$
\begin{equation*}
\int_{\Omega_{t}}\left(v_{j} \frac{\partial v_{i}}{\partial x_{j}}-u_{j} \frac{\partial u_{i}}{\partial x_{j}}\right) w_{i} d \boldsymbol{x}=\int_{\Omega_{t}} w_{j} \frac{\partial w_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x} . \tag{4.50}
\end{equation*}
$$

However, for some $C>0$, and any $\epsilon>0$,

$$
\begin{align*}
\left|\int_{\Omega_{t}} w_{j} \frac{\partial w_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x}\right| & \leq\|\boldsymbol{v}\|_{L^{\infty}}\left(\int_{\Omega_{t}}\left(\frac{\partial w_{i}}{\partial x_{j}}\right)^{2} d \boldsymbol{x}\right)^{1 / 2}\left(\int_{\Omega_{t}}\left(w_{j}\right)^{2} d \boldsymbol{x}\right)^{1 / 2}  \tag{4.51}\\
& \leq \epsilon C\|\boldsymbol{v}\|_{W^{2,2}}^{2}\|\boldsymbol{w}\|_{W^{2,2}}+\frac{1}{\epsilon}\|\boldsymbol{w}\|_{L^{2}}
\end{align*}
$$

so choosing $\epsilon$ small enough it then follows from (4.49), and the Korn-type inequality of Lemma B.2, that

$$
\frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}\left(\Omega_{t}\right)} \leq\|\boldsymbol{w}\|_{L^{2}\left(\Omega_{t}\right)}
$$

As $\boldsymbol{w}=\mathbf{0}$ at $t=0$, it now follows that $\boldsymbol{w}(\boldsymbol{x}, t)=0, \forall t>0$.

### 4.2.5 Stability of the Solution

Finally, in this last subsection, we will prove some estimates which establish the asymptotic stability of the solution $\boldsymbol{v}$ of (4.1)-(4.5) under an appropriate set of conditions on $\boldsymbol{F}, \boldsymbol{g}, \boldsymbol{M}$, and $\boldsymbol{v}_{0}$. We begin with

Lemma 4.4. There exists, $\forall \delta>0$, a function $\boldsymbol{G}_{\delta}$ such that
(i) $\boldsymbol{G}_{\delta}=\boldsymbol{g}$ on $\partial \Omega \times(0, \infty)$,
(ii) $\left|b\left(\boldsymbol{v}, \boldsymbol{G}_{\delta}, \boldsymbol{v}\right)\right| \leq \delta\|\boldsymbol{v}\|_{\boldsymbol{W}_{0}^{1,2}(\Omega)}^{2}, \forall \boldsymbol{v} \in \boldsymbol{W}_{0}^{1,2}(\Omega)$,
(iii) $\operatorname{div} \boldsymbol{G}_{\delta}=0$ and $\left\|\boldsymbol{G}_{\delta}\right\|_{\boldsymbol{W}^{2,2}(\Omega)} \leq C\|\boldsymbol{g}\|_{\boldsymbol{W}^{2,2}(\Omega)}$, for some $C>0$.

Proof. The lemma is a direct consequence of the results of Hopf in [Ho1].
Now, let $\boldsymbol{v}$ be the unique solution of problem (4.1)-(4.5) and set $\boldsymbol{w}_{\delta}=\boldsymbol{v}-\boldsymbol{G}_{\delta}$. Taking $\boldsymbol{w}=\boldsymbol{\psi}$ in (4.13), and for the sake of convenience, dropping the $\delta$ subscript on $\boldsymbol{G}_{\delta}$, we find that

$$
\begin{aligned}
& \int_{\Omega_{t}} \frac{\partial w_{i}}{\partial t} w_{i} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x}=\int_{\Omega_{t}} v_{j} \frac{\partial v_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}-\int_{\Omega_{t}} \gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) \frac{\partial w_{i}}{\partial x_{j}} d \boldsymbol{x} \\
& +\int_{\Omega_{t}} F_{i} w_{i} d \boldsymbol{x}-\int_{\Omega_{t}} \frac{\partial \tilde{v}_{i}}{\partial t} w_{i} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}(\boldsymbol{G})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x}+\int_{\partial \Omega_{t}} \tilde{M}_{i} \frac{\partial w_{i}}{\partial v} d \boldsymbol{s} .
\end{aligned}
$$

Hence, for some $c>0$,

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t} \int_{\Omega_{t}}\|\boldsymbol{w}\|^{2} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x}+\int_{\Omega_{t}} \gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{w}) e_{i j}(\boldsymbol{w}) d \boldsymbol{x} \\
\leq\left(c\|\boldsymbol{G}\|_{W^{1,2}\left(\Omega_{t}\right)}+\|\boldsymbol{F}\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\boldsymbol{G}_{t}\right\|_{W^{1,2}\left(\Omega_{t}\right)}\right)\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}\left(\Omega_{t}\right)} \\
\quad+\left(c\|\boldsymbol{G}\|_{W^{2,2}\left(\Omega_{t}\right)}+\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}\right)\|\boldsymbol{w}\|_{W^{2,2}\left(\Omega_{t}\right)}+|b(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{w})| . \tag{4.52}
\end{gather*}
$$

Since $b(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{w})=b(\boldsymbol{w}, \boldsymbol{G}, \boldsymbol{w})+b(\boldsymbol{G}, \boldsymbol{G}, \boldsymbol{w})$ and $G_{i} G_{j} \in L^{2}\left(\Omega_{t}\right)$, we have that

$$
\begin{align*}
|b(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{w})| & \leq|b(\boldsymbol{w}, \boldsymbol{G}, \boldsymbol{w})|+|b(\boldsymbol{G}, \boldsymbol{G}, \boldsymbol{w})| \\
& \leq \delta\|\boldsymbol{v}\|_{\boldsymbol{W}_{0}^{1,2}(\Omega)}^{2}+c\left\|G_{i} G_{j}\right\|_{L^{2}(\Omega)}\|\boldsymbol{v}\|_{\boldsymbol{W}_{0}^{1,2}(\Omega)} \tag{4.53}
\end{align*}
$$

where Lemma 4.4 has been used. It now follows from (4.52) that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\Omega_{t}}\|\boldsymbol{w}\|^{2} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega_{t}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x}+\int_{\Omega_{t}} \gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{w}) e_{i j}(\boldsymbol{w}) d \boldsymbol{x} \\
& \leq \frac{1}{2 \delta}\left(c\|\boldsymbol{G}\|_{W^{1,2}\left(\Omega_{t}\right)}+\|\boldsymbol{F}\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\boldsymbol{G}_{t}\right\|_{\boldsymbol{W}^{1,2}\left(\Omega_{t}\right)}\right. \\
& \left.\quad+c\|\boldsymbol{G}\|_{W^{2,2}\left(\Omega_{t}\right)}+\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}+c\left\|G_{i} G_{j}\right\|_{L^{2}(\Omega)}\right)^{2}+2 \delta\|\boldsymbol{w}\|_{\boldsymbol{W}^{2,2}\left(\Omega_{t}\right)}^{2} \tag{4.54}
\end{align*}
$$

Using Lemma 4.4, and dropping the positive term $\int_{\Omega_{t}} \gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{w}) e_{i j}(\boldsymbol{w}) d \boldsymbol{x}$ on the left-hand side of (5.54), we find that, for $\delta$ small enough,

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}\left(\Omega_{t}\right)}^{2}+\frac{\sigma}{2}\|\boldsymbol{w}\|_{W^{2,2}\left(\Omega_{t}\right)}^{2} \leq c B(t) \tag{4.55}
\end{equation*}
$$

where $\sigma>0$ and

$$
\begin{equation*}
B(t)=\left(\|\boldsymbol{F}\|_{W^{-1,2}\left(\Omega_{t}\right)}+\left\|\boldsymbol{g}_{t}\right\|_{W^{1,2}\left(\Omega_{t}\right)}+\|\boldsymbol{g}\|_{W^{2,2}\left(\Omega_{t}\right)}+\left\|\tilde{M}_{i}\right\|_{W^{-1 / 2,2}\left(\partial \Omega_{t}\right)}\right)^{2} \tag{4.56}
\end{equation*}
$$

As an immediate consequence of (4.55) we have the following:
Theorem 4.6. Assume that $B(t) \in L^{\infty}(0, \infty)$; then the solution $\boldsymbol{v}$ of problem (4.1)-(4.5) is in $L^{\infty}\left((0, \infty) ; L^{2}(\Omega)\right)$; furthermore, if $B(t)$ decays exponentially to 0 , then $\|\boldsymbol{v}\|_{L^{2}(\Omega)}$ also decays exponentially to 0 .
Remarks. In the next section we will consider the existence of weak and measurevalued solutions for incompressible bipolar fluids, with $\mu_{1}=0$, in the presence of periodic boundary conditions. For the bipolar problem, posed in the domain $\Omega=[0, L]^{n}, n=2,3, L>0$, and satisfying space-periodic conditions, the appropriate conditions are as follows: Let $\boldsymbol{e}_{j}$ be the unit vector in the $j$ th coordinate direction. Then, if $\mu_{1}=0$,

$$
\begin{align*}
& \boldsymbol{v}(\mathbf{0}, t)=\boldsymbol{v}\left(L \boldsymbol{e}_{j}, t\right), \quad t \geq 0 \\
& \int_{\Omega} \boldsymbol{v}(\boldsymbol{x}, t) d \boldsymbol{x}=\mathbf{0}, \quad t \geq 0 \tag{4.57a}
\end{align*}
$$

while, for $\mu_{1}>0$, we require that (4.57a) be satisfied and, in addition, for any vector $\tau$ in the tangent space to $\partial \Omega$

$$
\begin{equation*}
\tau_{i j k}(\boldsymbol{v}(0, t)) v_{j} v_{k} \tau_{i}=\tau_{i j k}\left(\boldsymbol{v}\left(L \boldsymbol{e}_{j}, t\right)\right) v_{j} v_{k} \tau_{i} \tag{4.57b}
\end{equation*}
$$

### 4.3 Weak and Measure-Valued Solutions for Incompressible Bipolar Fluids with $\mu_{1}=0$

### 4.3.1 Introduction

In this section we consider the existence problem for the incompressible, bipolar viscous fluid with higher-order viscosity $\mu_{1}=0$; for ease of exposition, we focus on the space-periodic problem in a domain $\Omega=[0, L]^{n}, L>0, n=2$, 3 . Our results are obtained by examining the limits of solutions of the corresponding bipolar fluid problems, with $\mu_{1}>0$, as $\mu_{1} \rightarrow 0^{+}$. In lieu of tying the analysis to the specific form (1.90) of the nonlinear viscosity $\mu(|\boldsymbol{e}|)$, and the resultant ansatz that the lower-order residual stress tensor $\boldsymbol{\tau}_{0}^{v}$ satisfy

$$
\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}=2 \mu(|\boldsymbol{e}|) e_{i j}=2 \mu_{0}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{p-2} e_{i j}
$$

we broaden the discussion to include those $\boldsymbol{\tau}_{0}^{v}$ which have continuous components $\left(\tau_{0}^{v}\right)_{i j}$ that satisfy the polynomial growth condition

$$
\left|\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}(\boldsymbol{e})\right| \leq C(1+|\boldsymbol{e}|)^{p-1}
$$

for some $C>0$, with $1<p<\infty$ in dimension $n=2$, and $1<p<6$ in dimension $n=3$. A lower bound of the form $\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j} e_{i j} \geq c_{1}|\boldsymbol{e}|^{p-1}$ is also needed in order to establish the existence of measure-valued solutions; such solutions are defined in Sect.4.3.2; the existence of such Young measure-valued solutions is established in this section for $p>1$ if $n=2$ and for $p>6 / 5$ if $n=3$. The existence of weak solutions is then proven for $p>3 / 2$ if $n=2$ and for $p>9 / 5$ when $n=3$. Finally, the existence of unique regular weak solutions is established, in space dimension $n=2$ for $p \geq 2$, and in space dimension $n=3$ for $p \geq 11 / 5$ (see, also, [BdV1]).

### 4.3.2 Young Measure-Valued Solutions

Measure-valued solutions are a generalization of the concept of weak solutions. Measure-valued solutions rely on the existence of solutions associated with some probability measure; the particular case where the associated probability measure is the Dirac measure yields the classical concept of weak solution (see, e.g., [Ta1]).

We will begin by giving a brief heuristic introduction to the concept of Young measures. Let $\Omega \subseteq \mathbb{R}^{n}, n \geq 1$, be an open bounded domain with smooth boundary (or, all of $\mathbb{R}^{n}$ ). Suppose we have a sequence of functions $u_{n}(\boldsymbol{x})$ which converge in the weak $*$ topology of $L^{\infty}(\Omega)$ to a function $u \in L^{\infty}(\Omega)$, and let $f$ be a smooth bounded function defined on $\mathbb{R}^{1}$ (say, $f$ is $C^{\infty}$ and with compact support, for example). It is well-known that $v_{n}=f\left(u_{n}\right)$ will not necessarily converge to $f(u)$ in any sense. However, it turns out that there is a family of probability measures $\nu(\boldsymbol{x}, \lambda) ; \boldsymbol{x} \in \Omega, \lambda \in \mathbb{R}^{1}$ such that:

$$
f\left(u_{n}\right) \stackrel{*}{\rightharpoonup}\langle f(\lambda) ; v(\boldsymbol{x}, \lambda)\rangle
$$

for a.e. $\boldsymbol{x} \in \Omega$, where $\langle$,$\rangle denotes the duality between the space of continuous$ functions $C\left(\mathbb{R}^{1}\right)$ and the space of measures. We will clarify this, below, using more precise statements.

We now introduce the probability measure of L.C. Young [You] in the form proposed by J. Ball [BaJ]. To this end, we consider the space $C_{0}\left(\mathbb{R}^{n^{2}}\right)$ of continuous functions $f$ from $\mathbb{R}^{n^{2}} \rightarrow R^{1}$ which satisfy $\lim _{|\lambda| \rightarrow 0} f(\lambda)=0$. By the Riesz representation theorem we have that $\left(C_{0}\left(\mathbb{R}^{n^{2}}\right)\right)^{*}=M\left(\mathbb{R}^{n^{2}}\right), M\left(\mathbb{R}^{n^{2}}\right)$ being the space of Radon measures. Now, consider the Bochner space $L^{1}\left(Q_{T} ; C_{0}\left(\mathbb{R}^{n^{2}}\right)\right)$ where $Q_{T}=\Omega \times[0, T)$. It is proven in [Ed] that

$$
\left(L^{1}\left(Q_{T} ; C_{0}\left(\mathbb{R}^{n^{2}}\right)\right)\right)^{*}=L_{w}^{\infty}\left(Q_{T} ; M\left(\mathbb{R}^{n^{2}}\right)\right)
$$

where $g \in L_{w}^{\infty}\left(Q_{T} ; M\left(\mathbb{R}^{n^{2}}\right)\right)$ means that $\forall f \in L^{1}\left(Q_{T} ; C_{0}\left(\mathbb{R}^{n^{2}}\right)\right)$ the function $\langle f(\boldsymbol{x}, t), g(\boldsymbol{x}, t)\rangle$ is measurable in $Q_{T}$ and essentially bounded, with $\langle$,$\rangle denoting$ the duality between $C_{0}\left(\mathbb{R}^{n^{2}}\right)$ and $M\left(\mathbb{R}^{n^{2}}\right)$. We have, in fact, the following:
Lemma 4.5. Let $G \in\left(L^{1}\left(Q_{T} ; C_{0}\left(\mathbb{R}^{n^{2}}\right)\right)\right)^{*}$ be a bounded, positive, linear function. Then there exists a unique $g \in L_{w}^{\infty}\left(Q_{T} ; M\left(\mathbb{R}^{n^{2}}\right)\right)$, with $g(\boldsymbol{x}, t)$ a positive Radon measure, such that $\forall f \in L^{1}\left(Q_{T} ; C_{0}\left(\mathbb{R}^{n^{2}}\right)\right)$,

$$
\langle G, f\rangle=\int_{Q_{T}}\langle f(\boldsymbol{x}, t), g(\boldsymbol{x}, t)\rangle d \boldsymbol{x} d t
$$

and

$$
\|G\|=\underset{Q_{T}}{\operatorname{ess} \sup }\|g(\boldsymbol{x}, t)\|_{M\left(\mathbb{R}^{n^{2}}\right)}
$$

We now return to the weak solution of the initial-boundary value problem for the incompressible bipolar fluid, i.e., to the weak solution of (4.1)-(4.5). In (4.1)-(4.5) we will take $\rho=1$ and, without loss of generality, set $\boldsymbol{g}=\mathbf{0}, M_{i}=0$. For the corresponding problem for the non-Newtonian fluid, with $\mu_{1}=0$, the condition in (4.3) does not, of course, apply. Moreover, it is important to note that in [BBN2, BBN3], existence of a weak solution for the incompressible, bipolar initialboundary value problem was established for a larger class of nonlinear viscosities than that which is specified by, say, (2.3), i.e.,

$$
\begin{equation*}
\mu(|\boldsymbol{e}|)=2 \mu_{0}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} \tag{4.58a}
\end{equation*}
$$

for which the lower-order part of the fluid stress tensor is given by

$$
\begin{equation*}
\boldsymbol{\tau}_{0}^{v}=\mu(|\boldsymbol{e}|) \boldsymbol{e} . \tag{4.58b}
\end{equation*}
$$

In fact, it was assumed in [BBN2, BBN3], that $\boldsymbol{\tau}_{0}^{v}$ has continuous components $\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}$ that satisfy the polynomial growth condition

$$
\begin{equation*}
\left|\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}(\boldsymbol{e})\right| \leq C(1+|\boldsymbol{e}|)^{p-1} \tag{4.59}
\end{equation*}
$$

for some $C>0$, with $1<p<\infty$, in space dimension $n=2$, and $1<p<6$ in space dimension $n=3$. Relative to (4.58b) it is certainly true that

$$
\begin{equation*}
\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}(\boldsymbol{e}) e_{i j} \geq 0 \tag{4.60}
\end{equation*}
$$

However, in considering measure-valued solutions, in this subsection, we will require the stronger condition

$$
\begin{equation*}
\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}(\boldsymbol{e}) e_{i j} \geq c_{1}|\boldsymbol{e}|^{p} \tag{4.61}
\end{equation*}
$$

for some $c_{1}>0$. To further simplify the computations which follow we assume the existence of a potential function $\Gamma(\boldsymbol{e})$ for which

$$
\begin{equation*}
\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}=\frac{\partial \Gamma}{\partial e_{i j}} . \tag{4.62}
\end{equation*}
$$

We assume that $\Gamma(\cdot)$ is once continuously differentiable in $R^{n^{2}}, \Gamma>0, \Gamma(0)=0$ and, for some $C>0$,

$$
\begin{equation*}
\Gamma(\boldsymbol{e}) \leq C(1+|\boldsymbol{e}|)^{p} . \tag{4.63}
\end{equation*}
$$

Clearly, $\Gamma$ exists if we use the constitutive hypothesis (4.58a) and, in fact,

$$
\Gamma(\boldsymbol{e})=\mu_{0} \int_{0}^{e_{i j} e_{i j}}(\epsilon+s)^{\frac{p-2}{2}} d s
$$

The structure of the potential (4.63) will figure prominently in our work in Chaps. 5 and 6.

We intend to show that the non-Newtonian ( $p>1$ ), monopolar ( $\mu_{1}=0$ ) model has a measure-valued solution. We will focus here on the case of the periodic boundary conditions introduced in the remarks concluding Sect.4.2. To obtain solutions for the case $\mu_{1}=0$, we intend to first set $\mu_{1}=\mu_{1}^{N}$, prove the existence of a corresponding solution $\boldsymbol{v}^{N}$, and by an appropriate limit procedure, show that we recover a function $\boldsymbol{v}$ which is a solution to the problem with $\mu_{1}=0$. For the remainder of this section we will assume that

$$
\Omega=[0, L]^{n}, \quad L>0
$$

and denote by $L_{p e r}^{2}(\Omega), \boldsymbol{W}_{p e r}^{k, p}(\Omega)$ the indicated spaces of $L$-periodic functions in any space variable. Now, let $\boldsymbol{v}^{N}$ be the unique weak solution to the problem consisting of (4.1), (4.2), (4.5) and the periodic boundary conditions

$$
\begin{array}{r}
\boldsymbol{v}^{N}(\mathbf{0}, t)=\boldsymbol{v}^{N}\left(L \boldsymbol{e}_{j}, t\right), \quad t \geq 0 \\
\tau_{i j k}\left(\boldsymbol{v}^{N}(0, t)\right) v_{j} v_{k} \tau_{i}=\tau_{i j k}\left(\boldsymbol{v}^{N}(L, t)\right) v_{j} v_{k} \tau_{i}, \quad t \geq 0 \\
\int_{\Omega} \boldsymbol{v}(\boldsymbol{x}, t) d \boldsymbol{x}=\mathbf{0}, \quad t \geq 0 \tag{4.64c}
\end{array}
$$

where $\boldsymbol{e}_{j}$ is the unit vector in the $j$ th coordinate direction, and $\boldsymbol{\tau}$ is any vector in the tangent space to $\partial \Omega$. Even though the proof of existence and uniqueness in Sect. 4.2 was carried out for Dirichlet-type boundary conditions, the proof for the space-periodic problem is very similar and we will not repeat it here. We will use the following notation in this section:

$$
\boldsymbol{V}=\left\{\boldsymbol{v} \in \boldsymbol{W}_{p e r}^{1, p}(\Omega) \mid \operatorname{div} \boldsymbol{v}=0 \text { and } \boldsymbol{v} \text { satisfies (4.64a, c) }\right\} .
$$

We note that for every $N>0, \boldsymbol{v}^{N}(\boldsymbol{x}, t)$ is a weak solution of (4.1), (4.2), (4.5), and (4.64a,b,c) if

$$
\boldsymbol{v}^{N}(x, t) \in L^{2}\left((0, T) ; \boldsymbol{W}_{p e r}^{2,2}(\Omega)\right) \cap L^{2}((0, T) ; \boldsymbol{V})
$$

and $\forall \boldsymbol{w} \in \boldsymbol{V} \cap \boldsymbol{W}_{p e r}^{2,2}(\Omega)$, a.e. on $(0, T)$, we have

$$
\begin{align*}
& \int_{\Omega} \dot{v}_{i}^{N} w_{i} d \boldsymbol{x}+\int_{\Omega} v_{j}^{N} \frac{\partial v_{i}^{N}}{\partial x_{j}} w_{i} d \boldsymbol{x} \\
& +\frac{1}{\rho} \int_{\Omega}\left(\tau_{0}^{v}\right)_{i j}\left(\boldsymbol{v}^{N}\right) e_{i j}(\boldsymbol{w}) d \boldsymbol{x}+\frac{2 \mu_{1}^{N}}{\rho} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x} \\
& \quad-\int_{\Omega} F_{i} w_{i} d \boldsymbol{x}=0 . \tag{4.65}
\end{align*}
$$

We will now obtain some estimates for $\boldsymbol{v}^{N}$, in the process making explicit the dependence of $\boldsymbol{v}^{N}$ on $\mu_{1}^{N}$. The first two estimates are fairly standard and so we will only sketch the proofs.
Lemma 4.6. There exists $c_{1}, c_{2}>0$, independent of $\mu_{1}^{N}$, such that

$$
\begin{align*}
& \int_{\Omega_{t}}\left\|\boldsymbol{v}^{N}\right\|^{2} d \boldsymbol{x}+c_{1} \int_{0}^{t}\left\|\boldsymbol{v}^{N}\right\|_{W^{1, p}(\Omega)}^{p} d \tau+\mu_{1}^{N} \int_{0}^{t}\left\|\boldsymbol{v}^{N}\right\|_{W^{2,2}(\Omega)}^{2} d \tau \\
& \leq \int_{\Omega_{0}}\left\|\boldsymbol{v}^{N}\right\|^{2} d \boldsymbol{x}+c_{2} \int_{0}^{t}\|\boldsymbol{F}\|_{L^{2}(\Omega)}^{2} d \tau \tag{4.66}
\end{align*}
$$

Proof. This is obtained by setting $\boldsymbol{w}=\boldsymbol{v}^{N}$ in (4.65), integrating by parts in space, and finally integrating in time over $(0, t)$.
Lemma 4.7. There exists $c>0$, independent of $N$, such that the weak solution $\boldsymbol{v}^{N}$ satisfies

$$
\begin{equation*}
\left\|\frac{\partial \boldsymbol{v}^{N}}{\partial t}\right\|_{L^{2}\left((0, T) ; \boldsymbol{B}^{\prime}\right)} \leq c \tag{4.67}
\end{equation*}
$$

where $\boldsymbol{B}^{\prime}$ is the dual of $\boldsymbol{B}=\boldsymbol{V} \cap \boldsymbol{W}_{\text {per }}^{3,2}(\Omega)$.
Proof. From (4.65) we have

$$
\begin{align*}
\int_{\Omega} \frac{\partial v_{i}^{N}}{\partial t} w_{i} d \boldsymbol{x}= & -\int_{\Omega} v_{j}^{N} \frac{\partial v_{i}^{N}}{\partial x_{j}} w_{i} d \boldsymbol{x}+\int_{\Omega}\left(\tau_{0}^{v}\right)_{i j}\left(\boldsymbol{v}^{N}\right) e_{i j}(\boldsymbol{w}) d \boldsymbol{x} \\
& +\mu_{1} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \cdot \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x}-\int_{\Omega} F_{i} w_{i} d \boldsymbol{x} . \tag{4.68}
\end{align*}
$$

We start by noticing that, by virtue of Sobolev embeddings, there exists a positive constant $c$ such that

$$
\sup _{\boldsymbol{x} \in \Omega}\left\|\frac{\partial \boldsymbol{w}}{\partial x_{j}}(\boldsymbol{x}, t)\right\| \leq c\|\boldsymbol{w}\|_{\boldsymbol{W}^{3,2}\left(\Omega_{t}\right)} .
$$

Hence

$$
\begin{align*}
\left|\int_{\Omega} v_{j}^{N} \frac{\partial v_{i}^{N}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right| & =\left|\int v_{j} v_{i} \frac{\partial w_{i}}{\partial x_{j}} d \boldsymbol{x}\right| \\
& \leq \sup _{\boldsymbol{x}}\left|\frac{\partial w_{i}}{\partial x_{j}}(\boldsymbol{x}, t)\right| \int_{\Omega}\|\boldsymbol{v}\|^{2} d \boldsymbol{x} \\
& \leq\|\boldsymbol{w}\|_{W^{3,2}\left(\Omega_{t}\right)} \int_{\Omega}\|\boldsymbol{v}\|^{2} d \boldsymbol{x} . \tag{4.69}
\end{align*}
$$

Also,

$$
\begin{align*}
\left|\int_{\Omega_{t}}\left(\tau_{0}^{v}\right)_{i j}\left(\boldsymbol{v}^{N}\right) e_{i j}(\boldsymbol{w}) d \boldsymbol{x}\right| & \leq \sup _{\boldsymbol{x}}\left|\frac{\partial w_{i}}{\partial x_{j}}(\boldsymbol{x}, t)\right| \int_{\Omega_{t}}\left(\tau_{0}^{v}\right)_{i j}\left(\boldsymbol{v}^{N}\right) d \boldsymbol{x} \\
& \leq c\|\boldsymbol{w}(\boldsymbol{x}, t)\|_{\boldsymbol{W}_{\text {per }}^{3,2}\left(\Omega_{t}\right)} \int_{\Omega_{t}}\left(\tau_{0}^{v}\right)\left(\boldsymbol{v}^{N}\right) d \boldsymbol{x} \\
& \leq c\|\boldsymbol{w}(\boldsymbol{x}, t)\|_{W_{\text {per }}^{3.2}\left(\Omega_{t}\right)} \int_{\Omega_{t}}\|\nabla v\|^{p-1} d \boldsymbol{x} \\
& \leq c\|\boldsymbol{w}(\boldsymbol{x}, t)\|_{W_{\text {per }}^{3.2}\left(\Omega_{t}\right)}\left(\int_{\Omega_{t}}\|\nabla v\|^{p} d \boldsymbol{x}\right)^{\frac{p-1}{p}} . \tag{4.70}
\end{align*}
$$

It then follows from (4.68), (4.69) and (4.70), after integration in time over $(0, t)$, that:

$$
\begin{aligned}
\left|\iint \frac{\partial v_{i}^{N}}{\partial t} w_{i} d \boldsymbol{x}\right| \leq & c\|\boldsymbol{w}\|_{L^{2}\left((0, t) ; \boldsymbol{W}_{p e r}^{3,2}(\Omega)\right)}\left(\int_{0}^{t}\left(\int_{\Omega}\|\boldsymbol{v}\|^{2} d \boldsymbol{x}\right)^{2} d t\right)^{1 / 2} \\
& +c\|\boldsymbol{w}\|_{L^{p}\left((0, t) ; \boldsymbol{W}_{p e r}^{3,2}(\Omega)\right)} \int_{0}^{t} \int\left\|\nabla v^{N}\right\|^{p} d \boldsymbol{x} d t \\
& +\mu_{1}\|\boldsymbol{w}\|_{L^{2}\left((0, t) ; \boldsymbol{W}^{2,2}(\Omega)\right)}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left((0, t) ; \boldsymbol{W}^{2,2}(\Omega)\right)} \\
& +c\|\boldsymbol{F}\|_{L^{2}\left((0, t) ; \boldsymbol{L}^{2}(\Omega)\right)}\|\boldsymbol{w}\|_{L^{2}\left((0, t) ; \boldsymbol{L}^{2}(\Omega)\right)}
\end{aligned}
$$

Therefore, there exists $c>0$ such that

$$
\begin{aligned}
\left\|\iint \frac{\partial v_{i}^{N}}{\partial t} w_{i} d x d t\right\| & \leq c\left[\|\boldsymbol{w}\|_{L^{2}\left((0, t) ; \boldsymbol{W}^{3,2}(\Omega)\right)}+\|\boldsymbol{w}\|_{L^{p}\left((0, t) ; \boldsymbol{W}^{3,2}(\Omega)\right)}\right] \\
& \leq c\|\boldsymbol{w}\|_{L^{s}\left((0, t) ; \boldsymbol{W}^{3,2}(\Omega)\right)}
\end{aligned}
$$

where $s=\max (2, p)$. Thus, $\left\|\frac{\partial v_{i}^{N}}{\partial t}\right\|_{L^{s^{\prime}}\left((0, T) ; \boldsymbol{B}^{\prime}\right)}$ is bounded independently of $\mu_{1}^{N}$, where $s^{\prime}$ is the conjugate of $s=\max (2, p)$.

For what follows in this subsection we will need two lemmas from [BBN3], namely,

Lemma 4.8. Let $\boldsymbol{B}_{2}$ be a Banach space and $\boldsymbol{B}_{i}, i=0,1$, separable, reflexive Banach spaces. Suppose $\boldsymbol{B}_{0} \hookrightarrow \hookrightarrow \boldsymbol{B}_{2} \hookrightarrow \boldsymbol{B}_{1}$ (where $\hookrightarrow$ denotes continuous embedding and $\hookrightarrow \hookrightarrow$ compact embedding). Let

$$
\begin{equation*}
\boldsymbol{W}=\left\{\boldsymbol{v} \in \boldsymbol{L}^{p_{0}}\left(I ; \boldsymbol{B}_{0}\right) \left\lvert\, \frac{d \boldsymbol{v}}{d t} \in \boldsymbol{L}^{p_{1}}\left(I ; \boldsymbol{B}_{1}\right)\right.\right\} \tag{4.71}
\end{equation*}
$$

with $I \subset R^{1}$ a bounded interval, and where $p_{i}, i=0,1$ satisfies $1<p_{i}<\infty$. Then $\boldsymbol{W} \hookrightarrow \hookrightarrow \boldsymbol{L}^{p_{0}}\left(I ; \boldsymbol{B}_{2}\right)$.

Proof. See [Lio1], Lemma 5.2.
Lemma 4.9. Suppose that, for some $c>0$,

$$
\left\{\begin{align*}
&\left\|\boldsymbol{v}^{N}\right\|_{L^{\infty}\left(I ; L^{2}(\Omega)\right)} \leq c<\infty,  \tag{4.72a}\\
&\left\|\boldsymbol{v}^{N}\right\|_{L^{p_{1}\left(I ; W^{1, p_{1}}(\Omega)\right)}} \leq c<\infty, p_{1}>\frac{2 n}{n+2}
\end{align*}\right.
$$

and

$$
\begin{equation*}
\left\|\frac{d}{d t} \boldsymbol{v}^{N}\right\|_{L^{s^{\prime}\left(I, B^{\prime}\right)}} \leq c \tag{4.72b}
\end{equation*}
$$

where $s^{\prime}=\min \left\{2, \frac{p}{p-1}\right\}$. If $\boldsymbol{v}^{N} \rightharpoonup \boldsymbol{v}$ in $\boldsymbol{L}^{2}\left(Q_{T}\right)$, then $\boldsymbol{v}^{N} \rightarrow \boldsymbol{v}$ in $\boldsymbol{L}^{2}\left(Q_{T}\right)$, i.e., if $\boldsymbol{v}^{N}$ converges weakly to $\boldsymbol{v}$ in $\boldsymbol{L}^{2}\left(Q_{T}\right)$ it also converges strongly in $\boldsymbol{L}^{2}\left(Q_{T}\right)$.
Proof. We will use Lemma 4.8 with $\boldsymbol{B}_{0}=\boldsymbol{W}^{1, p_{1}}(\Omega), \boldsymbol{B}_{1}=\boldsymbol{B}^{\prime}$ and $\boldsymbol{B}_{2}=\boldsymbol{L}^{2}(\Omega)$. It then follows that $\boldsymbol{v}^{N}$ converges strongly in $L^{p_{1}}\left(0, T ; L^{2}(\Omega)\right)$. Here we made use of the fact that for $p_{1} \geq \frac{2 n}{n+2}, \boldsymbol{W}^{1, p_{1}} \hookrightarrow \hookrightarrow \boldsymbol{L}^{2}(\Omega)$. If $p_{1}>2$ then it immediately follows that $\boldsymbol{v}^{N}$ converges strongly in $L^{2}\left(0, T ; \boldsymbol{L}^{2}(\Omega)\right)$. If $p_{1}<2$ then we use
the convergence of $\boldsymbol{v}^{N}$ in $L^{p_{1}}\left(0, T ; \boldsymbol{L}^{2}(\Omega)\right)$, the estimate $\left\|\boldsymbol{v}^{N}\right\|_{L^{\infty}\left(0, T, \boldsymbol{L}^{2}(\Omega)\right)} \leq c$ together, with the inequality

$$
\int_{Q_{T}}\left|\boldsymbol{v}^{N}-\boldsymbol{v}\right|^{2} d \boldsymbol{x} d t \leq \int_{0}^{T}\left(\int_{\Omega}\left|\boldsymbol{v}^{N}-\boldsymbol{v}\right|^{2} d \boldsymbol{x}\right)^{a} \cdot\left(\int_{\Omega}\left|\boldsymbol{v}^{N}-\boldsymbol{v}\right|^{2} d \boldsymbol{x}\right)^{p_{1} / 2} d t
$$

where $a=1-p_{1} / 2$, to deduce that $v^{N}$ does converge strongly in $L^{2}\left(0, T, L^{2}(\Omega)\right)$.

For our purposes here, we will suppose that

$$
\begin{equation*}
F_{i} \in L^{p_{1}^{\prime}}\left((0, T) ; \boldsymbol{L}^{2}(\Omega)\right), \quad \frac{1}{p_{1}}+\frac{1}{p_{1}^{\prime}}=1 \tag{4.73}
\end{equation*}
$$

It follows from (4.61) and (4.13) with $M_{i}=0$, that if we denote by $\boldsymbol{v}^{N}$ the unique weak solution of the initial-boundary value problem corresponding to $\mu_{1}=\mu_{1}^{N}$, the conditions of Lemma 4.9 are satisfied ${ }^{1}$; we can, therefore, suppose that $\boldsymbol{v}^{N} \stackrel{*}{\rightharpoonup} \boldsymbol{v}$ in $L^{\infty}\left(I ; \boldsymbol{L}^{2}(\Omega)\right)$, as well as $\boldsymbol{v}^{N} \rightarrow \boldsymbol{v}$ in $L^{p_{1}}\left((0, T) ; \boldsymbol{W}^{1, p_{1}}(\Omega)\right)$.

Let $\Psi(\boldsymbol{x}, t, \boldsymbol{\lambda}) \in L^{1}\left(Q_{T} ; C_{0}\left(\mathbb{R}^{n^{2}}\right)\right)$, so that a.e., for $(\boldsymbol{x}, t) \in Q_{T}$, we have that $\Psi(\boldsymbol{x}, t, \cdot) \in C_{0}\left(\mathbb{R}^{n^{2}}\right)$. We now set

$$
\begin{equation*}
\int_{Q_{T}}\left\langle\Psi(\boldsymbol{x}, t, \cdot), v_{\boldsymbol{x}, t}^{N}(\cdot)\right\rangle d \boldsymbol{x} d t=\int_{Q_{T}} \Psi\left(\boldsymbol{x}, t, \nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right) d \boldsymbol{x} d t \tag{4.74}
\end{equation*}
$$

This serves to define the measures $v^{N} \in L_{w}^{\infty}\left(Q_{T} ; M\left(\mathbb{R}^{n^{2}}\right)\right)$ and we have a.e., in $Q_{T}$, that

$$
v_{\boldsymbol{x}, t}^{N} \geq 0, \quad\left\|v_{\boldsymbol{x}, t}^{N}\right\|_{M\left(\mathbb{R}^{n^{2}}\right)}=1
$$

and

$$
\left|\int_{Q_{T}} \Psi\left(\boldsymbol{x}, t, \nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right) d \boldsymbol{x} d t\right| \leq\|\Psi\|_{L^{1}\left(Q_{T} ; C_{0}\left(\mathbb{R}^{n^{2}}\right)\right)}
$$

Therefore, we can suppose that for $v^{N} \in L_{w}^{\infty}\left(Q_{T} ; M\left(\mathbb{R}^{n^{2}}\right)\right)$ we have $v^{N} \stackrel{*}{\rightharpoonup} v$ ( $v^{N}$ a subsequence of the original sequence, if necessary) as a consequence of the separability of the space $L^{1}\left(Q_{T} ; C_{0}\left(\mathbb{R}^{n^{2}}\right)\right)$. Hence, by Lemma 4.5 ,

$$
\begin{equation*}
v_{\boldsymbol{x}, t} \geq 0, \quad\left\|v_{\boldsymbol{x}, t}\right\|_{M\left(\mathbb{R}^{n^{2}}\right)} \leq 1 \tag{4.75}
\end{equation*}
$$

[^5]In fact, the following is true:
Theorem 4.7. The measure $v_{x, t}$ satisfies $\left\|v_{x, t}\right\|_{M\left(\mathbb{R}^{n^{2}}\right)}=1$, a.e. in $Q_{T}$.
Proof. We sketch the proof (which may be found in [BaJ]). Set

$$
\vartheta(\lambda)= \begin{cases}1, & |\lambda| \leq k \\ 1+k-|\lambda|, & k \leq|\lambda| \leq 1+k \\ 0, & |\lambda| \geq 1+k\end{cases}
$$

Then, for any measurable $E \subset Q_{T}$,

$$
\begin{align*}
\lim _{N \rightarrow \infty} \frac{1}{\operatorname{meas} E} \iint_{E} \vartheta^{k}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right) d \boldsymbol{x} d t & =\frac{1}{\operatorname{meas} E} \iint_{E}\left\langle\vartheta^{k}, v_{\boldsymbol{x}, t}\right\rangle d \boldsymbol{x} d t \\
& \leq \frac{1}{\operatorname{meas} E} \iint_{E}\left\|v_{\boldsymbol{x}, t}\right\|_{M\left(\mathbb{R}^{\left.n^{2}\right)}\right.} d \boldsymbol{x} d t \tag{4.76}
\end{align*}
$$

On the other hand, for some $c^{\prime}>0$,

$$
\begin{align*}
\frac{1}{\text { meas } E} \int_{E}\left(1-\left\langle\vartheta^{k}, v_{\boldsymbol{x}, t}^{N}\right\rangle\right) & d \boldsymbol{x} d t \\
& \leq \frac{1}{\operatorname{meas} E}\left[\operatorname{meas}\left\{(\boldsymbol{x}, t) \in E \mid\left\|\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right\| \geq k\right\}\right] \\
& \leq \frac{c^{\prime}}{\text { meas } E} \cdot k^{-1}[\text { meas } E]^{1 / p_{1}^{\prime}} \tag{4.77}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
1-k^{-1}[\text { meas } E]^{\frac{1}{p_{1}^{\prime}}-1} \cdot c^{\prime} \leq \frac{1}{\operatorname{meas} E} \int_{E}\left\langle\vartheta^{k}, v_{\boldsymbol{x}, t}^{N}\right\rangle d \boldsymbol{x} d t \tag{4.78}
\end{equation*}
$$

so that

$$
\begin{align*}
1-k^{-1}[\text { meas } E]^{\frac{1}{p_{1}^{\prime}}-1} \cdot c^{\prime} & \leq \frac{1}{\operatorname{meas} E} \int_{E}\left\langle\vartheta^{k}, v_{\boldsymbol{x}, t}\right\rangle d \boldsymbol{x} d t  \tag{4.79}\\
& \leq \frac{1}{\operatorname{meas} E} \int_{E}\left\|v_{\boldsymbol{x}, t}\right\|_{M\left(\mathbb{R}^{2}\right)} d \boldsymbol{x} d t
\end{align*}
$$

Letting $k \rightarrow \infty$ yields the required result.

We now state:
Theorem 4.8. Let $h(\cdot) \in C\left(\mathbb{R}^{n^{2}}\right)$ be such that $|h(\lambda)| \leq C(1+|\lambda|)^{p-1}$ and choose $\psi \in L^{q}\left(Q_{T}\right)$ with $q \geq p_{1} /(p-1)$. Then the duality

$$
\int_{Q_{T}}\left\langle\Psi(\boldsymbol{x}, t, \cdot), v_{\boldsymbol{x}, t}(\cdot)\right\rangle d \boldsymbol{x} d t
$$

can be continuously extended to $\Psi(\boldsymbol{x}, t, \boldsymbol{\lambda})=\psi(\boldsymbol{x}, t) h(\boldsymbol{\lambda})$ as the limit of the functions $\psi(\boldsymbol{x}, t) b_{m}(\boldsymbol{\lambda})$, where $b_{m} \in C_{0}\left(\mathbb{R}^{n^{2}}\right)$ satisfies $\left|b_{m}(\boldsymbol{\lambda})\right| \leq C(1+|\lambda|)^{p-1}$ and $b_{m}(\cdot) \rightarrow h(\cdot)$, locally in $\mathbb{R}^{n^{2}}$, as $m \rightarrow \infty$.

Proof. We have, for some $C>0$,

$$
\begin{equation*}
\left\|\left\langle b_{m}(\cdot), v_{\boldsymbol{x}, t}\right\rangle\right\|_{L^{\frac{p_{1}}{p-1}}\left(Q_{T}\right)} \leq C . \tag{4.80}
\end{equation*}
$$

Let $1<p_{2}<\frac{p_{1}}{p-1}$; then, we claim that $\exists \chi \in L^{p_{2}}\left(Q_{T}\right)$ such that

$$
\begin{equation*}
\left\langle b_{m}(\cdot), v_{\boldsymbol{x}, t}(\cdot)\right\rangle \rightarrow \chi(\boldsymbol{x}, t), \text { in } L^{p_{2}}\left(Q_{T}\right) \tag{4.81}
\end{equation*}
$$

In order to verify (4.81) we compute that

$$
\begin{aligned}
\int_{Q_{T}} & \left|\left\langle b_{m_{1}}(\cdot), v_{\boldsymbol{x}, t}(\cdot)\right\rangle-\left\langle b_{m_{2}}(\cdot), v_{\boldsymbol{x}, t}(\cdot)\right\rangle\right|^{p_{2}} d \boldsymbol{x} d t \\
& =\lim _{N \rightarrow \infty} \int_{Q_{T}}\left|b_{m_{1}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)-b_{m_{2}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)\right|^{p_{2}} d \boldsymbol{x} d t \\
& =\lim _{N \rightarrow \infty} \int_{Q_{T, k, N}}\left|b_{m_{1}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)-b_{m_{2}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)\right|^{p_{2}} d \boldsymbol{x} d t \\
& \quad+\lim _{N \rightarrow \infty} \int_{Q_{T} / Q_{T, k, N}}\left|b_{m_{1}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)-b_{m_{2}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)\right|^{p_{2}} d \boldsymbol{x} d t
\end{aligned}
$$

where

$$
\begin{equation*}
Q_{T, k, N}=\left\{(\boldsymbol{x}, t) \in Q_{T} \mid\left\|\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right\| \geq k\right\} . \tag{4.82}
\end{equation*}
$$

However,

$$
\begin{equation*}
\text { meas } Q_{T, k, N} \leq c k^{-1} \tag{4.83}
\end{equation*}
$$

so, by virtue of the growth assumption for $\left|b_{m}(\cdot)\right|$,

$$
\begin{align*}
& \int_{Q_{T, k, N}}\left|b_{m_{1}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)-b_{m_{2}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)\right| d \boldsymbol{x} d t \\
& \quad \leq C \int_{Q_{T, k, N}}\left(1+\left|\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right|\right)^{(p-1) p_{2}} d \boldsymbol{x} d t \\
& \quad \leq C\left(\int_{Q_{T, k, N}}\left(1+\left|\nabla \boldsymbol{v}^{N}\right|\right)^{p_{1}} d \boldsymbol{x} d t\right)^{\frac{(p-1) p_{2}}{p_{1}}} \cdot\left[\text { meas } Q_{T, k, N}\right]^{\frac{1-(p-1) p_{2}}{p-1}} . \tag{4.84}
\end{align*}
$$

Therefore, for any $\epsilon>0$ we may choose $k$ so large that

$$
\begin{equation*}
\int_{Q_{T, k, N}}\left|b_{m_{1}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)-b_{m_{2}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)\right| d \boldsymbol{x} d t \leq \frac{\epsilon}{2} \tag{4.85}
\end{equation*}
$$

Fixing $k$ so large that (4.85) holds, we now have for $m_{1}, m_{2}$ sufficiently large, say, $m_{1}, m_{2} \geq m$,

$$
\begin{equation*}
\varlimsup_{N \rightarrow \infty} \int_{Q_{T} / Q_{T, k, N}}\left|b_{m_{1}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)-b_{m_{2}}\left(\nabla \boldsymbol{v}^{N}(\boldsymbol{x}, t)\right)\right|^{p_{2}} d \boldsymbol{x} d t \leq \frac{\epsilon}{2} \tag{4.86}
\end{equation*}
$$

and the desired result follows.
Once again let $v^{N}$ be the unique weak solution to the space-periodic problem for the incompressible bipolar fluid corresponding to the choice of the higher-order viscosity $\mu_{1}=\mu_{1}^{N}$. As above we take $\nu_{\boldsymbol{x}, t}$ to be the Young measure constructed from the sequence of solutions $\left\{\boldsymbol{v}^{N}\right\}$ as $N \rightarrow \infty$ (in which case, of course, we have $\mu_{1}^{N} \rightarrow 0^{+}$). Then the results of this subsection easily imply the following theorem on the existence of measure-valued solutions:

Theorem 4.9. Let $\boldsymbol{v}$ denote the weak limit of the sequence $\left\{\boldsymbol{v}^{N}\right\}$ of unique weak solutions to the space-periodic problem (4.1), (4.2), (4.5), and (4.64a,b,c), with $\rho=1$, for the incompressible bipolar fluid. Then, provided $p>1$, when $n=2$, and $p>6 / 5$, when $n=3$, $\boldsymbol{v}$ satisfies (4.1), (4.2), (4.5), and (4.64a,c), with $\mu_{1}=0$, in the following sense: $\forall \boldsymbol{\phi} \in \boldsymbol{V} \cap \boldsymbol{W}_{\text {per }}^{2,2}(\Omega)$, a.e. on $(0, T), \Omega=[0, L]^{n}, L>0$, $n=2,3$, where

$$
\begin{gather*}
\boldsymbol{V}=\left\{\boldsymbol{\phi} \in \boldsymbol{W}_{p e r}^{1, p}(\Omega) \mid \nabla \cdot \boldsymbol{\phi}=\mathbf{0} \text { and } \boldsymbol{\phi} \text { satisfies }(4.64 \mathrm{a}, \mathrm{c})\right\} \\
\int_{Q_{T}}\left[-v_{i} \frac{\partial \phi_{i}}{\partial t}-v_{i} v_{j} \frac{\partial \phi_{i}}{\partial x_{j}}+e_{i j}(\boldsymbol{\phi}) \int_{\mathbb{R}^{n^{2}}}\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}\left(e_{i j}(\boldsymbol{\lambda})\right) d v_{\boldsymbol{x}, t}(\boldsymbol{\lambda})-F_{i} \phi_{i}\right] d \boldsymbol{x} d t=0 . \tag{4.87}
\end{gather*}
$$

### 4.3.3 Young Measures Are Dirac and the Weak Solutions are Regular for $p \geq 2, n=2$

In order to prove the basic results in this and succeeding subsections, we need to establish some additional estimates for the velocity that are independent of $\mu_{1}>0$. These estimates will allow us to prove regularity results for the solution of some problems associated with non-Newtonian monopolar fluids and are the sharpest of their kind that are known. For this purpose we will introduce and use a specific test function. We recall that for a space-periodic function with zero average we can use the definition for the $\boldsymbol{W}^{1,2}(\Omega)$ norm given by

$$
\|\boldsymbol{v}\|_{1,2}^{2}=\int_{\Omega}|\nabla \boldsymbol{v}|^{2} d x
$$

which is easily seen to follow from Friedrich's inequality (see Appendix A). We need to treat separately the various cases depending on the space dimension $n$ and the parameter $p$. We begin with the case in which $p \geq 2$. By virtue of the embedding $\boldsymbol{W}^{2,2}(\Omega) \hookrightarrow \boldsymbol{L}^{\infty}(\Omega)$ and the standard (interpolation) inequality (e.g., [Lio1]):

$$
\|\boldsymbol{v}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \leq \delta\|\boldsymbol{v}\|_{\boldsymbol{W}^{2,2}(\Omega)}^{2}+\lambda(\delta)\|\boldsymbol{v}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}
$$

for any $\delta>0$, and some $\lambda(\delta)>0$, we have for some $c>0$,

$$
\int_{Q_{T}}\|\boldsymbol{v}\|^{2}|\nabla \boldsymbol{v}|^{2} d \boldsymbol{x} d t \leq c \int_{0}^{T}\|\boldsymbol{v}\|_{W^{2,2}\left(\Omega_{t}\right)}^{2}\left[\delta \int_{Q_{t}}\|\boldsymbol{v}\|_{W^{2,2}\left(\Omega_{t}\right)}^{2}+\lambda(\delta)\|\boldsymbol{v}\|_{L^{2}\left(\Omega_{t}\right)}^{2}\right] d t .
$$

The standard method of differences then yields for the weak solution $\boldsymbol{v}$ and positive constants $c, c_{1}$, and $c_{2}$, dependent on $\gamma$,

$$
\begin{array}{r}
\sup _{(0, T)}\|\boldsymbol{v}\|_{1,2} \leq c(\gamma), \\
\int_{0}^{T} \int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} e_{i j}\left(\frac{\partial \boldsymbol{v}}{\partial x_{l}}\right) e_{i j}\left(\frac{\partial \boldsymbol{v}}{\partial x_{l}}\right) d \boldsymbol{x} d t \leq c_{1}(\gamma), \\
\int_{0}^{T} \int_{\Omega} \sum_{|\boldsymbol{\alpha}|=2}\left(D^{\alpha} \frac{\partial \boldsymbol{v}}{\partial x_{l}} \cdot D^{\alpha} \frac{\partial \boldsymbol{v}}{\partial x_{l}}\right) d \boldsymbol{x} d t \leq c_{2}(\gamma) \tag{4.88c}
\end{array}
$$

where $\|\cdot\|_{1,2} \equiv\|\cdot\|_{W^{1,2}(\Omega)}$ (and we will continue to employ this more compact notation in the sequel). Our goal, however, is to obtain some estimates which are independent of $\gamma \equiv 2 \mu_{1} / \rho$.

For the sake of simplicity of notation, we assume that the initial function, as well as the forcing term $\boldsymbol{F}$, have zero spatial average. From this it easily follows that the solution also has zero spatial average and, therefore, the Poincaré inquality is valid
(see Appendix A); these results can be easily extended to the general case. We will also assume that

$$
\begin{equation*}
\dot{F}_{i} \in L^{2}\left((0, T) ; L_{p e r}^{2}(\Omega)\right) \tag{4.89}
\end{equation*}
$$

Employing, once again, the difference method, or directly from the Galerkin approximations, one can then prove that, for some positive $c, c_{3}, c_{4}$,

$$
\begin{align*}
\sup _{(0, T)}\|\dot{\boldsymbol{v}}\|_{0,2} & \leq c(\gamma)  \tag{4.90a}\\
\int_{0}^{T} \int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} e_{i j}(\dot{\boldsymbol{v}}) e_{i j}(\dot{\boldsymbol{v}}) d \boldsymbol{x} d t & \leq c_{3}(\gamma)  \tag{4.90b}\\
\int_{0}^{T} \int_{\Omega} \sum_{|\boldsymbol{\alpha}|=2}\left|D^{\alpha} \dot{\boldsymbol{v}}\right|^{2} d \boldsymbol{x} d t & \leq c_{4}(\gamma) \tag{4.90c}
\end{align*}
$$

Remarks. In the above regularity results we made use of the smoothness of the decomposition result, Corollary 3.7 of [GRa]. In [GRa] the result is stated for smooth $\left(C^{2}\right)$ bounded domains. However this result extends easily to the case under consideration here, i.e., the space-periodic case.

Now, let us take $\lambda \geq 0$ and denote, for any fixed subscript $l, \boldsymbol{v}^{\prime}=\frac{\partial}{\partial x_{l}} \boldsymbol{v}$. As in Sect. 4.3.2, we again set

$$
\boldsymbol{V}=\left\{\boldsymbol{v} \in \boldsymbol{W}_{p e r}^{1, p}(\Omega) \mid \nabla \cdot \boldsymbol{v}=0 \text { and } \boldsymbol{v} \text { satisfies (4.64a, c) }\right\}
$$

and make use of the following definition of a weak solution $\boldsymbol{v}$ of the problem (4.1), (4.2), (4.5), (4.64a,b,c) which is embodied in (4.65):

Definition 4.1. A weak solution of the problem (4.1), (4.2), (4.5), (4.64a,b,c) is a function

$$
\boldsymbol{v} \in L^{2}\left((0, T) ; \boldsymbol{W}_{p e r}^{2,2}(\Omega)\right) \cap L^{2}((0, T) ; \boldsymbol{V})
$$

which satisfies

$$
\begin{align*}
\int_{\Omega} \dot{v}_{i} w_{i} d \boldsymbol{x}+\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} & w_{i} d \boldsymbol{x}+\frac{1}{\rho} \int_{\Omega}\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{w}) d \boldsymbol{x} \\
& +\gamma \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{v}) \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{w}) d \boldsymbol{x}-\int_{\Omega} F_{i} w_{i} d \boldsymbol{x}=0 \tag{4.91}
\end{align*}
$$

$\forall \boldsymbol{w} \in \boldsymbol{V} \cap \boldsymbol{W}_{p e r}^{2,2}(\Omega)$, where $\gamma=2 \mu_{1} / \rho$.

In (4.91) we now take as the test function $\boldsymbol{w} \in \boldsymbol{V} \cap \boldsymbol{W}_{\text {per }}^{2,2}(\Omega)$ with components

$$
w_{i}=\frac{v_{i}^{\prime \prime}}{\left(1+|\boldsymbol{v}|_{1,2}^{2}\right)^{\lambda}}
$$

and obtain, for $\lambda \neq 1$ and almost all $t$ :

$$
\begin{align*}
& \frac{1}{2(1-\lambda)} \frac{d}{d t}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{1-\lambda}+\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{v_{i}^{\prime \prime}}{\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{\lambda}} d \boldsymbol{x} \\
& +\frac{\beta_{2}}{\rho} \int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} e_{i j}\left(\boldsymbol{v}^{\prime}\right) e_{i j}\left(\boldsymbol{v}^{\prime}\right) \cdot\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d \boldsymbol{x} \\
& +\gamma\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{v}^{\prime}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{\prime}\right)}{\partial x_{k}} d \boldsymbol{x} \\
&  \tag{4.92}\\
& \quad-\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} \int_{\Omega} F_{i} v_{i}^{\prime \prime} d \boldsymbol{x} \leq 0 .
\end{align*}
$$

For the case in which $\lambda=1$, the first term in (4.92) must be replaced by $\frac{d}{d t} \log$ $\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)$. Now, via integration by parts, and our assumption of spatial periodicity,

$$
-\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} v_{i}^{\prime \prime} d \boldsymbol{x}=\int_{\Omega} v_{j}^{\prime} \frac{\partial v_{i}}{\partial x_{j}} v_{i}^{\prime} d \boldsymbol{x}
$$

thus,

$$
\begin{equation*}
\left|\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{v_{i}^{\prime \prime}}{\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{\lambda}} d \boldsymbol{x}\right| \leq c\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\|\boldsymbol{v}\|_{1,3}^{3} . \tag{4.93}
\end{equation*}
$$

Also, using that $p \geq 2$, after summing over $l$ we have

$$
\begin{align*}
\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\left|\int_{\Omega} b_{i} v_{i}^{\prime \prime} d \boldsymbol{x}\right| \leq & c\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} e_{i j}\left(\boldsymbol{v}^{\prime}\right) e_{i j}\left(\boldsymbol{v}^{\prime}\right) \cdot\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d \boldsymbol{x}\right)^{1 / 2} \\
& \times\left(\|\boldsymbol{F}\|_{0,2}^{2}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\right)^{1 / 2} \tag{4.94}
\end{align*}
$$

After integration in time it then follows from (4.92) that

$$
\begin{aligned}
& \frac{1}{2(1-\lambda)}\left(1+\|\boldsymbol{v}(T)\|_{1,2}^{2}\right)^{1-\lambda} \\
& \quad+\frac{1}{2 \rho} \int_{0}^{T} \int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} e_{i j}\left(\boldsymbol{v}^{\prime}\right) e_{i j}\left(\boldsymbol{v}^{\prime}\right) \cdot\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d \boldsymbol{x} d t
\end{aligned}
$$

$$
\begin{gather*}
+\gamma \int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{v}^{\prime}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{\prime}\right)}{\partial x_{k}} d \boldsymbol{x} d t \\
\leq \frac{1}{2(1-\lambda)}\left(1+\|\boldsymbol{v}(0)\|_{1,2}^{2}\right)^{1-\lambda}+c \int_{0}^{T}\|\boldsymbol{F}\|_{0,2}^{2} d t+c \int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\|\boldsymbol{v}\|_{1,3}^{3} d t \tag{4.95}
\end{gather*}
$$

Thus, we want to estimate the integral:

$$
\int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\|\boldsymbol{v}\|_{1,3}^{3} d t
$$

We will make repeated use of the usual interpolation estimate (see [Tr] p. 186, for example)

$$
\begin{equation*}
\|\boldsymbol{v}\|_{s, r} \leq c\|\boldsymbol{v}\|_{s_{1}, r_{1}}^{\theta} \cdot\|\boldsymbol{v}\|_{s_{2}, r_{2}}^{1-\theta} \tag{4.96}
\end{equation*}
$$

where $\frac{1}{r}=\frac{\theta}{r_{1}}+\frac{1-\theta}{r_{2}}, s=\theta s_{1}+(1-\theta) s_{2}$ and $\theta \in[0,1]$, as well as of the general embedding estimate (see [Tr] p. 328)

$$
\|\boldsymbol{v}\|_{s, r} \leq c\|\boldsymbol{v}\|_{s_{1}, r_{1}}
$$

where $\frac{1}{r}=\frac{1}{r_{1}}-\frac{s_{1}-s}{n}$. Now by virtue of the embedding $\boldsymbol{W}^{4 / 3,2}(\Omega) \hookrightarrow \boldsymbol{W}^{1,3}(\Omega)$, for $n=2$, and the interpolation estimate

$$
\|\boldsymbol{v}\|_{4 / 3,2} \leq c\|\boldsymbol{v}\|_{1,2}^{2 / 3} \cdot\|\boldsymbol{v}\|_{2,2}^{1 / 3}
$$

we have

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3} \leq c\|\boldsymbol{v}\|_{1,2}^{2 / 3} \cdot\|\boldsymbol{v}\|_{2,2}^{1 / 3} \tag{4.97}
\end{equation*}
$$

Thus, it follows that

$$
\begin{align*}
\int_{0}^{T}\|\boldsymbol{v}\|_{1,3}^{3}(1 & \left.+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \\
\leq & c \int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{1-\lambda}\|\boldsymbol{v}\|_{2,2} d t \\
\leq & c \int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{1-\lambda / 2}\|\boldsymbol{v}\|_{2,2}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda / 2} d t \\
& \leq c\left(\int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{2-\lambda} d t\right)^{1 / 2}\left(\int_{0}^{T}\|\boldsymbol{v}\|_{2,2}^{2}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t\right)^{1 / 2} . \tag{4.98}
\end{align*}
$$

Employing (4.98) in (4.95), with $\lambda=1$, we obtain

$$
\begin{equation*}
\log \left(1+\|\boldsymbol{v}(t)\|_{1,2}^{2}\right)+\tilde{c}_{1} \int_{0}^{T}\|\boldsymbol{v}(t)\|_{2,2}^{2}\left(1+\|\boldsymbol{v}(t)\|_{1,2}^{2}\right)^{-1} d t \leq \tilde{c}_{2} \tag{4.99}
\end{equation*}
$$

for some positive constants $\tilde{c}_{1}, \tilde{c}_{2}$; we have, therefore, established the following: Let $\tilde{\boldsymbol{V}}=\left\{\boldsymbol{v} \in \boldsymbol{W}_{p e r}^{2,2}(\Omega), \Omega=[0, L]^{2} \mid \nabla \cdot \boldsymbol{v}=0\right\}$ and assume that $\boldsymbol{\tau}_{0}^{v}$ satisfies a strong monotonicity condition of the form

$$
\begin{equation*}
\frac{\partial\left(\boldsymbol{\tau}_{0}^{v}\right)_{i j}}{\partial e_{k l}} \xi_{i j} \xi_{k l} \geq \beta_{v}\left(1+|\boldsymbol{e}|^{p-2}\right)\|\boldsymbol{\xi}\|^{2}, \quad \xi_{i j}=\xi_{j i} \tag{4.100}
\end{equation*}
$$

for some $\beta_{v}>0$; then
Lemma 4.10. The unique weak solution for the incompressible bipolar fluid ${ }^{2} \boldsymbol{v} \in$ $L^{\infty}((0, T) ; \tilde{\boldsymbol{V}})$, in the case where $p \geq 2$, and satisfies, for any $\gamma>0$,

$$
\left\{\begin{array}{l}
\sup _{(0, T)}\|\boldsymbol{v}(t)\|_{1,2} \leq \bar{c}  \tag{4.101}\\
\int_{0}^{T}\|\boldsymbol{v}(t)\|_{2,2}^{2} d t \leq \bar{c}
\end{array}\right.
$$

where $\bar{c}, 0<\bar{c}<\infty$, is independent of $\gamma$.
We are now in a position to prove the following:
Theorem 4.10. For the space-periodic problem with $n=2$ and $p \geq 2$, under the assumptions (4.101), (4.59), (4.63), and $F_{i}, \dot{F}_{i} \in L^{\infty}\left((0, T) ; \boldsymbol{L}^{2}(\Omega)\right)$, if $\boldsymbol{v}_{\gamma_{k}} \rightharpoonup \boldsymbol{v}$ in $L^{p}\left((0, T) ; \boldsymbol{W}^{1, p}(\Omega)\right)$ then

$$
\begin{array}{ll}
\boldsymbol{v}_{\gamma_{k}} \rightarrow \boldsymbol{v}, \text { in } L^{2}\left((0, T) ; \boldsymbol{W}^{1, q}(\Omega)\right), & q>1, \\
\boldsymbol{v}_{\gamma_{k}} \rightarrow \boldsymbol{v}, \text { in } L^{\tilde{p}}\left((0, T) ; \boldsymbol{W}^{1, p}(\Omega)\right), \quad \tilde{p}<p \tag{4.102b}
\end{array}
$$

where $\boldsymbol{v}_{v_{k}}$ is the solution of the space-periodic problem corresponding to $\gamma_{k}=2 \mu_{1}^{k} / \rho$ with $\mu_{1}^{k} \rightarrow 0^{+}$as $k \rightarrow \infty$. Furthermore, the bounds (4.101) apply to the limiting function $\boldsymbol{v}$.

Remarks. We may conclude from (4.97), (4.98) that the Young measure $v_{\boldsymbol{x}, t}$ generated by $\left\{\boldsymbol{v}_{\gamma_{k}}\right\}$ is Dirac, i.e. $v_{\boldsymbol{x}, t}=\delta(\boldsymbol{\lambda}-\nabla \boldsymbol{v}(\boldsymbol{x}, t))$.

[^6]Proof (Theorem 4.10). We set $I=(0, T)$. Then by (4.101) and Lemma 4.9 with $p_{1}=2$,

$$
\begin{align*}
\left\|\boldsymbol{v}_{\gamma_{j}}\right\|_{L^{p}\left(I ; W^{1, p}(\Omega)\right)} & \leq c<\infty  \tag{4.103}\\
\left\|\frac{d}{d t} \boldsymbol{v}_{\gamma_{j}}\right\|_{L^{2}\left(I ; W^{-2,2}(\Omega)\right)} & \leq c<\infty \tag{4.104}
\end{align*}
$$

the conclusions of the theorem, i.e. $(4.102 \mathrm{a}, \mathrm{b})$ and $(4.98)$ now follow as a direct consequence of (4.103), (4.104), and Lemma 4.8.

### 4.3.4 Young Measures Are Dirac for $3 / 2<p<2, n=2$

We continue here the considerations of Sect. 4.3.3 but will have to resort to more delicate estimates than those previously employed. As was the case in Sect. 4.3.3, the estimates $(4.88 \mathrm{a}, \mathrm{b}, \mathrm{c}),(4.90 \mathrm{a}, \mathrm{b}, \mathrm{c})$ remain valid here. Also, we may take $\lambda>1$ and use the same test function $w_{i}=v_{i}^{\prime \prime}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}$ so as to obtain (4.92). Since $p<2$, instead of (4.94), we will use the estimate

$$
\begin{equation*}
\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\left|\int_{\Omega} b_{i} v_{i}^{\prime \prime} d \boldsymbol{x}\right| \leq c\|\boldsymbol{v}\|_{2, p}\|\boldsymbol{b}\|_{0, p^{\prime}}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} \tag{4.105}
\end{equation*}
$$

We will also need the estimate

$$
\begin{align*}
\|\boldsymbol{v}\|_{2, p} \leq & c\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} e_{i j}\left(\frac{\partial \boldsymbol{v}}{\partial x_{k}}\right) e_{i j}\left(\frac{\partial \boldsymbol{v}}{\partial x_{k}}\right) d \boldsymbol{x}\right)^{1 / 2} \\
& \times\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p} d \boldsymbol{x}\right)^{\frac{1}{p}-\frac{1}{2}} \tag{4.106}
\end{align*}
$$

which is a direct consequence of the Hölder Inequality and the estimate (B.14). Hence,

$$
\begin{align*}
(1+ & \left.\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\left|\int_{\Omega} b_{i} v_{i}^{\prime \prime} d \boldsymbol{x}\right| \leq c\|\boldsymbol{b}\|_{0, p^{\prime}}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda / 2}\|\boldsymbol{v}\|_{1, p}^{\frac{2-p}{2}} \\
& \times\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} e_{i j}\left(\frac{\partial \boldsymbol{v}}{\partial x_{k}}\right) e_{i j}\left(\frac{\partial \boldsymbol{v}}{\partial x_{k}}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d \boldsymbol{x}\right)^{1 / 2} . \tag{4.107}
\end{align*}
$$

Therefore we again obtain inequality (4.95) except that the term $\int_{0}^{T}\|\boldsymbol{F}\|_{0,2}^{2} d t$ on the right-hand side is now replaced by the term $\sup _{(0, T)}\|\boldsymbol{F}\|_{0, p^{\prime}}^{2}$. We again seek
to estimate the integral $\int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\|\boldsymbol{v}\|_{1,3}^{3} d t$. However, with $\delta=2-\frac{2}{p}$, $\boldsymbol{W}^{2, p}(\Omega) \hookrightarrow \boldsymbol{W}^{1+\delta, 2}(\Omega)$ and, thus, as $\boldsymbol{W}^{4 / 3,2}(\Omega) \hookrightarrow \boldsymbol{W}^{1,3}(\Omega)$ we have

$$
\begin{align*}
\|\boldsymbol{v}\|_{1,3} & \leq \bar{c}_{1}\|\boldsymbol{v}\|_{4 / 3,2} \\
& \leq \bar{c}_{2}\|\boldsymbol{v}\|_{1,2}^{1-\frac{p}{6(p-1)}}\|\boldsymbol{v}\|_{1+\delta, 2}^{\frac{p}{(p-1)}} . \tag{4.108}
\end{align*}
$$

For (4.108) to be meaningful we must have $1-p / 6(p-1)>0$, or $p \geq 6 / 5$. Because of the embedding $\boldsymbol{W}^{2, p}(\Omega) \hookrightarrow \boldsymbol{W}^{1, q}(\Omega), \frac{1}{q}=\frac{1}{p}-\frac{1}{2}$, we also have, for some $\tilde{c}>0$,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3} \leq \tilde{c}\|\boldsymbol{v}\|_{1, p}^{\frac{5 p-6}{3 p}}\|\boldsymbol{v}\|_{2, p}^{\frac{6-2 p}{3 p}} . \tag{4.109}
\end{equation*}
$$

Therefore, for any $\beta, 0<\beta<1$, it follows that,

$$
\begin{align*}
& \int_{0}^{T}\|\boldsymbol{v}\|_{1,3}^{3}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \\
& \quad \begin{aligned}
& \leq \hat{c} \int_{0}^{T}\left(\|\boldsymbol{v}\|_{1,2}^{\left(3-\frac{p}{2(p-1)}\right) \beta}\|\boldsymbol{v}\|_{1, p}^{\frac{5 p-6}{p}(1-\beta)}\|\boldsymbol{v}\|_{2, p}^{\frac{p \beta}{2(-1)}}\|\boldsymbol{v}\|_{2, p}^{\frac{6-2 p}{p}}(1-\beta)\right. \\
&\left.\times\left(1+\|\boldsymbol{v}\|_{1,2}\right)^{-\lambda}\right) d t .
\end{aligned} \\
&  \tag{4.110}\\
& \\
& \\
& \\
& \\
& \\
&
\end{align*}
$$

Setting $\beta=\frac{2(p-1)(3-p)}{(5 p-6)}$, and $\lambda=\frac{3-p}{p-1}$ in (4.110), using the Hölder Inequality, and the estimate (4.106), we obtain for $3 / 2<p<2$, uniformly with respect to $\gamma$ and $p$, the estimate

$$
\begin{align*}
& \int_{0}^{T}\|\boldsymbol{v}\|_{1,3}^{3}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \\
& \leq c\left(\int_{0}^{T}\left[\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right]\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t\right)^{\frac{3-p}{2}} \\
& \times\left(\int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{p} d t\right)^{\frac{p-1}{2}} \tag{4.111}
\end{align*}
$$

By virtue of (4.66), the weak solution $\boldsymbol{v}$ of (4.1), (4.2), (4.5), and (4.64a,b,c) satisfies, for all $T>0$,

$$
\sup _{[0, T)}\|\boldsymbol{v}\|_{L^{2}\left(\Omega_{t}\right)}^{2} \leq c, \quad \int_{0}^{T}\|\boldsymbol{v}\|_{W^{1, p}\left(\Omega_{t}\right)}^{p} d t \leq c
$$

for some $c>0$ which is independent of $\mu_{1}$. Since $\frac{3-p}{2}<1$ using the last two estimates, above, and (4.95) we also find that

$$
\begin{equation*}
\int_{0}^{T}\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \leq c<\infty \tag{4.112}
\end{equation*}
$$

and, by (4.106)

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{2, p}^{2}\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{p-2}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \leq c<\infty \tag{4.113}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,2} \leq \bar{c}_{1}\|\boldsymbol{v}\|_{2 / p, p} \leq \bar{c}_{2}\|\boldsymbol{v}\|_{1, p}^{2-\frac{2}{p}}\|\boldsymbol{v}\|_{2, p}^{\frac{2}{p}-1} \tag{4.114}
\end{equation*}
$$

It then follows from (4.113) that

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{2, p}^{2}\left(1+\|\boldsymbol{v}\|_{1, p}^{2-p+2 \lambda\left(2-\frac{2}{p}\right)}\right)^{-1}\left(1+\|\boldsymbol{v}\|_{2, p}^{2 \lambda\left(\frac{2}{p}-1\right)}\right)^{-1} d t \leq c<\infty \tag{4.115}
\end{equation*}
$$

Now let $M=\left\{t \in(0, T) \mid\|\boldsymbol{v}\|_{2, p}>1\right\}$ and recall that $\lambda=\frac{3-p}{p-1}$; then as a direct consequence of (4.115) we find that

$$
\begin{equation*}
\int_{M}\|\boldsymbol{v}\|_{2, p}^{\frac{4(2 p-3)}{p(p-1)}}\left(1+\|\boldsymbol{v}\|_{1, p}^{\frac{12-2 p-p^{2}}{p}}\right)^{-1} d t \leq c<\infty . \tag{4.116}
\end{equation*}
$$

Setting $P=\frac{12-2 p}{p^{2}}, \theta(p)=\frac{4(2 p-3) p}{(12-2 p)(p-1)}$ and using the Hölder Inequality we obtain

$$
\begin{aligned}
& \int_{M}\|\boldsymbol{v}\|_{2, p}^{\theta(p)} d t \leq\left(\int_{M}\|\boldsymbol{v}\|_{2, p}^{\frac{4(2 p-3)}{p(p-1)}}\left(1+\|\boldsymbol{v}\|_{1, p}^{\frac{12-2 p-p^{2}}{p}}\right)^{-1} d t\right)^{\frac{1}{P}} \\
& \times\left(\int_{M}\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{p} d t\right)^{\frac{P-1}{P}}
\end{aligned}
$$

so that for $p \in(3 / 2,2)$ we have, uniformly with respect to $\gamma>0$,

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{2, p}^{\theta(p)} d t \leq c<\infty \tag{4.117}
\end{equation*}
$$

Now, we choose $q$ such that $\theta(p)<q<p$. As

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{1+\sigma, p}^{q} d t \leq c^{*} \int_{0}^{T}\|\boldsymbol{v}\|_{1, p}^{(1-\sigma) q}\|\boldsymbol{v}\|_{2, p}^{\sigma q} d t \tag{4.118}
\end{equation*}
$$

with $\sigma=\theta(p)(p-q) / q(p-\theta(p))$, by the estimates which follow (4.111) and (4.117) we get, uniformly with respect to $\gamma>0$ and $p$ (in $(3 / 2,2)$ ), the bound

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{1+\sigma, p}^{q} d t \leq c<\infty \tag{4.119}
\end{equation*}
$$

and as a consequence the following theorem:
Theorem 4.11. For the space-periodic problem, in dimension $n=2$ with $3 / 2<$ $p<2$ (under the same assumptions which apply in Theorem 4.10) if $\boldsymbol{v}_{\gamma_{k}} \rightharpoonup \boldsymbol{v}$ in $L^{p}\left((0, T) ; \boldsymbol{W}^{1, p}(\Omega)\right)$ then, for any $\tilde{p}<p, \boldsymbol{v}_{\gamma_{k}} \rightarrow \boldsymbol{v}$ in $L^{\tilde{p}}\left((0, T) ; \boldsymbol{W}^{1, p}(\Omega)\right)$ and $\boldsymbol{v}_{\gamma_{k}} \rightarrow \boldsymbol{v}$ in $L^{q}\left((0, T) ; \boldsymbol{W}^{1+\tilde{\sigma}, p}(\Omega)\right)$, for $\tilde{\sigma}<\sigma$. Furthermore the limit function $\boldsymbol{v}$ satisfies the bound (4.119) and the Young measure $v_{\boldsymbol{x}, t}(\boldsymbol{\lambda})=\delta(\boldsymbol{\lambda}-\nabla \boldsymbol{v}(\boldsymbol{x}, t))$, a. e. in $\Omega \times(0, T)$.

### 4.3.5 Young Measures Are Dirac and the Weak Solutions Are Regular for $7 / 3 \leq p<6, n=3$

In this subsection we will show that for $7 / 3 \leq p<6$, and space dimension $n=3$, the sequence $\boldsymbol{v}_{\gamma_{k}} \rightarrow \boldsymbol{v}$ (in a sense to be made precise below) and that $\boldsymbol{v}$ is, for $7 / 3 \leq p<6$, the unique weak solution of (4.1), with $\mu_{1}=0$, (4.2), (4.5), and (4.64a, c). We indicate here that the constraint $p<6$ is rather artificial and results from our use of the embedding (for $n=3$ ) $\boldsymbol{W}^{1,2}(\Omega) \hookrightarrow \boldsymbol{L}^{6}(\Omega)$; the constraint may, in fact, be easily removed and our efforts are directed principally at identifying the smallest value of $p$, in dimension $n=3$, for which $\boldsymbol{v}$ is a unique weak solution.

We begin this time by choosing as the test function $w_{i}=v_{i}^{\prime \prime}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}$; following the pattern of Sects. 4.3.3 and 4.3.4 we seek to estimate

$$
\int_{0}^{T}\left(\int_{\Omega} v_{j}^{\prime} \frac{\partial v_{i}}{\partial x_{j}} v_{i}^{\prime} d \boldsymbol{x}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t
$$

In dimension $n=3$, the interpolation-embedding estimates

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3} \leq \bar{c}_{1}\|\boldsymbol{v}\|_{1,2}^{1 / 2}\|\boldsymbol{v}\|_{2,2}^{1 / 2} \tag{4.120a}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3} \leq \bar{c}_{2}\|\boldsymbol{v}\|_{1, p}^{p / 2-1 / 2}\|\boldsymbol{v}\|_{1,3 p}^{3 / 2-p / 2} \tag{4.120b}
\end{equation*}
$$

hold, for some $\bar{c}_{1}, \bar{c}_{2}>0$. We now set

$$
\begin{equation*}
\mathcal{I}=\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \tag{4.121}
\end{equation*}
$$

We will need the estimates

$$
\begin{equation*}
\|\boldsymbol{v}\|_{2,2} \leq \bar{c}_{3} \mathcal{I}^{1 / 2} \tag{4.122a}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3 p} \leq \bar{c}_{4} \mathcal{I}^{1 / p} \tag{4.122b}
\end{equation*}
$$

Estimate (4.122a) follows from (B.14). Estimate (4.122b) follows from the Friedrich's inequality

$$
\begin{equation*}
\left\|\left(e_{i j} e_{i j}\right)^{p / 2}\right\|_{1,2} \leq c \mathcal{I}^{1 / 2} \tag{4.123}
\end{equation*}
$$

the embedding of $\boldsymbol{W}^{1,2}$ into $\boldsymbol{L}^{6}$, and the usual $\boldsymbol{L}^{r}$ (with $r=3 p$ ) Korn inequality (as proven, e.g., in [N1]). For $p \geq 3$ the estimation of the key integral is trivial, i.e., $\exists \bar{c}_{5}>0$ such that

$$
\begin{equation*}
\left|\int_{0}^{T}\left(\int_{\Omega} v_{j}^{\prime} \frac{\partial v_{i}}{\partial x_{j}} v_{i}^{\prime} d \boldsymbol{x}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t\right| \leq \bar{c}_{5} \int_{0}^{T}\|\boldsymbol{v}\|_{1, p}^{3} d t \tag{4.124}
\end{equation*}
$$

Therefore, we will turn our attention to the case in which $7 / 3 \leq p<3$. By virtue of $(4.120 \mathrm{a}, \mathrm{b})$, for any $\beta$ such that $0<\beta<1$, and some $\bar{c}_{6}>0$,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3} \leq \bar{c}_{6}\|\boldsymbol{v}\|_{1,2}^{\beta / 2}\|\boldsymbol{v}\|_{2,2}^{\beta / 2}\|\boldsymbol{v}\|_{1, p}^{(1-\beta) \frac{(p-1)}{2}}\|\boldsymbol{v}\|_{1,3 p}^{(1-\beta) \frac{(3-p)}{2}} . \tag{4.125}
\end{equation*}
$$

Then, with $\beta=\frac{4(3-p)}{3(4-p)}$ and $\lambda=2\left(\frac{3-p}{p-1}\right)$ we have

$$
\begin{align*}
& \int_{0}^{T}\|\boldsymbol{v}\|_{1,3}^{3}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \\
& \quad \leq \bar{c}_{7} \int_{0}^{T}\left\{\|\boldsymbol{v}\|_{1,2}^{3 \beta / 2}\|\boldsymbol{v}\|_{1, p}^{\frac{3(1-\beta)(p-1)}{2}} \mathcal{I}^{\left(\frac{3 \beta}{4}+\frac{3(3-p)(1-\beta)}{2 p}\right)}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\right\} d t \\
& \quad \leq \bar{c}_{8}\left(\int_{0}^{T} \mathcal{I}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t\right)^{\frac{3(3-p)}{2(4-p)}} \times\left(\int_{0}^{T}\|\boldsymbol{v}\|_{1, p}^{p} d t\right)^{\frac{p-1}{2(4-p)}} \tag{4.126}
\end{align*}
$$

Combining our estimates, we are led to the following two results:

$$
\begin{gather*}
\int_{0}^{T} \mathcal{I}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \leq c  \tag{4.127a}\\
\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{1-\lambda} \leq c \tag{4.127b}
\end{gather*}
$$

where $c$ is independent of $\gamma$.
The estimates $(4.127 \mathrm{a}, \mathrm{b})$ hold for $p \geq 2$; however, $\lambda$ is clearly decreasing in $p$ and for $p=7 / 3, \lambda=1$. We may, therefore, state

Lemma 4.11. For $7 / 3 \leq p<6$, independently of $\gamma$, the unique regular weak solution $\boldsymbol{v} \in L^{\infty}((0, T) ; \hat{\boldsymbol{V}}), \hat{\boldsymbol{V}}=\boldsymbol{V} \cap \boldsymbol{W}_{\text {per }}^{2,2}(\Omega)$, for the incompressible bipolar fluid satisfies, for some $c>0$,

$$
\begin{gather*}
\sup _{(0, T)}\|\boldsymbol{v}\|_{1,2} \leq c<\infty,  \tag{4.128a}\\
\int_{0}^{T} \int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \leq c<\infty .
\end{gather*}
$$

As a direct consequence of Lemma 4.11 we have the following
Theorem 4.12. For $p \geq 7 / 3$ and $n=3$, in the case of the space-periodic problem (and under the same assumptions as apply in Theorem 4.10) if $\boldsymbol{v}_{\gamma_{k}} \rightharpoonup \boldsymbol{v}$ in $L^{p}\left((0, T) ; \boldsymbol{W}^{1, p}(\Omega)\right)$ then $\boldsymbol{v}_{\gamma_{k}} \rightarrow \boldsymbol{v}$ in $L^{\tilde{p}}\left((0, T) ; \boldsymbol{W}^{1,3 \tilde{p}}(\Omega)\right)$, for any $\tilde{p}<$ $p$, and the bounds $(4.128 \mathrm{a}, \mathrm{b})$ remain valid for the limit function $\boldsymbol{v}$. Therefore, $v_{\boldsymbol{x}, t}(\boldsymbol{\lambda})=\delta(\boldsymbol{\lambda}-\nabla \boldsymbol{v}(\boldsymbol{x}, t))$, a.e. in $Q_{T}$ and, in addition, we have for the limit function $\boldsymbol{v}$,

$$
\begin{align*}
& \int_{0}^{T}\|\boldsymbol{v}\|_{2,2}^{2} d t \leq c^{\prime}<\infty  \tag{4.129a}\\
& \int_{0}^{T}\|\boldsymbol{v}\|_{1,3 p}^{p} d t \leq c^{\prime}<\infty \tag{4.129b}
\end{align*}
$$

for some $c^{\prime}>0$.
We now make the following definition:
Definition 4.2. A regular weak solution to the equations (4.1), with $\gamma=$ 0 , (4.2), (4.5), and (4.64a,c) is a function $\boldsymbol{v} \in L^{\infty}\left((0, T) ; \boldsymbol{W}_{p e r}^{1,2}(\Omega)\right) \cap$ $L^{p}\left((0, T) ; \boldsymbol{W}_{p e r}^{1, p}(\Omega)\right) \cap L^{2}\left((0, T) ; \boldsymbol{W}_{p e r}^{2,2}(\Omega)\right)$, with $\operatorname{div} \boldsymbol{v}=0$, which satisfies (4.91), with $\gamma=0$, and for which $\dot{\boldsymbol{v}} \in L^{p}\left((0, T) ; \boldsymbol{W}^{-1, p}(\Omega)\right)$.

Theorem 4.13. The weak solution to (4.1), with $\gamma=0$, (4.2), (4.5), and (4.64a, c), which is given by Theorem 4.12 for the space-periodic problem in space dimension $n=3$, is unique provided $p \geq 7 / 3$.

Proof. We begin by noting that for $\phi \in C_{0}^{\infty}(\Omega)$,

$$
\begin{align*}
\int_{0}^{T} \sup _{\|\boldsymbol{\phi}\|_{1, p} \leq 1}\left|\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x}\right|^{p} d t & =\int_{0}^{T} \sup _{\|\boldsymbol{\phi}\|_{1, p} \leq 1}\left|\int_{\Omega} v_{j} v_{i} \frac{\partial \phi_{i}}{\partial x_{j}} d \boldsymbol{x}\right|^{p} d t  \tag{4.130}\\
& \leq c \int_{0}^{T}\left(\int_{\Omega}|\boldsymbol{v}|^{2 \frac{p}{p-1}} d \boldsymbol{x}\right)^{p-1} d t
\end{align*}
$$

However, $\frac{2 p}{p-1} \leq 6$, and $\sup _{(0, T)}\|\boldsymbol{v}\|_{1,2}<\infty$, so for some $\tilde{c}>0$,

$$
\begin{equation*}
\int_{0}^{T} \sup _{\|\boldsymbol{\phi}\|_{1, p} \leq 1}\left|\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x}\right|^{p} d t \leq \tilde{c}<\infty \tag{4.131}
\end{equation*}
$$

Now, let $\boldsymbol{v}^{1}, \boldsymbol{v}^{2}$ be two solutions of (4.91), with $\gamma=0$, such that $\operatorname{div} \boldsymbol{v}^{j}=0$, $\boldsymbol{v}^{j} \in L^{\infty}\left((0, T) ; \boldsymbol{W}^{1,2}(\Omega)\right), j=1,2$. If we take the difference of (4.91) for $\boldsymbol{v}=\boldsymbol{v}^{1}$ and $\boldsymbol{v}=\boldsymbol{v}^{2}$, and integrate over $(0, T)$, it is clear that the troublesome term which must be dealt with is

$$
\begin{align*}
& \int_{0}^{T}\left|\int_{\Omega}\left(v_{j}^{2}-v_{j}^{1}\right) \frac{\partial v_{i}^{1}}{\partial x_{j}}\left(v_{i}^{2}-v_{i}^{1}\right) d \boldsymbol{x}\right| d t \\
& \quad \leq \int_{0}^{T}\left(\int_{\Omega}\left|\boldsymbol{v}^{2}-\boldsymbol{v}^{1}\right|^{4} d \boldsymbol{x}\right)^{1 / 2}\left\|\boldsymbol{v}^{1}\right\|_{1,2} d t  \tag{4.132}\\
& \quad \leq c_{1} \int_{0}^{T}\left(\int_{\Omega}\left|\boldsymbol{v}^{2}-\boldsymbol{v}^{1}\right|^{2} d \boldsymbol{x}\right)^{1 / 4}\left(\int_{\Omega}\left|\boldsymbol{v}^{2}-\boldsymbol{v}^{1}\right|^{6} d \boldsymbol{x}\right)^{1 / 4} d t
\end{align*}
$$

where we have used the Hölder Inequality and the fact that $\sup _{(0, T)}\left\|\boldsymbol{v}^{1}\right\|_{1,2} \leq c_{1}<\infty$. Therefore, by Young's inequality (Appendix A) and the embedding $W^{1,2}(\Omega) \hookrightarrow$ $L^{6}(\Omega)$, we have for any $\delta>0$, and some $\lambda(\delta)>0$,

$$
\begin{align*}
& \int_{0}^{T}\left|\int_{\Omega}\left(v_{j}^{2}-v_{j}^{1}\right) \frac{\partial v_{i}^{1}}{\partial x_{j}}\left(v_{i}^{2}-v_{i}^{1}\right) d \boldsymbol{x}\right| d t \\
& \quad \leq c_{1} \delta \int_{0}^{T}\left(\int_{\Omega}\left|\boldsymbol{v}^{2}-\boldsymbol{v}^{1}\right|^{6} d \boldsymbol{x}\right)^{1 / 3} d t+c_{2} \lambda(\delta) \int_{0}^{T}\left(\int_{\Omega}\left|\boldsymbol{v}^{2}-\boldsymbol{v}^{1}\right|^{2} d \boldsymbol{x}\right) d t \\
& \quad \leq c_{3} \delta \int_{0}^{T}\left\|\boldsymbol{v}^{2}-\boldsymbol{v}^{1}\right\|_{1,2}^{2} d t+c_{2} \lambda(\delta) \int_{0}^{T} \int_{\Omega}\left|\boldsymbol{v}^{2}-\boldsymbol{v}^{1}\right|^{2} d \boldsymbol{x} d t \tag{4.133}
\end{align*}
$$

Thus, if we difference (4.91) for $\boldsymbol{v}=\boldsymbol{v}^{1}, \boldsymbol{v}=\boldsymbol{v}^{2}$, and integrate over $(0, T)$, for $\delta$ sufficiently small the term

$$
\delta \int_{0}^{T}\left\|\boldsymbol{v}^{2}-\boldsymbol{v}^{1}\right\|_{1,2}^{2} d t
$$

in the estimate (4.133), above, can be absorbed, by virtue of (4.61), by the integral involving the nonlinear viscosity in (4.91); the uniqueness theorem then follows by a standard application of the usual Gronwall lemma.

### 4.3.6 Young Measures Are Dirac and the Weak Solutions Are Regular for 11/5 $\leq p<7 / 3, n=3$

In this subsection we will show that the $L^{\infty}\left((0, T) ; \boldsymbol{W}^{1,2}\right)$ estimate for $\boldsymbol{v}$ holds also for $p \in(11 / 5,7 / 3)$. We first note that the following interpolation estimate holds for some $\bar{c}_{2}>0$,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3} \leq \bar{c}_{2}\|\boldsymbol{v}\|_{1,2}^{\frac{2(p-1)}{3 p-2}}\|\boldsymbol{v}\|_{1,3 p}^{\frac{p}{3 p-2}} \tag{4.134}
\end{equation*}
$$

By virtue of (4.120b) and (4.134), for $\beta \in[0,1]$, and some $\bar{c}_{6}>0$,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3} \leq \bar{c}_{6}\|\boldsymbol{v}\|_{1,2}^{\beta \frac{2(p-1)}{3 p-2}}\|\boldsymbol{v}\|_{1, p}^{(1-\beta) \frac{(p-1)}{2}}\|\boldsymbol{v}\|_{1,3 p}^{(1-\beta) \frac{(3-p)}{2}+\beta \frac{p}{3 p-2}} . \tag{4.135}
\end{equation*}
$$

Then, with $\beta=\frac{(3 p-2)(3-p)}{6(p-1)}, \lambda_{1}$ given by

$$
\begin{equation*}
\lambda_{1}=\frac{(3-p)}{2}\left(1+\frac{3 \lambda}{2}\right) \tag{4.136}
\end{equation*}
$$

and $\lambda$ as in the previous section, i.e., $\lambda=2\left(\frac{3-p}{p-1}\right)$, we have

$$
\begin{align*}
& \int_{0}^{T}\|\boldsymbol{v}\|_{1,3}^{3}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda_{1}} d t \\
& \leq \bar{c}_{7} \int_{0}^{T}\left\{\|\boldsymbol{v}\|_{1,2}^{\beta \frac{6(p-1)}{3 p-2}}\|\boldsymbol{v}\|_{1, p}^{(1-\beta) \frac{3(p-1)}{2}}\|\boldsymbol{v}\|_{1,3 p}^{(1-\beta) \frac{3(3-p)}{2}+\beta \frac{3 p}{3 p-2}}\right. \\
&\left.\times\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda_{1}}\right\} d t
\end{align*}
$$

Now, by (4.122b) and (4.122a), the term $\left(\int_{0}^{T}\|\boldsymbol{v}\|_{1,3 p}^{p}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t\right)$ is bounded independently of $\gamma$; therefore, we have for some $c>0$, independent of $\gamma$,

$$
\begin{equation*}
\int_{0}^{T}\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda_{1}} d t \leq c \tag{4.138a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{(0, T)}\left(1+\|\boldsymbol{v}(t)\|_{1,2}^{2}\right)^{1-\lambda_{1}} \leq c . \tag{4.138b}
\end{equation*}
$$

We now set

$$
\begin{equation*}
\lambda_{k}=\frac{3-p}{2}\left(1+\frac{3 \lambda_{k-1}}{2}\right) \tag{4.139}
\end{equation*}
$$

and assume that we have proved, for some $c$ independent of $\gamma$, that

$$
\begin{equation*}
\int_{0}^{T}\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda_{k-1}} d t \leq c . \tag{4.140}
\end{equation*}
$$

By repeating the above procedure we find that

$$
\begin{align*}
& \int_{0}^{T}\|\boldsymbol{v}\|_{1,3}^{3}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda_{k}} d t \\
& \quad \leq \bar{c}_{8}\left(\int_{0}^{T}\|\boldsymbol{v}\|_{1,3 p}^{p}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda_{k-1}} d t\right)^{\frac{3(3-p)}{4}} \times\left(\int_{0}^{T}\|\boldsymbol{v}\|_{1, p}^{p} d t\right)^{\frac{3 p-5}{4}} \tag{4.141}
\end{align*}
$$

from which it then follows that, for some $C_{k}>0$, which is independent of $\gamma$, we have

$$
\begin{equation*}
\int_{0}^{T}\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda_{k}} d t \equiv A_{k} \leq C_{k} . \tag{4.142a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{(0, T)}\left(1+\|\boldsymbol{v}(t)\|_{1,2}^{2}\right)^{1-\lambda_{k}} \equiv B_{k} \leq C_{k} . \tag{4.142b}
\end{equation*}
$$

The sequence $\lambda_{k}$ is decreasing and convergent, i.e.,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \lambda_{k}=\lambda_{\infty}=2\left(\frac{3-p}{3 p-5}\right) \tag{4.143}
\end{equation*}
$$

Also, we have that $\lambda_{\infty}<1$ for $p>11 / 5$; therefore, $\forall p>11 / 5, \exists k(p)$ such that $\lambda_{k(p)}<1$. Thus, after finitely many iterations of the above scheme we find that Lemma 4.11 also holds for $p>11 / 5$. The case $p=11 / 5$ requires infinitely many iterations and, thus, we need to look at the limit of the sequence $A_{k}$. We rewrite (4.95) in the form

$$
\begin{align*}
& \frac{1}{2 \rho} \int_{0}^{T} \int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} e_{i j}\left(\boldsymbol{v}^{\prime}\right) e_{i j}\left(\boldsymbol{v}^{\prime}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d \boldsymbol{x} d t \\
& \quad+\gamma \int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{v}^{\prime}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{\prime}\right)}{\partial x_{k}} d \boldsymbol{x} d t  \tag{4.144}\\
& \leq \frac{1}{2(1-\lambda)}\left(\left(1+\|\boldsymbol{v}(0)\|_{1,2}^{2}\right)^{1-\lambda}-\left(1+\|\boldsymbol{v}(T)\|_{1,2}^{2}\right)^{1-\lambda}\right) \\
& \quad+c \int_{0}^{T}\|\boldsymbol{F}\|_{0,2}^{2} d t+c \int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\|\boldsymbol{v}\|_{1,3}^{3} d t
\end{align*}
$$

and note that either $\frac{1}{2(1-\lambda)}\left(\left(1+\|\boldsymbol{v}(0)\|_{1,2}^{2}\right)^{1-\lambda}-\left(1+\|\boldsymbol{v}(T)\|_{1,2}^{2}\right)^{1-\lambda}\right)$ is nonpositive or else

$$
\frac{1}{2(1-\lambda)}\left(\left(1+\|\boldsymbol{v}(0)\|_{1,2}^{2}\right)^{1-\lambda}-\left(1+\|\boldsymbol{v}(T)\|_{1,2}^{2}\right)^{1-\lambda}\right) \leq \frac{1}{2} \log \left(1+\|\boldsymbol{v}(0)\|_{1,2}^{2}\right) .
$$

Using (4.141) and noting that $3(3-p) / 4=0.6$, for $p=11 / 5$, we then have that for some $c_{1}, c_{2}$, independent of both $k$ and $\gamma$,

$$
\begin{equation*}
A_{k+1} \leq c_{1}+c_{2} \cdot A_{k}^{0.6} \tag{4.145}
\end{equation*}
$$

from which it can be easily seen that the sequence $A_{k}$ is bounded independently of $\gamma$. Letting $k$ go to infinity in (4.142a) we find that, for some $c>0$, independent of $\gamma$,

$$
\begin{equation*}
\int_{0}^{T}\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-1} d t \leq c . \tag{4.146}
\end{equation*}
$$

from which we then deduce via (4.95) and (4.141) that

$$
\begin{equation*}
\sup _{(0, T)}\left(1+\|\boldsymbol{v}(t)\|_{1,2}^{2}\right) \leq c . \tag{4.147}
\end{equation*}
$$

We can, therefore, state
Theorem 4.14. Lemma 4.11, Theorems 4.12 and 4.13 all hold for $11 / 5 \leq p<6$.

### 4.3.7 Young Measures Are Dirac for $2 \leq p<11 / 5, n=3$

In this subsection we again choose as the test function $w_{i}=v_{i}^{\prime \prime}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}$; proceeding as we did for the case $p=\frac{11}{5}$ we get

$$
\begin{equation*}
A_{k+1} \leq c_{1}+c_{2} \cdot A_{k}^{\frac{3(3-p)}{4}} \tag{4.148}
\end{equation*}
$$

instead of (4.145). Since $\frac{3(3-p)}{4}<1$ in this range of $p$, it then follows that for $\lambda=\lambda_{\infty}=2 \frac{3-p}{3 p-5}$ there exists $c>0$, independent of $\gamma$, such that

$$
\begin{equation*}
\int_{0}^{T}\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right)\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \leq c \tag{4.149}
\end{equation*}
$$

Using the Hölder Inequality we then have that for $\theta=\frac{p}{2 \lambda+p}, 0<\theta<1$, and

$$
\begin{align*}
\int_{0}^{T} \mathcal{I}^{\theta} d t & =\int_{0}^{T} \mathcal{I}^{\theta}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda \theta}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{\lambda \theta} d t \\
& \leq\left(\int_{0}^{T} \mathcal{I}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t\right)^{\theta} \times\left(\int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{\frac{p}{2}} d t\right)^{1-\theta} \tag{4.150}
\end{align*}
$$

where $\mathcal{I}$ is given by (4.121). By (4.150) and (4.122b) we have

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{2,2}^{2 \theta} d t \leq c<\infty ; \quad \theta=\frac{p(3 p-5)}{3\left(p^{2}-3 p+4\right)} \tag{4.151}
\end{equation*}
$$

We now choose $q>1$ so that $2 \theta<q<p$. Because $\boldsymbol{W}^{2,2}(\Omega) \hookrightarrow \boldsymbol{W}^{1+s, p}(\Omega)$, with $s=(6-p) / 2 p$, we get, with $\Theta=\frac{q p-2 \theta p}{q p-2 \theta q}$, and $\sigma=(1-\Theta) s$,

$$
\begin{align*}
\int_{0}^{T}\|\boldsymbol{v}\|_{1+\sigma, p}^{q} d t & \leq c^{\prime} \int_{0}^{T}\|\boldsymbol{v}\|_{1, p}^{\Theta q}\|\boldsymbol{v}\|_{1+s, p}^{(1-\Theta) q} d t \\
& \leq \bar{c}\left(\int_{0}^{T}\|\boldsymbol{v}\|_{2,2}^{2 \theta} d t\right)^{\frac{(1-\Theta) q}{2 \theta}}\left(\int_{0}^{T}\|\boldsymbol{v}\|_{1, p}^{p} d t\right)^{\frac{2 \theta-q+\Theta q}{2 \theta}}  \tag{4.152}\\
& \leq c^{*}<\infty .
\end{align*}
$$

We can, therefore, state the following:
Theorem 4.15. For $2 \leq p<11 / 5$ and $n=3$, in the case of the space-periodic problem (and under the same assumptions as apply in Theorem 4.10) the weak convergence $\boldsymbol{v}_{\gamma_{k}} \longrightarrow \boldsymbol{v}$ in $L^{p}\left((0, T) ; \boldsymbol{W}^{1, p}(\Omega)\right)$ implies the strong convergence $\boldsymbol{v}_{\gamma_{k}} \rightarrow \boldsymbol{v}$, in $L^{\tilde{p}}\left((0, T) ; \boldsymbol{W}^{1, p}(\Omega)\right)$ for any $\tilde{p}<p$, and in $L^{q}\left((0, T) ; \boldsymbol{W}^{1+\tilde{\sigma}, p}(\Omega)\right)$ for $\tilde{\sigma}<\sigma$. Thus, in this situation $\nu_{x, t}(\boldsymbol{\lambda})=\delta(\boldsymbol{\lambda}-\nabla \boldsymbol{v}(\boldsymbol{x}, t))$ and the bound represented by (4.152) applies to the limit function $\boldsymbol{v}$.

Remarks. For the particular case of the standard Navier-Stokes equations $p=2$, ( $2 \theta=\frac{2}{3}$ ), estimate (4.151) is already known. More precisely, in 1981 Foias et al. [FGT] proved it for the space periodic case and in 1990 Duff, [Duff] established it for a general bounded domain.

### 4.3.8 Young Measures Are Dirac for $9 / 5<p<2, n=3$

For $9 / 5<p<2, n=3$, we have $\boldsymbol{W}^{2, p}(\Omega) \hookrightarrow \boldsymbol{W}^{1, q}(\Omega)$ with $\frac{1}{q}=\frac{1}{p}-\frac{1}{3}=$ $(3-p) / 3 p ;$ so, for some $c>0$,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3} \leq c\|\boldsymbol{v}\|_{1, p}^{\frac{2 p-3}{p}}\|\boldsymbol{v}\|_{1, q}^{\frac{3-p}{p}} \tag{4.153}
\end{equation*}
$$

which is, in fact, valid for $p>3 / 2$. Furthermore, we have $W^{2, p}(\Omega) \hookrightarrow$ $\boldsymbol{W}^{1+\sigma, 2}(\Omega)$, for $p>6 / 5$, with $\sigma=\frac{5}{2}-\frac{3}{p}$ and, as $\boldsymbol{W}^{1+\delta, 2}(\Omega) \hookrightarrow \boldsymbol{W}^{1,3}(\Omega)$, with $\delta=1 / 2$ we get

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,3} \leq c\|\boldsymbol{v}\|_{1,2}^{\frac{4 p-6}{5 p-6}} \cdot\|\boldsymbol{v}\|_{2, p}^{\frac{p}{5 p-6}} . \tag{4.154}
\end{equation*}
$$

Thus, the relevant integral, generated by the convective term, may be estimated by

$$
\begin{align*}
\int_{0}^{T}\|\boldsymbol{v}\|_{1,3}^{3}(1+ & \left.\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \leq c^{\prime} \int_{0}^{T}\left[\|\boldsymbol{v}\|_{1,2}^{3\left(\frac{4 p-6}{5 p-6}\right) \beta}\|\boldsymbol{v}\|_{2, p}^{\frac{3 p \beta}{3 p-6}} d t\right. \\
& \left.\times\|\boldsymbol{v}\|_{1, p}^{3\left(\frac{2 p-3}{p}\right)(1-\beta)}\|\boldsymbol{v}\|_{2, p}^{3\left(\frac{3-p}{p}\right)(1-\beta)}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda}\right] d t \tag{4.155}
\end{align*}
$$

for $0<\beta<1$. We now set

$$
\begin{equation*}
\beta=-\frac{(5 p-6)(3-p)}{6(3-2 p)}, \quad \lambda=\frac{2(3-p)}{3 p-5} \tag{4.156}
\end{equation*}
$$

and note that for $p>9 / 5, \beta<1$. By employing (4.106), we see that (4.155) yields the estimate

$$
\begin{align*}
\int_{0}^{T} & \|\boldsymbol{v}\|_{1,3}^{3}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \\
\quad \leq & \bar{c}\left(\int_{0}^{T}\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right) \cdot\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t\right)^{\frac{3(3-p)}{4}} \\
& \times\left(\int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{p} d t\right)^{\frac{3 p-5}{4}} . \tag{4.157}
\end{align*}
$$

Therefore, for some $\hat{c}>0, \hat{c}$ independent of $\gamma$,

$$
\begin{equation*}
\int_{0}^{T}\left(\int_{\Omega}(1+|\boldsymbol{e}|)^{p-2} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right) \cdot\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \leq \hat{c}<\infty \tag{4.158}
\end{equation*}
$$

in which case, we also have for $c^{*}>0$ independent of $\gamma$, that

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{2, p}^{2}\left(\int_{\Omega}\left(1+|\boldsymbol{e}|^{p} d \boldsymbol{x}\right)^{1-\frac{2}{p}}\left(1+\|\boldsymbol{v}\|_{1,2}^{2}\right)^{-\lambda} d t \leq c^{*}<\infty\right. \tag{4.159}
\end{equation*}
$$

As

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1,2} \leq \tilde{c}\|\boldsymbol{v}\|_{1, p}^{\frac{5 p-6}{2 p}} \cdot\|\boldsymbol{v}\|_{2, p}^{\frac{6-3 p}{2 p}} \tag{4.160}
\end{equation*}
$$

we find that, for $c$ independent of $\gamma$,

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{2, p}^{\gamma_{1}}\left[\|\boldsymbol{v}\|_{2, p}^{\gamma_{2}}+\|\boldsymbol{v}\|_{1, p}^{\gamma_{3}}\right]^{-1} \cdot\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{p-2} d t \leq c<\infty \tag{4.161}
\end{equation*}
$$

with

$$
\begin{align*}
\gamma_{1} & =2-\frac{2(6-3 p)(3-p)}{p(3 p-5)}  \tag{4.162a}\\
\gamma_{2} & =-\frac{2(6-3 p)(3-p)}{p(3 p-5)} \tag{4.162b}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{3}=\frac{2(3-p)(5 p-6)}{p(3 p-5)} \tag{4.162c}
\end{equation*}
$$

Integrating (4.91) over $M=\left\{t \in(0, T) \mid\|\boldsymbol{v}\|_{2, p}>1\right\}$, we then find that, for $c^{\prime}$ independent of $\gamma$,

$$
\begin{equation*}
\int_{M}\|\boldsymbol{v}\|_{2, p}^{\frac{4(5 p-9)}{p(3 p-5)}} \cdot\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{\gamma_{4}} d t \leq c^{\prime}<\infty \tag{4.163a}
\end{equation*}
$$

with

$$
\begin{equation*}
\gamma_{4}=-\frac{2(3-p)(5 p-6)}{p(3 p-5)}+p-2 . \tag{4.163b}
\end{equation*}
$$

However, it is clear that with $I=(0, T)$ we have, for some $c^{\prime \prime}$ independent of $\gamma$,

$$
\begin{equation*}
\int_{I \backslash M}\|\boldsymbol{v}\|_{2, p}^{\frac{4(5 p-9)}{p(5 p-9)}} \cdot\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{\gamma_{4}} d t \leq c^{\prime \prime}<\infty . \tag{4.164}
\end{equation*}
$$

Setting $P=\frac{4\left(9-2 p-p^{2}\right)}{p(3 p-5)}, \theta=\frac{4(5 p-9)}{p(3 p-5)} \frac{1}{P}, \gamma_{5}=\frac{\gamma_{4}}{P}, s=p\left(1-\frac{1}{P}\right)$, and using the Hölder Inequality (Appendix A) we find

$$
\begin{align*}
\int_{0}^{T}\|\boldsymbol{v}\|_{2, p}^{\theta} \cdot(1+ & \left.\|\boldsymbol{v}\|_{1, p}\right)^{\gamma_{5}}\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{s} d t \\
\leq & \left(\int_{0}^{T}\|\boldsymbol{v}\|_{2, p}^{\frac{4(5 p-9)}{p(3 p-5)}} \cdot\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{\gamma_{4}} d t\right)^{1 / P} \\
& \times\left(\int_{0}^{T}\left(1+\|\boldsymbol{v}\|_{1, p}\right)^{p} d t\right)^{1-1 / P} \leq c^{\prime}<\infty . \tag{4.165}
\end{align*}
$$

Noting that

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1, p} \leq \tilde{c}\|\boldsymbol{v}\|_{0, p}^{\frac{1}{2}} \cdot\|\boldsymbol{v}\|_{2, p}^{\frac{1}{2}} \leq c\|\boldsymbol{v}\|_{2, p}^{\frac{1}{2}} \tag{4.166}
\end{equation*}
$$

and letting $\eta=\min \left\{\theta+\frac{1}{2}\left(\gamma_{5}+s\right) ; \theta\right\}=\min \left\{\theta ; \frac{p-1}{2}\right\}>0$ we obtain, for $\bar{c}$ independent of $\gamma$, the estimate

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{2, p}^{\eta} d t \leq \bar{c}<\infty \tag{4.167}
\end{equation*}
$$

Finally, choosing $q$ such that $\eta<q<p$ we get, for $9 / 5<p<2$, with $\sigma=$ $\frac{\eta(p-q)}{q(p-\eta)}$,

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{v}\|_{1+\sigma, p}^{2} d t \leq c_{1} \int_{0}^{T}\|\boldsymbol{v}\|_{1, p}^{(1-\sigma) q} \cdot\|\boldsymbol{v}\|_{2, p}^{\sigma q} d t \leq c_{2}<\infty \tag{4.168}
\end{equation*}
$$

with $c_{1}, c_{2}$ both independent of $\gamma$ and we have proved the following result:
Theorem 4.16. The conclusions of Theorem 4.12 hold for $n=3$, when $9 / 5<$ $p<2$, including the estimate (4.168) for the limit function $\boldsymbol{v}$, provided we take $\sigma=\eta(p-q) / q(p-\eta)$, and $2 \eta<q<p$.

### 4.4 Existence and Uniqueness for Incompressible Flow in an Unbounded Channel

### 4.4.1 Introduction

In Sects. 4.2 and 4.3, existence and uniqueness theorems were established for the bipolar flow problem (4.1), (4.2), (4.5) subject to both the boundary conditions (4.3), (4.4), for the case of a problem posed on a bounded domain $\Omega \subseteq \mathbb{R}^{n}$, $n=2,3$, as well as for the space-periodic problem posed in $\Omega=[0, L]^{n}, n=2,3$, $L>0$, for which the conditions $(4.57 \mathrm{a}, \mathrm{b})$ are assumed to hold; analogous results were also proven for both the boundary-value problem (for a bounded domain) and the space-periodic problem, in $\operatorname{dim} n=2,3$, for the non-Newtonian flow problem (4.1), (4.2), (4.5) with $\mu_{1}=0$. If $\mu_{1}=0$ in (4.1) then, for the boundary-value problem, only the condition (4.4) is applied while for the space-periodic case only (4.57a) applies. In this section we again consider the problem of existence and uniqueness for solutions of the initial-boundary value problem, this time in the unbounded channel $\Omega_{a}$ defined by (2.164), i.e.,

$$
\Omega_{a}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \mid x_{2} \in[-a, a],-\infty<x_{1}, x_{3}<\infty\right\} .
$$

Most of the results which are presented in this section first appeared in the Ph.D. thesis [Hao]. To establish existence and uniqueness of solutions to the initialboundary value problem, with $\Omega=\Omega_{a}$, we begin by formulating the problem in a Hilbert space setting and then prove some preliminary results about functions in the spaces in which the solutions will be established; this is accomplished in Sect. 4.4.2. Then in Sect. 4.4.3 we establish the existence of solutions by considering a sequence of approximate solutions in bounded subdomains of $\Omega_{a}$; we show, in Sect.4.4.3, that there exists a subsequence of such approximate solutions whose limit is a weak
solution of the initial-boundary value problem with $\Omega=\Omega_{a}$. Finally, the uniqueness of the solution is proven in Sect.4.4.4. For the remainder of this section, $\boldsymbol{v}$ will denote the exterior unit normal to $\partial \Omega$ and it will be understood that $\Omega \equiv \Omega_{a}$.

### 4.4.2 Formulation of the Problem in Hilbert Space and Some Preliminary Lemmas

We begin by introducing the spaces

$$
\begin{equation*}
\overline{\boldsymbol{V}} \equiv \text { the closure of } \boldsymbol{J}(\Omega) \text { in } \boldsymbol{H}^{2}(\Omega) \tag{4.169}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\boldsymbol{H}} \equiv \text { the closure of } \boldsymbol{J}(\Omega) \text { in } \boldsymbol{L}^{2}(\Omega) \tag{4.170}
\end{equation*}
$$

where $\Omega=\Omega_{a}$, and

$$
\begin{equation*}
\boldsymbol{J}(\Omega)=\left\{\varphi \in \boldsymbol{C}_{0}^{\infty}(\bar{\Omega}) \mid \boldsymbol{\varphi}=\mathbf{0} \text { on } \partial \Omega \& \operatorname{div} \varphi=0 \text { in } \Omega\right\} \tag{4.171}
\end{equation*}
$$

We also let $\overline{\boldsymbol{V}}^{\prime}$ and $\overline{\boldsymbol{H}}^{\prime}$ be the dual spaces of $\overline{\boldsymbol{V}}$ and $\overline{\boldsymbol{H}}$ respectively. It is clear that $\boldsymbol{V} \subset \boldsymbol{H}$ and $\overline{\boldsymbol{V}}$ is dense in $\overline{\boldsymbol{H}}$, the injection being continuous. The scalar product and the norm in $\overline{\boldsymbol{H}}$ are given by $(\boldsymbol{u}, \boldsymbol{v})_{\boldsymbol{L}^{2}(\Omega)}$ and $\|\boldsymbol{u}\|_{\boldsymbol{L}^{2}(\Omega)}$ respectively. By duality, if $\overline{\boldsymbol{H}}^{\prime}$ is the dual of $\overline{\boldsymbol{H}}$, then the adjoint $\boldsymbol{i}^{*}$ of the identity is injective, $\boldsymbol{i}^{*}\left(\overline{\boldsymbol{H}}^{\prime}\right)$ is dense in $\overline{\boldsymbol{V}}^{\prime}$, and we can identify $\overline{\boldsymbol{H}}^{\prime}$ with a dense subspace of $\overline{\boldsymbol{V}}^{\prime}$. If we identify $\overline{\boldsymbol{H}}$ with its dual $\overline{\boldsymbol{H}}^{\prime}$, we obtain

$$
\begin{equation*}
\overline{\boldsymbol{V}} \subset \overline{\boldsymbol{H}} \equiv \overline{\boldsymbol{H}}^{\prime} \subset \overline{\boldsymbol{V}}^{\prime} \tag{4.172}
\end{equation*}
$$

where each space is dense in the following, the injection being continuous. We now introduce the linear operator $\boldsymbol{A}$ as follows: consider the positive definite $\boldsymbol{V}$-elliptic symmetric bilinear form $\bar{a}(\cdot, \cdot): \boldsymbol{V} \times \boldsymbol{V} \rightarrow R^{1}$ given by

$$
\begin{equation*}
\bar{a}(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega} \frac{\partial e_{i j}}{\partial x_{j}}(\boldsymbol{u}) \frac{\partial e_{i j}}{\partial x_{j}}(\boldsymbol{v}) d \boldsymbol{x} \tag{4.173}
\end{equation*}
$$

As a consequence of the Lax-Milgram Lemma of Appendix A, we obtain an isometry $\overline{\boldsymbol{A}} \in \mathcal{L}\left(\overline{\boldsymbol{V}} ; \overline{\boldsymbol{V}}^{\prime}\right)$, via

$$
\begin{equation*}
\langle\boldsymbol{A} \boldsymbol{u}, \boldsymbol{v}\rangle_{\bar{V}^{\prime} \times \bar{V}}=\bar{a}(\boldsymbol{u}, \boldsymbol{v})=\langle\boldsymbol{f}, \boldsymbol{v}\rangle_{\overline{\boldsymbol{V}}^{\prime} \times \bar{V}^{\prime}}, \quad \forall \boldsymbol{v} \in \overline{\boldsymbol{V}} \tag{4.174}
\end{equation*}
$$

with $\boldsymbol{f} \in \overline{\boldsymbol{V}}^{\prime}$, where the domain of $\overline{\boldsymbol{A}}$ is

$$
\begin{equation*}
D(\bar{A})=\left\{\boldsymbol{u} \in \overline{\boldsymbol{V}} \mid \bar{a}(\boldsymbol{u}, \boldsymbol{v})=(\boldsymbol{f}, \boldsymbol{v})_{L^{2}(\Omega)}, \boldsymbol{f} \in \overline{\boldsymbol{H}} \subset \overline{\boldsymbol{V}}^{\prime}, \forall \boldsymbol{v} \in \overline{\boldsymbol{V}}\right\} \tag{4.175}
\end{equation*}
$$

Thus, $\overline{\boldsymbol{A}} \in \mathcal{L}(\boldsymbol{D}(\overline{\boldsymbol{A}}) ; \overline{\boldsymbol{H}}) \cap \mathcal{L}\left(\overline{\boldsymbol{V}}, \overline{\boldsymbol{V}}^{\prime}\right)$.
We now have the following series of lemmas which will be used later to establish the existence and uniqueness of solutions of the initial-boundary value problem:
Lemma 4.12. If $\boldsymbol{v} \in \boldsymbol{H}_{0}^{1}(\Omega)$ then

$$
\begin{equation*}
\|\boldsymbol{v}\|_{L^{4}(\Omega)} \leq 2^{\frac{1}{4}}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{\frac{1}{2}}\|\nabla \boldsymbol{v}\|_{L^{2}(\Omega)}^{\frac{1}{2}} . \tag{4.176}
\end{equation*}
$$

Proof. (See [Te4].)
Lemma 4.13. If $\boldsymbol{v} \in \overline{\boldsymbol{V}}$, then there exists a positive constant $c_{1}$, depending only on a, such that

$$
\begin{equation*}
\|\nabla \boldsymbol{v}\|_{\boldsymbol{L}^{4}(\Omega)} \leq c_{1}\|\boldsymbol{v}\|_{\boldsymbol{H}^{1}(\Omega)}^{\frac{1}{2}}\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}^{\frac{1}{2}} . \tag{4.177}
\end{equation*}
$$

Proof. In view of the definition of $\overline{\boldsymbol{V}}$, it suffices to show that if $f \in C^{1}(\bar{\Omega})$, and has compact support, then

$$
\begin{equation*}
\|f\|_{L^{2}(\Omega)} \leq c_{1}\|f\|_{L^{2}(\Omega)}^{\frac{1}{2}}\|f\|_{H^{1}(\Omega)}^{\frac{1}{2}} \tag{4.178}
\end{equation*}
$$

Let $h\left(x_{1}, x_{2}\right)=\frac{x_{2}+a}{2 a}$ and $g\left(x_{1}, x_{2}\right)=h\left(x_{1}, x_{2}\right) \cdot f\left(x_{1}, x_{2}\right)$, for all $\left(x_{1}, x_{2}\right) \in$ $\bar{\Omega}$, i.e., $-\infty<x_{1}<+\infty$ and $-a \leq x_{2} \leq a$. It is obvious that $g \in C^{1}(\bar{\Omega})$, $g\left(x_{1},-a\right)=0,-\infty<x_{1}<+\infty$, and that the support of $g$ is compact because the support of $f$ is compact. We write

$$
\left|g\left(x_{1}, x_{2}\right)\right|^{2}=2 \int_{-\infty}^{x_{1}} g\left(\xi, x_{2}\right) \frac{\partial g}{\partial x_{1}}\left(\xi, x_{2}\right) d \xi
$$

so that

$$
\left|g\left(x_{1}, x_{2}\right)\right|^{2}=2 g_{1}\left(x_{2}\right)
$$

where

$$
g_{1}\left(x_{2}\right)=\int_{-\infty}^{+\infty}\left|g\left(\xi, x_{2}\right)\right|\left|\frac{\partial g}{\partial x_{1}}\left(\xi, x_{2}\right)\right| d \xi
$$

Similarly, if we write

$$
\left|g\left(x_{1}, x_{2}\right)\right|^{2}=2 \int_{-a}^{x_{2}} g\left(x_{1}, \eta\right) \frac{\partial g}{\partial x_{2}}\left(x_{1}, \eta\right) d \eta
$$

then we have

$$
\left|g\left(x_{1}, x_{2}\right)\right|^{2}=2 g_{2}\left(x_{1}\right)
$$

where

$$
g_{2}\left(x_{1}\right)=\int_{-a}^{a}\left|g\left(x_{1}, \eta\right)\right|\left|\frac{\partial g}{\partial x_{2}}\left(x_{1}, \eta\right)\right| d \eta .
$$

Therefore,

$$
\begin{align*}
\int_{\Omega}\left|g\left(x_{1}, x_{2}\right)\right|^{4} d x_{1} d x_{2} & \leq 4\left(\int_{-a}^{a} g_{1}\left(x_{2}\right) d x_{2}\right) \cdot\left(\int_{-\infty}^{\infty} g_{2}\left(x_{1}\right) d x_{1}\right) \\
& \leq 4\|g\|_{L^{2}(\Omega)}^{2}\left\|\frac{\partial g}{\partial x_{1}}\right\|\left\|_{L^{2}(\Omega)}\right\| \frac{\partial g}{\partial x_{2}}\| \|_{L^{2}(\Omega)} . \tag{4.179}
\end{align*}
$$

Since $0 \leq h \leq 1$, and $\frac{\partial h}{\partial x_{2}}=\frac{1}{2 a}$, we have

$$
\begin{equation*}
\left|\frac{\partial g}{\partial x_{1}}\right|^{2}=\left|h \frac{\partial f}{\partial x_{1}}\right|^{2} \leq\left|\frac{\partial f}{\partial x_{1}}\right|^{2} \tag{4.180}
\end{equation*}
$$

and

$$
\begin{align*}
\left|\frac{\partial g}{\partial x_{2}}\right|^{2} & =\left|\frac{\partial h}{\partial x_{2}} f+h \frac{\partial f}{\partial x_{2}}\right|^{2} \\
& \leq 2\left(\left|\frac{\partial h}{\partial x_{2}} f\right|^{2}+\left|h \frac{\partial f}{\partial x_{2}}\right|^{2}\right) \\
& \leq 2\left(\frac{1}{4 a^{2}} f^{2}+\left|\frac{\partial f}{\partial x_{2}}\right|^{2}\right)  \tag{4.181}\\
& \leq 2 \max \left(\frac{1}{4 a^{2}}, 1\right)\left(f^{2}+\left|\frac{\partial f}{\partial x_{2}}\right|^{2}\right) .
\end{align*}
$$

Employing (4.179)-(4.181) yields

$$
\begin{equation*}
\int_{\Omega}\left|g\left(x_{1}, x_{2}\right)\right|^{4} d x_{1} d x_{2} \leq 4 \sqrt{2} \max \left(\frac{1}{2 a}, 1\right)\|f\|_{L^{2}(\Omega)}^{2}\|f\|_{H^{1}(\Omega)}^{2} \tag{4.182}
\end{equation*}
$$

where we have used the fact that $|g| \leq|f|$ on $\Omega$. Similarly, we can also show that

$$
\begin{equation*}
\int_{\Omega}|(1-h) f|^{4} d x_{1} d x_{2} \leq 4 \sqrt{2} \max \left(\frac{1}{2 a}, 1\right)\|f\|_{L^{2}(\Omega)}^{2}\|f\|_{H^{1}(\Omega)}^{2} . \tag{4.183}
\end{equation*}
$$

Combining (4.182) and (4.183), we obtain the estimate

$$
\begin{align*}
\int_{\Omega}|f|^{4} d x_{1} d x_{2} & \leq \int_{\Omega}|(h+(1-h)) f|^{4} d x_{1} d x_{2} \\
& \leq 4\left\{\int_{\Omega}|h f|^{4} d x_{1} d x_{2}+\int_{\Omega}|(1-h) f|^{4} d x_{1} d x_{2}\right\} \\
& =4\left\{\int_{\Omega}|g|^{4} d x_{1} d x_{2}+\int_{\Omega}|(1-h) f|^{4} d x_{1} d x_{2}\right\}  \tag{4.184}\\
& \leq 32 \sqrt{2} \max \left(\frac{1}{2 a}, 1\right)\|f\|_{L^{2}(\Omega)}^{2}\|f\|_{H^{1}(\Omega)}^{2}
\end{align*}
$$

so that (4.177) is a direct consequence of (4.178).
The lower bound in the next lemma may be inferred directly from Lemma B. 2 by approximating $\Omega=\Omega_{a}$ by a sequence of bounded domains $\left\{\Omega_{n}\right\} \subset \Omega$ and, then, going to the limit as $n \rightarrow \infty$. It is instructive, however, to give a direct (and straightforward) proof for the two-dimensional unbounded case $\Omega=\Omega_{a}$.
Lemma 4.14. There exist positive constants $c_{2}$ and $c_{3}$ such that, $\forall \boldsymbol{v} \in \overline{\boldsymbol{V}}$,

$$
\begin{equation*}
c_{2}\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)} \leq\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}\right)_{L^{2}(\Omega)} \leq c_{3}\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)} . \tag{4.185}
\end{equation*}
$$

Proof. Recall that $e_{i j}=\frac{1}{2}\left(v_{i, j}+v_{j, i}\right)$, for $i, j=1,2$. Employing a direct computation of the derivatives $\partial e_{i j} / \partial x_{k}$ we obtain

$$
\begin{aligned}
\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}\right)_{L^{2}(\Omega)}= & \left(\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}, \frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}\right)_{L^{2}(\Omega)} \\
& +\frac{1}{2}\left(\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}+\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}, \frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}+\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right)_{L^{2}(\Omega)} \\
& +\left(\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}, \frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\right)_{L^{2}(\Omega)}+\left(\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}, \frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right)_{L^{2}(\Omega)} \\
& +\frac{1}{2}\left(\frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}+\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}, \frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}+\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\right)_{L^{2}(\Omega)}+\left(\frac{\partial^{2} v_{2}}{\partial x_{2}^{2}}, \frac{\partial^{2} v_{2}}{\partial x_{2}^{2}}\right)_{L^{2}(\Omega)}
\end{aligned}
$$

in which case

$$
\begin{align*}
& \left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}\right)_{L^{2}(\Omega)} \\
& \quad \leq\left\|\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left(\left\|\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}+\left\|\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}\right)^{2} \\
& \quad+\left\|\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}^{2}+\left\|\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}^{2} \\
& \quad+\frac{1}{2}\left(\left\|\frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}\right\|_{L^{2}(\Omega)}+\left\|\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\right\| \|_{L^{2}(\Omega)}\right)^{2}+\left\|\frac{\partial^{2} v_{2}}{\partial x_{2}^{2}}\right\|_{L^{2}(\Omega)}^{2} \\
& \leq\left\|\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}^{2}+\left\|\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}^{2}+\left\|\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}^{2}+\left\|\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}^{2} \\
& \quad+\left\|\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}^{2}+\left\|\frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}\right\|_{L^{2}(\Omega)}^{2}+\left\|\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\right\|\left\|_{L^{2}(\Omega)}^{2}+\right\| \frac{\partial^{2} v_{2}}{\partial x_{2}^{2}} \|_{L^{2}(\Omega)}^{2} \\
& \quad \leq\| \|_{H^{2}(\Omega)}^{2} . \tag{4.186}
\end{align*}
$$

Therefore, the second inequality in (4.185) follows with $c_{3}=1$. To establish the first inequality in (4.185), we note that by the virtue of the elementary lower bound

$$
\begin{equation*}
\|f+g\|_{L^{2}(\Omega)}^{2} \geq\left(\|f\|_{L^{2}(\Omega)}-\|g\|_{L^{2}(\Omega)}\right)^{2} \tag{4.187}
\end{equation*}
$$

(4.184) yields

$$
\begin{aligned}
& \left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}\right)_{L^{2}(\Omega)} \geq\left\|\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left(\left\|\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}-\left\|\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}\right)^{2} \\
& \quad+\left\|\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}^{2}+\left\|\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}^{2} \\
& \quad+\frac{1}{2}\left(\left\|\frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}\right\|\left\|_{L^{2}(\Omega)}-\right\| \frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}} \|_{L^{2}(\Omega)}\right)^{2}+\left\|\frac{\partial^{2} v_{2}}{\partial x_{2}^{2}}\right\|_{L^{2}(\Omega)}^{2} \\
& \quad \geq\left\|\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

$$
\begin{align*}
& +\left(\frac{1}{4}\left\|\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}^{2}-\left\|\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}\left\|\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}+\left\|\frac{\partial^{2} v_{1}}{\partial x_{1} \partial x_{2}}\right\| \|_{L^{2}(\Omega)}^{2}\right) \\
& +\frac{1}{4}\left\|\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{4}\left\|\frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\right\|_{L^{2}(\Omega)}^{2}+\left\|\frac{\partial^{2} v_{2}}{\partial x_{2}^{2}}\right\|_{L^{2}(\Omega)}^{2} \\
& +\left(\frac{1}{4}\left\|\frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}\right\|\left\|_{L^{2}(\Omega)}^{2}-\right\| \frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}\left\|_{L^{2}(\Omega)}\right\| \frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\| \|_{L^{2}(\Omega)}+\left\|\frac{\partial^{2} v_{2}}{\partial x_{1} \partial x_{2}}\right\| \|_{L^{2}(\Omega)}^{2}\right) \\
& \geq \frac{1}{4}\left(\frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}}, \frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}}\right)_{L^{2}(\Omega)} . \tag{4.188}
\end{align*}
$$

To prove the first inequality in (4.185), it suffices to establish the following generalized Poincaré type inequalities:

$$
\begin{cases}\int_{\Omega}\|\boldsymbol{v}\|^{2} d \boldsymbol{x} \leq 4 a^{2} \int_{\Omega}\|\nabla \boldsymbol{v}\|^{2} d \boldsymbol{x}, & \forall \boldsymbol{v} \in \overline{\boldsymbol{V}}  \tag{4.189a}\\ \int_{\Omega}\|\nabla \boldsymbol{v}\|^{2} d \boldsymbol{x} \leq 4 a^{2} \int_{\Omega}\|\Delta \boldsymbol{v}\|^{2} d \boldsymbol{x}, & \forall \boldsymbol{v} \in \overline{\boldsymbol{V}}\end{cases}
$$

where $\|\cdot\|$ denotes the standard Euclidean norm on $\mathbb{R}^{2}$. Using Hölder's inequality, we have

$$
\begin{align*}
\int_{\Omega}\|\boldsymbol{v}\|^{2} d \boldsymbol{x} & =\int_{\Omega}\left|v_{1}\right|^{2} d \boldsymbol{x}+\int_{\Omega}\left|v_{2}\right|^{2} d \boldsymbol{x} \\
& \leq \int_{\Omega}\left|\int_{-a}^{x_{2}} \frac{\partial v_{1}}{\partial x_{2}} d x_{2}\right|^{2} d \boldsymbol{x}+\int_{\Omega}\left|\int_{-a}^{x_{2}} \frac{\partial v_{2}}{\partial x_{2}} d x_{2}\right|^{2} d \boldsymbol{x} \\
& \leq 2 a \int_{\Omega} \int_{-a}^{x_{2}}\left|\frac{\partial v_{1}}{\partial x_{2}}\right|^{2} d x_{2} d \boldsymbol{x}+2 a \int_{\Omega} \int_{-a}^{x_{2}}\left|\frac{\partial v_{2}}{\partial x_{2}}\right|^{2} d x_{2} d \boldsymbol{x}  \tag{4.190}\\
& =4 a^{2}\left[\int_{\Omega}\left|\frac{\partial v_{1}}{\partial x_{2}}\right|^{2} d \boldsymbol{x}+\int_{\Omega}\left|\frac{\partial v_{2}}{\partial x_{2}}\right|^{2} d \boldsymbol{x}\right] \\
& \leq 4 a^{2} \int_{\Omega}\|\nabla \boldsymbol{v}\|^{2} d \boldsymbol{x}
\end{align*}
$$

which establishes (4.189a), while integration by parts yields

$$
\begin{align*}
\int_{\Omega}\|\nabla \boldsymbol{v}\|^{2} d \boldsymbol{x} & =-\int_{\Omega} \boldsymbol{v} \cdot \Delta \boldsymbol{v} d \boldsymbol{x} \\
& \leq\left(\int_{\Omega}\|\boldsymbol{v}\|^{2} d \boldsymbol{x}\right)^{\frac{1}{2}} \cdot\left(\int_{\Omega}\|\boldsymbol{v}\|^{2} d \boldsymbol{x}\right)^{\frac{1}{2}} \\
& \leq 2 a\left(\int_{\Omega}\|\nabla \boldsymbol{v}\|^{2} d \boldsymbol{x}\right)^{\frac{1}{2}}\left(\int_{\Omega}\|\Delta \boldsymbol{v}\|^{2} d \boldsymbol{x}\right)^{\frac{1}{2}}  \tag{4.191}\\
& \leq \frac{1}{2} \int_{\Omega}\|\nabla \boldsymbol{v}\|^{2} d \boldsymbol{x}+2 a^{2} \int_{\Omega}\|\Delta \boldsymbol{v}\|^{2} d \boldsymbol{x}
\end{align*}
$$

which serves to establish (4.189b). Combining (4.189a) and (4.189b) now produces

$$
\begin{equation*}
\int_{\Omega}\|\boldsymbol{v}\|^{2} d \boldsymbol{x} \leq 4 a^{2} \int_{\Omega}\|\nabla \boldsymbol{v}\|^{2} d \boldsymbol{x} \leq 16 a^{4} \int_{\Omega}\|\Delta \boldsymbol{v}\|^{2} d \boldsymbol{x} . \tag{4.192}
\end{equation*}
$$

Also, by virtue of $(4.189 \mathrm{a}, \mathrm{b})$ we have the estimates

$$
\begin{align*}
\|\boldsymbol{v}\|_{H^{2}(\Omega)}^{2} & =\int_{\Omega}\|\boldsymbol{v}\|^{2} d \boldsymbol{x}+\int_{\Omega}\|\nabla \boldsymbol{v}\|^{2} d \boldsymbol{x}+\left(\frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}}, \frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}}\right)_{L^{2}(\Omega)} \\
& \leq\left(16 a^{4}+4 a^{2}\right) \int_{\Omega}\|\Delta \boldsymbol{v}\|^{2} d \boldsymbol{x}+\left(\frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}}, \frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}}\right)_{L^{2}(\Omega)}  \tag{4.193}\\
& \leq\left(32 a^{4}+8 a^{2}+1\right)\left(\frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}}, \frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}}\right)_{L^{2}(\Omega)} \\
& \leq 4\left(32 a^{4}+8 a^{2}+1\right)\left(\frac{\partial e_{i j}}{\partial x_{k}}, \frac{\partial e_{i j}}{\partial x_{k}}\right)_{L^{2}(\Omega)}
\end{align*}
$$

where we have used (4.188). Thus the first inequality in (4.185), i.e., the lower bound, has been established with $c_{2}=1 /\left(144 a^{4}+32 a^{2}+4\right)$.
Remarks. Aside from the three lemmas proven, thus far, in this subsection the analysis in the remainder of this section will make essential use of Lemmas A. 8 and A. 9 of Appendix A.

We now reformulate our problem in a Hilbert space setting. We begin by defining on $\boldsymbol{H}_{0}^{1}(\Omega)$ and, thus, on $\overline{\boldsymbol{V}}$, a trilinear continuous form $b(\cdot, \cdot, \cdot)$ by setting

$$
\begin{equation*}
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=\int_{\Omega} u_{i} \frac{\partial v_{j}}{\partial x_{i}} w_{j} d \boldsymbol{x}, \text { for } \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{H}_{0}^{1}(\Omega) . \tag{4.194}
\end{equation*}
$$

We note that as $\nabla \cdot \boldsymbol{u}=0$,

$$
\left.\begin{array}{l}
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{v})=0  \tag{4.195}\\
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=-b(\boldsymbol{u}, \boldsymbol{w}, \boldsymbol{v})
\end{array}\right\} \forall \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{H}_{0}^{1}(\Omega)
$$

For $\boldsymbol{u}, \boldsymbol{v} \in \overline{\boldsymbol{V}}$, we denote by $\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})$ the element of $\overline{\boldsymbol{V}}^{\prime}$ defined by

$$
\begin{equation*}
\langle\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}\rangle=b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}), \quad \forall \boldsymbol{w} \in \overline{\boldsymbol{V}} \tag{4.196}
\end{equation*}
$$

and set

$$
\begin{equation*}
\boldsymbol{B}(\boldsymbol{u})=\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u}) \in \overline{\boldsymbol{V}}^{\prime}, \quad \forall \boldsymbol{u} \in \overline{\boldsymbol{V}} \tag{4.197}
\end{equation*}
$$

For $\boldsymbol{u} \in \overline{\boldsymbol{V}}$, we also denote by $\boldsymbol{N}(\boldsymbol{u})$ the element of $\overline{\boldsymbol{V}}^{\prime}$ defined by

$$
\begin{equation*}
\langle\boldsymbol{N}(\boldsymbol{u}), \boldsymbol{v}\rangle=2 \int_{\Omega} \mu(\boldsymbol{u}) e_{i j}(\boldsymbol{u}) e_{i j}(\boldsymbol{v}) d \boldsymbol{x}, \quad \forall \boldsymbol{v} \in \overline{\boldsymbol{V}} \tag{4.198}
\end{equation*}
$$

where $\mu(\boldsymbol{u})$ is the nonlinear viscosity given, e.g., by (2.3) with $\boldsymbol{e}=\frac{1}{2}\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}\right)$. We assume that $(\boldsymbol{v}, p)$ is a classical solution of $(2.2 \mathrm{a}-\mathrm{d})$ such that $\boldsymbol{v}(\boldsymbol{x}, t)$ and its derivatives of order less than or equal to four tend to zero as $|\boldsymbol{x}| \rightarrow+\infty$. If $\phi \in$ $\boldsymbol{J}(\Omega)$, it is easy to see that

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{v}}{\partial t}, \boldsymbol{\phi}\right)_{L^{2}(\Omega)}+2 \mu_{1}\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}\right. & \left., \frac{\partial e_{i j}(\boldsymbol{\phi})}{\partial x_{k}}\right)_{L^{2}(\Omega)} \\
+ & \langle\boldsymbol{N}(\boldsymbol{v}), \boldsymbol{\phi}\rangle+b(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{\phi})=(\boldsymbol{f}, \boldsymbol{\phi})_{L^{2}(\Omega)} \tag{4.199}
\end{align*}
$$

By continuity, (4.199) holds for each $\phi \in \overline{\boldsymbol{V}}$. This suggests the following weak formulation of the problem (4.1)-(4.5), with $M_{i}=0, \boldsymbol{g}=\mathbf{0}$ :
Definition 4.3. Let $\boldsymbol{f}$ and $\boldsymbol{v}_{0}$ be given with $\boldsymbol{f} \in L^{2}((0, T) ; \overline{\boldsymbol{H}})$ and $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$. Then $\boldsymbol{v}$ is a weak solution of (4.1)-(4.5) with $M_{i}=0, \boldsymbol{g}=\mathbf{0}$, and $\Omega=\Omega_{a}$, if $\boldsymbol{v} \in L^{2}((0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}((0, T) ; \overline{\boldsymbol{H}}), \boldsymbol{v}(0)=\boldsymbol{v}_{0}$, and (4.199) is satisfied $\forall \boldsymbol{\phi} \in \overline{\boldsymbol{V}}$.
Remarks. If $\boldsymbol{v}$ only belongs to $L^{2}((0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}((0, T) ; \overline{\boldsymbol{H}})$, then the initial condition need not make sense. However, if $\boldsymbol{v} \in L^{2}((0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}((0, T) ; \overline{\boldsymbol{H}})$ and also satisfies (4.199), $\forall \boldsymbol{\phi} \in \overline{\boldsymbol{V}}$, the following lemma guarantees that $\boldsymbol{v}^{\prime} \in$ $L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$; then, by virtue of Lemma A.9, we have that $v$ is equal, a.e., to some continuous function from $[0, T]$ into $\overline{\boldsymbol{H}}$ so that the initial condition $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$ is meaningful.

Lemma 4.15. Assume that $\boldsymbol{v}$ belongs to $L^{2}((0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}((0, T) ; \overline{\boldsymbol{H}})$. Then the function $\boldsymbol{B}(\boldsymbol{v}(t))$ defined by

$$
\langle\boldsymbol{B}(\boldsymbol{v}(t)), \boldsymbol{\varphi}\rangle=b(\boldsymbol{v}(t), \boldsymbol{v}(t), \boldsymbol{\varphi}), \quad \forall \boldsymbol{\varphi} \in \overline{\boldsymbol{V}}, \text { a.e. for } t \in[0, T]
$$

belongs to $L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$. Also, the function $\boldsymbol{N}(\boldsymbol{v}(t))$ given by

$$
\langle\boldsymbol{N}(\boldsymbol{v}(t)), \boldsymbol{\varphi}\rangle=2 \int_{\Omega} \mu(\boldsymbol{e}(\boldsymbol{v})) e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{\varphi}) d \boldsymbol{x}
$$

belongs to $L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$.
Proof. For almost all $t, \boldsymbol{B}(\boldsymbol{v}(t))$ and $\boldsymbol{N}(\boldsymbol{v}(t))$ are elements of $\overline{\boldsymbol{V}}^{\prime}$, and the measurability of the functions

$$
t \in[0, T] \rightarrow \boldsymbol{B}(\boldsymbol{v}(t)) \in \overline{\boldsymbol{V}}^{\prime}
$$

and

$$
t \in[0, T] \rightarrow \boldsymbol{N}(\boldsymbol{v}(t)) \in \overline{\boldsymbol{V}}^{\prime}
$$

is easy to check. Moreover, employing (4.195), the Hölder Inequality, the embedding theorems, and Lemma 4.12, we have for some $c_{1}>0, c_{2}>0$,

$$
\begin{align*}
|\langle\boldsymbol{B}(\boldsymbol{v}(t)), \boldsymbol{\varphi}\rangle| & =|b(\boldsymbol{v}(t), \boldsymbol{v}(t), \boldsymbol{\varphi})| \\
& =|-b(\boldsymbol{v}(t), \boldsymbol{\varphi}, \boldsymbol{v}(t))| \\
& =\left|\int_{\Omega} v_{i} \frac{\partial \phi_{j}}{\partial x_{i}} v_{j} d \boldsymbol{x}\right|  \tag{4.200}\\
& \leq c_{1}\|\boldsymbol{v}\|_{\boldsymbol{L}^{4}(\Omega)}^{2}\|\boldsymbol{\varphi}\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \\
& \leq c_{2}\|\boldsymbol{v}\|_{L^{2}(\Omega)}\|\boldsymbol{v}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\|\boldsymbol{\varphi}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}
\end{align*}
$$

Using the fact that $\mu(\boldsymbol{v})=\mu_{0}\left(\epsilon+e_{i j} e_{i j}\right)^{-\alpha / 2} \leq \mu_{0} \epsilon^{-\alpha / 2}$, we also have for some $c_{3}>0, c_{4}>0$

$$
\begin{align*}
\mid\langle\boldsymbol{N}(\boldsymbol{v}(t), \boldsymbol{\varphi}\rangle| & =\left|2 \int_{\Omega} \mu(\boldsymbol{e}(\boldsymbol{v})) e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{\varphi}) d \boldsymbol{x}\right| \\
& \leq \frac{2 \mu_{0}}{\epsilon^{-\alpha / 2}} \int_{\Omega}\left|e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{\varphi})\right| d \boldsymbol{x}  \tag{4.201}\\
& \leq c_{3}\|\boldsymbol{v}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\|\boldsymbol{\varphi}\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \\
& \leq c_{4}\|\boldsymbol{v}\|_{V}\|\boldsymbol{\varphi}\|_{V} .
\end{align*}
$$

As a consequence of (4.200) and (4.201), we obtain, therefore, the estimates

$$
\begin{equation*}
\|\boldsymbol{B}(\boldsymbol{v}(t))\|_{\bar{V}^{\prime}} \leq c_{5}\|\boldsymbol{v}\|_{\boldsymbol{L}^{2}(\Omega)}\|\boldsymbol{v}\|_{\bar{V}} \tag{4.202}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{N}(\boldsymbol{v}(t))\|_{\bar{V}^{\prime}} \leq c_{6}\|\boldsymbol{v}\|_{\bar{V}} \tag{4.203}
\end{equation*}
$$

for some $c_{5}>0, c_{6}>0$. Therefore,

$$
\begin{align*}
\int_{0}^{T}\|\boldsymbol{B}(\boldsymbol{v}(t))\|_{\bar{V}^{\prime}}^{2} d t & \leq c_{5}^{2} \int_{0}^{T}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\|\boldsymbol{v}\|_{\overline{\boldsymbol{V}}}^{2} d t  \tag{4.204}\\
& \leq c_{5}^{2}\|\boldsymbol{v}\|_{L^{\infty}((0, T) ; \overline{\boldsymbol{H}})}^{2} \int_{0}^{T}\|\boldsymbol{v}\|_{\bar{V}^{2}}^{2} d t<\infty
\end{align*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}\|\boldsymbol{N}(\boldsymbol{v}(t))\|_{\bar{V}^{\prime}}^{2} d t \leq c_{6}^{2} \int_{0}^{T}\|\boldsymbol{v}\|_{\bar{V}}^{2} d t \tag{4.205}
\end{equation*}
$$

and the Lemma 4.15 has been proved.
Remarks. If $\boldsymbol{v}$ satisfies (4.199), $\forall \boldsymbol{\phi} \in \overline{\boldsymbol{V}}$, and $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$, then by (4.173), (4.174), and Lemma 4.15 one can rewrite (4.199) in the form

$$
\begin{equation*}
\frac{d}{d t}\langle\boldsymbol{v}, \boldsymbol{\varphi}\rangle=\left\langle\boldsymbol{f}-2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{v}-\boldsymbol{N}(\boldsymbol{v})-\boldsymbol{B}(\boldsymbol{v}), \varphi\right\rangle, \quad \forall \varphi \in \overline{\boldsymbol{V}} \tag{4.206}
\end{equation*}
$$

Because $\overline{\boldsymbol{A}}$ is linear, and continuous from $\overline{\boldsymbol{V}}$ into $\overline{\boldsymbol{V}}^{\prime}$, and $\boldsymbol{v} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$, the function $\overline{\boldsymbol{A}} \boldsymbol{v} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$; hence $\boldsymbol{f}-2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{v}-\boldsymbol{N}(\boldsymbol{v})-\boldsymbol{B}(\boldsymbol{v}) \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$. Therefore, (4.205) and Lemma A. 8 show that $\boldsymbol{v}^{\prime} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$.

Now suppose that $\boldsymbol{f} \in L^{2}((0, T) ; \overline{\boldsymbol{H}})$. If $\boldsymbol{v} \in L^{2}((0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}((0, T) ; \overline{\boldsymbol{H}})$ then, as shown above, $\boldsymbol{v}$ satisfies (4.205) and (4.206). By Lemma A.8, (4.199) is equivalent to

$$
\begin{equation*}
\boldsymbol{v}^{\prime}+2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{v}+\boldsymbol{N}(\boldsymbol{v})+\boldsymbol{B}(\boldsymbol{v})=\boldsymbol{f} \tag{4.207}
\end{equation*}
$$

Conversely if $\boldsymbol{v} \in L^{2}((0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}((0, T) ; \overline{\boldsymbol{H}})$, and $\boldsymbol{v}^{\prime} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$, then $\boldsymbol{v}$ satisfies (4.199), for all $\boldsymbol{v} \in \overline{\boldsymbol{V}}$. Therefore, an alternative weak formulation of the problem under consideration is the following:

Given $\boldsymbol{f}$ and $\boldsymbol{v}_{0}$ satisfying $\boldsymbol{f} \in L^{2}((0, T) ; \overline{\boldsymbol{H}})$ and $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$, find $\boldsymbol{v}$ satisfying

$$
\begin{gather*}
\boldsymbol{v} \in L^{2}((0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}((0, T) ; \overline{\boldsymbol{H}}), \quad \boldsymbol{v}^{\prime} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)  \tag{4.208}\\
\boldsymbol{v}^{\prime}+2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{v}+\overline{\boldsymbol{N}}(\boldsymbol{v})+\boldsymbol{B}(\boldsymbol{v})=\boldsymbol{f}  \tag{4.209}\\
\boldsymbol{v}(0)=\boldsymbol{v}_{0} \tag{4.210}
\end{gather*}
$$

Any solution of (4.208), (4.209), (4.210) with $\boldsymbol{v}^{\prime} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$ is a solution of (4.209) satisfying $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$ with $\boldsymbol{v} \in L^{2}((0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}((0, T) ; \overline{\boldsymbol{H}})$, and conversely. Because $\Omega$ is unbounded, the embeddings $\boldsymbol{H}^{2}(\Omega) \hookrightarrow \boldsymbol{L}^{2}(\Omega)$ and $\boldsymbol{H}^{1}(\Omega) \hookrightarrow \boldsymbol{L}^{2}(\Omega)$ are not compact so the existence of solutions to (4.208)-(4.210) can not be established directly by using the Galerkin method. Instead, we will first establish the existence of approximate solutions. Then, we will show that there exists a convergent subsequence of approximate solutions whose limit is a solution of our problem. This procedure necessitates the introduction of some notation as follows: using the ideas in [BB2], as delineated in Sect. 2.4, we let $\left\{\Omega_{N}\right\}, N=1,2, \ldots$ be an expanding sequence of simply connected, bounded subdomains of $\Omega$ such that $\Omega_{N} \rightarrow \Omega$, as $N \rightarrow \infty$, and $\partial \Omega_{N}$ of class $C^{\infty}$. We set

$$
\begin{gather*}
\left\{\begin{array}{l}
\Gamma_{N}^{+}=\left\{\left(x_{1}, a\right) \mid\left(x_{1}, a\right) \in \bar{\Omega}_{N}\right\}, \\
\Gamma_{N}^{-}=\left\{\left(x_{1},-a\right) \mid\left(x_{1},-a\right) \in \bar{\Omega}_{N}\right\},
\end{array}\right.  \tag{4.211}\\
\boldsymbol{J}\left(\Omega_{N}\right)=\left\{\varphi \in \boldsymbol{J}(\Omega) \mid \varphi \in\left(\mathcal{D}\left(\Omega_{N}\right) \cup \Gamma_{N}^{+} \cup \Gamma_{N}^{-}\right)\right\},  \tag{4.212}\\
\left\{\begin{array}{l}
\overline{\boldsymbol{V}}_{N}=\text { the closure of } \boldsymbol{J}\left(\Omega_{N}\right) \text { in } \boldsymbol{H}^{2}\left(\Omega_{N}\right), \\
\overline{\boldsymbol{H}}_{N}=\text { the closure of } \boldsymbol{J}\left(\Omega_{N}\right) \text { in } \boldsymbol{L}^{2}\left(\Omega_{N}\right),
\end{array}\right. \tag{4.213}
\end{gather*}
$$

and we denote by $\overline{\boldsymbol{V}}_{N}^{\prime}$ and $\overline{\boldsymbol{H}}_{N}^{\prime}$, respectively, the dual of $\overline{\boldsymbol{V}}_{N}$ and $\overline{\boldsymbol{H}}_{N}$. We also define $\overline{\boldsymbol{A}}_{N}$ by

$$
\begin{equation*}
\left\langle\overline{\boldsymbol{A}}_{N} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle=\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)}, \quad \forall \boldsymbol{v}, \boldsymbol{\varphi} \in \overline{\boldsymbol{V}}_{N} \tag{4.214}
\end{equation*}
$$

Remarks. (i) It is obvious that $\boldsymbol{J}\left(\Omega_{1}\right) \subset \boldsymbol{J}\left(\Omega_{2}\right) \subset \cdots \subset \boldsymbol{J}(\Omega)$.
(ii) $\forall \boldsymbol{v} \in \overline{\boldsymbol{V}}_{N}\left(\boldsymbol{v} \in \overline{\boldsymbol{H}}_{N}\right)$, if we extend $\underline{\boldsymbol{v}}$ by setting $\boldsymbol{v}=\mathbf{0}$ outside $\Omega_{N}$, then $\boldsymbol{v} \in \overline{\boldsymbol{V}}_{N+j} \subset \overline{\boldsymbol{V}}, j=1,2, \ldots\left(\boldsymbol{v} \in \overline{\boldsymbol{H}}_{N+j} \subset \overline{\boldsymbol{H}}, j=1,2, \ldots\right)$. i.e. $\overline{\boldsymbol{V}}_{1} \subset$ $\overline{\boldsymbol{V}}_{2} \subset \cdots \subset \overline{\boldsymbol{V}}$ and $\overline{\boldsymbol{H}}_{1} \subset \overline{\boldsymbol{H}}_{2} \subset \cdots \subset \overline{\boldsymbol{H}}$.

### 4.4.3 The Existence Problem for a Sequence of Approximations

In this subsection we will prove an existence theorem for a sequence of approximating problems which are naturally associated with (4.208)-(4.210); these problems may be stated as follows: For $\boldsymbol{f}^{N}$ and $\boldsymbol{v}_{0}^{N}$ satisfying

$$
\left\{\begin{array}{l}
\boldsymbol{f}^{N} \in L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right),  \tag{4.215}\\
\boldsymbol{v}_{0}^{N} \in \overline{\boldsymbol{H}}_{N},
\end{array}\right.
$$

find $\boldsymbol{v}^{N}$ such that

$$
\begin{gather*}
\boldsymbol{v}^{N} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right) \cap L^{\infty}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right), \quad\left(\boldsymbol{v}^{N}\right)^{\prime} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}^{\prime}\right)  \tag{4.216}\\
\left(\boldsymbol{v}^{N}\right)^{\prime}+2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{v}^{N}+\boldsymbol{N}\left(\boldsymbol{v}^{N}\right)+\boldsymbol{B}\left(\boldsymbol{v}^{N}\right)=\boldsymbol{f}^{N}  \tag{4.217}\\
\boldsymbol{v}^{N}(0)=\boldsymbol{v}_{0}^{N} . \tag{4.218}
\end{gather*}
$$

Before stating and proving the relevant existence theorem for the system (4.216)(4.218) we will need to establish the following key lemma:

Lemma 4.16. Let $\left\{\boldsymbol{v}^{N, K}\right\}$ be a sequence of elements in $L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right) \cap$ $L^{\infty}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)$ such that, as $K \rightarrow \infty, \boldsymbol{v}^{N, K} \rightarrow \boldsymbol{v}^{N}$ weakly in $L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right)$, and weak ${ }^{*}$ in $L^{\infty}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)$, as well as strongly in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)$. Then for any $\varphi \in \mathcal{Y}=\left\{\varphi \in C\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right) \mid \varphi^{\prime} \in L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)\right\}$, we have the following:

$$
\begin{align*}
& \lim _{K \rightarrow \infty} \int_{0}^{T}\left(\boldsymbol{v}^{N, K}, \boldsymbol{\varphi}^{\prime}(t)\right)_{L^{2}\left(\Omega_{N}\right)} d t=\int_{0}^{T}\left(\boldsymbol{v}^{N}(t), \boldsymbol{\varphi}^{\prime}(t)\right)_{L^{2}\left(\Omega_{N}\right)} d t  \tag{4.219a}\\
& \lim _{K \rightarrow \infty} \int_{0}^{T}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\varphi}(t))}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t=\int_{0}^{T}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\varphi}(t))}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t,  \tag{4.219b}\\
& \lim _{K \rightarrow \infty} \int_{0}^{T}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N, K}\right), \boldsymbol{\varphi}(t)\right\rangle d t=\int_{0}^{T}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N}\right), \boldsymbol{\varphi}(t)\right\rangle d t,  \tag{4.219c}\\
& \lim _{K \rightarrow \infty} \int_{0}^{T} b\left(\boldsymbol{v}^{N, K}, \boldsymbol{v}^{N, K}, \boldsymbol{\varphi}(t)\right) d t=\int_{0}^{T} b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \boldsymbol{\varphi}(t)\right) d t . \tag{4.219~d}
\end{align*}
$$

Proof. The result in (4.219a) follows directly from the fact that $\boldsymbol{v}^{N, K} \rightarrow \boldsymbol{v}^{N}$ strongly in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)$ and $\boldsymbol{\phi} \in L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)$. As far as (4.219b) is concerned, we note that the relation $\langle\boldsymbol{v}, \overline{\boldsymbol{A}} \boldsymbol{\phi}\rangle_{\overline{\boldsymbol{V}}_{N} \times \overline{\boldsymbol{V}}_{N}^{\prime}}=\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)}, \forall \boldsymbol{v}, \boldsymbol{\varphi} \in \overline{\boldsymbol{V}}_{N}$, and the fact that $\boldsymbol{v}^{N, K} \rightharpoonup \boldsymbol{v}^{N}$, weakly in $L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right)$, imply that

$$
\begin{align*}
\lim _{K \rightarrow \infty} \int_{0}^{T} & \left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\varphi}(t))}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t \\
& =\lim _{K \rightarrow \infty} \int_{0}^{T}\left\langle\boldsymbol{v}^{N, K}, \overline{\boldsymbol{A}} \varphi(t)\right\rangle d t \\
& =\int_{0}^{T}\left\langle\boldsymbol{v}^{N}, \overline{\boldsymbol{A}} \boldsymbol{\varphi}(t)\right\rangle d t  \tag{4.220}\\
& =\int_{0}^{T}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\varphi}(t))}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t .
\end{align*}
$$

For the result in (4.219c) we remark that a straightforward calculation exhibits the existence of a $c>0$ for which

$$
\begin{equation*}
\left|\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N, K}\right)-\boldsymbol{N}\left(\boldsymbol{v}^{N}\right), \boldsymbol{\varphi}(t)\right\rangle\right| \leq c\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)}\|\boldsymbol{\varphi}(t)\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)} . \tag{4.221}
\end{equation*}
$$

This result, the fact that $\boldsymbol{v}^{N, K} \rightarrow \boldsymbol{v}^{N}$ strongly in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)$, and the condition $\varphi \in C\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right)$, imply that

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \int_{0}^{T}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N, K}\right), \boldsymbol{\varphi}(t)\right\rangle d t=\int_{0}^{T}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N}\right), \boldsymbol{\varphi}(t)\right\rangle d t . \tag{4.222}
\end{equation*}
$$

Now, because for some $c_{1}>0, c_{2}>0$

$$
\begin{aligned}
& \left|b\left(\boldsymbol{v}^{N, K}, \boldsymbol{v}^{N, K}, \boldsymbol{\varphi}(t)\right)-b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \boldsymbol{\varphi}(t)\right)\right| \\
& =\left|b\left(\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}, \boldsymbol{v}^{N, K}, \boldsymbol{\varphi}(t)\right)-b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}, \boldsymbol{\varphi}(t)\right)\right| \\
& =\left|-b\left(\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}, \boldsymbol{\varphi}(t), \boldsymbol{v}^{N, K}\right)-b\left(\boldsymbol{v}^{N}, \boldsymbol{\varphi}(t), \boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right)\right| \\
& \leq \\
& \leq c_{1}\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{4}\left(\Omega_{N}\right)}\|\boldsymbol{\varphi}(t)\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)}\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{L}^{4}\left(\Omega_{N}\right)} \\
& \quad+c_{1}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{4}\left(\Omega_{N}\right)}\|\boldsymbol{\varphi}(t)\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)}\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{4}\left(\Omega_{N}\right)} \\
& \leq\left(c_{2}\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)}^{\frac{1}{2}}\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)}^{\frac{1}{2}}\|\boldsymbol{\varphi}(t)\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)}\right. \\
& \left.\quad \times\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)}^{\frac{1}{2}}\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)}^{\frac{1}{2}}\right) \\
& \quad+\left(c_{2}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)}^{\frac{1}{2}}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)}^{\frac{1}{2}}\|\boldsymbol{\varphi}(t)\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)}\right. \\
& \left.\quad \times\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{\frac{1}{2}}\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)}^{\frac{1}{2}}\right),
\end{aligned}
$$

we have, for some $c_{3}>0$,

$$
\begin{align*}
& \left|\int_{0}^{T}\left[b\left(\boldsymbol{v}^{N, K}, \boldsymbol{v}^{N, K}, \boldsymbol{\varphi}(t)\right)-b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \boldsymbol{\varphi}(t)\right)\right] d t\right| \\
& \leq\left(c_{3}\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)}^{\frac{1}{4}}\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)}^{\frac{1}{4}}\right. \\
& \left.\quad \times\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)}^{\frac{1}{4}}\left\|\boldsymbol{v}^{N, K}\right\|_{L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)}^{\frac{1}{4}}\right) \\
& \quad+\left(c_{3}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)}^{\frac{1}{4}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)}^{\frac{1}{4}}\right. \\
& \left.\quad \times\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)}^{\frac{1}{4}}\left\|\boldsymbol{v}^{N, K}-\boldsymbol{v}^{N}\right\|_{L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)}^{\frac{1}{4}}\right) \rightarrow 0 \tag{4.223}
\end{align*}
$$

as $\boldsymbol{v}^{N, K} \rightarrow \boldsymbol{v}^{N}$, strongly in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)$, which serves to complete the proof of (4.219d).

With Lemma 4.16 in hand, we are now in a position to state and prove the following result for the sequence of approximating problems (4.217), (4.218):

Theorem 4.17. Let $\boldsymbol{f}^{N}$ and $\boldsymbol{v}_{0}^{N}$ satisfy (4.215). Then there exists a function $\boldsymbol{v}^{N}$ which satisfies (4.216), (4.217) and (4.218). Moreover, for any $t \in(0, T), \boldsymbol{v}^{N}$ satisfies the energy identity

$$
\begin{array}{r}
\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+4 \mu_{1} \int_{0}^{t} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \cdot \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x} d \tau+2 \int_{0}^{t}\left\langle\mu\left(\boldsymbol{v}^{N}\right), \boldsymbol{v}^{N}\right\rangle d \tau \\
=\left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+2 \int_{0}^{t}\left(\boldsymbol{f}^{N}(\tau), \boldsymbol{v}^{N}\right) d \tau \tag{4.224}
\end{array}
$$

Proof. To prove Theorem 4.17 we will use the Galerkin method. Since $\overline{\boldsymbol{V}}_{N}$ is separable and $\boldsymbol{J}\left(\Omega_{N}\right)$ is dense in $\overline{\boldsymbol{V}}_{N}$, there exists a sequence $\boldsymbol{w}^{1}, \boldsymbol{w}^{2}, \ldots$ of elements of $\boldsymbol{J}\left(\Omega_{N}\right)$ which form a basis of $\overline{\boldsymbol{V}}_{N}$, with $\left(\boldsymbol{w}^{i}, \boldsymbol{w}^{j}\right)=0$, for $i \neq j$, and $\left(\boldsymbol{w}^{i}, \boldsymbol{w}^{j}\right)_{L^{2}\left(\Omega_{N}\right)}=$, for $i=j$. For each fixed $K$, we define an approximate solution $\boldsymbol{v}^{N, K}$ of (4.217), (4.218) as follows: set

$$
\begin{equation*}
\boldsymbol{v}^{N, K}=\sum_{l=1}^{K} g_{k l}(t) \boldsymbol{w}^{l} \tag{4.225}
\end{equation*}
$$

Then, $\boldsymbol{v}^{N, K}$ is to satisfy

$$
\begin{align*}
\int_{\Omega_{N}} \frac{d v^{N, K_{i}}}{d t} w_{i}^{m} d \boldsymbol{x}+2 \mu_{1} & \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{m}\right)}{\partial x_{k}} d \boldsymbol{x} \\
& +\int_{\Omega_{N}} 2 \mu\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\boldsymbol{w}^{m}\right) d \boldsymbol{x} \\
& +\int_{\Omega_{N}} v^{N, K}{ }_{j} \frac{\partial v^{N, K}{ }_{i}}{\partial x_{j}} w_{i}^{m} d \boldsymbol{x}-\int_{\Omega_{N}} f_{i}^{N} w_{i}^{m} d \boldsymbol{x}=0 \tag{4.226}
\end{align*}
$$

for $m=1,2, \ldots, K$ and

$$
\begin{equation*}
\boldsymbol{v}^{N, K}(0)=\boldsymbol{v}^{N, K}{ }_{0} \tag{4.227}
\end{equation*}
$$

where $\boldsymbol{v}^{N, K}(0)$ is the orthogonal projection in $\overline{\boldsymbol{H}}_{N}$ of $\boldsymbol{v}_{0}^{N}$ onto the space spanned by $\boldsymbol{w}^{1}, \boldsymbol{w}^{2}, \ldots, \boldsymbol{w}^{k}$.

Equations (4.225), (4.226), (4.227) yield a nonlinear differential system for the functions $g_{1 K}, g_{2 K}, \ldots, g_{K K}$, namely,

$$
\begin{gather*}
g_{I K}^{\prime}=\left(\boldsymbol{f}^{N}(t), \boldsymbol{w}^{l}\right)_{L^{2}\left(\Omega_{N}\right)}+\phi_{l}\left(g_{1 K}, g_{2 K}, \ldots, g_{K K}\right)  \tag{4.228}\\
g_{I K}(0)=\text { the } l \text {-th component of } \boldsymbol{v}^{N, K}{ }_{0} \tag{4.229}
\end{gather*}
$$

where $\phi_{l}, l=1, \ldots, K$ is a Lipschitz function of $g_{1 K}, g_{2 K}, \ldots, g_{K K}$ on any bounded domain of $R^{K}$ because of the regularity of $\mu(\boldsymbol{v})$. Since the $F_{l}(t)=$ $\left(\boldsymbol{f}^{N}(t), \boldsymbol{w}^{l}\right)_{L^{2}\left(\Omega_{N}\right)}$ are square integrable, there exists a maximal solution of (4.228), (4.229) on $\left[0, t_{K}\right]$. If $t_{K}<T$, then $\left\|\boldsymbol{v}^{N, K}\right\|_{L^{2}\left(\Omega_{N}\right)}$ must tend to $+\infty$ as $t \rightarrow t_{K}$; the a priori estimates we shall prove show that this does not happen and therefore $t_{K}=T$.

In order to proceed we multiply (4.226) by $g_{I K}(t)$ and sum the resulting equations for $l=1, \ldots, K$. Using the fact that $b\left(\boldsymbol{v}^{N, K}, \boldsymbol{v}^{N, K}, \boldsymbol{v}^{N, K}\right)=0$, we obtain

$$
\begin{align*}
\int_{\Omega_{N}} \frac{d v^{N, K}{ }_{i}}{d t} v^{N, K}{ }_{i} d \boldsymbol{x}+2 \mu_{1} & \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K}\right)}{\partial x_{k}} d \boldsymbol{x} \\
& +\int_{\Omega_{N}} 2 \mu\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\boldsymbol{v}^{N, K}\right) d \boldsymbol{x}  \tag{4.230}\\
& -\int_{\Omega_{N}} f_{i}^{N} v^{N, K}{ }_{i} d \boldsymbol{x}=0 .
\end{align*}
$$

Dropping the positive term $\int_{\Omega_{N}} 2 \mu\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\boldsymbol{v}^{N, K}\right) d \boldsymbol{x}$ in (4.230), and applying Lemma 4.14, Young's inequality (see Appendix A), and the embedding $\boldsymbol{H}^{2}\left(\Omega_{N}\right) \hookrightarrow \boldsymbol{L}^{2}\left(\Omega_{N}\right)$, we find that there exists a constant $c_{1}>0$, depending on $\mu_{1}$ and $a$, such that

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{v}^{N, K}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+ & c_{1}\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)}^{2} \\
& \leq\left\|\boldsymbol{f}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)}\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)} \\
& \leq \frac{1}{2 c_{1}}\left\|\boldsymbol{f}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)}+\frac{1}{2} c_{1}\left\|\boldsymbol{v}^{N, K}\right\|_{\mathbf{L}^{2}\left(\Omega_{N}\right)}^{2}  \tag{4.231}\\
& \leq \frac{1}{2 c_{1}}\left\|\boldsymbol{f}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+\frac{1}{2} c_{1}\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)}^{2}
\end{align*}
$$

Therefore, for some $c_{2}>0$, depending on $\mu_{1}$ and $a$, it follows that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{v}^{N, K}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{1}\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)} \leq c_{2}\left\|\boldsymbol{f}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} \tag{4.232}
\end{equation*}
$$

Integrating (4.232) from 0 to $s \leq T$ now yields the estimate

$$
\begin{align*}
\left\|\boldsymbol{v}^{N, K}(s)\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+ & c_{1} \int_{0}^{t}\left\|\boldsymbol{v}^{N, K}(\tau)\right\|_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)}^{2} d \tau \\
& \leq\left\|\boldsymbol{v}^{N, K}(s)\right\|_{L^{2}\left(\Omega_{N}\right)}+c_{2} \int_{0}^{t}\left\|\boldsymbol{f}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} d \tau  \tag{4.233}\\
& \leq\left\|\boldsymbol{v}_{0}(s)\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{2} \int_{0}^{t}\left\|\boldsymbol{f}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} d \tau
\end{align*}
$$

As a consequence of (4.233), we have

$$
\begin{equation*}
\sup _{s \in[0, T]}\left\|\boldsymbol{v}^{N, K}(s)\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} \leq\left\|\boldsymbol{v}_{0}(s)\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{2} \int_{0}^{t}\left\|\boldsymbol{f}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} d \tau \tag{4.234}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{t}\left\|\boldsymbol{v}^{N, K}(\tau)\right\|_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)}^{2} d \tau \leq \frac{1}{c_{1}}\left\|\boldsymbol{v}_{0}(s)\right\|_{\mathbf{L}^{2}\left(\Omega_{N}\right)}^{2}+\frac{c_{2}}{c_{1}} \int_{0}^{t}\left\|\boldsymbol{f}^{N}\right\|_{\mathbf{L}^{2}\left(\Omega_{N}\right)}^{2} d \tau \tag{4.235}
\end{equation*}
$$

Now, let $\varphi \in C^{1}\left([0, T], \overline{\boldsymbol{V}}_{N}\right)$ and let $\varphi^{K}$ be the projection of $\boldsymbol{\varphi}$, in $\overline{\boldsymbol{V}}_{N}$, onto the space generated by $\boldsymbol{w}^{1}, \boldsymbol{w}^{2}, \ldots, \boldsymbol{w}^{K}$. By (4.226), we have

$$
\begin{align*}
\int_{\Omega_{N}} \frac{d v^{N, K}{ }_{i}}{d t} w_{i}^{m} d \boldsymbol{x}= & -2 \mu_{1} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{w}^{m}\right)}{\partial x_{k}} d \boldsymbol{x} \\
& -\int_{\Omega_{N}} 2 \mu\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\boldsymbol{w}^{m}\right) d \boldsymbol{x}  \tag{4.236}\\
& -\int_{\Omega_{N}} v^{N, K}{ }_{j} \frac{\partial v^{N, K}{ }_{i}}{\partial x_{j}} w_{i}^{m} d \boldsymbol{x} \\
& +\int_{\Omega_{N}} f_{i}^{N} w_{i}^{m} d \boldsymbol{x}, \quad m=1,2, \ldots, K .
\end{align*}
$$

Using (4.236), and the definition of $\varphi^{K}$, we obtain

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega_{N}} \frac{d v^{N, K}{ }_{i}}{d t} \varphi^{K} d \boldsymbol{x} d t= & 2 \mu_{1} \int_{0}^{T} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\varphi^{K}\right)}{\partial x_{k}} d \boldsymbol{x} d t \\
& -\int_{0}^{T} \int_{\Omega_{N}} 2 \mu\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\varphi^{K}\right) d \boldsymbol{x} d t \\
& -\int_{0}^{T} \int_{\Omega_{N}} v^{N, K}{ }_{j} \frac{\partial v^{N, K_{i}}{ }_{i}}{\partial x_{j}} \varphi_{i}^{K} d \boldsymbol{x} d t \\
& +\int_{0}^{T} \int_{\Omega_{N}} \boldsymbol{f}^{N} \varphi^{K} d \boldsymbol{x} d t \\
= & I_{1}+I_{2}+I_{3}+I_{4} \tag{4.237}
\end{align*}
$$

However, by virtue of (4.235), for some $C_{1}>0$,

$$
\begin{equation*}
\left|I_{1}+I_{4}\right| \leq C_{1}| | \varphi^{K} \|_{L^{2}\left((0, T) ; \bar{V}_{N}\right)} . \tag{4.238}
\end{equation*}
$$

Also, as

$$
\mu\left(\boldsymbol{v}^{N, K}\right) \leq \mu_{0} \epsilon^{-\frac{\alpha}{2}}
$$

we have, for some $C_{2}>0$,

$$
\begin{align*}
\left|I_{2}\right| & \leq 2 \mu_{0} \epsilon^{-\frac{\alpha}{2}} \int_{0}^{T} \int_{\Omega_{N}}\left|e_{i j}\left(\boldsymbol{v}^{N, K}\right) e_{i j}\left(\varphi^{K}\right)\right| d \boldsymbol{x} d t  \tag{4.239}\\
& \leq C_{2}\left\|\boldsymbol{\varphi}^{K}\right\|_{\boldsymbol{L}^{2}\left((0, T) ; \bar{V}_{N}\right)}
\end{align*}
$$

Employing integration by parts in the integral $I_{3}$, and using the fact that $\operatorname{div} \boldsymbol{v}^{N, K}=0$, as well as Lemma 4.12 yields, for some $C_{3}>0$,

$$
\begin{align*}
\left|I_{3}\right| & =\left|-\int_{0}^{T} \int_{\Omega_{N}} v^{N, K}{ }_{j} \frac{\partial v^{N, K_{i}}}{\partial x_{j}} \varphi_{i}^{K} d \boldsymbol{x} d t\right| \\
& \leq\left|\int_{0}^{T} \int_{\Omega_{N}} v^{N, K}{ }_{j} v^{N, K}{ }_{i} \frac{\varphi_{i}^{K}}{\partial x_{j}} d \boldsymbol{x} d t\right| \\
& \leq \int_{0}^{T}\left(\int_{\Omega_{N}}\left|v^{N, K}{ }_{j}\right|^{4}\right)^{\frac{1}{4}}\left(\int_{\Omega_{N}}\left|v^{N, K_{i}}\right|^{4}\right)^{\frac{1}{4}}\left(\int_{\Omega_{N}}\left|\frac{\partial \varphi_{i}^{K}}{\partial x_{j}}\right|^{2}\right)^{\frac{1}{2}} d t  \tag{4.240}\\
& \leq \int_{0}^{T}\left\{\left\|\boldsymbol{v}^{N, K}\right\|_{L^{2}\left(\Omega_{N}\right)}^{\frac{1}{2}}\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{H}^{1}\left(\Omega_{N}\right)}^{\frac{1}{2}}\left\|\boldsymbol{v}^{N, K}\right\|_{L^{2}\left(\Omega_{N}\right)}^{\frac{1}{2}} \times\right. \\
& \left.\leq C_{3}^{N, K}\left\|_{\boldsymbol{H}^{1}\left(\Omega_{N}\right)}^{\frac{1}{2}}\right\| \boldsymbol{\varphi}^{K} \|_{\boldsymbol{H}^{1}\left(\Omega_{N}\right)}\right\} d t \\
& \left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)}\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{H}^{1}\left(\Omega_{N}\right)}\left\|\boldsymbol{\varphi}^{K}\right\|_{\boldsymbol{H}^{1}\left(\Omega_{N}\right)} d t
\end{align*}
$$

and, thus, by virtue of (4.234), we obtain for some $C_{4}>0, C_{5}>0$, the bounds

$$
\begin{align*}
\left|I_{3}\right| & \leq C_{4} \int_{0}^{T}\left\|\boldsymbol{v}^{N, K}\right\|_{\boldsymbol{H}^{1}\left(\Omega_{N}\right)}\left\|\varphi^{K}\right\|_{\boldsymbol{H}^{1}\left(\Omega_{N}\right)} d t  \tag{4.241}\\
& \leq C_{5}\left\|\varphi^{K}\right\| \|_{L^{2}\left((0, T) ; \bar{V}_{N}\right)} .
\end{align*}
$$

Combining (4.237) with (4.238), (4.239) and (4.241) we may conclude that, for some $C>0$,

$$
\begin{align*}
\left|\int_{0}^{T} \int_{\Omega_{N}} \frac{d v^{N, K_{i}}}{d t} \boldsymbol{\varphi} d \boldsymbol{x} d t\right| & \leq C\left\|\boldsymbol{\varphi}^{K}\right\|_{L^{2}\left((0, T) ; \bar{V}_{N}\right)}  \tag{4.242}\\
& \leq C\|\boldsymbol{\varphi}\|_{L^{2}\left((0, T) ; \bar{V}_{N}\right)}
\end{align*}
$$

as well as

$$
\begin{equation*}
\left\|\frac{d v^{N, K_{i}}}{d t}\right\|_{L^{2}\left((0, T) ; \bar{r}_{N}^{\prime}\right)} \leq C . \tag{4.243}
\end{equation*}
$$

However, (4.234) implies that the sequence $\boldsymbol{v}^{N, K}$ remains in a bounded set of $L^{\infty}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)$; therefore, (4.235) and (4.243) imply that the sequence $\boldsymbol{v}^{N, K}$ remains in a bounded set of the Banach space $\mathcal{Y}=\left\{\boldsymbol{v} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right) \mid \boldsymbol{v}^{\prime} \in\right.$ $\left.L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}^{\prime}\right)\right\}$. By Lemma A. $9, \mathcal{Y} \subset L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)$ is compact; hence, we can extract a subsequence $\boldsymbol{v}^{N, K^{\prime}}$ of $\boldsymbol{v}^{N, K}$ such that

$$
\begin{aligned}
& \boldsymbol{v}^{N, K^{\prime}} \rightarrow\left(\boldsymbol{v}^{N}\right)^{*}, \text { in the weak * topology of } L^{\infty}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right), \\
& \boldsymbol{v}^{N, K^{\prime}} \rightarrow \boldsymbol{v}^{N}, \text { in the weak topology of } L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right),
\end{aligned}
$$

and

$$
\boldsymbol{v}^{N, K^{\prime}} \rightarrow \boldsymbol{v}^{N}, \text { in the strong topology of } L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right) .
$$

Thus, as $K^{\prime} \rightarrow+\infty$,

$$
\begin{equation*}
\int_{0}^{T}\left(\boldsymbol{v}^{N, K^{\prime}}-\left(\boldsymbol{v}^{N}\right), \varphi\right)_{L^{2}\left(\Omega_{N}\right)} d t \rightarrow 0, \quad \forall \varphi \in L^{1}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right) \tag{4.244}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}\left\langle\boldsymbol{v}^{N, K^{\prime}}-\boldsymbol{v}^{N}, \varphi\right\rangle_{\bar{V} \times \bar{V}^{\prime}} d t \rightarrow 0, \quad \forall \varphi \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}^{\prime}\right) . \tag{4.245}
\end{equation*}
$$

If we now use the fact that

$$
L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right) \hookrightarrow L^{1}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)
$$

as well as the embedding

$$
L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right) \hookrightarrow L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}^{\prime}\right)
$$

then (4.244) and (4.245) yield

$$
\begin{equation*}
\lim _{K^{\prime} \rightarrow \infty} \int_{0}^{T}\left(\boldsymbol{v}^{N, K^{\prime}}-\left(\boldsymbol{v}^{N}\right)^{*}, \boldsymbol{\varphi}\right) d t \rightarrow 0, \quad \forall \varphi \in L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right) \tag{4.246}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{K^{\prime} \rightarrow \infty} \int_{0}^{T}\left\langle\boldsymbol{v}^{N, K^{\prime}}-\boldsymbol{v}^{N}, \varphi\right\rangle_{\overline{\boldsymbol{V}} \times \bar{V}^{\prime}} d t \rightarrow 0, \quad \forall \boldsymbol{\varphi} \in L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right) . \tag{4.247}
\end{equation*}
$$

By subtracting (4.247) from (4.246), we find that $\boldsymbol{v}^{N}=\left(\boldsymbol{v}^{N}\right)^{*} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right) \cap$ $L^{\infty}\left((0, T) ; \overrightarrow{\boldsymbol{H}}_{N}\right)$; thus, we can extract a subsequence $\boldsymbol{v}^{N, K^{\prime}}$ from $\boldsymbol{v}^{N, K}$ such that, as $K^{\prime} \rightarrow \infty$,

$$
\left\{\begin{array}{l}
\boldsymbol{v}^{N, K^{\prime}} \rightarrow \boldsymbol{v}^{N}, \text { in } L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right), \text { weak } *  \tag{4.248}\\
\boldsymbol{v}^{N, K^{\prime}} \rightarrow \boldsymbol{v}^{N}, \text { in } L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right), \text { weakly } \\
\boldsymbol{v}^{N, K^{\prime}} \rightarrow \boldsymbol{v}^{N}, \text { in } L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right), \text { strongly } .
\end{array}\right.
$$

Now, let $\phi \in C^{1}[0, T]$, with $\phi(0)=0$. We multiply (4.226) by $\phi$, and then integrate by parts, so as to obtain

$$
\begin{align*}
&-\int_{0}^{T}\left(\boldsymbol{v}^{N, K^{\prime}}, \phi^{\prime}(t) \boldsymbol{w}^{m}\right)_{L^{2}\left(\Omega_{N}\right)} d t+2 \mu_{1} \int_{0}^{T}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K^{\prime}}\right)}{\partial x_{k}}, \frac{\partial e_{i j}\left(\phi(t) \boldsymbol{w}^{m}\right)}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t \\
&+\int_{0}^{T}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N, K^{\prime}}\right), \phi(t) \boldsymbol{w}^{m}\right\rangle d t \\
&+\int_{0}^{T} b\left(\boldsymbol{v}^{N, K^{\prime}}, \boldsymbol{v}^{N, K^{\prime}}, \phi(t) \boldsymbol{w}^{m}\right) d t \\
&=\int_{0}^{T}\left(\boldsymbol{f}^{N}, \phi(t) \boldsymbol{w}^{m}\right)_{\mathbf{L}^{2}\left(\Omega_{N}\right)} d t+\left(\boldsymbol{v}^{N, K^{\prime}}{ }_{0}, \boldsymbol{w}^{m}\right)_{\mathbf{L}^{2}\left(\Omega_{N}\right)} \phi(0) \tag{4.249}
\end{align*}
$$

Using Lemma 4.16, and taking the limit as $m \rightarrow \infty$ in (4.249), yields

$$
\begin{align*}
&-\int_{0}^{T}\left(\boldsymbol{v}^{N, K^{\prime}}, \phi^{\prime}(t) \varphi\right)_{L^{2}\left(\Omega_{N}\right)} d t+2 \mu_{1} \int_{0}^{T}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K^{\prime}}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\phi(t) \varphi)}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t \\
&+\int_{0}^{T}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N, K^{\prime}}\right), \phi(t) \varphi\right\rangle d t \\
&+\int_{0}^{T} b\left(\boldsymbol{v}^{N, K^{\prime}}, \boldsymbol{v}^{N, K^{\prime}}, \phi(t) \varphi\right) d t \\
&=\int_{0}^{T}\left(\boldsymbol{f}^{N}, \phi(t) \varphi\right)_{L^{2}\left(\Omega_{N}\right)} d t+\left(v^{N, K^{\prime}}{ }_{0}, \varphi\right)_{L^{2}\left(\Omega_{N}\right)} \phi(0) \tag{4.250}
\end{align*}
$$

Equation (4.250) holds for any $\varphi$ expressible as a linear combination of $\boldsymbol{w}^{1}, \boldsymbol{w}^{2}, \ldots$; also, it holds, by continuity, for any $\varphi \in \overline{\boldsymbol{V}}_{N}$. Now let $\phi \in \mathcal{D}(0, T)$; then

$$
\begin{align*}
& -\int_{0}^{T}\left(\boldsymbol{v}^{N, K^{\prime}}, \varphi\right) \phi^{\prime}(t) d t \\
& =\int_{0}^{T}\left\{2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K^{\prime}}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)}-\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N, K^{\prime}}\right), \boldsymbol{\varphi}\right\rangle\right. \\
& \left.\quad-b\left(\boldsymbol{v}^{N, K^{\prime}}, \boldsymbol{v}^{N, K^{\prime}}, \boldsymbol{\varphi}\right)+\left(\boldsymbol{f}^{N}, \boldsymbol{\varphi}\right)_{L^{2}(\Omega)}\right\} \phi(t) d t \tag{4.251}
\end{align*}
$$

Therefore, $\forall \varphi \in \overline{\boldsymbol{V}}_{N}$,

$$
\begin{align*}
\frac{d}{d t}\left(\boldsymbol{v}^{N, K^{\prime}}, \boldsymbol{\varphi}\right)_{L^{2}\left(\Omega_{N}\right)}+ & 2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K^{\prime}}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} \\
+ & \left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N, K^{\prime}}\right), \boldsymbol{\varphi}\right\rangle+b\left(\boldsymbol{v}^{N, K^{\prime}}, \boldsymbol{v}^{N, K^{\prime}}, \boldsymbol{\varphi}\right)  \tag{4.252}\\
& =\left(\boldsymbol{f}^{N} \boldsymbol{\varphi}\right)_{L^{2}(\Omega)} .
\end{align*}
$$

in the distribution sense. By Lemma A.8, $\boldsymbol{v}^{N}$ satisfies (4.217) and $\left(\boldsymbol{v}^{N}\right)^{\prime} \in$ $L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}^{\prime}\right)$. We want to show next that $\boldsymbol{v}^{N}$ satisfies (4.218); to do this we multiply (4.252) by $\phi(t)$ and integrate from 0 to $T$ so as to obtain

$$
\begin{gather*}
-\int_{0}^{T}\left(\boldsymbol{v}^{N, K^{\prime}}, \varphi\right)_{L^{2}(\Omega)} \phi^{\prime}(t) d t+\int_{0}^{T}\left\{-2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N, K^{\prime}}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\phi(t) \varphi)}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)}\right\} d t \\
+\int_{0}^{T}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N, K^{\prime}}\right), \phi(t) \varphi\right\rangle d t+\int_{0}^{T} b\left(\boldsymbol{v}^{N, K^{\prime}}, \boldsymbol{v}^{N, K^{\prime}}, \phi(t) \varphi\right) d t \\
=\int_{0}^{T}\left(\boldsymbol{f}^{N}, \phi(t) \varphi\right)_{L^{2}\left(\Omega_{N}\right)} d t+\left(\boldsymbol{v}^{N}(0), \varphi\right)_{L^{2}\left(\Omega_{N}\right)} \phi(0) . \tag{4.253}
\end{gather*}
$$

By comparison with (4.250), we may conclude that

$$
\begin{equation*}
\left(\boldsymbol{v}^{N}(0)-\boldsymbol{v}_{0}^{N}, \boldsymbol{v}\right)_{L^{2}\left(\Omega_{N}\right)} \phi(0)=0, \quad \forall \boldsymbol{v} \in \overline{\boldsymbol{V}}_{N} \tag{4.254}
\end{equation*}
$$

and, therefore, if we choose $\phi(0) \neq 0$, we obtain

$$
\begin{equation*}
\left(\boldsymbol{v}^{N}(0)-\boldsymbol{v}_{0}^{N}, \boldsymbol{v}\right)_{L^{2}\left(\Omega_{N}\right)}=0, \quad \forall \boldsymbol{v} \in \overline{\boldsymbol{V}}_{N} \tag{4.255}
\end{equation*}
$$

which implies that $\boldsymbol{v}^{N}(0)=\boldsymbol{v}_{0}^{N}$. Our last task is to establish the energy inequality (4.224); we begin by noting that as $\boldsymbol{v}^{\prime} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}^{\prime}\right)$ and $\boldsymbol{v} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{N}\right)$, Lemma A. 9 implies that $\boldsymbol{v} \in C\left([0, T] ; \overline{\boldsymbol{H}}_{N}\right)$ as well as

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}\left(\Omega_{N}\right)}^{2}=2\left(\boldsymbol{v}^{\prime}, \boldsymbol{v}\right)_{L^{2}\left(\Omega_{N}\right)} \tag{4.256}
\end{equation*}
$$

in the distribution sense. Taking the inner product of (4.217) with $\boldsymbol{v}^{N}$, and using the fact that $b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \boldsymbol{v}^{N}\right)=0$, as well as (4.256), we obtain

$$
\begin{gather*}
\frac{d}{d t}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+4 \mu_{1} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x}+2\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N}\right), \boldsymbol{v}^{N}\right\rangle  \tag{4.257}\\
=2\left(\boldsymbol{f}^{N}, \boldsymbol{v}^{N}\right)_{L^{2}\left(\Omega_{N}\right)}
\end{gather*}
$$

By integrating this last equation from 0 to $t$, we find that

$$
\begin{gather*}
\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+4 \mu_{1} \int_{0}^{t} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x}+2 \int_{0}^{t}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N}\right), \boldsymbol{v}^{N}\right\rangle d \tau \\
=\left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+2 \int_{0}^{t}\left(\boldsymbol{f}^{N}, \boldsymbol{v}^{N}\right)_{L^{2}\left(\Omega_{N}\right)} d \tau \tag{4.258}
\end{gather*}
$$

which completes the proof of Theorem 4.17.

### 4.4.4 Existence of Incompressible, Bipolar, Viscous Flow in $\Omega_{a}$

With the existence result of Theorem 4.17 for the approximation (4.216)-(4.218) in hand, we are now in a position to establish both existence and uniqueness for (4.208)-(4.210), given that $\boldsymbol{f} \in L^{2}((0, T) ; \overline{\boldsymbol{H}})$ and $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$. Existence of solutions for the problem (4.208)-(4.210) will be established below in Theorem 4.18, while the uniqueness result will follow in Sect.4.4.5, i.e., Theorem 4.19. The precise existence result is the following:
Theorem 4.18. Given $\boldsymbol{f} \in L^{2}((0, T) ; \overline{\boldsymbol{H}})$ and $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$, there exists a solution $\boldsymbol{v}$ of (4.209), (4.210) which satisfies the regularity conditions (4.208).

Proof. Let $\overline{\boldsymbol{V}}$ and $\overline{\boldsymbol{H}}$ be defined by (4.169), (4.170) and $\overline{\boldsymbol{V}}_{N}, \overline{\boldsymbol{H}}_{N}$ by (4.213) so that $\overline{\boldsymbol{V}}_{1} \subset \overline{\boldsymbol{V}}_{2} \subset \cdots \subset \overline{\boldsymbol{V}}$ and $\overline{\boldsymbol{H}}_{1} \subset \overline{\boldsymbol{H}}_{2} \subset \cdots \subset \overline{\boldsymbol{H}}$. For $\boldsymbol{f} \in L((0, T) ; \overline{\boldsymbol{H}})$, let $\boldsymbol{f}^{N}$ be the projection of $\boldsymbol{f}(t) \in \overline{\boldsymbol{H}}$ onto $\overline{\boldsymbol{H}}_{N}, t \in(0, T)$. Similarly, for $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$ let $\boldsymbol{v}_{0}^{N}$ be the projection of $\boldsymbol{v}_{0}$ onto $\overline{\boldsymbol{H}}_{N}$. Then we have $\boldsymbol{f}^{N} \in L\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)$ and $\boldsymbol{v}_{0}^{N} \in \overline{\boldsymbol{H}}_{N}$. Furthermore, it is obvious that

$$
\begin{align*}
&\left\|\boldsymbol{f}^{N}\right\|_{L^{2}\left((0, T) ; \overline{\boldsymbol{H}}_{N}\right)} \leq\|\boldsymbol{f}\|_{L^{2}((0, T) ; \overline{\boldsymbol{H}})}  \tag{4.259a}\\
&\left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)} \leq\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)} \tag{4.259b}
\end{align*}
$$

Now, let $\boldsymbol{v}^{N}$ be a solution of (4.216)-(4.218) corresponding to $\boldsymbol{f}^{N}$ and $\boldsymbol{v}_{0}^{N}$; the existence of such a solution is guaranteed by Theorem 4.17. By Theorem 4.17, and an application of Hölder's inequality, (4.224) yields

$$
\begin{align*}
&\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+4 \mu_{1} \int_{0}^{t} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x} d \tau \\
&+2 \int_{0}^{t}\left\langle\mu\left(\boldsymbol{v}^{N}\right), \boldsymbol{v}^{N}\right\rangle d \tau \\
&=\left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+2 \int_{0}^{t}\left\|\boldsymbol{f}^{N}(\tau)\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)} \cdot\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)} d \tau . \tag{4.260}
\end{align*}
$$

Thus, if we use Lemma 4.14, and Young's inequality, we find that there exist constants $c_{1}, c_{2}>0$, independent of $N$, such that

$$
\begin{align*}
\| v^{N} & \left\|_{L^{2}\left(\Omega_{N}\right)}^{2}+2 c_{1} \int_{0}^{t}\right\| \boldsymbol{v}^{N} \|_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)}^{2} d \tau \\
& \quad+2 \int_{0}^{t}\left\langle\mu\left(\boldsymbol{v}^{N}\right), \boldsymbol{v}^{N}\right\rangle d \tau  \tag{4.261}\\
\quad \leq & \left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{2} \int_{0}^{t}\left\|\boldsymbol{f}^{N}(\tau)\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{1} \int_{0}^{t}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} d \tau \\
\leq & \left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{2} \int_{0}^{t}\|\boldsymbol{f}(\tau)\|_{L^{2}(\Omega)}^{2}+c_{1} \int_{0}^{t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2} d \tau .
\end{align*}
$$

Dropping the positive term $2 \int_{0}^{t}\left\langle\mu\left(\boldsymbol{v}^{N}\right), \boldsymbol{v}^{N}\right\rangle d \tau$ in (4.261), and simplifying, we then obtain the estimate

$$
\begin{equation*}
\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{1} \int_{0}^{t}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)}^{2} d \tau \leq\left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{2} \int_{0}^{t}\|\boldsymbol{f}(\tau)\|_{L^{2}(\Omega)}^{2} \tag{4.262}
\end{equation*}
$$

in which case

$$
\begin{equation*}
\sup _{s \in[0, T]}\left\|\boldsymbol{v}^{N}(s)\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} \leq\left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+c_{2} \int_{0}^{t}\|\boldsymbol{f}(\tau)\|_{L^{2}(\Omega)}^{2} \tag{4.263a}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{t}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)}^{2} d \tau \leq \frac{1}{c_{1}}\left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+\frac{c_{2}}{c_{1}} \int_{0}^{t}\|\boldsymbol{f}(\tau)\|_{L^{2}(\Omega)}^{2} . \tag{4.263b}
\end{equation*}
$$

We also have the a priori estimate

$$
\begin{equation*}
\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)} \leq c_{3}, \quad N=1,2, \ldots \tag{4.264}
\end{equation*}
$$

for some constant $c_{3}>0$, independent of $N$. The proof of (4.264) is similar to that of (4.242), the only difference being that, in (4.247), we must take $\varphi \in L^{2}((0, T) ; \overline{\boldsymbol{V}})$ and consider $\varphi^{N}$ as the projection of $\varphi$ in $\overline{\boldsymbol{V}}$ onto $\overline{\boldsymbol{V}}_{N}$.

Now, because $\overline{\boldsymbol{V}}_{1} \subset \overline{\boldsymbol{V}}_{2} \subset \cdots \subset \overline{\boldsymbol{V}}$, we have $\overline{\boldsymbol{V}}_{1}^{\prime} \supset \overline{\boldsymbol{V}}_{2}^{\prime} \supset \cdots \supset \overline{\boldsymbol{V}}^{\prime}$. As a conequence of (4.264) the following estimate is, therefore, valid:

$$
\begin{equation*}
\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left((0, T) ; \overline{\boldsymbol{V}}_{M}^{\prime}\right)} \leq c_{3}, \quad N=1,2, \ldots \text { and } M=1,2, \ldots \tag{4.265}
\end{equation*}
$$

Also, we know that

$$
\begin{equation*}
\overline{\boldsymbol{V}}_{N} \hookrightarrow \boldsymbol{W}^{2,2}\left(\Omega_{N}\right) \hookrightarrow \boldsymbol{W}^{1,2}\left(\Omega_{N}\right) \hookrightarrow \overline{\boldsymbol{V}}_{N}^{\prime} \tag{4.266}
\end{equation*}
$$

with $\boldsymbol{W}^{2,2}\left(\Omega_{N}\right) \hookrightarrow \boldsymbol{W}^{1,2}\left(\Omega_{N}\right)$ being compact. Therefore, employing (4.263a,b), (4.264), and (4.265), and using a standard diagonal process, it is easy to show that there exists a subsequence $\boldsymbol{v}^{N^{\prime}}$ which converges to $\boldsymbol{v}$, weak $*$ in $L^{\infty}((0, T) ; \overline{\boldsymbol{H}})$, and weakly in $L^{2}((0, T) ; \overline{\boldsymbol{V}})$, as well as strongly in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)$, for each $N=1,2, \ldots$ We next show that $\boldsymbol{v}$ satisfies (4.208) and (4.209); we begin by noting that for $\boldsymbol{v} \in \boldsymbol{J}(\Omega)$, there exists $M$ such that the support of $\boldsymbol{v}$ is in $\Omega_{N^{\prime}} \cup \Gamma_{N^{\prime}}^{+} \cup \Gamma_{N^{\prime}}^{-}$, for $N^{\prime} \geq M$. Since $\boldsymbol{v} \in \overline{\boldsymbol{V}}_{N^{\prime}}$, by (4.249), for $N^{\prime} \geq M$, we have $\forall \phi \in C[0, T]$, with $\phi(1)=0$,

$$
\begin{array}{r}
-\int_{0}^{T}\left(\boldsymbol{v}^{N}, \phi^{\prime}(t) \varphi\right) d t+2 \mu_{1} \int_{0}^{T}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N^{\prime}}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\phi(t) \varphi)}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t \\
+\int_{0}^{T}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N^{\prime}}\right), \phi(t) \varphi\right\rangle d t+\int_{0}^{T} b\left(\boldsymbol{v}^{N^{\prime}}, \boldsymbol{v}^{N^{\prime}}, \phi(t) \varphi\right) d t \\
=\int_{0}^{T}\left(f^{N^{\prime}}, \phi(t) \varphi\right)_{L^{2}(\Omega)} d t+\left(\boldsymbol{v}_{0}^{N^{\prime}}, \varphi\right)_{L^{2}(\Omega)} \phi(0) \tag{4.267}
\end{array}
$$

As $\boldsymbol{v}^{N^{\prime}} \rightarrow \boldsymbol{v}$ strongly in $L^{2}\left((0, T) ; \boldsymbol{H}_{0}^{1}\left(\Omega_{N}\right)\right)$, so that $\boldsymbol{v}$ is the strong limit of a sequence of functions with compact support in $\Omega_{N^{\prime}} \cup \Gamma_{N^{\prime}}^{+} \cup \Gamma_{N^{\prime}}^{-}$, it is easy to establish the following results:

$$
\begin{align*}
\lim _{N^{\prime} \rightarrow \infty} \int_{0}^{T}\left(\boldsymbol{v}^{N^{\prime}}, \phi^{\prime}(t) \varphi\right)_{L^{2}(\Omega)} d t & =\int_{0}^{T}\left(\boldsymbol{v}, \phi^{\prime}(t) \varphi\right)_{L^{2}(\Omega)} d t,  \tag{4.268a}\\
\lim _{N^{\prime} \rightarrow \infty} \int_{0}^{T}\left\langle\boldsymbol{N}\left(\boldsymbol{v}^{N^{\prime}}\right), \phi(t) \varphi\right\rangle d t & =\int_{0}^{T}\langle\boldsymbol{N}(\boldsymbol{v}, \phi(t) \varphi\rangle d t \tag{4.268b}
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{N^{\prime} \rightarrow \infty} \int_{0}^{T} b\left(\boldsymbol{v}^{N^{\prime}}, \boldsymbol{v}^{N^{\prime}}, \phi(t) \varphi\right) d t=\int_{0}^{T} b(\boldsymbol{v}, \boldsymbol{v}, \phi(t) \boldsymbol{\varphi}) d t \tag{4.268c}
\end{equation*}
$$

Furthermore, the fact that $\boldsymbol{v}^{N^{\prime}} \rightharpoonup \boldsymbol{v}$ weakly in $L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$, yields

$$
\begin{align*}
\lim _{N^{\prime} \rightarrow \infty} \int_{0}^{T} & \left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N^{\prime}}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\phi(t) \boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t  \tag{4.269}\\
& =\int_{0}^{T}\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\phi(t) \boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}(\Omega)} d t .
\end{align*}
$$

Using (4.268a,b,c), and taking the limit as $N^{\prime} \rightarrow \infty$ in (4.267), we obtain

$$
\begin{gather*}
-\int_{0}^{T}\left(\boldsymbol{v}, \phi^{\prime}(t) \boldsymbol{\varphi}\right)_{L^{2}(\Omega)} d t+2 \mu_{1} \int_{0}^{T}\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\phi(t) \boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}(\Omega)} d t \\
\quad+\int_{0}^{T}\langle\boldsymbol{N}(\boldsymbol{v}), \phi(t) \boldsymbol{\varphi}\rangle d t+\int_{0}^{T} b(\boldsymbol{v}, \boldsymbol{v}, \phi(t) \boldsymbol{\varphi}) d t \\
\quad=\int_{0}^{T}(\boldsymbol{f}, \phi(t) \boldsymbol{\varphi})_{L^{2}(\Omega)} d t+\left(\boldsymbol{v}_{0}, \boldsymbol{\varphi}\right)_{L^{2}(\Omega)} \phi(0), \quad \forall \boldsymbol{\varphi} \in \boldsymbol{J}(\Omega) \tag{4.270}
\end{gather*}
$$

By continuity, (4.270) holds for all $\boldsymbol{v} \in \overline{\boldsymbol{V}}$; if we take $\phi \in \mathcal{D}(0, T)$ in (4.270), we obtain

$$
\begin{array}{r}
-\int_{0}^{T}\left(\boldsymbol{v}, \phi^{\prime}(t) \varphi\right)_{L^{2}(\Omega)} d t+2 \mu_{1} \int_{0}^{T}\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\phi(t) \boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t \\
+\int_{0}^{T}\langle\boldsymbol{N}(\boldsymbol{v}), \phi(t) \varphi\rangle d t+\int_{0}^{T} b(\boldsymbol{v}, \boldsymbol{v}, \phi(t) \boldsymbol{\varphi}) d t \\
=\int_{0}^{T}(\boldsymbol{f}, \phi(t) \boldsymbol{\varphi})_{L^{2}(\Omega)} d t \tag{4.271}
\end{array}
$$

which implies that, in the sense of distributions,

$$
\begin{align*}
\frac{d}{d t}(\boldsymbol{v}, \boldsymbol{\varphi})_{L^{2}(\Omega)}+2 \mu_{1} & \left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\phi(t) \boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} \\
+\langle\boldsymbol{N}(\boldsymbol{v}), \phi(t) \boldsymbol{\varphi}\rangle & +b(\boldsymbol{v}, \boldsymbol{v}, \phi(t) \boldsymbol{\varphi}) \\
& =(\boldsymbol{f}, \phi(t) \boldsymbol{\varphi})_{L^{2}(\Omega)}, \quad \forall \boldsymbol{v} \in \overline{\boldsymbol{V}} . \tag{4.272}
\end{align*}
$$

As a direct consequence of (4.272) we have, therefore,

$$
\begin{equation*}
\frac{d \boldsymbol{v}}{d t}+2 \mu_{1} A \boldsymbol{v}+N(\boldsymbol{v})+\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v})=\boldsymbol{f} \tag{4.273}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \boldsymbol{v}}{d t} \in L^{2}\left((0, T) ; \overline{\boldsymbol{V}}^{\prime}\right) \tag{4.274}
\end{equation*}
$$

The proof will be complete if we can show that $\boldsymbol{v}$ satisfies the initial condition; to this end, we take the inner product, in $\boldsymbol{L}^{2}(\Omega)$, of (4.273) with $\phi(t) \varphi$, where $\varphi \in \overline{\boldsymbol{V}}$; we then integrate by parts so as to obtain

$$
\begin{array}{r}
-\int_{0}^{T}\left(\boldsymbol{v}, \phi^{\prime}(t) \boldsymbol{\varphi}\right)_{L^{2}(\Omega)} d t+2 \mu_{1} \int_{0}^{T}\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\phi(t) \boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} d t \\
+\int_{0}^{T}\langle\boldsymbol{N}(\boldsymbol{v}), \phi(t) \boldsymbol{\varphi}\rangle d t+\int_{0}^{T} b(\boldsymbol{v}, \boldsymbol{v}, \phi(t) \boldsymbol{\varphi}) d t \\
=\int_{0}^{T}(\boldsymbol{f}, \phi(t) \boldsymbol{\varphi})_{L^{2}(\Omega)} d t+(\boldsymbol{v}(0), \boldsymbol{\varphi})_{L^{2}(\Omega)} \phi(0) \tag{4.275}
\end{array}
$$

Comparing (4.270) with (4.275), we obtain

$$
\begin{equation*}
\left(\boldsymbol{v}(0)-\boldsymbol{v}_{0}, \boldsymbol{\varphi}\right)_{L^{2}(\Omega)} \phi(0)=0, \quad \forall \phi \in C[0,1] \text { and } \forall \varphi \in \overline{\boldsymbol{V}} \tag{4.276}
\end{equation*}
$$

which implies that $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$.
Remarks. By virtue of Theorem 4.18, and Lemma A.9, it follows that the solution of (4.209), (4.210), which satisfies (4.208), actually belongs to $C([0, T] ; \overline{\boldsymbol{H}})$.

### 4.4.5 Uniqueness of Bipolar Flow in $\Omega_{a}$

Theorem 4.18 of Sect. 4.4.4 established the existence of a solution of (4.209), (4.210), satisfying (4.208); in the subsection we will prove that the solution is, in fact, unique. Thus, suppose that $\boldsymbol{u}$ and $\boldsymbol{v}$ are two solutions of (4.209), (4.210), which satisfy (4.208), and let $T<\infty$ be fixed. Then,

$$
\left\{\begin{array}{l}
\frac{d \boldsymbol{u}}{d t}+2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{u}+\boldsymbol{N}(\boldsymbol{u})+\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})=\boldsymbol{f}  \tag{4.277}\\
\boldsymbol{u}(0)=\boldsymbol{v}_{0}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\frac{d \boldsymbol{v}}{d t}+2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{v}+\boldsymbol{N}(\boldsymbol{v})+\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v})=\boldsymbol{f}  \tag{4.278}\\
\boldsymbol{v}(0)=\boldsymbol{v}_{0}
\end{array}\right.
$$

Let $\boldsymbol{w}=\boldsymbol{u}-\boldsymbol{v}$, so that $\boldsymbol{w}(0)=\mathbf{0}$. Subtracting (4.278) from (4.277) we obtain the equation

$$
\begin{equation*}
\boldsymbol{w}^{\prime}+2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{w}+\boldsymbol{N}(\boldsymbol{u})-\boldsymbol{N}(\boldsymbol{v})+\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})-\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v})=\mathbf{0} . \tag{4.279}
\end{equation*}
$$

Taking the inner product of (4.279) with $\boldsymbol{w}$ then yields

$$
\begin{array}{r}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{w}^{2}\right\|_{L^{2}(\Omega)}+2 \mu_{1}\left(\frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}}\right)_{L^{2}(\Omega)}+\langle\boldsymbol{N}(\boldsymbol{u})-N(\boldsymbol{v}), \boldsymbol{w}\rangle \\
+b(\boldsymbol{u}, \boldsymbol{u}, \boldsymbol{w})-b(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{w})=0 \tag{4.280}
\end{array}
$$

From the monotonicity of $\mu(\boldsymbol{u})$ it follows that

$$
\begin{align*}
\langle\boldsymbol{N}(\boldsymbol{u})-\boldsymbol{N}(\boldsymbol{v}), \boldsymbol{w}\rangle & =2 \int_{\Omega}\left[\mu(\boldsymbol{u}) e_{i j}(\boldsymbol{u})-\mu(\boldsymbol{v}) e_{i j}(\boldsymbol{v})\right] e_{i j}(\boldsymbol{w}) d \boldsymbol{x}  \tag{4.281}\\
& \geq 0
\end{align*}
$$

and we also have

$$
\begin{align*}
b(\boldsymbol{u}, \boldsymbol{u}, \boldsymbol{w})-b(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{w}) & =b(\boldsymbol{w}, \boldsymbol{u}, \boldsymbol{w})-b(\boldsymbol{v}, \boldsymbol{w}, \boldsymbol{w})  \tag{4.282}\\
& =b(\boldsymbol{w}, \boldsymbol{u}, \boldsymbol{w})
\end{align*}
$$

so that for some $c_{i}>0, i=1,2,3$,

$$
\begin{align*}
|b(\boldsymbol{u}, \boldsymbol{u}, \boldsymbol{w})-b(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{w})| & \leq\left|\int_{\Omega} w_{j} \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right| \\
& \leq\left. c_{1}\|\boldsymbol{w}\|_{L^{4}(\Omega)}\left|\boldsymbol{w} \|_{L^{4}(\Omega)}\right| \boldsymbol{u}\right|_{\boldsymbol{H}^{1}(\Omega)}  \tag{4.283}\\
& \leq c_{2}\|\boldsymbol{w}\|_{L^{2}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{H}^{1}(\Omega)}|\boldsymbol{u}|_{\boldsymbol{H}^{1}(\Omega)} \\
& \leq c_{3}\|\boldsymbol{w}\|_{L^{2}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)} \mid \boldsymbol{u} \|_{\boldsymbol{H}^{2}(\Omega)} .
\end{align*}
$$

Applying Lemma 4.14, in conjunction with (4.280)-(4.283), we find that, for some $c_{4}>0$,

$$
\begin{align*}
\frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+2 c_{4}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} & \leq 2 c_{3}\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)} \\
& \leq \frac{c_{3}^{2}}{2 c_{4}}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+2 c_{4}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \tag{4.284}
\end{align*}
$$

or, for some $c_{5}>0$,

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}-c_{5}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}<0 \tag{4.285}
\end{equation*}
$$

We now multiply (4.285) by $e^{-c_{5} \int_{0}^{t}\|u\|_{H^{2}(\Omega)}^{2} d \tau}$ so as to obtain

$$
\begin{equation*}
\frac{d}{d t}\left\{\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2} e^{-c_{5} \int_{0}^{t}\|\boldsymbol{u}\|_{H^{2}(\Omega)}^{2} d \tau}\right\} \leq 0 . \tag{4.286}
\end{equation*}
$$

Finally, integrating (4.286) from 0 to $t$, and using the fact that $\|\boldsymbol{w}(0)\|_{L^{2}(\Omega)}^{2}=0$, we have

$$
\begin{equation*}
\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2} e^{-c_{5} \int_{0}^{t}\|\boldsymbol{u}\|_{H^{2}(\Omega)}^{2} d \tau} \leq 0 \tag{4.287}
\end{equation*}
$$

so that $\boldsymbol{w}=\mathbf{0}, 0 \leq t \leq T$; this serves to establish the following result:
Theorem 4.19. Given that $\boldsymbol{f} \in L^{2}((0, T) ; \overline{\boldsymbol{H}})$ and $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$, the solution of $\boldsymbol{v}$ of (4.209), (4.210), which satisfies the regularity conditions (4.208), is uniquely determined.

### 4.5 Related Work on Existence and Uniqueness for Navier-Stokes and Some Generalizations

### 4.5.1 Introduction

In this section we take up the problems of existence, uniqueness, and stability for some of the non-Newtonian fluid dynamics models which were introduced in Sect. 1.6 and which are related, in various ways, to the model of the nonlinear bipolar fluid. We also present a brief review of existence and uniqueness results for the incompressible Navier-Stokes equations, to which the bipolar equations reduce when $\alpha=\mu_{1}=0$; this review is offered in Sect. 4.5.2, where we discuss the history of the outstanding problems in space dimension $n=3$. We also provide both general and technical versions of these problems as they appear on the Clay Institute's website in connection with the formulation of the corresponding millennium prize problem. Some of the classical results on partial regularity for the Navier-Stokes in $R^{3}$, which were obtained in [Sch, CKN], and [Lin], are also presented. Existence and uniqueness results for solutions of the Ladyzhenskaya generalization of the NavierStokes equations, which was introduced in Sect. 1.6, are presented in Sect.4.5.3; this model is, in many respects, similar to the one the nonlinear bipolar model reduces to when the higher-order viscosity $\mu_{1}=0$. For the problems discussed in Sect.4.5.3 we present, not only the conclusions obtained in the original work of Ladyzhenskaya [La6], but also the results obtained in [Lio2] and, more recently, those claimed by Du and Gunzburger [DuG]. In Sect. 4.5 .4 we introduce the existence and uniqueness theorems obtained by Lions [Lio1, 2], Ladyzhenskaya [La5], and Beirăo da Veiga [BdV2, 3] for the regularization of the Navier-Stokes equations obtained by adding artificial viscosity to the model. In somewhat greater detail, we present the more recent results which are to be found in [OS1, 2] for these models; they are mathematically similar to the one for the linear bipolar fluid except for the fact that the work referenced in Sect. 4.5.4 employs Neumann type boundary conditions in addition to the usual non-slip condition (as opposed to the type of higher-order, physically motivated, boundary conditions derived in Sect. 1.4.4 for the incompressible bipolar model). Also discussed, in Sect. 4.5.4
is the issue of convergence of the solutions of the regularized problem to that of the corresponding Navier-Stokes system as the regularization parameter tends to zero. In Sect. 4.5 .5 we outline, in some considerable detail, the results on existence, uniqueness, and stability for multipolar fluids of grade 3 obtained in [BNR]. After first defining the notion of weak solution, such a solution is obtained as the limit of a suitable sequence of Galerkin approximations; the solutions obtained satisfy specific regularity conditions and a unique weak solution is then obtained under different assumptions relative to the initial data with the concurrent loss of some regularity. It is then shown, in Sect. 4.5.5, how the higher-order boundary conditions for multipolar fluids of grade 3, which were specified in Sect. 1.6, follow from the definition of a weak solution; this subsection concludes with the presentation of an estimate which establishes the asymptotic stability of the rest state of a multipolar fluid of grade 3, and which is based on the introduction and properties of a suitably defined total energy functional. Finally, in Sect. 4.5 .6 we briefly review some of the results obtained in [FHT2] concerning the global, in time, regularity of the three-dimensional viscous Camassa-Holm equations that were introduced in Sect. 1.6; these global regularity results are proven in [FHT2] for the case of periodic boundary conditions. Among the results established in [FHT2], and discussed in Sect.4.5.5, is the convergence, as a key length scale in the model tends to zero, of a subsequence of solutions of the VCHE to a weak solution of the threedimensional Navier-Stokes system.

### 4.5.2 Existence and Uniqueness for the Incompressible Navier-Stokes Equations

The Navier-Stokes system consists of the nonlinear partial differential equations (1.8) subject to the constraint of incompressibility; we rewrite the problem here as follows: find $v_{i}(\boldsymbol{x}, t), i=1, \ldots, n$, and $p(\boldsymbol{x}, t)$ such that

$$
\begin{gather*}
\rho\left(\frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{i}}{\partial x_{j}}\right)=-\frac{\partial p}{\partial x_{i}}+\mu_{0} \nabla^{2} v_{i}+\rho F_{i},  \tag{4.288a}\\
\frac{\partial v_{i}}{\partial x_{i}}=0 \tag{4.288b}
\end{gather*}
$$

where $n=2,3$, we sum on repeated indices, and all the quantities in $(4.288 \mathrm{a}, \mathrm{b})$ have previously been defined. Several different types of problems can be associated with the system $(4.288 a, b)$ in both $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, namely, (i) the pure initial-value problem posed in all of $\mathbb{R}^{n}, n=2,3$, for which an initial condition $\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(\boldsymbol{x}), \boldsymbol{x} \in \mathbb{R}^{n}$, is appended to (4.288a, b), (ii) the initial-boundary value problem posed on an open, bounded domain $\Omega \subseteq \mathbb{R}^{n}$ with, say, smooth boundary $\partial \Omega$ for which (4.288a,b) is to hold in $\Omega \times[0, T), T>0$, with $v$ a prescribed function on $\partial \Omega \times[0, T), T>0$, and $\boldsymbol{v}(x, 0)=\boldsymbol{v}_{0}(x)$, for $\boldsymbol{x} \in \Omega$, (iii) the exterior problem, which is similar to
(ii) except it is posed in $\Omega \times[0, T)$ with $\Omega=\mathbb{R}^{n} / \bar{\Omega}^{\prime}, \Omega^{\prime}$ an open bounded set in $\mathbb{R}^{n}$, and we also specify a radiation condition of the form $\lim _{|\boldsymbol{x}| \rightarrow \infty} \boldsymbol{v}(\boldsymbol{x}, t)=\boldsymbol{v}_{\infty}$, and (iv) the space-periodic problem posed on $\Omega \times[0, T)$, with $\Omega=[0, L]^{n}, L>0$ and periodic conditions imposed on both $\boldsymbol{v}_{0}$ and $\boldsymbol{F}$.

The most sweeping generalization that one can make about all the problems posed, above, for $(4.288 \mathrm{a}, \mathrm{b})$ is that in $\mathbb{R}^{2}$, as concerns both the existence of unique weak solutions and the existence and uniqueness of classical solutions starting from sufficiently smooth initial data, almost everything is settled in the affirmative (see, however, the discussion of the current state of affairs concerning existence of solutions for the steady state exterior problem in two dimensions in Sect. 3.4); for existence and uniqueness for Navier-Stokes in $\operatorname{dim} n=2$ we refer the reader to the original works of Kiselev and Ladyzhenskaya [KL] and Lions and Prodi [LP] as well as to the monograph [La1] and the references listed in Sect. 1.1, namely, [CF, Ga1], [Te1, 3], and [PL]. A very good (and relatively recent) survey article covering the state of affairs with respect to open problems for the Navier-Stokes system in dimensions $n=2$ and 3 is that of Heywood [He2]. At the other end of the spectrum, the most sweeping generalization that one can make about existence and uniqueness for the various problems associated with $(4.288 \mathrm{a}, \mathrm{b})$ in space $\operatorname{dim} n=3$ is that almost all the problems remain unresolved; these problems have proven to be so notoriously difficult, even though many partial results abound (e.g., [CKN] for some of the most notable of them), that their resolution constitutes one of the Millennium Prize Problems (see [Dek] or the Clay Mathematics Institute web site at www.claymath.org/millennium).

It is not the purpose of this subsection to provide an account of the difficulties that are associated with proving the existence and uniqueness of sufficiently smooth (global in time) solutions for the various types of problems associated with the system (4.288a,b); there would be little to be gained from the exertion of such an effort here for the following reasons: (1) the rationale for the introduction of the viscous, incompressible bipolar fluid model in Sect. 1.4 was not motivated, as has been the case with some of the other modifications of Navier-Stokes that have appeared in the literature, by a desire to resolve the outstanding existence and uniqueness issues associated with Navier-Stokes in space $\operatorname{dim} n=3$, and (2) so many talented mathematicians have spent a considerable portion of their careers addressing the problems involved, including the delineation of the many technical reasons why the outstanding issues have not been settled, that there exists a wealth of information available which is very easy to access. For example, on the Clay Institute website itself there is a very nice concise article by C. Fefferman [Fe]; other discussions well worth looking at include the remarks in [Tao], the survey by Galdi [Ga2], and the brief article by Constantin [Con2]. We will, therefore, exercise some restraint and offer a few (mostly) non-technical remarks concerning the initial-value problem in $\mathbb{R}^{3}$ and some (slightly more technical) details relative to the initial-boundary value problem posed on an open bounded domain $\Omega \subset \mathbb{R}^{3}$.

The actual statement of the Navier-Stokes millennium prize problem on the Clay Institute's website is of a distinctly non-technical nature, as follows:

Prove or give a counter-example of the following statement: In three space dimensions and time, given an initial velocity field, there exists a vector velocity and a scalar pressure field, which are both smooth and globally defined, that solve the Navier-Stokes equations.

One technical version of this problem as stated in [Fe] would be the following: For the Navier-Stokes system $(4.288 \mathrm{a}, \mathrm{b})$ in space $\operatorname{dim} n=3$, with $\boldsymbol{F}=\mathbf{0}$ and an associated initial data function $\boldsymbol{v}_{0}(\cdot)$ that is smooth, divergence free, and satisfies the growth condition at infinity

$$
\begin{equation*}
\left\|D^{\alpha} \boldsymbol{v}_{0}(\boldsymbol{x})\right\| \leq C_{\alpha K}(1+\|\boldsymbol{x}\|)^{-K}, \text { on } R^{3} \tag{4.289}
\end{equation*}
$$

for any positive integer $K$, and any multi-index $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$, prove that there exist smooth functions $p(\boldsymbol{x}, t), v_{i}(\boldsymbol{x}, t), i=1,2,3$ on $R^{3} \times[0, \infty)$, i.e., $p, v_{i} \in$ $C^{\infty}\left(R^{3} \times[0, \infty)\right)$, that satisfy the initial-value problem and the energy bound,

$$
\begin{equation*}
\int_{R^{3}}\|\boldsymbol{v}(\boldsymbol{x}, t)\|^{2} d \boldsymbol{x} \leq C, \quad \forall t \geq 0 \tag{4.290}
\end{equation*}
$$

for some $C>0$. Three other versions of the millennium prize problem, as it relates just to the pure initial-value problem in $\mathbb{R}^{3}$, may also be found in [ Fe ]. It is known that the problem posed above has an affirmative answer provided $\boldsymbol{v}_{0}$ is sufficiently small and if $\boldsymbol{v}_{0}$ is not assumed to be "small" then the result holds but only on some "small" time interval $\left[0, t_{1}\right]$, with $t_{1}$ depending on the size of the initial data; the largest such $t_{1}$, for given initial data, is known as the "blow-up" time. For the Navier-Stokes system (4.288a,b), should it ever be proven that a finite "blow-up" time $t_{1}$ exists it would imply that one or more of the velocity components $v_{i}(\boldsymbol{x}, t)$ would become unbounded as $t \rightarrow t_{1}^{-}$.

The earliest (serious) work on the issues of existence and uniqueness for the Navier-Stokes system is usually credited to Leráy [Le1, 2] who showed that a weak solution of the initial-value problem in $R^{3},(p, \boldsymbol{v})$, exists with appropriate growth properties; to this day it is not known whether the weak solutions constructed by Leray (see, also, Hopf [Ho2]) are uniquely defined. Weak solutions for the initial-value problem associated with $(4.288 \mathrm{a}, \mathrm{b})$ are, of course, defined in a manner entirely analogous to the way in which weak solutions for the incompressible bipolar model were introduced in Sect.4.2, i.e., integrate (4.288a) against a test function and then integrate by parts to pull all the derivatives off the $v_{i}$. For the various types of problems associated with the system (4.288a,b) there are partial regularity results available as well as a wealth of theorems asserting that, provided certain other quantities associated with $\boldsymbol{v}(\boldsymbol{x}, t)$ can be proven to be globally controlled, global existence and uniqueness for the associated Navier-Stokes system in three space dimensions follows; details may be found in the many references cited at the beginning of this subsection. For example, for the bounded domain case, with $\Omega \subset R^{3}$, the total kinetic energy of the fluid is given by

$$
\mathrm{KE}(t)=\frac{1}{2} \int_{\Omega}\|\boldsymbol{v}(\boldsymbol{x}, t)\|^{2} d \boldsymbol{x}
$$

and, if there is no external source of energy, then there we have dissipation of the kinetic energy because it is easily shown that

$$
\frac{1}{2} \int_{\Omega}\|\boldsymbol{v}(\boldsymbol{x}, t)\|^{2} d \boldsymbol{x}+v \int_{0}^{t} \int_{\Omega}|\nabla \boldsymbol{v}(\boldsymbol{x}, s)|^{2} d \boldsymbol{x} d s \leq \frac{1}{2} \int_{\Omega}\|\boldsymbol{v}(\boldsymbol{x}, 0)\|^{2} d \boldsymbol{x}
$$

As noted, e.g., in [Con2], "the dissipation of kinetic energy is the strongest quantitative information about the Navier-Stokes equations that is presently known for general solutions. In his classical work [Le2] Leráy used this dissipation to construct weak solutions with finite kinetic energy that exist for all time.... The solutions have partial regularity [CKN] but are not known to be smooth.... The uniqueness of the Leráy weak solutions is not known." Many sufficient conditions have been identified that would guarantee the global (in time) existence of smooth solutions, e.g., the condition that, for arbitrary $T>0$,

$$
\int_{0}^{T}\left(\int_{\Omega}|\nabla \boldsymbol{v}(\boldsymbol{x}, t)|^{2} d x\right)^{2} d t<\infty
$$

guarantees that the velocity fields $v \in C^{\infty}(\Omega)$ for all $t>0$. We note that the best partial regularity results appear to be those attributed to [Sch, CKN], and [Lin] which characterize the singular set of a weak solution $\boldsymbol{v}(\boldsymbol{x}, t)$, namely, the set of all points $(\boldsymbol{x}, t) \in R^{3} \times R^{1}$ such that $\boldsymbol{v}$ is unbounded in every neighborhood of $(\boldsymbol{x}, t)$, as belonging to a set of Hausdorff dimension of measure at most equal to one (actually, a parabolic analogue of the usual concept of Hausdorff dimension which is defined in Sect. 5.3.5 in connection with our discussion of attractors for the bipolar model); this partial regularity result implies, in particular, that the singular set does not contain a smooth curve in $R^{3} \times R^{1}$. Because of its importance in the development of efforts to either prove (or disprove) regularity for the solutions of the Navier-Stokes equations in space $\operatorname{dim} n=3$, we will expand a little on these remarks. A class of weak solutions of the Navier-Stokes system is introduced in [CKN] which the authors refer to as the class of suitable weak solutions; these solutions are functions $\boldsymbol{v}$ which satisfy

$$
\begin{aligned}
& 2 \int_{0}^{\infty} \int_{\Omega}|\nabla \boldsymbol{v}|^{2} \phi d \boldsymbol{x} d t \\
& \quad \leq \int_{0}^{\infty} \int_{\Omega}\left\{\|\boldsymbol{v}\|^{2}\left(\phi_{, t}+\Delta \phi\right)+\left(\|\boldsymbol{v}\|^{2}+2 p\right) \boldsymbol{v} \cdot \nabla \phi+2(\boldsymbol{v} \cdot \boldsymbol{F}) \phi\right\} d \boldsymbol{x} d t
\end{aligned}
$$

for all (bump) functions $\phi(\boldsymbol{x}, t)$ which have compact support in $\Omega \times[0, \infty)$. An important step in the analysis in [CKN] is the demonstration that the term

$$
\int_{0}^{\infty} \int_{\Omega}\|\boldsymbol{v}\|^{2}\left(\phi_{, t}+\Delta \phi\right) d \boldsymbol{x} d t
$$

can be made arbitrarily small by choosing $\phi$ to satisfy the backwards heat equation. To define the parabolic Hausdorff dimension one uses parabolic cylinders $S_{\lambda}$ instead of spheres in $\mathbb{R}^{n}$. The $S_{\lambda}$ have the form, for $\lambda>0$,

$$
S_{\lambda}(\boldsymbol{x}, t)=\left\{(\boldsymbol{y}, \tau)\| \| \boldsymbol{y}-\boldsymbol{x} \|<\lambda, t-\lambda^{2}<\tau<t\right\} .
$$

It is first proven in [CKN] that, if $\boldsymbol{v}, p$, and $\boldsymbol{F}$ are sufficiently small on $S_{\lambda}$, then $\boldsymbol{v}$ is regular on $S_{\lambda / 2}$; this result is then shown to imply an estimate for the minimum rate at which the development of a singularity could occur which, in turn, yields a sufficient condition for a point $(\boldsymbol{x}, t)$ to be a regular point of $\boldsymbol{v}$. Finally, using a covering of the singular set, the authors [CKN] show that any suitable weak solution has the property that its singular set has a one-dimensional parabolic Hausdorff measure equal to zero.

We will close this subsection by offering a few remarks about what is known concerning existence and uniqueness of solutions for the initial-boundary value problem associated with $(4.288 \mathrm{a}, \mathrm{b})$ on an open bounded domain $\Omega \subset R^{3}$, with smooth boundary $\partial \Omega$, initial condition $\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(\boldsymbol{x}), \boldsymbol{x} \in \Omega$, and the (usual) non-slip boundary condition $\boldsymbol{v}(\boldsymbol{x}, t)=0$, for $(\boldsymbol{x}, t) \in \partial \Omega \times[0, T), T>0$. We employ the following standard (i.e., [Te1]) notation employed when dealing with the Navier-Stokes system (4.288a,b):

$$
\begin{gather*}
\boldsymbol{H}=\left\{\boldsymbol{v} \in \boldsymbol{L}^{2}(\Omega) \mid \nabla \cdot \boldsymbol{v}=0, \text { in } \Omega, \text { and } \boldsymbol{v} \cdot \boldsymbol{v}=0, \text { on } \partial \Omega\right\},  \tag{4.291a}\\
\boldsymbol{V}=\left\{\boldsymbol{v} \in \boldsymbol{H}_{0}^{1}(\Omega) \mid \nabla \cdot \boldsymbol{v}=0, \text { in } \Omega\right\},  \tag{4.291b}\\
\boldsymbol{D}(\boldsymbol{A})=\boldsymbol{H}_{0}^{1}(\Omega) \cap \boldsymbol{H}^{2}(\Omega), \tag{4.291c}
\end{gather*}
$$

and

$$
\begin{equation*}
A v=-P \Delta v \tag{4.291d}
\end{equation*}
$$

with $\boldsymbol{P}$ the orthogonal projection from $\boldsymbol{L}^{2}(\Omega)$ onto $\boldsymbol{H}$. We rewrite the NavierStokes initial-boundary value problem as an initial-value problem for a nonlinear evolution equation in the Hilbert space $\boldsymbol{H}$, i.e., with

$$
\boldsymbol{B}(\boldsymbol{v})=\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v}), \quad \boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{P}(\boldsymbol{u} \cdot \boldsymbol{v}), \text { and } \boldsymbol{f} \rightarrow \boldsymbol{P} \boldsymbol{f}
$$

we have

$$
\begin{gather*}
\frac{d \boldsymbol{v}}{d t}+\mu_{0} \boldsymbol{A} \boldsymbol{v}+\boldsymbol{B}(\boldsymbol{v})=\boldsymbol{f}  \tag{4.292a}\\
\boldsymbol{v}(0)=\boldsymbol{v}_{0} \tag{4.292b}
\end{gather*}
$$

For $\boldsymbol{v}_{0} \in \boldsymbol{V}$ and $\boldsymbol{f} \in L^{\infty}((0, \infty) ; \boldsymbol{H})$ a strong solution of (4.292a,b) on some interval $[0, T), T>0$, is defined to be a function $\boldsymbol{v} \in L^{\infty}([0, T) ; \boldsymbol{V}) \cap$ $L^{2}([0, T) ; \boldsymbol{D}(\boldsymbol{A}))$, while a weak solution on $[0, T)$ is a function $\boldsymbol{v} \in L^{\infty}([0, T) ; \boldsymbol{H}) \cap L^{2}([0, T) ; \boldsymbol{V})$. For space dimension $n=2$, it is known that a strong (and, thus, a weak) solution exists, is unique, and we may take $T=\infty$; however, if $n=3$, then a strong solution is known to exist and be unique only on some interval $\left[0, t_{1}\right]$, with $t_{1}$ having the form

$$
\begin{equation*}
t_{1}=t_{1}\left(\left|\boldsymbol{v}_{0}\right|_{L^{2}(\Omega)}\right)=\frac{c_{1}}{\left(1+\left|\boldsymbol{v}_{0}\right|_{L^{2}(\Omega)}^{2}\right)^{2}} \tag{4.293}
\end{equation*}
$$

the constant $c_{1}$ depending only on $|\boldsymbol{f}|_{L^{\infty}((0, \infty) ; \boldsymbol{H})}$. A weak solution of (4.292a,b), when $n=3$, exists for all $T>0$ and agrees with the strong solution on the interval [ $0, t_{1}$ ] but it is still not known if this weak solution is unique.

Remarks. For $\boldsymbol{v}_{0} \in \boldsymbol{H}$ and $\boldsymbol{f} \in L^{\infty}((0, \infty) ; \boldsymbol{H})$ it is known that there exists, in space dimension $n=2$, a unique solution $\boldsymbol{v}$ of (4.292a,b) satisfying $\boldsymbol{v} \in$ $L^{\infty}([0, \infty) ; \boldsymbol{H}) \cap L^{2}([0, \infty) ; \boldsymbol{V})$ such that $\boldsymbol{v}$ is analytic in $t$ with values in $\boldsymbol{D}(\boldsymbol{A})$ for $t>0$; furthermore, the mapping $\boldsymbol{v}_{0} \mapsto \boldsymbol{v}(t)$ is continuous from $\boldsymbol{H}$ into $\boldsymbol{D}(\boldsymbol{A})$, $\forall t>0$. Such a result, for $\boldsymbol{v}_{0} \in \boldsymbol{H}$, enables us to define the (nonlinear semigroup of) operators $\boldsymbol{S}(t): \boldsymbol{v}_{0} \mapsto \boldsymbol{v}(t)$ which enjoy the properties

$$
\begin{gather*}
\boldsymbol{S}(t+s)=\boldsymbol{S}(t) \cdot \boldsymbol{S}(s), \quad \forall s, t \geq 0  \tag{4.294a}\\
\boldsymbol{S}(0)=\boldsymbol{I} \quad \text { (identity in } \boldsymbol{H}) \tag{4.294b}
\end{gather*}
$$

with

$$
\begin{equation*}
\boldsymbol{S}(t) \text { a continuous nonlinear operator from } \boldsymbol{H} \text { into itself, } \forall t \geq 0 \text {. } \tag{4.294c}
\end{equation*}
$$

In fact, for $n=2$, and $\boldsymbol{v}_{0} \in \boldsymbol{H}$, the $\boldsymbol{S}(t)$ are continuous, $\forall t \geq 0$ from $\boldsymbol{H}$ into $\boldsymbol{D}(\boldsymbol{A})$. However, for $n=3$ it is not known if solutions $\boldsymbol{v}$ of (4.292a,b), with $\boldsymbol{v}_{0} \in \boldsymbol{H}$, are uniquely defined in $L^{\infty}([0, T) ; \boldsymbol{H}), \forall T>0$, thus making impossible the definition of a corresponding nonlinear semigroup of continuous operators $\boldsymbol{S}(t)$. For the initial-boundary value problem for the nonlinear bipolar viscous fluid, as we have seen in Sect. 4.2, we have an entirely different and more satisfactory situation; this fact (something which is also valid in reference to the existence and uniqueness theory for the other sets of fluid dynamics equations which were introduced in Sect. 1.6) does nothing to detract from the importance of resolving the outstanding issues related to the solutions of the Navier-Stokes equations in three space dimensions.

### 4.5.3 Existence and Uniqueness for Solutions of the Ladyzhenskaya Model Equations

In Sect. 1.6 we pointed out that each of the forms of the reduced stress tensor $\boldsymbol{\tau}$ in (1.189a-d) satisfy the three conditions (1.188a,b,c) which characterize the Ladyzhenskaya generalization of the Stokes Law (1.7). In order to be somewhat more specific in this subsection, we will focus either on the particular model indicated in (1.189c), or one of several equivalent forms, i.e., we can assume, for example, that for some $\bar{v}>0, q>0$,

$$
\begin{equation*}
\tau_{i j}(\boldsymbol{e})=\bar{v}\left(1+|\boldsymbol{e}|^{2}\right)^{q} e_{i j} . \tag{4.295a}
\end{equation*}
$$

This ansatz places the resultant non-Newtonian fluid model in accord with the nonNewtonian reduction of the bipolar viscous model of Sect. 1.4 when $\mu_{1}=0$, more precisely, the reduced stress tensor in the bipolar model with $\mu_{1}=0$ takes on the form

$$
\begin{equation*}
\tau_{i j}(\boldsymbol{e})=2 \mu_{0}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} e_{i j} \tag{4.295b}
\end{equation*}
$$

which is equivalent to (4.295a) if we identify $q$ with $(p-2) / 2$ and rescale the other constitutive parameters. Another form of $\boldsymbol{\tau}$ which is equivalent to (4.295a) is the one which appears in [DuG], namely, for $v_{0}, \nu_{1}$, and $r$ all positive

$$
\begin{equation*}
\tau_{i j}(\boldsymbol{e})=\left(v_{0}+v_{1}|\nabla \boldsymbol{v}|^{r}\right) \frac{\partial v_{i}}{\partial x_{j}} \tag{4.295c}
\end{equation*}
$$

provided we identify $r$ with $2 q$. The special case of (4.295c) with $r=2$ also appears in the monograph [La1] of Ladyzhenskaya. Another example of a reduced stress tensor which satisfies the Ladyzhenskaya condition is (see [FPa])

$$
\begin{equation*}
\tau_{i j}(\boldsymbol{e})=\bar{v}|\boldsymbol{e}|^{2 q} e_{i j} . \tag{4.295d}
\end{equation*}
$$

The form of $\boldsymbol{\tau}$ expressed in (4.295d) is but a special case of (4.295b), which holds in the bipolar model (for $\mu_{1}=0$ ) if we set $\epsilon=0, q=p-2$, and identify $\bar{v}=2 \mu_{0}$. An equivalent form of $(4.295 \mathrm{~d})$ has also appeared in the work of Lions [Lio1], i.e.,

$$
\begin{equation*}
\tau_{i j}(\nabla \boldsymbol{v})=v|\nabla \boldsymbol{v}|^{p-2} \frac{\partial v_{i}}{\partial x_{j}} . \tag{4.295e}
\end{equation*}
$$

We now present some of the highlights of the existence and uniqueness results for these models, which generalize Navier-Stokes, involve shear dependent viscosities, and have appeared in [La6, DuG], and [Lio1].

Under the hypothesis that $q \geq 1 / 4$ in (4.295a) it is proven in [La6] that there exist globally (in time) unique weak solutions of the initial-boundary value problem
on an open bounded domain $\Omega \subset R^{3}$, satisfying $\boldsymbol{v}=\mathbf{0}$ on $\partial \Omega \times[0, T)$, and $\nabla \cdot \boldsymbol{v}=0$ in $\Omega \times[0, T)$, for any $T>0$, if the initial data function $\boldsymbol{v}_{0}$ belongs to the closure of the set of functions which are divergence free, of class $C^{\infty}$ on $\Omega$, and have compact support in $\Omega$. Ladyzhenskaya has also indicated [La2] that the boundaryvalue problem for the corresponding steady state equations, with $\boldsymbol{v}=\mathbf{0}$ on $\partial \Omega$ has at least one solution for any $\nu_{0}>0, \nu_{1} \geq 0$, and $r>0$, irregardless of the size of the body force term. In [DuG] the authors establish some new a priori estimates for weak solutions of

$$
\begin{gather*}
\frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{i}}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}+\frac{\partial}{\partial x_{j}} \tau_{i j}(\boldsymbol{e})+F_{i}, \text { in } \Omega \times[0, T),  \tag{4.296a}\\
\nabla \cdot \boldsymbol{v}=0, \text { in } \Omega \times[0, T),  \tag{4.296b}\\
\boldsymbol{v}(\boldsymbol{x}, t)=\mathbf{0}, \text { on } \partial \Omega \times[0, T),  \tag{4.296c}\\
\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(\boldsymbol{x}), \text { in } \Omega, \tag{4.296d}
\end{gather*}
$$

with $\Omega \subset R^{3}$ an open bounded domain with smooth $\partial \Omega$ and where $\tau_{i j}(\boldsymbol{e})$ has the form specified in $(4.295 \mathrm{c})$; they claim to show that (i) weak solutions of (4.296a-d) are globally defined (in time) and unique provided $r \geq 1 / 5$ in (4.295c). For the non-Newtonian reduction of the bipolar model defined by (4.295b), the restriction $r \geq 1 / 5$ is equivalent to having $p \geq 11 / 5$; thus the result claimed in [DuG], for the problem (4.296a-d), is equivalent to the similar result obtained in [BBN2, 3] for the space-periodic problem which was presented in Sect.4.3. For the initialboundary value problem (4.296a-d) on $\Omega \subset R^{3}$, with a reduced stress tensor $\boldsymbol{\tau}(\boldsymbol{e})$ satisfying growth and coercivity conditions, which we specify below, and which include the models (4.295a,b,c), Málek et al. [MNR1, 2] prove the existence of a globally (in time) defined unique regular weak solution which, for the model defined by (4.295b), holds for $p \geq 9 / 4$; for the initial-boundary value problem, this is a result which is a little weaker than that established in Sect. 4.3 for the space-periodic problem and, also, that claimed in [DuG] for the problem (4.296a-d). The specific assumptions in [MNR2], which hold for each of the models (4.295a,b,c), are as follows: Let $R_{s y m}^{3 \times 3}=\left\{e \in R^{3 \times 3} \mid e_{i j}=e_{j i} ; i, j=1,2,3\right\}$. Then it is assumed that there exists a potential $\Gamma: R^{+} \rightarrow R^{+}$, and constants $c_{1}, c_{2}>0$, such that for some $p>1$, all $i, j, k, l=1,2,3$, and $\boldsymbol{a}, \boldsymbol{e} \in R_{s y m}^{3 \times 3}$,

$$
\begin{gather*}
\tau_{i j}(\boldsymbol{e})=\frac{\partial}{\partial e_{i j}} \Gamma(|\boldsymbol{e}|),  \tag{4.297a}\\
\Gamma(0)=\left.\frac{\partial}{\partial e_{i j}} \Phi\right|_{x=0}=0,  \tag{4.297b}\\
\frac{\partial}{\partial e_{i j}} \frac{\partial}{\partial e_{k l}} \Gamma(|\boldsymbol{e}|) a_{i j} a_{k l}>c_{1}(1+|\boldsymbol{e}|)^{p-2}|\boldsymbol{e}|^{2}, \tag{4.297c}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial}{\partial e_{i j}} \frac{\partial}{\partial e_{k l}} \Gamma(|\boldsymbol{e}|)\right| \leq c_{2}(1+|\boldsymbol{e}|)^{p-2} . \tag{4.297d}
\end{equation*}
$$

We note that the work in [MNR2] and, in particular, the existence of a potential $\Gamma$ satisfying (4.297a-d), does not hold for (4.295d) or its equivalent (4.295e); however, the situation in which the reduced stress tensor $\boldsymbol{\tau}(\boldsymbol{e})$ is given by (4.295e), for some $v>0$, has been treated by Lions in Chap. 2 of [Liol] as follows: Consider, for $\Omega \subset R^{n}$ with smooth boundary $\partial \Omega$, the initial-boundary value problem (4.296a-d) and let the $\tau_{i j}(\boldsymbol{e})$ be specified as in (4.295e). Let

$$
\begin{equation*}
\mathcal{V}=\left\{\varphi \mid \varphi=\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}, \varphi_{i} \in C_{0}^{\infty}(\Omega) \text { and } \nabla \cdot \varphi=0\right\} \tag{4.298a}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\mathcal{V}} \equiv \text { the completion of } \mathcal{V} \text { in } \boldsymbol{W}^{1, p}(\Omega) \tag{4.298b}
\end{equation*}
$$

It can be shown that

$$
\begin{equation*}
\overline{\mathcal{V}}=\left\{\boldsymbol{v} \mid \boldsymbol{v} \in \boldsymbol{W}_{0}^{1, p}(\Omega) \text { with } \nabla \cdot \boldsymbol{v}=0\right\} . \tag{4.298c}
\end{equation*}
$$

Finally, let

$$
\begin{equation*}
\overline{\mathcal{H}} \equiv \text { the completion of } \mathcal{V} \text { in } L^{2}(\Omega) \tag{4.298d}
\end{equation*}
$$

Then, it is proven in [Lio1] that, if $\boldsymbol{F} \in L^{p^{\prime}}\left((0, T) ; \overline{\mathcal{V}}^{\prime}\right)$ and $\boldsymbol{v}_{0} \in \overline{\mathcal{H}}$, for

$$
\begin{equation*}
p \geq 1+\frac{2 n}{n+2} \tag{4.299}
\end{equation*}
$$

there exists a solution $(\boldsymbol{v}, p)$ of (4.296a-d) such that

$$
\begin{equation*}
\boldsymbol{v} \in L^{p}((0, T) ; \overline{\mathcal{V}}) \cap L^{\infty}((0, T) ; \overline{\mathcal{H}}) . \tag{4.300}
\end{equation*}
$$

The problem of the uniqueness of this solution appears to be an open one (see Remark 5.3 in [Lio1]). For $n=3$ in (4.299) we recover the criterion that $p \geq$ 11/5 (although, without the corresponding uniqueness of the solution established in Sect. 4.3 for the space-periodic problem and claimed in [DuG] for the boundaryvalue problem). Finally, with a view towards applications to non-Newtonian blood flow in mind, the existence and uniqueness of weak solutions for the problem of flow in a compliant vessel is treated in [LuZ1, 2]; in this case the domain is timedependent and the fluid dynamics equations are coupled to a generalized string equation which ties the motion of the boundary of the domain to the influence of the pressure and shear stress exerted by the fluid. Admissible forms of the reduced stress tensor $\boldsymbol{\tau}(\boldsymbol{e})$ in [LuZ2] are assumed to conform to the growth and coercivity conditions (4.297a-d) in [MNR2].

Remarks (On the results claimed in [DuG]:). In [DuG] it is claimed that the existence of a weak solution proved in [La6] by Ladyzenskaya for $r \geq 1 / 2$ (4.295c) is being extended to $r \geq 1 / 5$. However, as indicated in [BBN3], several points in the proof of [DuG] were not clear to us. Ladyzenskaya in a footnote in [La7] commented on the claims in [DuG] saying: But in [DuG] there are no explanation(s) as to what is possible (i.e., needed) for the reduction of the requirement $r \geq 1 / 2$ to the requirement $r \geq 1 / 5$.

### 4.5.4 Existence and Uniqueness Results for Viscous Flow Models with Artificial Viscosity

As we have previously indicated in Sect. 1.6, dissipative modifications of the Navier-Stokes equations which lead to systems of the type (1.195), for the velocity components $v_{i}$ of a viscous fluid, subject to the incompressibility constraint $\nabla \cdot \boldsymbol{v}=0$, appear in the work of Lions [Lio1, 2], Ladyzhenskaya [La5], and Beirăo da Veiga [BdV2, 3]; the latter author studied this type of regularization for problems posed in all of $\mathbb{R}^{n}$ and was able to prove convergence theorems for the situation in which the regularization parameter $\epsilon \rightarrow 0^{+}$. The regularization in [Lio1, 2] has the form in (1.195) with $\beta=2 \mathrm{~m}$ and, for problems in a bounded domain $\Omega \subset \mathbb{R}^{n}$, with smooth boundary $\partial \Omega, m$ additional boundary conditions of Neumann type are appended to the non-slip condition $\boldsymbol{v}=\mathbf{0}$ on $\partial \Omega \times[0, T)$; for such systems Lions was able to prove the global existence of weak solutions.

In this subsection we will describe the existence and uniqueness results obtained in [OS1], for the regularization employed by Lions, in that special case where $m=1$; in a follow-up paper [OS2] the authors establish the existence of a compact global attractor, as well as invariant manifolds, for the same modification of the incompressible Navier-Stokes equations. The problem in [OS1] is posed in a bounded open domain $\Omega \subset \mathbb{R}^{n}$, with $n \leq 6$, whose boundary $\partial \Omega$ is of class $C^{r}$, $r \geq 4$; with the velocity field $\boldsymbol{v}$ given by $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right)$ the precise form of the initial-boundary value problem in [OS1] is as follows:

$$
\begin{gather*}
\frac{\partial \boldsymbol{v}}{\partial t}+\boldsymbol{v} \cdot \nabla \boldsymbol{v}=-\nabla p+v \Delta \boldsymbol{v}-\epsilon \Delta^{2} \boldsymbol{v}+\boldsymbol{F}, \text { in } \Omega \times[0, T),  \tag{4.301a}\\
\nabla \cdot \boldsymbol{v}=0, \text { in } \Omega \times[0, T),  \tag{4.301b}\\
\boldsymbol{v}=\mathbf{0}, \quad \frac{\partial \boldsymbol{v}}{\partial \boldsymbol{v}}=\nabla \boldsymbol{v} \cdot \boldsymbol{v}=\mathbf{0}, \text { on } \partial \Omega \times[0, T),  \tag{4.301c}\\
\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(\boldsymbol{x}), \text { in } \Omega \tag{4.301d}
\end{gather*}
$$

where $v=\mu_{0} / \rho$ is the usual kinematic viscosity and $\boldsymbol{v}$ is the unit outward normal on $\partial \Omega$. Results similar to those described, below, are also established in [OS1] for problems posed on $\Omega=[0, L]^{n}$ with periodic boundary conditions replacing
those in (4.301c). We emphasize here, as we did in Sect. 1.6, that the addition of the higher-order derivatives in (4.301a) has been made on an ad hoc basis and is not supported by a physical argument of the kind which forms the basis for the viscous bipolar model introduced in Sect.1.4. Moreover, the Neumann boundary condition in $(4.301 \mathrm{c})$ is inconsistent with any form of the principle of virtual work which can be associated with a constitutive theory that would lead to the (vector) evolution equation (4.301a). In spite of this observation, results obtained for systems of the form (4.301a-d) are of interest for several reasons. As pointed out in [OS1] numerical approximations to solutions of the Navier-Stokes equations produce truncation errors which depend on the chosen mesh size; the system (4.301a-d) can be considered as a model for a modification of the Navier-Stokes equations where the artificial viscosity depends on that mesh size. Additionally, it is of some mathematical interest to prove, as has been done by Ladyzhenskaya [La5] that strong (regular) solutions of a system like (4.301a-d) converge to a solution of the Navier-Stokes initial-boundary value problem as $\epsilon \rightarrow 0^{+}$. Indeed, one of the basic results obtained in [OS1], which is highlighted in this subsection, is that weak solutions of (4.301a-d) converge, for sufficiently small Reynolds numbers, to a weak solution of the corresponding Navier-Stokes problem. The existence theorem for weak solutions for the regularized system (4.301a-d) was first established by Lions in [Lio1].

With $\boldsymbol{H}$ defined as in (5.5a) and

$$
\begin{equation*}
\hat{\boldsymbol{V}}=\left\{\boldsymbol{v} \in \boldsymbol{H}_{0}^{2}(\Omega) \mid \nabla \cdot \boldsymbol{v}=0\right\} \tag{4.302}
\end{equation*}
$$

the weak formulation of (4.301a-d) in [OS1] is the following: Suppose that $\boldsymbol{F} \in$ $L^{2}\left((0, T), \hat{\boldsymbol{V}}^{\prime}\right)$. Find

$$
\boldsymbol{v} \in L^{2}((0, T) ; \hat{\boldsymbol{V}}) \cap L^{\infty}((0, T) ; \boldsymbol{H})
$$

such that $\boldsymbol{v}(0)=\boldsymbol{v}_{0} \in \boldsymbol{H}$ and, $\forall \boldsymbol{u} \in \hat{\boldsymbol{V}}$,

$$
\begin{equation*}
\frac{d}{d t}(\boldsymbol{v}, \boldsymbol{u})_{\boldsymbol{L}^{2}(\Omega)}+\epsilon(\Delta \boldsymbol{v}, \Delta \boldsymbol{u})_{\boldsymbol{L}^{2}(\Omega)}+v(\nabla \boldsymbol{u}, \nabla \boldsymbol{v})_{\boldsymbol{L}^{2}(\Omega)}+b(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{u})=\langle\boldsymbol{F}, \boldsymbol{u}\rangle, \text { in } \mathcal{D}^{\prime}(0, T) \tag{4.303}
\end{equation*}
$$

where $\langle$,$\rangle is the usual duality pairing between \hat{\boldsymbol{V}}$ and $\hat{\boldsymbol{V}}^{\prime}, \mathcal{D}^{\prime}(0, T)$ is the dual of the space of test functions $\mathcal{D}(0, T)$ on $(0, T)$, and $b(\cdot, \cdot, \cdot)$ is the standard trilinear form, $b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=\int_{\Omega} u_{i} \frac{\partial v_{i}}{\partial x_{j}} w_{j} d \boldsymbol{x}$. An alternative but (as shown in [OS1]) equivalent weak formulation of (4.301a-d) may be stated as follows: given $\boldsymbol{F} \in L^{2}\left((0, T) ; \hat{\boldsymbol{V}}^{\prime}\right)$, find $\boldsymbol{v} \in L^{2}((0, T) ; \hat{\boldsymbol{V}})$ with $\boldsymbol{v}^{\prime} \in L^{2}\left((0, T) ; \hat{\boldsymbol{V}}^{\prime}\right)$ such that

$$
\begin{equation*}
\boldsymbol{v}^{\prime}+\epsilon \boldsymbol{A} \boldsymbol{u}+\nu \boldsymbol{A}_{1} \boldsymbol{v}+\boldsymbol{B} \boldsymbol{v}=\boldsymbol{F}, \text { in } \mathcal{D}^{\prime}\left((0, T) ; \hat{\boldsymbol{V}}^{\prime}\right) \tag{4.304}
\end{equation*}
$$

with $\boldsymbol{v}(0)=\boldsymbol{v}_{0} \in H$. To define the operators $\boldsymbol{A}, \boldsymbol{A}_{1}$, and $\boldsymbol{B}$ in (4.304) we first introduce the bilinear form $a(\boldsymbol{u}, \boldsymbol{v})=(\Delta \boldsymbol{u}, \Delta \boldsymbol{v})_{\boldsymbol{L}^{2}(\Omega)}$, observe that the conditions of the Lax-Milgram Lemma (Appendix A) apply, so that for $\boldsymbol{F} \in \hat{\boldsymbol{V}}^{\prime}$ there exists a unique $\boldsymbol{v} \in \hat{\boldsymbol{V}}$ such that $a(\boldsymbol{v}, \boldsymbol{u})=\langle\boldsymbol{F}, \boldsymbol{u}\rangle, \forall \boldsymbol{u} \in \boldsymbol{V}$, and then write the correspondence $\boldsymbol{F} \rightarrow \boldsymbol{v}$ as $\boldsymbol{A} \boldsymbol{v}=\boldsymbol{F}$. Continuity of the bilinear form $a(\cdot, \cdot)$ implies the continuity of $\boldsymbol{A}$ while the coercivity of $a(\cdot, \cdot)$ implies that $\boldsymbol{A}$ is injective. In fact $\boldsymbol{A} \in \mathcal{L}\left(\hat{\boldsymbol{V}} ; \hat{\boldsymbol{V}}^{\prime}\right)$ is an isomorphism. With $\boldsymbol{P}$ the orthogonal projection of $\boldsymbol{L}^{2}(\Omega)$ onto $\boldsymbol{H}, \boldsymbol{A}_{1}$ is given by $\boldsymbol{A}_{1} \boldsymbol{v}=-\boldsymbol{P} \Delta \boldsymbol{v}, \forall \boldsymbol{v} \in \boldsymbol{H}^{2}(\Omega) \cap \boldsymbol{V}^{*}$ where

$$
\begin{equation*}
\boldsymbol{V}^{*}=\left\{\boldsymbol{v} \in \boldsymbol{H}^{1}(\Omega)|\boldsymbol{v}|_{\partial \Omega}=\mathbf{0} \text { and } \nabla \cdot \boldsymbol{v}=0, \text { in } \Omega\right\} . \tag{4.305}
\end{equation*}
$$

The following results on the existence, uniqueness, and regularity of weak solutions to the initial-boundary value problem (4.301a-d) have been established in [OS1], with a Galerkin approximation method employed for the existence part:

Theorem 4.20. Let $n \leq 6$, let $\boldsymbol{F} \in L^{2}\left((0, T) ; \hat{\boldsymbol{V}}^{\prime}\right)$, and let $\boldsymbol{v}_{0} \in \boldsymbol{H}$. Then there exists a unique solution $\boldsymbol{v} \in L^{2}((0, T) ; \hat{\boldsymbol{V}}) \cap C((0, T) ; \boldsymbol{H})$ to the regularized Navier-Stokes system (4.301a-d) which also satisfies $\boldsymbol{v}^{\prime} \in L^{2}\left((0, T) ; \hat{\boldsymbol{V}}^{\prime}\right)$. The solution $\boldsymbol{v}$ also satisfies, for any $t \in(0, T)$, the energy identity

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|^{2}+2 \epsilon \int_{0}^{t}\|\boldsymbol{v}(\tau)\|_{L^{2}(\Omega)}^{2} d \tau+2 v \int_{0}^{t}|\nabla \boldsymbol{v}|^{2}(\tau) d \tau=\left\|\boldsymbol{v}_{0}\right\|^{2}+2 \int_{0}^{t}\langle\boldsymbol{F}, \boldsymbol{v}\rangle d \tau \tag{4.306}
\end{equation*}
$$

Using Theorem 4.20, Ou and Sritharan also prove that the weak solution of (4.301ad) satisfies, uniformly in the artificial viscosity $\epsilon$, the estimates in the following theorem:

Theorem 4.21. Let $\boldsymbol{F} \in L^{2}((0, T) ; \boldsymbol{H})$. Then weak solutions $\boldsymbol{v}$ of (4.301a-d) satisfy, for some $\lambda_{1}>0, \lambda_{2}>0$,

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|^{2} \leq\left\|\boldsymbol{v}_{0}\right\|^{2} e^{-\left(2 \epsilon \lambda_{1}+v \lambda_{2}\right) t}+\frac{1}{v \lambda_{2}} \int_{0}^{t}\|\boldsymbol{F}(\tau)\|_{L^{2}(\Omega)}^{2} d \tau \tag{4.307a}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}|\nabla \boldsymbol{v}|^{2} d t \leq \frac{1}{v}\left[\left\|\boldsymbol{v}_{0}\right\|^{2}+\frac{1}{v \lambda_{2}} \int_{0}^{T}\|\boldsymbol{F}(t)\|_{L^{2}(\Omega)}^{2} d t\right] . \tag{4.307b}
\end{equation*}
$$

As is common, of course, for such problems, with more regularity for the initial data $\boldsymbol{v}_{0}(\cdot)$ comes better regularity results for the solution; in fact we may state

Theorem 4.22. If $\Omega \subset R^{2}, \boldsymbol{v}_{0} \in \hat{\boldsymbol{V}}$, and $\boldsymbol{F} \in L^{2}((0, T) ; \boldsymbol{H})$, then the weak solution of (4.301a-d) satisfies $\left.\boldsymbol{v} \in L^{2}((0, T), T) ; \mathcal{D}(\boldsymbol{A})\right) \cap C((0, T) ; \boldsymbol{V})$ and $\boldsymbol{v}^{\prime} \in L^{2}((0, T) ; \boldsymbol{H})$. Moreover, these (strong) solutions also satisfy, for some $K>0$, which is independent of both $\epsilon$ and $t,|\nabla \boldsymbol{v}(t)| \leq K, \forall t \in[0, T]$.

The final result in this sequence is a result which shows that weak solutions of (4.301a-d) converge, as $\epsilon \rightarrow 0$, to a corresponding weak solution of the NavierStokes initial-boundary value problem; in stating this result we explicitly display the dependence of the solutions of (4.301a-d) on the artificial viscosity parameter $\epsilon$ :
Theorem 4.23. Let $\Omega \subset R^{3}$, with $\partial \Omega$ of class $C^{4}$, and let $\boldsymbol{v}_{\epsilon}$ be the unique weak solution of the modified Navier-Stokes system (4.301a-d) with $\boldsymbol{F} \in L^{2}((0, T) ; \boldsymbol{H})$. Then for $v>0$ sufficiently large, $\boldsymbol{v}_{\epsilon}$ converges to a unique limit $\boldsymbol{v}^{*}$, which is a weak solution of (4.301a-d) with $\epsilon=0$ satisfying the first boundary condition (only) in (4.301c). More precisely, it follows that, uniformly in $\epsilon$,

$$
\begin{aligned}
& \boldsymbol{v}_{\epsilon} \rightarrow \boldsymbol{v}^{*}, \text { in } L^{2}\left((0, T) ; \boldsymbol{V}^{*}\right), \text { weakly as } \epsilon \rightarrow 0^{+} \\
& \boldsymbol{v}_{\epsilon} \rightarrow \boldsymbol{v}^{*}, \text { in } L^{\infty}((0, T) ; \boldsymbol{H}), \text { weak } * \text { as } \epsilon \rightarrow 0^{+}
\end{aligned}
$$

and

$$
\boldsymbol{v}_{\epsilon} \rightarrow \boldsymbol{v}^{*}, \text { in } L^{2}\left((0, T) ; \boldsymbol{L}^{2}(\Omega)\right) \text {, strongly as } \epsilon \rightarrow 0^{+}
$$

Other results which are established in [OS1] for the system (4.301a-d) include a proof of the existence of at least one time-periodic solution (with the same period) which corresponds to the prescription of a time-periodic forcing function $\boldsymbol{F}$ and the demonstration that a squeezing property holds for orbits of (4.301a-d) emanating from neighboring initial values in $\hat{\boldsymbol{V}}$. (See Sects. 6.2 .4 and 6.2 .5 for the analogous property for the viscous bipolar fluid). We leave it to the interested reader to consult the original paper [OS1] for the details as well as for the proofs of Theorems $4.20-4.23$ of this subsection, each of which represents an amalgamation of a set of results in [OS1]. Those readers interested in the subject matter of Chaps. 5 and 6 may also wish to consult [OS2].

### 4.5.5 Existence, Uniqueness, and Stability Theorems for Multipolar Fluids of Grade 3

The stress tensor associated with the response of a multipolar fluid of grade 3 is defined in [BNR] by the constitutive law (1.199d), where the first and second RivlinEricksen tensors $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$ are given by (1.198) and the tensor with components $S_{i j k}$ in (1.199d) is defined by (1.199a,b,c). For the balance of this subsection, the components of the velocity gradient will be denoted as $L_{i j}\left(=v_{i, j}\right)$. Also, $\Omega \subset R^{3}$ will be an open bounded domain, with smooth boundary $\partial \Omega, I=[0, T)$, and for
$T>0$ we set $Q_{T}=\Omega \times[0, T)$. We begin by defining what is meant by a weak solution of the problem

$$
\begin{gather*}
\rho \dot{v}_{i}=t_{i j, j}+\rho f_{i}, \text { in } Q_{T},  \tag{4.308a}\\
\nabla \cdot \boldsymbol{v}=0, \text { in } Q_{T},  \tag{4.308b}\\
\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(x), \text { in } \Omega, \tag{4.308c}
\end{gather*}
$$

and we note that the formulation presented, below, is broad enough to incorporate both the usual non-slip boundary condition $\boldsymbol{v}=\mathbf{0}$ on $\partial \Omega \times[0, T)$, as well as the relevant set $(1.201 \mathrm{a}, \mathrm{b})$ of higher-order boundary conditions.

Definition 4.4. Let $\alpha_{1}>0, \alpha_{2} \in(-\infty, \infty), \beta_{3}>0, \mu_{0} \geq 0, \mu_{1} \geq 0, \mu_{2}>0$, and $\gamma \geq 0$. A function $\boldsymbol{v} \in L^{4}\left(I ; \boldsymbol{W}_{0}^{1,4}(\Omega)\right)$ which also satisfies $\boldsymbol{v} \in L^{2}\left(I ; \boldsymbol{W}^{3,2}(\Omega)\right)$ and $\boldsymbol{v}_{. t} \in L^{2}\left(I ; \boldsymbol{W}^{2,2}(\Omega)\right)$ is a weak solution of (4.308a,b,c) if a.e., $\forall t \geq 0$, and all $\phi \in \boldsymbol{W}_{0}^{1,2}(\Omega) \cap \boldsymbol{W}^{3,2}(\Omega)$ such that $\nabla \cdot \boldsymbol{\phi}=0$,

$$
\begin{align*}
& \int_{\Omega} \frac{\partial v_{i}}{\partial t} \phi_{i} d \boldsymbol{x}+\alpha_{1} \int_{\Omega} \frac{\partial\left(\boldsymbol{A}_{1}\right)_{i j}}{\partial t} \phi_{i, j} d \boldsymbol{x}+\gamma \int_{\Omega} \frac{\partial D_{i j, k}}{\partial t} \phi_{i, j k} d \boldsymbol{x}+\mu_{0} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j} \phi_{i, j} d \boldsymbol{x} \\
& \quad+\alpha_{1} \int_{\Omega}\left[\frac{\partial\left(\boldsymbol{A}_{1}\right)_{i j}}{\partial x_{l}} v_{l}+L_{m i}\left(\boldsymbol{A}_{1}\right)_{m j}+L_{m j}\left(\boldsymbol{A}_{1}\right)_{i m}\right] \phi_{i, j} d \boldsymbol{x}+\alpha_{2} \int_{\Omega}\left(\boldsymbol{A}_{1}^{2}\right)_{i j} \phi_{i, j} d \boldsymbol{x} \\
& \quad+\beta_{3} \int_{\Omega}\left(\boldsymbol{A}_{1}^{2}\right)_{m m}\left(\boldsymbol{A}_{1}\right)_{i j} \phi_{i, j} d \boldsymbol{x}+\mu_{1} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j, k} \phi_{i, j k} d \boldsymbol{x} \\
& \quad+\int_{\Omega} v_{j} \frac{v_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x}+\mu_{2} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j, k m} \phi_{i, j k m} d \boldsymbol{x} \\
& \quad-\int_{\Omega} f_{i} \phi_{i} d \boldsymbol{x}+\gamma \int_{\Omega}\left(W_{m i} D_{m j, k}+W_{m j} D_{i m, k}+W_{m k} D_{i j, m}\right) \phi_{i, j k} d \boldsymbol{x}=0 . \tag{4.309}
\end{align*}
$$

Prior to stating our first existence theorem for the model in [BNR] two lemmas need to be established; these lemmas, as well as the proof of the existence theorem itself, are based on the introduction of the framework for a Galerkin argument as follows: Consider the sequence $\left\{\boldsymbol{w}^{l}\right\}$ of eigenfunctions for the Stokes problem in $\Omega$ with homogeneous Dirichlet boundary conditions. It is well known that $\left\{\boldsymbol{w}^{l}\right\}$ constitutes a Schauder basis for the space

$$
\boldsymbol{W}=\left\{\boldsymbol{w} \mid \boldsymbol{w} \in \boldsymbol{W}^{3,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega) ; \nabla \cdot \boldsymbol{w}=0\right\} .
$$

We set $\boldsymbol{E}_{m}=\operatorname{span}\left\{\boldsymbol{w}^{l} ; l=1,2, \ldots, m\right\}$ and let

$$
\boldsymbol{v}^{m}=\sum_{l \leq m} c^{l}(t) \boldsymbol{w}^{l}
$$

be such that if we set $\boldsymbol{v}=\boldsymbol{v}^{m}$ in (4.309), then (4.309) is satisfied for all test functions $\boldsymbol{\phi} \in \boldsymbol{E}_{m}$ provided we choose $c^{l}(0)=\int_{\Omega} \boldsymbol{v}_{0} \cdot \boldsymbol{w}^{l} d \boldsymbol{x}, \forall l$. The existence and uniqueness of $\boldsymbol{v}^{m}$ follows from the Picard theorem. Our first lemma assumes the following form:

Lemma 4.17. There exists $C>0$, independent of $m$, such that for each $i=1,2,3$,

$$
\begin{align*}
\left\|\boldsymbol{v}^{m}\right\|_{L^{\infty}\left((0, T) ; \boldsymbol{W}^{1,2}(\Omega)\right)} & \leq C\left(\left\|\boldsymbol{v}_{0}\right\|_{W^{2,2}(\Omega)}^{2}+\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+1\right),  \tag{4.310a}\\
\left\|\boldsymbol{v}^{m}\right\|_{L^{2}\left((0, T) ; \boldsymbol{W}^{3,2}(\Omega)\right)} & \leq C\left(\left\|\boldsymbol{v}_{0}\right\|_{W^{2,2}(\Omega)}^{2}+\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+1\right),  \tag{4.310b}\\
\left\|\boldsymbol{v}^{m}\right\|_{L^{4}\left((0, T) ; \boldsymbol{W}^{2,4}(\Omega)\right)} & \leq C\left(\left\|\boldsymbol{v}_{0}\right\|_{W^{2,2}(\Omega)}^{2}+\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+1\right) . \tag{4.310c}
\end{align*}
$$

Proof. We take $\boldsymbol{v}=\boldsymbol{v}^{m}$ in (4.309) and, also, use $\boldsymbol{\phi}=\boldsymbol{v}^{m}$ as a test function. With $\Omega_{t}$ denoting the configuration occupied by the fluid at time $t$, we obtain after integration in $t$ the following estimate, where for the sake of not having to deal with an overcumbersome notation we have deleted the $m$ superscript on all relevant quantities:

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega_{t}} v_{i} v_{i} d \boldsymbol{x}+\alpha_{1} \int_{\Omega_{t}} D_{i j} D_{i j} d \boldsymbol{x}+\frac{1}{2} \gamma \int_{\Omega_{t}} D_{i j, k} D_{i j, k} d \boldsymbol{x}+\mu_{0} \int_{0}^{T} \int_{\Omega_{t}}\left(\boldsymbol{A}_{1}\right)_{i j}\left(\boldsymbol{A}_{1}\right)_{i j} d \boldsymbol{x} d t \\
& \quad+\mu_{1} \int_{0}^{T} \int_{\Omega_{t}}\left(\boldsymbol{A}_{1}\right)_{i j, k}\left(\boldsymbol{A}_{1}\right)_{i j, k} d \boldsymbol{x} d t+\mu_{2} \int_{0}^{T} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j, k m}\left(\boldsymbol{A}_{1}\right)_{i j, k m} d \boldsymbol{x} d t \\
& \quad+\beta_{3} \int_{0}^{T} \int_{\Omega}\left(\boldsymbol{A}_{1}^{2}\right)_{m m}\left(\boldsymbol{A}_{1}\right)_{i j}\left(\boldsymbol{A}_{1}\right)_{i j}\left(\boldsymbol{A}_{1}\right)_{i j} d \boldsymbol{x} d t  \tag{4.311}\\
& \leq \frac{1}{2} \int_{\Omega} v_{i} v_{i} d \boldsymbol{x}+\alpha_{1} \int_{\Omega} D_{i j} D_{i j} d \boldsymbol{x}+\frac{1}{2} \gamma \int_{\Omega} D_{i j, k} D_{i j, k} d \boldsymbol{x}+\left|\int_{0}^{T} \int_{\Omega} b_{i} v_{i} d \boldsymbol{x} d t\right| \\
& \quad+\left|\alpha_{1} \int_{0}^{T} \int_{\Omega}\left[L_{m i}\left(\boldsymbol{A}_{1}\right)_{m j}+L_{m j}\left(\boldsymbol{A}_{1}\right)_{i m}\right] v_{i, j} d \boldsymbol{x} d t\right|+\left|\alpha_{2} \int_{0}^{T}\left(\boldsymbol{A}_{1}^{2}\right)_{i j} v_{i, j} d \boldsymbol{x} d t\right|
\end{align*}
$$

In arriving at (4.311) we have made use of the identities

$$
\begin{gather*}
\alpha_{1} \int_{0}^{T} \int_{\Omega} \frac{\partial\left(\boldsymbol{A}_{1}\right)_{i j}}{\partial x_{l}} v_{l} v_{i, j} d \boldsymbol{x} d t=0  \tag{4.312a}\\
\int_{0}^{T} \int_{\Omega}\left(W_{m i} D_{m j, k}+W_{m j} D_{i m, k}+W_{m k} D_{i j, m}\right) v_{i, j k} d \boldsymbol{x} d t=0  \tag{4.312b}\\
\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x}=0 \tag{4.312c}
\end{gather*}
$$

It then follows from (4.311), upon reinstating the $m$ superscript in the Galerkin approximation $\boldsymbol{v}^{m}$, that

$$
\begin{align*}
& \left\|\boldsymbol{v}^{m}\right\|_{\boldsymbol{W}^{2,2}\left(\Omega_{T}\right)}^{2}+\left\|\boldsymbol{v}^{m}\right\|_{L^{2}\left((0, T) ; \boldsymbol{W}^{3,2}(\Omega)\right)}^{2}+\left\|\boldsymbol{v}^{m}\right\|_{L^{4}\left((0, T) ; \boldsymbol{W}^{2,4}(\Omega)\right)}^{4} \\
& \quad \leq c\left(\left\|\boldsymbol{v}^{m}\right\|_{W^{2,2}(\Omega)}^{2}+\left\|v_{i}^{m}\right\|_{L^{2}\left(Q_{T}\right)}\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}+\left\|D v_{i}^{m}\right\|_{L^{3}\left(Q_{T}\right)}^{3}\right) \tag{4.313}
\end{align*}
$$

for some $c>0$. Using standard techniques it now follows from (4.313) that, for each $i=1,2,3$,

$$
\begin{align*}
&\left\|\boldsymbol{v}^{m}\right\|_{W^{2,2}\left(\Omega_{T}\right)}+\left\|\boldsymbol{v}_{0}\right\|_{L^{2}\left((0, T) ; \boldsymbol{W}^{3,2}(\Omega)\right)}^{2}+\left\|\boldsymbol{v}^{m}\right\|_{L^{4}\left((0, T) ; \boldsymbol{W}^{2,4}(\Omega)\right)}^{4} \\
& \leq c\left(\left\|\boldsymbol{v}^{m}\right\|_{W^{2,2}(\Omega)}^{2}+\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+1\right) \tag{4.314}
\end{align*}
$$

which completes the proof of Lemma 4.17.
The second lemma needed for the proof of the basic existence theorem for multipolar fluids of grade 3 is
Lemma 4.18. For the Galerkin approximations $\boldsymbol{v}^{m}, \exists C>0$, independent of $m$, such that

$$
\begin{equation*}
\left\|\frac{\partial \boldsymbol{v}^{m}}{\partial t}\right\|_{L^{2}\left((0, T) ; \boldsymbol{W}^{2,2}(\Omega)\right)} \leq C\left(\left\|\boldsymbol{v}_{0}\right\|_{W^{3,2}(\Omega)}^{2}+\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+1\right) . \tag{4.315}
\end{equation*}
$$

Proof. As $\frac{\partial \boldsymbol{v}^{m}}{\partial t} \in E_{m}$, we may use $\boldsymbol{\phi}=\frac{\partial \boldsymbol{v}^{m}}{\partial t}$ in (4.309). Deleting, as in the proof of Lemma 4.17, the superscript $m$ we find after integration in time

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \frac{\partial v_{i}}{\partial t} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x} d t+\alpha_{1} \int_{0}^{T} \int_{\Omega} \frac{\partial\left(\boldsymbol{A}_{1}\right)_{i j}}{\partial t} \frac{\partial\left(\boldsymbol{A}_{1}\right)_{i j}}{\partial t} d \boldsymbol{x} d t  \tag{4.316}\\
&+\gamma \int_{0}^{T} \int_{\Omega} \frac{\partial D_{i j, k}}{\partial t} \frac{\partial D_{i j, k}}{\partial t} d \boldsymbol{x} d t+\frac{1}{2} \mu_{0} \int_{\Omega_{T}}\left(\boldsymbol{A}_{1}\right)_{i j}\left(\boldsymbol{A}_{1}\right)_{i j} d \boldsymbol{x} \\
&+\frac{1}{2} \mu_{1} \int_{\Omega_{T}}\left(\boldsymbol{A}_{1}\right)_{i j, k}\left(\boldsymbol{A}_{1}\right)_{i j, k} d \boldsymbol{x}+\frac{1}{2} \mu_{2} \int_{\Omega_{T}}\left(\boldsymbol{A}_{1}\right)_{i j, k m}\left(\boldsymbol{A}_{1}\right)_{i j, k m} d \boldsymbol{x} \\
& \leq \frac{1}{2} \mu_{0} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j}\left(\boldsymbol{A}_{1}\right)_{i j} d \boldsymbol{x}+\frac{1}{2} \mu_{1} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j, k}\left(\boldsymbol{A}_{1}\right)_{i j, k} d \boldsymbol{x} \\
&+\frac{1}{2} \mu_{2} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j, k m}\left(\boldsymbol{A}_{1}\right)_{i j, k m} d \boldsymbol{x} \\
& \quad+\left|\alpha_{1} \int_{0}^{T} \int_{\Omega}\left[\frac{\partial\left(\boldsymbol{A}_{1}\right)_{i j}}{\partial x_{l}} v_{l}+L_{m i}\left(\boldsymbol{A}_{1}\right)_{m j}+L_{m j}\left(\boldsymbol{A}_{1}\right)_{i m}\right] \frac{\partial v_{i, j}}{\partial t} d \boldsymbol{x} d t\right| \\
& \quad+\left|\alpha_{2} \int_{0}^{T} \int_{\Omega}\left(\boldsymbol{A}_{1}^{2}\right)_{i j} \frac{\partial v_{i, j}}{\partial t} d \boldsymbol{x} d t\right|+\left|\beta_{3} \int_{0}^{T} \int_{\Omega}\left(\boldsymbol{A}_{1}^{2}\right)_{m m}\left(\boldsymbol{A}_{1}\right)_{i j} \frac{\partial v_{i, j}}{\partial t} d \boldsymbol{x} d t\right|
\end{align*}
$$

$$
\begin{aligned}
& +\left|\int_{0}^{T} \int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x} d t\right|+\left|\int_{0}^{T} \int_{\Omega} b_{i} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x} d t\right| \\
& +\left|\gamma \int_{0}^{T} \int_{\Omega}\left(W_{m i} D_{m j, k}+W_{m j} D_{i m, k}+W_{m k} D_{i j, m}\right) \frac{\partial v_{i, j k}}{\partial t} d \boldsymbol{x} d t\right| \\
& \equiv I_{1}+I_{2}+I_{3}+I_{4}+I_{5}+I_{6}+I_{7}+I_{8}+I_{9} .
\end{aligned}
$$

Now $I_{1}+I_{2}+I_{3}$ can be bounded by using the norm of the initial condition in $W^{3,2}(\Omega)$ while $I_{7}$ can be easily estimated by using the Cauchy-Schwarz inequality, i.e., for any $a>0$,

$$
\begin{equation*}
I_{7} \leq \frac{1}{a}\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+a\left\|\frac{\partial v_{i}}{\partial t}\right\|_{L^{2}\left(Q_{T}\right)}^{2} \tag{4.317}
\end{equation*}
$$

By choosing $a>0$ small enough, we can absorb the term $a\left\|\frac{\partial v_{i}}{\partial t}\right\|_{L^{2}\left(Q_{T}\right)}^{2}$ in the left-hand side of (4.316). In a similar manner, by using embedding theorems (see Appendix A) and the Hölder Inequality, the remaining terms on the right-hand side of (4.316) satisfy the bound

$$
\begin{equation*}
I_{3}+I_{4}+I_{5}+I_{6}+I_{8} \leq \frac{1}{2}\left\|v_{i}\right\|_{L^{2}\left((0, T) ; \boldsymbol{W}^{3,2}(\Omega)\right)}^{2}+a\left|\frac{\partial v_{i}}{\partial t}\right|_{L^{2}\left((0, T) ; \boldsymbol{W}^{3,2}(\Omega)\right)}^{2} . \tag{4.318}
\end{equation*}
$$

Again, choosing $a$ sufficiently small we may absorb the second term on the righthand side of (4.318) in the left-hand side of (4.316); the required result, i.e., (4.315) now follows from Lemma 4.17 upon reinstatement of the superscript $m$.

We can now state and prove the following existence theorem for multipolar fluids of grade 3:
Theorem 4.24. Assume that $\Omega \subset R^{3}$ is an open bounded domain with $\partial \Omega$ sufficiently smooth. Then for any $f_{i} \in L^{2}\left(Q_{T}\right)$ and any $\boldsymbol{v}_{0} \in \boldsymbol{W}^{3,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega)$ such that $\nabla \cdot \boldsymbol{v}_{0}=0$, there exists a weak solution to the system $(4.308 \mathrm{a}, \mathrm{b}, \mathrm{c})$ satisfying the regularity conditions specified in Definition 4.4. Furthermore, the weak solution $\boldsymbol{v}$ satisfies $\frac{\partial \boldsymbol{v}}{\partial t} \in L^{2}\left((0, T) ; \boldsymbol{W}^{2,2}(\Omega)\right)$.
Proof. From Lemma 4.17 we deduce that there exists a subsequence, denoted again by $\boldsymbol{v}^{m}$, which converges, as $m \rightarrow \infty$, weakly in $L^{2}\left((0, T) ; \boldsymbol{W}^{3,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega)\right)$ to a function $\boldsymbol{v}$. Using the estimate (4.315) and Aubin's Lemma (see Appendix A) we conclude that there exists a subsequence, again denoted by $\boldsymbol{v}^{m}$, which converges in $L^{2}\left((0, T) ; \boldsymbol{W}^{2,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega)\right)$. Both types of convergence referenced above are sufficient to allow for passing to the limit in each of the terms in (4.309), with $v_{i}=v_{i}^{m}$, as $m \rightarrow \infty$.

The main existence and uniqueness result for the model analyzed in [BNR] has weaker assumptions relative to the initial data $\boldsymbol{v}_{0}$ than those in Theorem 4.24 but yields a weak solution which does not necessarily satisfy the condition that $\frac{\partial v}{\partial t} \in$ $L^{2}\left((0, T) ; \boldsymbol{W}^{2,2}(\Omega)\right) ;$ we state this result as
Theorem 4.25. Let $\Omega \subset R^{3}$ be an open bounded domain with $\partial \Omega$ sufficiently smooth. Then for any $f_{i} \in L^{2}\left(Q_{T}\right), i=1,2,3$ and any $\boldsymbol{v}_{0} \in \boldsymbol{W}^{2,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega)$, such that $\nabla \cdot \boldsymbol{v}_{0}=0$, there exists a unique weak solution of the system satisfying the regularity condition of Definition 4.4.

Proof. The proof is based on a density argument. As $\Omega$ is bounded and $\partial \Omega$ is (sufficiently) smooth the set

$$
\boldsymbol{W}=\left\{\boldsymbol{w} \mid \boldsymbol{w} \in \boldsymbol{W}^{3,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega) ; \nabla \cdot \boldsymbol{w}=0\right\}
$$

is dense in the set

$$
\overline{\boldsymbol{W}}=\left\{\boldsymbol{w} \mid \boldsymbol{w} \in \boldsymbol{W}^{2,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega) ; \nabla \cdot \boldsymbol{w}=0\right\} .
$$

An easy way to see this is to recall that the eigenfunctions of the Stokes problem in $\Omega$ are smooth and constitute a basis of the space $\overline{\boldsymbol{W}}$. Now, let $\boldsymbol{v}_{0}^{k}$ be a sequence of divergence free functions in $\boldsymbol{W}^{3,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega)$ such that $\boldsymbol{v}_{0}^{k}$ converges strongly to $\boldsymbol{v}_{0}$ in $W^{2,2}(\Omega)$ as $k \rightarrow \infty$. By Theorem 4.24, for every fixed $k$ the problem (4.308a,b,c) with initial condition $\boldsymbol{v}_{0}^{k}$ has a weak solution satisfying the regularity criteria of Definition 4.4. As $\boldsymbol{v}_{0}^{k}$ is bounded $\boldsymbol{W}^{2,2}(\Omega)$, independent of $k$, it follows that $\exists C>0$, independent of $k$, such that for each $i, i=1,2,3$,

$$
\begin{align*}
\left\|\boldsymbol{v}^{k}\right\|_{L^{\infty}\left((0, T) ; W^{2,2}(\Omega)\right)} \leq C\left(\left\|\boldsymbol{v}_{0}\right\|_{W^{2,2}(\Omega)}^{2}+\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+1\right),  \tag{4.319a}\\
\left\|\boldsymbol{v}^{k}\right\|_{L^{2}\left((0, T) ; W^{3,2}(\Omega)\right)} \leq C\left(\left\|\boldsymbol{v}_{0}\right\|_{W^{2,2}(\Omega)}^{2}+\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+1\right),  \tag{4.319b}\\
\left\|\boldsymbol{v}^{k}\right\|_{L^{4}\left((0, T) ; W^{2,4}(\Omega)\right)} \leq C\left(\left\|\boldsymbol{v}_{0}\right\|_{W^{2,2}(\Omega)}^{2}+\left\|f_{i}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+1\right) . \tag{4.319c}
\end{align*}
$$

Next, for $\boldsymbol{\phi} \in L^{2}\left((0, T) ; \boldsymbol{W}_{0}^{3,2}(\Omega)\right)$, with $\nabla \cdot \boldsymbol{\phi}=0$, it follows from the definition of a weak solution that for every positive integer $k$,

$$
\begin{aligned}
\int_{\Omega} & \frac{\partial v_{i}^{k}}{\partial t}\left(\phi_{i}-\alpha_{1} \phi_{i, j j}+\gamma \phi_{i, j k j}\right) d \boldsymbol{x} \\
& =-\mu_{0} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j} \phi_{i, j} d \boldsymbol{x} \\
& -\alpha_{1} \int_{\Omega}\left[\frac{\partial\left(\boldsymbol{A}_{1}^{k}\right)_{i j}}{\partial x_{l}} v_{l}^{k}+L_{m i}^{k}\left(\boldsymbol{A}^{k}\right)_{m j}+L_{m j}^{k}\left(\boldsymbol{A}_{1}^{k}\right)_{i m}\right] \phi_{i, j} d \boldsymbol{x}-\alpha_{2} \int_{\Omega}\left(\boldsymbol{A}_{1}^{2}\right)_{i j}^{k} \phi_{i, j} d \boldsymbol{x} \\
& -\beta_{3} \int_{\Omega}\left(\boldsymbol{A}_{1}^{2}\right)_{m m}^{k}\left(\boldsymbol{A}_{1}\right)_{i j}^{k} \phi_{i, j} d \boldsymbol{x}-\mu_{1} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j}^{k} \phi_{i, j l} d \boldsymbol{x}
\end{aligned}
$$

$$
\begin{align*}
& -\int_{\Omega} v_{j}^{k} \frac{\partial v_{i}^{k}}{\partial x_{j}} \phi_{i} d \boldsymbol{x}-\mu_{2} \int_{\Omega}\left(\boldsymbol{A}_{1}\right)_{i j, l m}^{k} \phi_{i, j l m} d \boldsymbol{x} \\
& +\int_{\Omega} f_{i} \phi_{i} d \boldsymbol{x}-\gamma \int_{\Omega}\left(W_{m i}^{k} D_{m j, l}^{k}+W_{i m, l}^{k}+W_{m l}^{k} D_{i j, m}^{k}\right) \phi_{i, j k} d \boldsymbol{x} \tag{4.320}
\end{align*}
$$

so that, by virtue of (4.319a,b,c), we can conclude that for some $c>0$, independent of $k$,

$$
\begin{equation*}
\left|\int_{\Omega} \frac{\partial v_{i}^{k}}{\partial t}\left(\phi_{i}-\alpha_{1} \phi_{i, j j}+\gamma \phi_{i, j k j k}\right) d \boldsymbol{x}\right| \leq c\|\boldsymbol{\phi}\|_{\boldsymbol{W}_{0}^{3,2}(\Omega)} . \tag{4.321}
\end{equation*}
$$

After an integration by parts we then obtain, for some $C>0$, which is also independent of $k$,

$$
\begin{equation*}
\left\|\sum_{i} \frac{\partial}{\partial t}\left(v_{i}^{k}-\alpha_{1} v_{i, j j}^{k}+\gamma v_{i, j k j k}^{k}\right)\right\|_{L^{2}\left((0, T) ; \boldsymbol{W}^{3,2}(\Omega)\right)} \leq C . \tag{4.322}
\end{equation*}
$$

Also, by virtue of (4.319a,b,c),

$$
\begin{equation*}
\left\|\sum_{i}\left(v_{i}^{k}-\alpha_{1} v_{i, j j}^{k}+\gamma v_{i, j k j}^{k}\right)\right\|_{L^{2}\left((0, T) ; \boldsymbol{W}^{-1,2}(\Omega)\right)} \tag{4.323}
\end{equation*}
$$

It now follows from Aubin's Lemma that the sequence $\sum_{i}\left(v_{i}^{k}-\alpha_{1} v_{i, j j}^{k}+\gamma v_{i, j k j k}^{k}\right)$ is in a compact subset, with respect to the strong topology of $L^{2}\left((0, T) ; \boldsymbol{W}^{-s, 2}(\Omega)\right)$, for all $s>1$. Thus, as in the proof of Theorem 4.24, we may, after choosing $v_{i}=v_{i}^{k}$ in (4.309), pass to the limit to conclude that $\boldsymbol{v}=\lim _{k \rightarrow \infty} \boldsymbol{v}^{k}$ is a weak solution. To establish uniqueness of the weak solution, assume that $\boldsymbol{v}^{(1)}$ and $\boldsymbol{v}^{(2)}$ are distinct weak solutions; we set $\boldsymbol{v}=\boldsymbol{v}^{(1)}-\boldsymbol{v}^{(2)}$ and use $\boldsymbol{v}$ as a test function. As the linear terms in the partial differential equation (4.308a) do not present any difficulty, we need only note the following estimates, which result from taking the difference of the equations satisfied by $\boldsymbol{v}^{(1)}$ and $\boldsymbol{v}^{(2)}$ : for some $C>0$,

$$
\begin{gather*}
\int_{\Omega_{t}}\left(D_{i j, k}^{(1)}-D_{i j, k}^{(2)}\right)\left(D_{i j, k}^{(1)}-D_{i j, k}^{(2)}\right)\left\|\boldsymbol{v}^{(2)}\right\|^{2} d \boldsymbol{x} \leq C\left\|\boldsymbol{v}^{(1)}-\boldsymbol{v}^{(2)}\right\|_{W^{2,2}(\Omega)}^{2},  \tag{4.324a}\\
\int_{\Omega_{t}}\left(D_{i j, k}^{(1)}-D_{i j, k}^{(2)}\right)\left(D_{i j, k}^{(1)}-D_{i j, k}^{(2)}\right)\left|D \boldsymbol{v}^{(2)}\right|^{2} d \boldsymbol{x} \leq C\left\|\boldsymbol{v}^{(1)}-\boldsymbol{v}^{(2)}\right\|_{W^{2,2}(\Omega)}^{2}\left\|\boldsymbol{v}^{(2)}\right\|_{W^{3,2}(\Omega)}^{2},  \tag{4.324b}\\
\int_{\Omega_{t}}\left|D \boldsymbol{v}^{(1)}-D \boldsymbol{v}^{(2)}\right|^{2}\left|D_{i j, k}^{(2)}\right|^{2} d \boldsymbol{x} \leq C\left\|\boldsymbol{v}^{(1)}-\boldsymbol{v}^{(2)}\right\|_{W^{2,2}(\Omega)}^{2}\left\|\boldsymbol{v}^{(2)}\right\|_{W^{3,2}(\Omega)}^{2} \tag{4.324c}
\end{gather*}
$$

The estimates (4.324a,b,c) now yield a Gronwall inequality (see Appendix A) for the quantity

$$
\begin{align*}
& \chi(t)=\frac{1}{2} \int_{\Omega_{t}}\left\|\boldsymbol{v}^{(1)}-\boldsymbol{v}^{(2)}\right\|^{2} \\
& +\alpha_{1}\left[e_{i j}\left(\boldsymbol{v}^{(1)}-\boldsymbol{v}^{(2)}\right) e_{i j}\left(\boldsymbol{v}^{(1)}-\boldsymbol{v}^{(2)}\right)\right] \gamma\left(D_{i j, k}^{(1)}-D_{i j, k}^{(2)}\right)\left(D_{i j, k}^{(1)}-D_{i j, k}^{(2)}\right) d \boldsymbol{x} \tag{4.325}
\end{align*}
$$

from which the uniqueness of the weak solution follows immediately.
Remarks (Higher-Order Boundary Conditions for Multipolar Fluids of Grade 3). The conditions specified in Definition 4.4 allow, in principle, for a broad range of higher-order conditions to be satisfied by a weak solution of (4.308a,b,c); in point of fact, however, it is not difficult to see that these higher-order conditions must assume the form $(1.201 \mathrm{a}, \mathrm{b})$ where $\boldsymbol{\tau}^{l}, l=1,2$ are linearly independent tangent vectors to $\partial \Omega$ at $\boldsymbol{x} \in \partial \Omega, \boldsymbol{v}$ is the exterior unit normal to $\partial \Omega$ at $\boldsymbol{x} \in \partial \Omega$, and $B_{i j k m}(\boldsymbol{v}), S_{i j k}(\boldsymbol{v})$ are defined by (1.199a,b,c). To begin with, it follows from the definition of a weak solution that for every test function $\boldsymbol{\phi}(\boldsymbol{x}, t)$ defined on $\Omega \times[0, T)$, and vanishing on $\partial \Omega \times[0, T)$,

$$
\begin{equation*}
\int_{\partial \Omega}\left(S_{i j k}(\boldsymbol{v}) \phi_{i, k}+B_{i k m j}(\boldsymbol{v}) \phi_{i, k m}\right) v_{j} d A=0, \quad t \in[0, T) \tag{4.326}
\end{equation*}
$$

where $d A$ denotes the surface measure on $\partial \Omega$. The demonstration that (4.326), for sufficiently smooth fields $S_{i j k}, B_{i k m j}$, implies (1.201a,b) depends on the following surface divergence theorem which asserts that, for any smooth vector field $\boldsymbol{w}$ defined on $\partial \Omega$,

$$
\begin{equation*}
\int_{\partial \Omega} w_{i ; i} d A=\int_{\Omega} 2 \chi w_{i} v_{i} d A \tag{4.327}
\end{equation*}
$$

where ; followed by an index denotes the surface gradient (see 1.6) and $\chi$ is the mean curvature of $\partial \Omega, 2 \chi=-v_{i ; i}$. The result (4.327) can be obtained by applying Stokes formula to the vector field $\epsilon_{i j k} w_{j} v_{k}$. We now note that $\phi_{i, j}=\frac{\partial \phi_{i}}{\partial v} v_{j}$, as $\phi_{i}$ vanishes on $\partial \Omega$, and further denote by $\frac{\partial^{2} \phi_{i}}{\partial \nu^{2}}=\frac{\partial^{2} \phi_{i}}{\partial \nu_{k} \partial \nu_{l}} v_{k} \nu_{l}$ the second normal derivative of $\phi_{i}$. The second term in the integrand in (4.326) may be transformed as follows:

$$
\begin{aligned}
B_{i j k m} v_{m} \phi_{i, j k} & =B_{i j k m} v_{m} \delta_{k p} \phi_{i, j p} \\
& =B_{i j k m} v_{m}\left(\delta_{k p}-v_{k} v_{p}\right) \phi_{i, j p}+B_{i j k m} v_{m} v_{k} v_{p} \phi_{i, j p} \\
& =B_{i j k m} v_{m} \phi_{i, j ; k}+B_{i j k m} v_{m} v_{k} v_{p} \delta_{j p} \phi_{i, q p}
\end{aligned}
$$

$$
\begin{aligned}
= & B_{i j k m} v_{m} \phi_{i, j ; k}+B_{i j k m} v_{m} v_{k} v_{p}\left(\delta_{j q}-v_{j} v_{q}\right) \phi_{i, q p} \\
& +B_{i j k m} v_{m} v_{k} v_{p} v_{j} v_{q} \phi_{i, q p} \\
= & B_{i j k m} v_{m} \phi_{i, j ; k}+B_{i j k m} v_{m} v_{k} v_{p} \phi_{i, p ; j}+B_{i j k m} v_{j} v_{k} v_{m} \frac{\partial^{2} \phi_{i}}{\partial v^{2}} \\
= & \left(B_{i j k m} v_{m} \phi_{i, j}\right)_{; k}-\left(B_{i j k m} v_{m}\right)_{; k} \phi_{i, j}+\left(B_{i j k m} v_{m} v_{k} v_{p} \phi_{i, p}\right)_{; j} \\
& -\left(B_{i j k m} v_{m} v_{k} v_{p}\right)_{; j} \phi_{i, p}+B_{i j k m} v_{j} v_{k} v_{m} \frac{\partial^{2} \phi_{i}}{\partial v^{2}} d A .
\end{aligned}
$$

Therefore, if we apply (4.327) twice in succession, we obtain

$$
\begin{align*}
& \int_{\partial \Omega} B_{i j k m} \phi_{i, j k} v_{m} d A  \tag{4.328}\\
&= \int_{\partial \Omega}\left(B_{i j k m} v_{m} \phi_{i, j}\right)_{; k} d A-\int_{\partial \Omega}\left(B_{i j k m} v_{m}\right)_{; k} \phi_{i, j} d A \\
&+\int_{\partial \Omega}\left(B_{i j k m} v_{m} v_{k} v_{p} \phi_{i, p}\right)_{; j}-\int_{\partial \Omega}\left(B_{i j k m} v_{m} v_{k} v_{p}\right)_{; j} \phi_{i, p} d A \\
&+\int_{\partial \Omega} B_{i j k m} v_{j} v_{k} v_{m} \frac{\partial^{2} \phi_{i}}{\partial v^{2}} d A \\
&= \int_{\partial \Omega} 2 \chi B_{i j k m} v_{m} v_{k} \phi_{i, j} d A-\int_{\partial \Omega}\left(B_{i j k m} v_{m}\right)_{; k} \phi_{i, j} d A \\
&+\int_{\partial \Omega} 2 \chi B_{i j k m} v_{m} v_{k} v_{p} \phi_{i, p} v_{j} d A-\int_{\partial \Omega}\left(B_{i j k m} v_{m} v_{k} v_{p}\right)_{; j} \phi_{i, p} d A \\
&+\int_{\partial \Omega} B_{i j k m} v_{j} v_{k} v_{m} \frac{\partial^{2} \phi_{i}}{\partial v^{2}} d A .
\end{align*}
$$

Furthermore, we have $v_{p} v_{p}=1$; therefore, $v_{p ; k} v_{p}=0$ and, thus, one can rewrite the term $\left(B_{i j k m} v_{m} v_{k} v_{p}\right) ; \phi_{i, p}$ on the right-hand side of (4.328) as

$$
\begin{align*}
\left(B_{i j k m} v_{m} v_{k} v_{p}\right)_{; j} \phi_{i, p} & =\left(B_{i j k m} v_{m} v_{k} v_{p}\right)_{; j} v_{p} \frac{\partial \phi_{i}}{\partial \boldsymbol{v}} \\
& =\left[\left(B_{i j k m} v_{m} v_{k}\right)_{; j} v_{p}+B_{i j k m} v_{m} v_{k} v_{p ; j}\right] v_{p} \frac{\partial \phi_{i}}{\partial \boldsymbol{v}}  \tag{4.329}\\
& =\left(B_{i j k m} v_{m} v_{k}\right)_{; j} \frac{\partial \phi_{i}}{\partial \boldsymbol{v}}
\end{align*}
$$

because $\frac{\partial \phi_{i}}{\partial \boldsymbol{v}}=\frac{\partial \phi_{i}}{\partial x_{p}} v_{p}$. By using (4.329) again in conjunction with (4.328) one finally obtains

$$
\begin{align*}
\int_{\partial \Omega} B_{i j k m} \phi_{i ; j k} v_{m} d A & =\int_{\partial \Omega}\left[2 \chi B_{i j k m} v_{m} v_{k} \nu_{j}-\left(B_{i j k m} \nu_{m}\right)_{; k} \nu_{j}+2 \chi B_{i j k m} v_{k} v_{k} \nu_{j}\right. \\
& \left.-\left(B_{i j k m} v_{m} v_{k}\right)_{; j}\right] \frac{\partial \phi_{i}}{\partial v} d A+\int_{\partial \Omega} B_{i j k m} v_{j} v_{k} v_{m} \frac{\partial^{2} \phi_{i}}{\partial \nu^{2}} d A . \tag{4.330}
\end{align*}
$$

The boundary condition (4.326) now can be written in the form

$$
\begin{align*}
& \int_{\partial \Omega}\left[S_{i j k} v_{j} v_{k}+2 \chi B_{i j k m} v_{m} v_{k} v_{j}-\left(B_{i j k m} v_{m}\right)_{; k} v_{j}\right. \\
&\left.+2 \chi B_{i j k m} v_{m} v_{k} v_{j}-\left(B_{i j k m} v_{m} v_{k}\right)_{; j}\right] \frac{\partial \phi_{i}}{\partial v} d A \\
&+\int_{\partial \Omega} B_{i j k m} v_{j} v_{m} \frac{\partial^{2} \phi_{i}}{\partial \boldsymbol{v}^{2}} d A=0 \tag{4.331}
\end{align*}
$$

As $\phi_{i}$ is a divergence free vector field, the functions $\partial \phi_{i} / \partial \boldsymbol{v}, \partial^{2} \phi_{i} / \partial \boldsymbol{v}^{2}$ are not completely arbitrary and we cannot conclude that each of the integrands in (4.331) is zero; however, for a divergence free vector field $\phi_{i}$, which vanishes on the boundary of $\Omega$, the most general forms of the normal derivatives on the boundary are given by:

$$
\begin{gather*}
\frac{\partial \phi_{i}}{\partial \boldsymbol{v}}=g_{i}, \text { on } \partial \Omega  \tag{4.332a}\\
\frac{\partial^{2} \phi_{i}}{\partial \boldsymbol{v}^{2}}=h_{i}-v_{i} \operatorname{div}_{s}(\boldsymbol{g}), \text { on } \partial \Omega \tag{4.332b}
\end{gather*}
$$

where $\boldsymbol{h}$ and $\boldsymbol{g}$ are arbitrary vectors tangent to the surface $\partial \Omega$ and $\operatorname{div}_{s}$ is the surface divergence operator defined by $\operatorname{div}_{s}(\boldsymbol{v}):=\nu_{i ; i}$. The last term in (4.331) now becomes

$$
\begin{equation*}
\int_{\partial \Omega} B_{i j k m} v_{j} v_{k} v_{m} \frac{\partial^{2} \phi_{i}}{\partial \boldsymbol{v}^{2}} d A=\int_{\partial \Omega} B_{i j k m} v_{j} v_{k} v_{m} h_{i} d A-\int_{\partial \Omega} B_{i j k m} v_{j} v_{k} v_{m} \operatorname{div}_{s}\left(g_{i}\right) v_{i} d A \tag{4.333}
\end{equation*}
$$

Since the vector $\boldsymbol{g}$ is tangential to $\partial \Omega$ we have, by integration by parts,

$$
\begin{equation*}
-\int_{\partial \Omega} B_{i j k m} v_{j} v_{k} v_{m} v_{i} \operatorname{div}_{s}(\boldsymbol{g}) d A=\int_{\partial \Omega} g_{l}\left(B_{i j k m} v_{j} v_{k} v_{m} v_{i}\right)_{; l} d A \tag{4.334}
\end{equation*}
$$

Equation (4.321) then yields

$$
\begin{align*}
& \int_{\partial \Omega}\left[S_{i j k} v_{j} v_{k}+4 \chi B_{i j k m} v_{m} v_{k} v_{j}-\left(B_{i j k m} v_{m}\right)_{; k} v_{j}\right. \\
& \left.-\left(B_{i j k m} v_{m} v_{k}\right)_{; j}+\left(B_{i j k m} v_{l} v_{j} v_{k}\right)_{; i}\right] g_{i} d A+\int_{\partial \Omega} B_{i j k m} v_{j} v_{k} v_{m} h_{i} d A=0 \tag{4.335}
\end{align*}
$$

Since $\boldsymbol{h}$ and $\boldsymbol{g}$ are arbitrary tangent vector fields, it follows that if $\boldsymbol{\tau}^{1}$ and $\boldsymbol{\tau}^{2}$ are linearly independent tangent to $\partial \Omega$, then

$$
B_{i j k m} v_{j} v_{k} v_{m} \tau_{i}^{l}=0, \quad l=1,2
$$

and

$$
\begin{array}{r}
{\left[S_{i j k} v_{j} v_{k}+4 \chi B_{i j k m} v_{m} v_{k} v_{j}-\left(B_{i j k m} v_{m}\right)_{; k} v_{j}-\left(B_{i j k m} v_{m} v_{k}\right)_{; j}\right.} \\
\left.+\left(B_{i j k m} v_{l} v_{j} v_{m} v_{k}\right)_{; i}\right] \tau_{i}^{p}=0, \quad p=1,2
\end{array}
$$

which are, of course, $(1.201 \mathrm{a}, \mathrm{b})$, respectively.
Remarks (An Energy Inequality and Stability of the Rest State). If we integrate the inequality $\mu\left(\boldsymbol{A}_{1}\right)_{i j, k}\left(\boldsymbol{A}_{1}\right)_{i j, k} \geq 0$ over $\Omega$ and use the divergence theorem in conjunction with (4.325), after setting $\phi_{i} \equiv v_{i}$, we obtain the identity

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} \rho\left(\frac{1}{2} v_{i} v_{i}+\psi\right) d x \\
& \quad+\frac{1}{2} \int_{\Omega}\left[\mu_{0}\left(\boldsymbol{A}_{1}^{2}\right)_{m m}+\left(\alpha_{1}+\alpha_{2}\right)\left(\boldsymbol{A}_{1}^{3}\right)_{m m}+\beta_{3}\left(\boldsymbol{A}_{1}^{2}\right)_{m m}\left(\boldsymbol{A}_{1}^{2}\right)_{m m}\right. \\
& \left.\quad+\mu_{1}\left(\boldsymbol{A}_{1}\right)_{i j, k}\left(\boldsymbol{A}_{1}\right)_{i j, k}+\mu_{2}\left(\boldsymbol{A}_{1}\right)_{i j, k m}\left(\boldsymbol{A}_{1}\right)_{i j, k m}\right] d \boldsymbol{x}=0 \tag{4.336}
\end{align*}
$$

where $\psi$ is the free energy function as given by (1.200). The quantity

$$
\begin{equation*}
E(t)=\int_{\Omega} \rho\left(\frac{1}{2} v_{i} v_{i}+\psi\right) d \boldsymbol{x}=\int_{\Omega}\left(\frac{1}{2} \rho v_{i} v_{i}+\alpha_{1} D_{i j} D_{i j}+\frac{1}{2} \gamma D_{i j, k} D_{i j, k}\right) d \boldsymbol{x} \tag{4.337}
\end{equation*}
$$

is the total energy of the fluid at time $t$. Since the second integral is non-negative as a consequence of the second law of thermodynamics (see [BNR] for the details) it follows that $\dot{E}(t) \leq 0$ for every process in the fluid. We now assume that the rest state $v_{i} \equiv 0$ is stable in the sense that every perturbation of the rest state is eventually damped out by the dissipative mechanisms of the fluid. It is natural to assume that during a process the energy of the fluid tends to the zero energy of the rest state, i.e., $E(t) \rightarrow 0$ as $t \rightarrow \infty$; from this result, coupled with $\dot{E}(t) \leq 0$, we obtain $E(t) \geq 0$ and, as this must hold for every initial perturbation of the rest state, one finds that a necessary condition for (formal) stability is

$$
\begin{equation*}
E[\boldsymbol{v}(\cdot)]=\int_{\Omega}\left(\frac{1}{2} \rho v_{i} v_{i}+\alpha_{1} D_{i j} D_{i j}+\frac{1}{2} \gamma D_{i j, k} D_{i j, k}\right) d \boldsymbol{x} \geq 0 \tag{4.338}
\end{equation*}
$$

for every velocity field $v_{i}$ with $v_{i}=0$ on $\partial \Omega$ and $v_{i, i}=0$. Clearly a necessary condition for (4.338) to hold for every velocity field is that $\gamma \geq 0$. The following theorem gives a sufficient condition for the validity of (4.338):

Theorem 4.26. Let $\gamma>0$ and suppose that either (i) $\alpha_{1} \geq 0$ or (ii) $\alpha_{1} \leq 0$ and $\gamma>\frac{3}{\rho} \alpha_{1}^{2}$. Then $\exists c>0$ such that $\forall v \in \boldsymbol{W}_{0}^{1,2}(\Omega) \cap \boldsymbol{W}^{2,2}(\Omega)$, with $v_{i, i}=0$ in $\Omega$, we have

$$
\begin{equation*}
E(\boldsymbol{v}(\cdot)) \geq c\|\boldsymbol{v}\|_{W^{2,2}(\Omega)} \tag{4.339}
\end{equation*}
$$

Proof. If $\alpha_{1} \geq 0$ the proof is immediate from (4.338). In order to establish the theorem under the conditions in part (ii) we need to establish a pair of lemmas, the first of which is
Lemma 4.19. For every $\phi \in W_{0}^{1,2}(\Omega) \cap W^{2,2}(\Omega)$ one has

$$
\begin{equation*}
\|\operatorname{grad} \phi\|_{L^{2}(\Omega)}^{2} \leq\|\phi\|_{L^{2}(\Omega)}\|\Delta \phi\|_{L^{2}(\Omega)} \tag{4.340}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
\|\operatorname{grad} \phi\|_{L^{2}(\Omega)}^{2} & =\int_{\Omega} \frac{\partial \phi}{\partial x_{i}} \frac{\partial \phi}{\partial x_{i}} d \boldsymbol{x} \\
& =\int_{\Omega}\left[\frac{\partial}{\partial x_{i}}\left(\frac{\partial \phi}{\partial x_{i}} \phi\right)-\phi \Delta \phi\right] d \boldsymbol{x} \\
& =\int_{\partial \Omega} \frac{\partial \phi}{\partial x_{i}} \phi v_{i} d A-\int_{\Omega} \phi \Delta \phi d \boldsymbol{x} \\
& \leq\|\phi\|_{L^{2}(\Omega)}\|\Delta \phi\|_{L^{2}(\Omega)}
\end{aligned}
$$

Remarks. It is worth noting that the constant $c=1$ in the inequality

$$
\|\operatorname{grad} \phi\|_{L^{2}(\Omega)}^{2} \leq c\|\phi\|_{L^{2}(\Omega)}\|\Delta \phi\|_{L^{2}(\Omega)}
$$

is optimum. Indeed for eigenfunctions of the Laplacian (4.340) becomes an equality.
The second result which is needed in order to complete the proof of Theorem 4.26 is
Lemma 4.20. For every vector-valued function $\boldsymbol{v} \in \boldsymbol{W}_{0}^{1,2}(\Omega) \cap \boldsymbol{W}^{2,2}(\Omega)$, with $v_{i, i}=0$ in $\Omega$, one has

$$
\begin{equation*}
\int_{\Omega} D_{i j} D_{i j} d x \leq \sqrt{3}\|\boldsymbol{v}\|_{\boldsymbol{L}^{2}(\Omega)} \int_{\Omega} D_{i j, k} D_{i j, k} d \boldsymbol{x} . \tag{4.341}
\end{equation*}
$$

Proof. The proof follows from the elementary results

$$
\begin{gather*}
\left(\Delta v_{i}\right)^{2} \leq 12\left(D_{i 1,1}^{2}+\cdots+D_{i 3,3}^{2}\right),  \tag{4.342a}\\
D_{i j} D_{i j}=\frac{1}{2}|\nabla \boldsymbol{v}|^{2}+\frac{1}{2} v_{i, j} v_{j, i}, \tag{4.342b}
\end{gather*}
$$

the boundary conditions satisfied by $\boldsymbol{v}$, and the incompressibility constraint; details may be found in [BNR].

Proof (Continuation of Theorem 4.26). By (4.342a), as $\alpha_{1} \leq 0$,

$$
\begin{equation*}
E[\boldsymbol{v}(\cdot)] \geq \frac{1}{2} \rho\|\boldsymbol{v}\|_{L^{2}}^{2}+\sqrt{3} \alpha_{1}\|\boldsymbol{v}\|_{L^{2}}^{2}|\operatorname{grad} \boldsymbol{D}|_{L^{2}}+\frac{1}{2} \gamma|\operatorname{grad} \boldsymbol{D}|_{L^{2}} \tag{4.343}
\end{equation*}
$$

where $|\operatorname{grad} \boldsymbol{D}|^{2}=D_{i j, k} D_{i j, k}$. The right-hand side of (4.343) is a quadratic form in $\|\boldsymbol{v}\|_{\boldsymbol{L}^{2}}$ and $|\operatorname{grad} \boldsymbol{D}|_{\boldsymbol{L}^{2}}$ and its discriminant is negative if and only if $\alpha_{1} \leq 0$ and $\gamma>\frac{3}{\rho} \alpha_{1}^{2}$; these conditions imply, therefore, that the right-hand side of (4.343) is positive definite and, hence, for some $c>0$,

$$
\begin{equation*}
E[\boldsymbol{v}(\cdot)] \geq c|\operatorname{grad} \boldsymbol{D}|_{L^{2}}^{2} . \tag{4.344}
\end{equation*}
$$

On the other hand, for some other constant $\hat{c}>0$, one has that

$$
\begin{equation*}
|\operatorname{grad} \boldsymbol{D}|_{L^{2}} \geq \hat{c}\left|\operatorname{grad}^{2} \boldsymbol{v}\right|_{\boldsymbol{L}^{2}} \tag{4.345}
\end{equation*}
$$

and (4.339) now follows by combining (4.344) and (4.345) with the Poincaré inequality (see Appendix A).

We conclude this subsection by noting that it has also been shown in [BNR] that for $\mu_{1} \geq 0, \mu_{2} \geq 0$, with $\mu_{1}+\mu_{2}>0$, and either $\alpha_{1} \geq 0$, or $\alpha_{1} \leq 0$ and $\gamma>3 \alpha_{1}^{2} / \rho$, $\exists c>0, c_{1}>0$ such that weak solutions $\boldsymbol{v}$ which satisfy the boundary conditions on $\partial \Omega \times[0, \infty)$ also satisfy

$$
\begin{equation*}
\|\boldsymbol{v}(\cdot, t)\|_{\boldsymbol{W}^{2,2}(\Omega)} \leq c_{1}\|\boldsymbol{v}(\cdot, 0)\|_{W^{2,2}(\Omega)} e^{-c t} \tag{4.346}
\end{equation*}
$$

for every $t \geq 0$; this result establishes, of course, the asymptotic stability of the rest state for the multipolar fluid of grade 3.

### 4.5.6 Global Regularity of Solutions to the Viscous Camassa-Holm Equations

The Navier-Stokes alpha (NS- $\alpha$ ) model of incompressible fluid flow, known also as the viscous Camassa-Holm equations (VCHE), was introduced in Sect. 1.6; some
applications of the model were then presented in Sect. 1.7.3. In this final subsection of Sect. 4.5 we will briefly summarize some of the results obtained in [FHT2] concerning the global, in time, regularity of solutions of VCHE in three space dimensions; we also discuss the relation of these equations to the Navier-Stokes equations by delineating the result in [FHT2] which says, in essence, that as a certain length scale in the NS- $\alpha$ model tends to zero, a subsequence of solutions of the NS- $\alpha$ equations converges to a weak solution of the three dimensional NavierStokes equations. In this subsection we assume that $\Omega$ is the periodic box, $\Omega=$ $[0, L]^{3}, L>0$; the associated problem for the VCHE (1.217) with an external body force $\boldsymbol{f}$ and constant density $\rho_{0}$ can then be written in the form

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\alpha_{0}^{2} \boldsymbol{v}-\alpha_{1}^{2} \boldsymbol{v}\right)-v \Delta\left(\alpha_{0}^{2} \boldsymbol{v}-\alpha_{1}^{2} \boldsymbol{v}\right)-\boldsymbol{v} & \times\left(\nabla \times\left(\alpha_{0}^{2} \boldsymbol{v}-\alpha_{1}^{2} \Delta \boldsymbol{v}\right)\right)+\frac{1}{\rho_{0}} \nabla p=\boldsymbol{f}  \tag{4.347a}\\
\nabla \cdot \boldsymbol{v} & =0,  \tag{4.347b}\\
\boldsymbol{v}(\boldsymbol{x}, 0) & =\boldsymbol{v}_{0}(\boldsymbol{x}) \tag{4.347c}
\end{align*}
$$

where isotropy and homogeneity of the velocity fluctions $\sigma$ has been assumed (see Sect. 1.6). Also, by (1.212b), with the aforementioned isotropy hypothesis, and the inclusion of the constant density $\rho_{0}$, the modified pressure $p$ and the usual pressure $\pi$ are related by

$$
\begin{equation*}
\frac{p}{\rho_{0}}=\frac{\pi}{\rho_{0}}+\alpha_{0}^{2}\|\boldsymbol{v}\|^{2}-\alpha_{1}^{2}(\boldsymbol{v} \cdot \Delta \boldsymbol{v}) \tag{4.348}
\end{equation*}
$$

We recall, from the discussion in Sect. 1.6, that in (4.347a) $v>0$ is the constant viscosity while $\alpha_{0}>0$ and $\alpha_{1} \geq 0$ are scale parameters (in (1.217), $\alpha_{0}=1$ and $\alpha_{1}=v \alpha^{2}$ ). In the limiting case where $\alpha_{0}=1$ and $\alpha_{1}=0$, one obtains the threedimensional Navier-Stokes equations with periodic boundary conditions. In [FHT2] it is assumed that $\boldsymbol{f}(\boldsymbol{x}, t) \equiv \boldsymbol{f}(\boldsymbol{x})$. As a consequence of (4.347a,b), and integration by parts,

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega}\left(\alpha_{0}^{2} \boldsymbol{v}-\alpha_{1}^{2} \Delta \boldsymbol{v}\right) d \boldsymbol{x}=\int_{\Omega} \boldsymbol{f} d \boldsymbol{x} \tag{4.349}
\end{equation*}
$$

while, because of the spatial periodicity of the solution of (4.347a,b,c), $\int_{\Omega} \Delta \boldsymbol{v} d \boldsymbol{x}$ $=\mathbf{0}$. Therefore, $\frac{d}{d t} \int_{\Omega} \boldsymbol{v} d \boldsymbol{x}=\int_{\Omega} \boldsymbol{f} d \boldsymbol{x}$ so that the mean of the solution is invariant if the mean of the forcing term is zero. In [FHT2] forcing terms and initial conditions are considered which satisfy $\int_{\Omega} \boldsymbol{v}_{0}(\boldsymbol{x}) d \boldsymbol{x}=\int_{\Omega} \boldsymbol{f}(\boldsymbol{x}) d \boldsymbol{x}=\mathbf{0}$ so that $\int_{\Omega} \boldsymbol{v}(\boldsymbol{x}, t) d \boldsymbol{x}=\mathbf{0}$.

In order to delineate the results obtained in [FHT2] we need to introduce the following notation:
(i) $X$ is the linear subspace of integrable functions on $\Omega$ with $\dot{X}=\{\varphi \in X \mid$ $\left.\int_{\Omega} \varphi(x) d x=0\right\}$.
(ii) $\mathcal{V}=\{\varphi \mid \varphi$ is a (vector-valued) trigonometric polynomial defined on $\Omega$, $\nabla \cdot \varphi=0$, and $\left.\int_{\Omega} \varphi(x) d x=0\right\}$.
(iii) $\boldsymbol{H}$ and $\boldsymbol{V}$ are, respectively, the closures of $\mathcal{V}$ in $\boldsymbol{L}^{2}(\Omega)$ and $\boldsymbol{H}^{1}(\Omega)$.
(iv) $\boldsymbol{P}_{\sigma}: \boldsymbol{L}^{2}(\Omega) \rightarrow \boldsymbol{H}$ is the Leray projector while $\boldsymbol{A}=-\boldsymbol{P}_{\sigma} \boldsymbol{\Delta}$ is the Stokes operator with $D(\boldsymbol{A})=\boldsymbol{H}^{2}(\Omega) \cap \boldsymbol{V}$. (In the case of periodic boundary conditions, $\boldsymbol{A}=-\left.\boldsymbol{\Delta}\right|_{D(\boldsymbol{A})}$ is a positive self-adjoint operator, with compact inverse $\boldsymbol{A}^{-1}$, so that-in the usual manner- $\boldsymbol{H}$ has an orthonormal basis $\left\{\boldsymbol{w}_{j}\right\}_{j=1}^{\infty}$ of eigenfunctions of $\boldsymbol{A}, \boldsymbol{A} \boldsymbol{w}_{j}=\lambda_{j} \boldsymbol{w}_{j}$, with $0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{j} \rightarrow \infty$; for the nonlinear bipolar fluid, analogous considerations will be central to the analysis in Chap. 6.)

With the same notation as commonly applied in studies of the Navier-Stokes equations (e.g., $[\mathrm{Te} 1]$ ), and which we will employ again in Chaps. 5 and 6 , we set

$$
\begin{align*}
& \boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})= \boldsymbol{P}_{\sigma}(\boldsymbol{u} \cdot \nabla \boldsymbol{v}) \text { and } \boldsymbol{B}(\boldsymbol{v}) \boldsymbol{u}=\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v}), \quad \forall \boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{V},  \tag{4.350a}\\
& \tilde{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v})=-\boldsymbol{P}_{\sigma}(\boldsymbol{u} \times(\nabla \times \boldsymbol{v})), \quad \forall \boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{V}, \tag{4.350b}
\end{align*}
$$

from which it follows that

$$
\begin{gather*}
\quad(\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w})_{L^{2}(\Omega)}=-(\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{w}), \boldsymbol{v})_{L^{2}(\Omega)}, \quad \forall \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{V},  \tag{4.351a}\\
(\tilde{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w})_{L^{2}(\Omega)}=(\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w})_{L^{2}(\Omega)}-(\boldsymbol{B}(\boldsymbol{w}, \boldsymbol{v}), \boldsymbol{u})_{L^{2}(\Omega)}, \quad \forall \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{V}, \tag{4.351b}
\end{gather*}
$$

and

$$
\begin{equation*}
\tilde{\boldsymbol{B}}(u, v)=\left(\boldsymbol{B}(v)-\boldsymbol{B}^{*}(v)\right) u, \quad \forall u, v \in V \tag{4.351c}
\end{equation*}
$$

where $\boldsymbol{B}^{*}$ denotes the adjoint operator.
It is a direct consequence of the Poincaré inequality (see Appendix A) that the Stokes operator $\boldsymbol{A}=-\boldsymbol{P}_{\sigma} \boldsymbol{\Delta}$ satisfies the following estimates: for some $c>0$,

$$
\begin{equation*}
c\|\boldsymbol{A} \boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)} \leq\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)} \leq c^{-1}\|\boldsymbol{A} \boldsymbol{w}\|_{L^{2}(\Omega)}, \quad \forall \boldsymbol{w} \in D(\boldsymbol{A}) \tag{4.352a}
\end{equation*}
$$

and

$$
\begin{equation*}
c\left\|\boldsymbol{A}^{1 / 2} \boldsymbol{w}\right\|_{L^{2}(\Omega)} \leq\|\boldsymbol{w}\|_{\boldsymbol{H}^{1}(\Omega)} \leq c^{-1}\left\|\boldsymbol{A}^{1 / 2} \boldsymbol{w}\right\|_{L^{2}(\Omega)}, \quad \forall \boldsymbol{w} \in \boldsymbol{V} \tag{4.352b}
\end{equation*}
$$

where we have used the fact that $\boldsymbol{V}=D\left(\boldsymbol{A}^{1 / 2}\right)$, e.g., see [Te1]. The inner product and norm on $\boldsymbol{V}$ are then given, respectively, by

$$
\begin{equation*}
(\boldsymbol{u}, \boldsymbol{v})_{V}=\left(\boldsymbol{A}^{1 / 2} \boldsymbol{u}, \boldsymbol{A}^{1 / 2} \boldsymbol{v}\right)_{L^{2}(\Omega)} \text { and }\|\boldsymbol{u}\|_{V}=\left\|\boldsymbol{A}^{1 / 2} \boldsymbol{u}\right\|_{L^{2}(\Omega)}, \quad \forall \boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{V} \tag{4.353}
\end{equation*}
$$

and it is easily shown that the inner product $(\cdot, \cdot)_{V}$ on $\boldsymbol{V}$ is equivalent to the $\boldsymbol{H}^{1}$ inner product

$$
\begin{equation*}
[\boldsymbol{u}, \boldsymbol{v}]_{\boldsymbol{H}^{1}}=\alpha_{0}^{2}(\boldsymbol{u}, \boldsymbol{v})_{L^{2}(\Omega)}+\alpha_{1}^{2}(\boldsymbol{u}, \boldsymbol{v})_{\boldsymbol{V}}, \quad \forall \boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{V} \tag{4.354}
\end{equation*}
$$

if $\alpha_{1}>0$. The technical machinery needed for the proof of the global existence and uniqueness theorem in [FHT2] is embodied in the following lemma:

Lemma 4.21. (i) The operator $\boldsymbol{A}$ can be extended continuously so as to be defined on $\boldsymbol{V}=D\left(\boldsymbol{A}^{1 / 2}\right)$, with values in $\boldsymbol{V}^{\prime} \subset \boldsymbol{H}^{-1}$, such that

$$
\langle\boldsymbol{A} \boldsymbol{u}, \boldsymbol{v}\rangle_{\boldsymbol{V}^{\prime}}=\left(\boldsymbol{A}^{1 / 2} \boldsymbol{u}, \boldsymbol{A}^{1 / 2} \boldsymbol{v}\right)_{L^{2}(\Omega)}=\int_{\Omega}(\nabla \boldsymbol{u}: \nabla \boldsymbol{v}) d \boldsymbol{x}
$$

for every $\boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{V}$.
(ii) Similarly, the operator $\boldsymbol{A}^{2}$ can be extended continuously so as to be defined on $D(\boldsymbol{A})$ with values in $D(\boldsymbol{A})^{\prime}$ such that

$$
\left\langle\boldsymbol{A}^{2} \boldsymbol{u}, \boldsymbol{v}\right\rangle_{D(\boldsymbol{A})^{\prime}}=(\boldsymbol{A} \boldsymbol{u}, \boldsymbol{A} \boldsymbol{v})_{L^{2}(\Omega)}, \text { for every } \boldsymbol{u}, \boldsymbol{v} \in D(\boldsymbol{A}) .
$$

(iii) The operator $\tilde{\boldsymbol{B}}$ can be extended continuously from $\boldsymbol{V} \times \boldsymbol{V}$ with values in $\boldsymbol{V}^{\prime}$ and satisfies, for some $c>0$,

$$
\begin{aligned}
& \left|\langle\tilde{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}\rangle_{V^{\prime}}\right| \leq c\|\boldsymbol{u}\|_{\boldsymbol{L}^{2}(\Omega)}^{1 / 2}\|\boldsymbol{u}\|_{V}^{1 / 2}\|\boldsymbol{v}\|_{V}\|\boldsymbol{w}\|_{V}, \\
& \left|\langle\tilde{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}\rangle_{V^{\prime}}\right| \leq c\|\boldsymbol{u}\|_{V}\|\boldsymbol{v}\|_{V}\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}^{1 / 2}\|\boldsymbol{w}\|_{V}^{1 / 2}
\end{aligned}
$$

for all $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{V}$. Also,

$$
\left\langle\tilde{\boldsymbol{B}}(u, v, w\rangle_{V^{\prime}}=-\langle\tilde{\boldsymbol{B}}(\boldsymbol{w}, \boldsymbol{v}), \boldsymbol{u}\rangle_{V^{\prime}}, \quad \forall u, v, w \in V\right.
$$

so that

$$
\langle\tilde{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{u}\rangle_{\boldsymbol{v}^{\prime}} \equiv 0, \quad \forall \boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{V}
$$

(iv) For every $\boldsymbol{u} \in \boldsymbol{H}, \boldsymbol{v} \in \boldsymbol{V}$, and $\boldsymbol{w} \in D(\boldsymbol{A})$,

$$
\left|\langle\tilde{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}\rangle_{D(\boldsymbol{A})^{\prime}}\right| \leq c\|\boldsymbol{u}\|_{L^{2}(\Omega)}\|\boldsymbol{v}\|_{V}\|\boldsymbol{w}\|_{V}^{1 / 2}\|\boldsymbol{A} \boldsymbol{w}\|_{L^{2}(\Omega)}^{1 / 2}
$$

and, by symmetry,

$$
\mid(\tilde{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w} \mid)_{L^{2}(\Omega)} \leq c\|\boldsymbol{u}\|_{V}^{1 / 2}\|\boldsymbol{A} \boldsymbol{u}\|_{L^{2}(\Omega)}^{1 / 2}\|\boldsymbol{v}\|_{V}\|\boldsymbol{w}\|_{L^{2}(\Omega)}
$$

for every $\boldsymbol{u} \in D(\boldsymbol{A}), \boldsymbol{v} \in \boldsymbol{V}$, and $\boldsymbol{w} \in \boldsymbol{H}$.
(v) For every $\boldsymbol{u} \in \boldsymbol{V}, \boldsymbol{v} \in \boldsymbol{H}$, and $\boldsymbol{w} \in D(\boldsymbol{A})$, we have for some $c>0$,

$$
\begin{array}{r}
\left|\langle\tilde{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}\rangle_{D(\boldsymbol{A})^{\prime}}\right| \leq c\left(\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{1 / 2}\|\boldsymbol{u}\|_{V}^{1 / 2}\|\boldsymbol{v}\|_{L^{2}(\Omega)}\|\boldsymbol{A} \boldsymbol{w}\|_{L^{2}(\Omega)}\right. \\
\left.+\|\boldsymbol{v}\|_{L^{2}(\Omega)}\|\boldsymbol{u}\|_{V}\|\boldsymbol{w}\|_{V}^{1 / 2}\|\boldsymbol{A} \boldsymbol{w}\|_{L^{2}(\Omega)}^{1 / 2}\right)
\end{array}
$$

and, additionally, for every $\boldsymbol{u} \in D(\boldsymbol{A}), \boldsymbol{v} \in \boldsymbol{H}$, and $\boldsymbol{w} \in \boldsymbol{V}$, and some $c>0$,

$$
\begin{aligned}
\left|\langle\tilde{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}\rangle_{\boldsymbol{V}^{\prime}}\right| \leq c & \left(\|\boldsymbol{u}\|_{V}^{1 / 2}\|\boldsymbol{A} \boldsymbol{u}\|_{V}^{1 / 2}\|\boldsymbol{v}\|_{L^{2}(\Omega)}\|\boldsymbol{w}\|_{V}\right. \\
& \left.+\|\boldsymbol{A} \boldsymbol{u}\|_{L^{2}(\Omega)}\|\boldsymbol{v}\|_{L^{2}(\Omega)}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{1 / 2}\|\boldsymbol{w}\|_{V}^{1 / 2}\right) .
\end{aligned}
$$

Proof. For the proof of this technical lemma we refer the interested reader to [FHT2].

If we apply $\boldsymbol{P}_{\sigma}$ to $(4.347 \mathrm{a}, \mathrm{b}, \mathrm{c})$, using the notation developed above, we obtain the following equivalent system of equations:

$$
\begin{gather*}
\frac{d}{d t}\left(\alpha_{0}^{2} \boldsymbol{v}+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}\right)+v \boldsymbol{A}\left(\alpha_{0}^{2}+\alpha_{1}^{2} \boldsymbol{A}\right) \boldsymbol{v}+\tilde{\boldsymbol{B}}\left(\boldsymbol{v}, \alpha_{0}^{2} \boldsymbol{v}+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}\right)=\boldsymbol{P}_{\sigma} \boldsymbol{f}  \tag{4.355a}\\
\boldsymbol{v}(0)=\boldsymbol{v}_{0} \tag{4.355b}
\end{gather*}
$$

or, if we set

$$
\begin{gather*}
\boldsymbol{u}=\alpha_{0}^{2} \boldsymbol{v}+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}  \tag{4.356}\\
\frac{d \boldsymbol{u}}{d t}+v \boldsymbol{A} \boldsymbol{u}+\boldsymbol{B}(\boldsymbol{u}) \boldsymbol{v}-\boldsymbol{B}^{*}(\boldsymbol{u}) \boldsymbol{v}=\boldsymbol{P}_{\sigma} \boldsymbol{f}  \tag{4.357a}\\
\boldsymbol{v}(0)=\boldsymbol{v}_{0} \tag{4.357b}
\end{gather*}
$$

As in [FHT2], we assume that $\boldsymbol{P}_{\sigma} \boldsymbol{f}=\boldsymbol{f}$; if not, then we may add the gradient part of $\boldsymbol{f}$ to the modified pressure and relabel $\boldsymbol{P}_{\sigma} \boldsymbol{f}$ as $\boldsymbol{f}$. We now have the following definition of a regular solution:
Definition 4.5. Let $\boldsymbol{f} \in \boldsymbol{H}$ and let $T>0$. A function $\boldsymbol{v} \in C([0, T) ; \boldsymbol{V}) \cap$ $L^{2}([0, T) ; D(\boldsymbol{A}))$ with $\frac{d \boldsymbol{v}}{d t} \in L^{2}([0, T) ; \boldsymbol{H})$ is said to be a regular solution of $(4.355 \mathrm{a}, \mathrm{b})$ in the interval $[0, T)$ if it satisfies

$$
\begin{align*}
\left\langle\frac{d}{d t}\left(\alpha_{0}^{2} \boldsymbol{v}+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}\right), \boldsymbol{w}\right\rangle_{D(\boldsymbol{A})^{\prime}} & +v\left\langle\boldsymbol{A}\left(\alpha_{0}^{2} \boldsymbol{v}+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}\right), \boldsymbol{w}\right\rangle_{D(\boldsymbol{A})^{\prime}} \\
& +\left\langle\tilde{\boldsymbol{B}}\left(\boldsymbol{v}, \alpha_{0}^{2} \boldsymbol{v}+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}\right), \boldsymbol{w}\right\rangle_{D(\boldsymbol{A})^{\prime}}=(\boldsymbol{f}, \boldsymbol{w})_{L^{2}(\Omega)} \tag{4.358}
\end{align*}
$$

for every $\boldsymbol{w} \in D(\boldsymbol{A})$ and almost every $t \in[0, T)$. Also, $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$ in $\boldsymbol{V}$.
Remarks. Equation (4.358) is to be understood in the following sense: For every $t_{0}, t \in[0, T)$ we have

$$
\begin{align*}
& \left(\alpha_{0}^{2} \boldsymbol{v}(t)+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}(t), \boldsymbol{w}\right)_{L^{2}(\Omega)}+v \int_{t_{0}}^{t}\left(\alpha_{0}^{2} \boldsymbol{v}(s)+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}(s), \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)} d s \\
& +\int_{t_{0}}^{t}\left\langle\tilde{\boldsymbol{B}}\left(\boldsymbol{v}(s), \alpha_{0}^{2} \boldsymbol{v}(s)+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}(s)\right), \boldsymbol{w}\right\rangle_{D(\boldsymbol{A})^{\prime}} d s=\int_{t_{0}}^{t}(\boldsymbol{f}, \boldsymbol{w})_{\boldsymbol{L}^{2}(\Omega)} d s \tag{4.359}
\end{align*}
$$

We are now in a position to state the central result in [FHT2] concerning global existence and uniqueness of regular solutions to $(4.355 \mathrm{a}, \mathrm{b})$.

Theorem 4.27. Let $\boldsymbol{f} \in \boldsymbol{H}$ and $\boldsymbol{v}_{0} \in \boldsymbol{V}$. Then for any $T>0$, the system $(4.355 \mathrm{a}, \mathrm{b})$ has a unique regular solution $\boldsymbol{v}$ on $[0, T)$. Moreover, this solution satisfies
(i) $\boldsymbol{v} \in L_{l o c}^{\infty}\left((0, T] ; \boldsymbol{H}^{3}(\Omega)\right)$
(ii) There are constants $R_{k}$, for $k=0,1,2,3$, which depend only on $\nu, \alpha_{0}, \alpha_{1}$, and $\boldsymbol{f}$, but not on $\boldsymbol{v}_{0}$, such that

$$
\limsup _{t \rightarrow \infty}\left(\alpha_{0}^{2}\left\|\boldsymbol{A}^{\frac{k}{2}} \boldsymbol{v}\right\|_{L^{2}(\Omega)}^{2}+\alpha_{1}^{2}\left\|\boldsymbol{A}^{\frac{k+1}{2}} \boldsymbol{v}\right\|_{L^{2}(\Omega)}^{2}\right)=R_{k}^{2}
$$

for $k=0,1,2,3$. In particular, we have

$$
\begin{align*}
R_{0}^{2} & =\frac{1}{v \lambda_{1}} \min \left\{\frac{\left\|\boldsymbol{A}^{-1 / 2} \boldsymbol{f}\right\|_{L^{2}(\Omega)}^{2}}{v \alpha_{0}^{2}}, \frac{\left\|\boldsymbol{A}^{-1 / 2} \boldsymbol{f}\right\|_{\boldsymbol{L}^{2}(\Omega)}}{v \alpha_{1}^{2}}\right\}  \tag{4.360}\\
& \leq \min \left\{\frac{\|\boldsymbol{f}\|_{L^{2}(\Omega)}}{v^{2} \lambda_{1}^{2} \alpha_{0}^{2}}, \frac{\|\boldsymbol{f}\|_{L^{2}(\Omega)}^{2}}{v^{2} \lambda_{1}^{3} \alpha_{1}^{2}}\right\}
\end{align*}
$$

so that

$$
R_{0}^{2} \leq \frac{G^{2} v^{2}}{\lambda_{1}^{1 / 2}} \min \left\{\frac{1}{\alpha_{0}^{2}}, \frac{1}{\alpha_{1}^{2} \lambda_{1}}\right\}=\frac{G^{2} v^{2}}{\gamma \lambda_{1}^{1 / 2}}
$$

where $G=\frac{\|\boldsymbol{f}\|_{L^{2}(\Omega)}}{v^{2} \lambda_{1}^{3 / 4}}$ is the Grashoff number and $\gamma^{-1}=\min \left\{\frac{1}{\alpha_{0}^{2}}, \frac{1}{\alpha_{1}^{2} \lambda_{1}}\right\}$. Finally, for all $t \geq 0$,

$$
\begin{align*}
\limsup _{T \rightarrow \infty} \frac{v}{T} \int_{t}^{t+T}\left(\alpha_{0}^{2}\|\boldsymbol{v}(s)\|_{V}^{2}+\alpha_{1}^{2}\|\boldsymbol{A} \boldsymbol{v}(s)\|_{L^{2}(\Omega)}^{2}\right) d s & \\
& \leq v \lambda_{1} R_{0}^{2} \leq \frac{G^{2} v^{3} \lambda_{1}^{1 / 2}}{\gamma} . \tag{4.361}
\end{align*}
$$

Proof. The existence proof is based on a Galerkin procedure to establish the required $\left(\boldsymbol{H}^{1}, \boldsymbol{H}^{2}\right.$, and $\left.\boldsymbol{H}^{3}\right)$ a priori estimates and the Aubin Compactness Theorem (see, e.g., [CF]); for the details of the rather lengthy proof of the existence part of Theorem 4.27 we refer the reader to the original paper [FHT2]. Uniqueness of regular solutions will follow if we establish continuous dependence of those solutions on the initial data. To this end, let $\boldsymbol{v}$ and $\overline{\boldsymbol{v}}$ be any two solutions of $(4.355 \mathrm{a}, \mathrm{b})$ on $[0, T]$ with initial data $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$ and $\overline{\boldsymbol{v}}(0)=\overline{\boldsymbol{v}}_{0}$, respectively. We set

$$
\boldsymbol{u}=\alpha_{0}^{2} \boldsymbol{v}+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v} \text { and } \overline{\boldsymbol{u}}=\alpha_{0}^{2} \overline{\boldsymbol{v}}+\alpha_{1}^{2} \boldsymbol{A} \overline{\boldsymbol{v}}
$$

and let $\delta \boldsymbol{v}=\boldsymbol{v}-\overline{\boldsymbol{v}}$ and $\delta \boldsymbol{u}=\boldsymbol{u}-\overline{\boldsymbol{u}}$. Then by (4.355a)

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{u}+v \boldsymbol{A} \boldsymbol{u}+\tilde{\boldsymbol{B}}(\delta \boldsymbol{v}, \boldsymbol{u})+\tilde{\boldsymbol{B}}(\overline{\boldsymbol{v}}, \delta \boldsymbol{u})=\mathbf{0} \tag{4.362}
\end{equation*}
$$

Equation (4.362) holds in $L^{2}\left([0, T], D(\boldsymbol{A})^{\prime}\right)$; as $\delta \boldsymbol{v} \in L^{2}([0, T] ; D(\boldsymbol{A}))$, which is the dual space of $L^{2}\left([0, T] ; D(\boldsymbol{A})^{\prime}\right)$, we infer from Lemma 4.21 that

$$
\begin{equation*}
\left\langle\frac{d}{d t} \boldsymbol{u}, \delta \boldsymbol{v}\right\rangle_{D(\boldsymbol{A})^{\prime}}+v\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}+\alpha_{1}^{2}\|\boldsymbol{A} \delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\right)+\langle\tilde{\boldsymbol{B}}(\overline{\boldsymbol{v}}, \delta \boldsymbol{u}), \delta \boldsymbol{v}\rangle_{D(\boldsymbol{A})^{\prime}}=0 . \tag{4.363}
\end{equation*}
$$

As (see [Te1], Chap. III, Lemma 1.2)

$$
\left\langle\frac{d \boldsymbol{u}}{d t}, \delta \boldsymbol{v}\right\rangle_{D(\boldsymbol{A})^{\prime}}=\frac{1}{2} \frac{d}{d t}\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\alpha_{1}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}\right)
$$

it follows from (4.363) that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\alpha_{1}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}\right) \\
& \quad+v\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}+\alpha_{1}^{2}\|\boldsymbol{A} \delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\right)+\langle\tilde{\boldsymbol{B}}(\overline{\boldsymbol{v}}, \delta \boldsymbol{u}), \delta \boldsymbol{v}\rangle_{D(\boldsymbol{A})^{\prime}}=0 \tag{4.364}
\end{align*}
$$

By the second of the two results in part (v) of Lemma 4.21,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\right.+\alpha_{1}^{2} \| \\
&\left.\delta \boldsymbol{v} \|_{V}^{2}\right)+v\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}+\alpha_{1}^{2}\|\boldsymbol{A} \delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\right) \\
& \leq c\left(\|\overline{\boldsymbol{v}}\|_{V}^{1 / 2}\|\boldsymbol{A} \overline{\boldsymbol{v}}\|_{L^{2}(\Omega)}^{1 / 2}\|\delta \boldsymbol{u}\|_{L^{2}(\Omega)}\|\delta \boldsymbol{v}\|_{V}\right.  \tag{4.365}\\
&\left.+\|\boldsymbol{A} \overline{\boldsymbol{v}}\|_{L^{2}(\Omega)}\|\delta \boldsymbol{u}\|_{L^{2}(\Omega)}\|\delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{1 / 2}\|\delta \boldsymbol{v}\|_{V}^{1 / 2}\right)
\end{align*}
$$

for some $c>0$ and, by Young's inequality (Appendix A)

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \\
&\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\alpha_{1}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}\right)+v\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}+\alpha_{1}^{2}\|\boldsymbol{A} \delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\right) \\
& \leq \frac{c}{v}\left(\|\overline{\boldsymbol{v}}\|_{V}\|\boldsymbol{A} \overline{\boldsymbol{v}}\|_{L^{2}(\Omega)}\|\delta \boldsymbol{v}\|_{V}^{2}+\|\boldsymbol{A} \overline{\boldsymbol{v}}\|_{L^{2}(\Omega)}^{2}\|\delta \boldsymbol{v}\|_{L^{2}(\Omega)}\|\delta \boldsymbol{v}\|_{V}\right)  \tag{4.366}\\
&+\frac{v}{2}\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}+\alpha_{1}^{2}\|\boldsymbol{A} \delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\right) \\
& \leq \frac{c}{2 v \alpha_{1}^{2} \lambda_{1}^{1 / 2}}\|\boldsymbol{A} \overline{\boldsymbol{v}}\|_{L^{2}(\Omega)}^{2}\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\alpha_{1}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}\right) \\
&+\frac{v}{2}\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}\|_{V}^{2}+\alpha_{1}^{2}\|\boldsymbol{A} \delta \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\right)
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \left(\alpha_{0}^{2}\|\delta \boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2}+\alpha_{1}^{2}\|\delta \boldsymbol{v}(t)\|_{V}^{2}\right) \\
& \quad \leq\left(\alpha_{0}^{2}\|\delta \boldsymbol{v}(0)\|_{L^{2}(\Omega)}^{2}+\alpha_{1}^{2}\|\delta \boldsymbol{v}(0)\|_{V}^{2}\right) \exp \left[\int_{0}^{t} \frac{c\|\boldsymbol{A} \overline{\boldsymbol{v}}(s)\|_{L^{2}(\Omega)}^{2}}{v \alpha_{1}^{2} \lambda_{1}^{1 / 2}} d s\right] . \tag{4.367}
\end{align*}
$$

As $\overline{\boldsymbol{v}} \in L^{2}([0, T] ; D(\boldsymbol{A}))$ we conclude that solutions of $(4.355 \mathrm{a}, \mathrm{b})$ depend continuously on the initial data on any bounded interval $[0, T]$; in particular, regular solutions of $(4.355 \mathrm{a}, \mathrm{b})$ are uniquely defined.

We conclude this subsection by setting $\alpha_{0}=1$ and stating the following result from [FHT2] concerning the convergence of the solutions of the system (4.355a,b) as $\alpha_{1} \rightarrow 0^{+}$:

Theorem 4.28. Let $\boldsymbol{f} \in \boldsymbol{H}, \boldsymbol{v}_{0} \in \boldsymbol{V}$, and set $\alpha_{0}=1$. Also, let $\boldsymbol{v}_{\alpha_{1}}$ denote the unique regular solution of $(4.355 \mathrm{a}, \mathrm{b})$ and set $\boldsymbol{u}_{\alpha_{1}}=\boldsymbol{v}_{\alpha_{1}}+\alpha_{1}^{2} \boldsymbol{A} \boldsymbol{v}_{\alpha_{1}}$. Then there are subsequences $\boldsymbol{v}_{\alpha_{1}^{j}}$ and $\boldsymbol{u}_{\alpha_{1}^{j}}$, and a function $\boldsymbol{v}$ such that as $\alpha_{1}^{j} \rightarrow 0^{+}$we have
(i) $\boldsymbol{v}_{\alpha_{1}^{j}} \rightarrow \boldsymbol{v}$, strongly in $L_{l o c}^{2}([0, \infty) ; \boldsymbol{H})$,
(ii) $\boldsymbol{v}_{\alpha_{1}^{j}} \rightarrow \boldsymbol{v}$, weakly in $L_{l o c}^{2}([0, \infty) ; \boldsymbol{V})$,
(iii) For every $T \in(0, \infty)$, and every $\boldsymbol{w} \in \boldsymbol{H}$, we have $\left(\boldsymbol{v}_{\alpha_{1}^{j}}(t), \boldsymbol{w}\right)_{L^{2}(\Omega)} \rightarrow$ $(\boldsymbol{v}(t), \boldsymbol{w})_{L^{2}(\Omega)}$, uniformly on $[0, T]$,
(iv) $\boldsymbol{u}_{\alpha_{1}^{j}} \rightarrow \boldsymbol{v}$, weakly in $L_{l o c}^{2}([0, \infty) ; \boldsymbol{H})$ and strongly in $L_{l o c}^{2}\left([0, \infty) ; \boldsymbol{V}^{\prime}\right)$.

Furthermore, $v$ is a weak solution of the three-dimensional Navier-Stokes equations with the initial data $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$ and space-periodic boundary conditions.

Remarks. The analysis in [FHT2] also provides upper bounds for the Hausdorff and fractal dimensions $d_{H}(\mathcal{A})$ and $d_{F}(\mathcal{A})$, respectively, of the global attractor $\mathcal{A}$ for the NS- $\alpha$ equations of the form

$$
\begin{equation*}
d_{H}(\mathcal{A}) \leq d_{F}(\mathcal{A}) \leq c \max \left\{G^{4 / 3}\left(\frac{1}{\gamma \alpha_{1}^{2} \lambda_{1}}\right)^{2 / 3}, G^{3 / 2}\left(\frac{1}{\alpha_{0}^{4} \gamma^{2} \lambda_{1} \alpha_{1}^{2}}\right)^{3 / 8}\right\} \tag{4.368}
\end{equation*}
$$

where all the relevant parameters have been defined in the statement of Theorem 4.27; the estimates in (4.368) may be compared to the analogous results in Chap. 5 for the bipolar viscous fluid with $\alpha=0$.

# Chapter 5 <br> Attractors for Incompressible Bipolar and Non-Newtonian Flows: Bounded Domains and Space Periodic Problems 

### 5.1 Introduction

From the existence and uniqueness theorems established in Chap.4, both for the initial-boundary value problems, as well as for the space-periodic problems associated with nonlinear, incompressible, bipolar $\left(\mu_{1}>0\right)$ and non-Newtonian flow ( $\mu_{1}=0$ ), it follows that under appropriate sets of conditions one may show that the solution operator $\boldsymbol{S}(t)$ yields a nonlinear semigroup; in this chapter we examine the behavior of the orbits of such semigroups as $t \rightarrow \infty$. Our interest here is focused on the existence of maximal compact global attractors for bounded domains and space periodic problems.

Given a nonlinear semigroup of solution operators $\boldsymbol{S}(t), t \geq 0$, associated with a well-posed boundary-value problem (or space-periodic problem), for some nonlinear system of evolutionary partial differential equations, the general definition of an attractor $\mathcal{A}$ is that it is a set which is invariant, i.e., $\boldsymbol{S}(t) \mathcal{A}=\mathcal{A}, \forall t \geq 0$, and which satisfies $d\left(\boldsymbol{S}(t) \boldsymbol{v}_{0}, \mathcal{A}\right) \rightarrow 0$, as $t \rightarrow \infty$, for all $\boldsymbol{v}_{0}$ in some neighborhood of $\mathcal{A}$. Here $d$ is the standard distance measure given by Definition 5.3. Establishing the existence of a maximal compact attractor is a multi-step process which involves proving the existence of appropriate absorbing sets (in order to deduce the uniform compactness of the semigroup $\boldsymbol{S}(t)$, for large $t$ ), the uniform differentiability of $\boldsymbol{S}(t)$ on the attractor, and the uniform boundedness of related linearized operators $\mathcal{L}\left(t ; \boldsymbol{u}_{0}\right)$ for $\boldsymbol{u}_{0} \in \mathcal{A}$. Once the existence of a maximal compact attractor has been established, it is then often possible to use the framework established, e.g., by Constatin, Foias, and Temam (see [Te4, CFT1]) in order to deduce upper bounds for both the Hausdorff and fractal dimensions $d_{H}(\mathcal{A})$ and $d_{F}(\mathcal{A})$, respectively; these concepts will be carefully defined in this chapter. Besides the two works cited above, the following books and papers contain extensive analyses of problems involving the existence of attractors for dissipative partial differential equations and systems: [BV1, 3, 4, 5], [CV1, CVW], [EZ1, 2, 3], [GT, Hal, La4, Ro], and [SY2]. Additionally, there is a well-developed literature which is focused, specifically, on the problem of the existence of attractors for the Navier-Stokes equations;
prominent among such works are the following references: $[\mathrm{BaA}, \mathrm{BV} 2, \mathrm{CF}, \mathrm{CFT} 2$, CV2, FP, FT, Gu, La3, LWZ], and [Ru].

We now offer a synposis of the work which is described in this chapter; in order to keep the chapter reasonably self-contained, we first review the basic equations and Hilbert spaces associated with the modeling and analysis of viscous, incompressible, bipolar fluid flow and then recall the various existence and uniqueness results of Chap. 4 which are so essential to our work in this chapter. The constitutive equations relating the stress and multipolar stress tensors to the rate of deformation tensor, which were introduced in Chap. 1, have the form

$$
\begin{gather*}
\tau_{i j}=-p \delta_{i j}+2 \mu_{0}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\frac{\alpha}{2}} e_{i j}-2 \mu_{1} \Delta e_{i j},  \tag{5.1a}\\
\tau_{i j k}=2 \mu_{1} \frac{\partial e_{i j}}{\partial x_{\kappa}} \tag{5.1b}
\end{gather*}
$$

with $\epsilon, \mu_{0}>0, \mu_{1} \geq 0$. The nonlinear viscosity $\mu$ is, therefore, given as

$$
\begin{equation*}
\mu(|\boldsymbol{e}|)=\mu_{0}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{-\frac{\alpha}{2}} \tag{5.1c}
\end{equation*}
$$

and the main cases of interest are either $0 \leq \alpha<1$ or $\alpha<0$. We will, as in Chap. 4, often set $\alpha=2-p$ so that

$$
\begin{equation*}
\mu(|\boldsymbol{e}|)=\mu_{0}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} \tag{5.1~d}
\end{equation*}
$$

in which case

$$
\begin{gathered}
0 \leq \alpha<1 \Leftrightarrow 1<p \leq 2, \\
\alpha<0 \Leftrightarrow p>2 .
\end{gathered}
$$

The velocity vector $\boldsymbol{v}$ satisfies, for an incompressible flow,

$$
\begin{align*}
& \rho\left(\frac{\partial \boldsymbol{v}}{\partial t}+\boldsymbol{v} \cdot \nabla v\right)=-\nabla p+2 \nabla \cdot(\mu(|\boldsymbol{e}|) \boldsymbol{e})  \tag{5.2a}\\
&-2 \mu_{1} \nabla \cdot(\Delta \boldsymbol{e})+\rho \boldsymbol{f} \\
& \nabla \cdot \boldsymbol{v}=0 \tag{5.2b}
\end{align*}
$$

where $\boldsymbol{f}$ is the body force/mass. Equations (5.2a,b) are to hold in $\Omega \times[0, T), T>0$ where, for the boundary-value problem, $\Omega \subseteq \mathbb{R}^{n}, n=2,3$, is a bounded domain, while for the case of the space-periodic problem $\Omega=[0, L]^{n}, L>0, n=2$, 3 . If $\Omega \subseteq \mathbb{R}^{n}$ is a bounded domain then to $(5.2 \mathrm{a}, \mathrm{b})$ we append the boundary conditions (Sect. 1.4)

$$
\begin{equation*}
\boldsymbol{v}=\mathbf{0}, \tau_{i j k} v_{j} v_{k}-\tau_{j k l} \nu_{j} v_{k} v_{l} \nu_{i}=0, i=1,2,3, \text { on } \partial \Omega \times[0, T) \tag{5.3a}
\end{equation*}
$$

where $v$ is the exterior unit normal to $\partial \Omega$, while for the space-periodic problem, in dimensions $n=2$ or 3 , we require that

$$
\left.\begin{array}{lr}
v_{i}(\mathbf{0}, t)=v_{i}\left(L \boldsymbol{e}_{j}, t\right), & t \geq 0  \tag{5.3b}\\
\int_{\Omega} \boldsymbol{v}(\boldsymbol{x}, t) d \boldsymbol{x}=0, & t \geq 0 \\
\tau_{i j k}(\boldsymbol{v}(0, t)) v_{j} v_{k} \tau_{i}=\tau_{i j k}\left(\boldsymbol{v}\left(L \boldsymbol{e}_{j}, t\right)\right) v_{j} v_{k} \tau_{i}, & t \geq 0
\end{array}\right\}
$$

with $\boldsymbol{e}_{j}$ the unit vector in the $j$ th coordinate direction and $\boldsymbol{\tau}$ any vector in the tangent space to $\partial \Omega$. Associated with either (5.2a,b), (5.3a) or (5.2a,b), (5.3b) is the specification of an initial condition

$$
\begin{equation*}
\boldsymbol{v}(x, 0)=\boldsymbol{v}_{0}(x), x \in \Omega \tag{5.4}
\end{equation*}
$$

If $\alpha=0, \mu_{1}=0$ (or $p=2, \mu_{1}=0$ ) we are dealing with the Navier-Stokes equations and the associated boundary-value or space-periodic problems where, of course, only the first set of boundary conditions in (5.3a) are relevant for the boundary-value problem. For $\alpha \neq 0$, but $\mu_{1}=0$, we are working with a shearthinning ( $p<2$ or $\alpha>0$ ) non-Newtonian fluid or a shear-thickening ( $p>2$ or $\alpha<0$ ) non-Newtonian fluid; in either case, only the first set of boundary conditions in (5.3a) is, again, relevant for the associated boundary-value problem. Finally, the fundamental Hilbert spaces for the two types of problems cited, above, are

$$
\begin{equation*}
\boldsymbol{H}=\left\{\boldsymbol{v} \in \boldsymbol{L}^{2}(\Omega) \mid \nabla \cdot \boldsymbol{v}=0, \text { in } \Omega, \boldsymbol{v} \cdot \boldsymbol{v}=0, \text { on } \partial \Omega\right\} \tag{5.5a}
\end{equation*}
$$

for the case of a bounded domain, $\Omega$, in dimension $n=3$, and

$$
\begin{align*}
\boldsymbol{H}_{p e r}=\left\{\boldsymbol{v} \in \boldsymbol{L}^{2}(\Omega) \mid \nabla \cdot \boldsymbol{v}\right. & =0, \text { in } \Omega=[0, L]^{3}, \text { with } \\
v_{i}(\mathbf{0}) & \left.=v_{i}\left(L \boldsymbol{e}_{j}\right) \text { and } \int_{\Omega} \boldsymbol{v}(\boldsymbol{x}) d \boldsymbol{x}=\mathbf{0}\right\} \tag{5.5b}
\end{align*}
$$

for the space-periodic problem in dimension $n=3$ with $\mu_{1}=0$. For the spaceperiodic problem with $\mu_{1}>0$ we add the last condition in (5.3b) to those present in the definition of $\boldsymbol{H}$ and denote this new Hilbert space as $\boldsymbol{H}_{p e r}^{2}$.

We now recall the basic existence and uniqueness results that were described in Chap. 4 for the bipolar and non-Newtonian problems.
I. [BBN4]: Suppose that $\mu_{1}>0$. Then, for the boundary-value problem, with $\boldsymbol{H}$ given by (5.5a), or for the space-periodic problem where $\boldsymbol{H}$ is replaced by $\boldsymbol{H}_{\text {per }}^{2}$,
if $p>1, f_{i} \in L^{\infty}\left([0, \infty) ; \boldsymbol{H}_{\text {per }}\right), i=1,2,3$, and $\boldsymbol{v}_{0} \in \boldsymbol{H}_{\text {per }}, \exists$ a unique solution of either (5.2a,b), (5.3a,b), (5.4) or (5.2a,b), (5.3b), (5.4) which satisfies, $\forall t_{0}>0$,

$$
\boldsymbol{v} \in L^{\infty}([0, \infty) ; \boldsymbol{H}) \cap L^{\infty}\left(\left(t_{0}, \infty\right), \boldsymbol{H}^{2}(\Omega)\right)
$$

Moreover, the unique solution $\boldsymbol{v} \in C([0, T] ; H), \forall T>0$, so that the solution operator $\boldsymbol{S}_{\mu_{1}}(t): \boldsymbol{v}_{0} \rightarrow \boldsymbol{v}(t)$ constitutes a nonlinear semigroup of operators.

Remarks. While the results in (I) have been cited for the spaces in (5.5a,b), corresponding to dimension $n=3$, they also hold, of course, in dimension $n=2$; as pointed out in Chap. 4, in dimension $n=3$ these results contrast sharply with what is known about existence and uniqueness for the Navier-Stokes equations, for which there exists a unique strong solution only on some interval [ $0, t_{1}$ ] with $t_{1}=t_{1}\left(\left\|v_{0}\right\|_{L^{2}}\right.$ ) and a weak solution $\forall t>0$ (which agrees with the strong solution on $\left[0, t_{1}\right]$ but which may not be unique).
II. [BBN2, 3]: Suppose that $\mu_{1}=0$. For the space-periodic problem with $\Omega=$ $[0, L]^{n}, n=2,3, L>0$, and

$$
\boldsymbol{v}_{0} \in \boldsymbol{W}_{0}^{1,2}(\Omega) \cap \boldsymbol{W}_{p e r}^{2,2}(\Omega)
$$

we have the following results:
(i) $\exists$ a (possible non-unique) weak solution for $n=2$ if $\frac{3}{2}<p<2$ ( $\Leftrightarrow 0<$ $\alpha<\frac{1}{2}$ ) and for $n=3$ if $\frac{9}{5}<p<\frac{11}{5}\left(\Leftrightarrow-\frac{1}{5}<\alpha<\frac{1}{5}\right.$ ).
(ii) $\exists$ a unique, regular, weak solution in $L^{p}\left([0, T) ; \boldsymbol{W}_{p e r}^{1, p}(\Omega)\right) \cap L^{\infty}([0, T)$; $\left.\boldsymbol{W}_{p e r}^{1,2}(\Omega)\right)$ for $n=2$ if $p \geq 2(\Leftrightarrow \alpha \leq 0)$ and for $n=3$ if $p \geq \frac{11}{5}$ ( $\Leftrightarrow \alpha \leq-\frac{1}{5}$ ).
(iii) $\exists$ a unique Young measure-valued solution for $n=2$ if $p>1(\Leftrightarrow \alpha<1)$ and for $n=3$ if $\frac{6}{5}<p \leq \frac{9}{5}\left(\Leftrightarrow \frac{1}{5} \leq \alpha<\frac{4}{5}\right)$; this latter result in dimension $n=3$ holds for the boundary-value problem as well.

Related results for both the boundary-value problem, and the space-periodic problem, when $\mu_{1}=0$, appear, e.g., in [La1, 2], [MN,DuG,MNR2,GZ] and [BaH].

Having reviewed the basic equations associated with the modeling of viscous, incompressible, bipolar fluid flow, which were introduced in Chap. 2, and summarized the existence and uniqueness results presented in Chap. 4, we now offer an overview of those results on the existence of global attractors which will be proven in this chapter:

In Sect. 5.2 we introduce the linear operator $\boldsymbol{L}(t ; \boldsymbol{U})$ associated with the linearization of the nonlinear, incompressible, bipolar equations about an equilibrium solution $\boldsymbol{U}$; the operator $\boldsymbol{L}$ will occupy a central role in the analysis presented in the balance of the present chapter. Based on results obtained in [B14], we also establish in Sect. 5.2 the linearized stability of solutions of the incompressible bipolar flow equations.

In Sect. 5.3 we present the results obtained in [BBN5] for the initial-boundary value problem associated with incompressible, bipolar flow, i.e., for (5.2a,b), (5.3), (5.4) with $\mu_{1}>0$ and $0 \leq \alpha<1(1<p \leq 2)$; the results hold in dimensions $n=2$ or 3 and are valid for the space-periodic problem as well. It is demonstrated that a maximal compact global attractor $\mathcal{A}_{\mu_{1}} \subset W^{2,2}(\Omega)$ exists and that the Hausdorf and Fractal dimensions of $\boldsymbol{\mathcal { A }}_{\mu_{1}}$ satisfy $d_{H}\left(\mathcal{A}_{\mu_{1}}\right) \leq k^{*}, d_{F}\left(\mathcal{A}_{\mu_{1}}\right) \leq 2 k^{*}$ where $k^{*}<1+g\left(\mu_{1} ; \Omega\right)|\boldsymbol{f}|_{\infty}^{3}$ with $|\boldsymbol{f}|_{\infty}=\|\boldsymbol{f}\|_{L^{\infty}([0, \infty ; \boldsymbol{H})}$ and $g \sim \mu_{1}^{-6}$ as $\mu_{1} \rightarrow 0$.

For $\mu_{1}>0$ it is first proven in Sect. 5.4 that, as a consequence of the results obtained in [B13], a maximal compact attractor, $\mathcal{A}_{\mu_{1}} \subset W^{2,2}(\Omega)$, exists for the space-periodic problem when $n=2$ and $p>2(\alpha<0)$. More importantly, however, is the fact that now, for $p>2$, we are able to show that $d_{H}\left(\mathcal{A}_{\mu_{1}}\right)$ and $d_{F}\left(\mathcal{A}_{\mu_{1}}\right)$ are both independent of $\mu_{1}$. Indeed, for $\mu_{1}=0$, the corresponding nonNewtonian, space-periodic problem, for $p>2$ and $n=2$ is shown to admit a maximal compact global attractor $\mathcal{A}_{0} \subset \boldsymbol{W}^{2,2}(\Omega)$ provided $\boldsymbol{v}_{0}(\cdot) \subset \boldsymbol{L}^{2}(\Omega)$, $\Omega=[0, L]^{2}, L>0$.

Finally, in Sect. 5.5 we show that, as a consequence of the analysis presented in [B12] and [B13], the attractors $\mathcal{A}_{\mu_{1}}$, whose existence has been established for the space-periodic problem in the case $p>2$ and $n=2$, converge (in the sense of semidistance) to the global compact attractor $\mathcal{A}_{0}$ for the same case, with $\mu_{1}=0$, as $\mu_{1} \rightarrow 0$. The fact that convergence holds only in the sense of semidistance is, as noted in [B13], a consequence of the failure, to this point, of establishing uniform differentiability for the nonlinear semigroup $\boldsymbol{S}_{0}(t)$ associated with (5.2a,b), with $\mu_{1}=0$, (5.3b), (5.4) for $n=2$ and $p>2$.

### 5.2 Linearized Stability of Viscous Incompressible Bipolar Equations

In this section we will establish a sufficient condition for the linearized stability of equilibrium solutions to the boundary-value problem for the bipolar viscous flow equations in bounded subdomains of $\mathbb{R}^{3}$; the basic tools to be employed in the analysis are interpolation and Sobolev space estimates and embeddings, and both $\boldsymbol{H}^{2}$ and $\boldsymbol{L}^{p}, 1<p<2$, versions of the Korn inequality. Related results for solutions of the Navier-Stokes equations may be found in many sources with the treatise by Joseph [Jo1] being a standard reference.

### 5.2.1 Linearized Bipolar Equations

Let $\Omega \subset \mathbb{R}^{3}$ be a bounded domain with smooth $C^{1}$ boundary $\partial \Omega$. Let $\boldsymbol{U}$ be an equilibrium solution of (5.2a,b), (5.3a), (5.4), where the nonlinear viscosity $\mu(|\boldsymbol{e}|)$ is given by (5.1c), ${ }^{1}$ with $\mu_{0}>0, \epsilon>0$, and where, in this section, we specify that $0<\alpha<1$. Alternatively, $\mu(|\boldsymbol{e}|)$ is defined by (5.1d) and we assume that $1<p<2$. Also, for ease of exposition in this section we will set $\rho=1$ and $\boldsymbol{f}=\mathbf{0}$. Thus, $\boldsymbol{U}$ is a solution of the following boundary-value problem with pressure $\tilde{p}$ :

$$
\begin{equation*}
\boldsymbol{U} \cdot \nabla \boldsymbol{U}=-\nabla \tilde{p}+\nabla \cdot(2 \mu \boldsymbol{e}(\boldsymbol{U}))-2 \mu_{1} \nabla \cdot(\Delta \boldsymbol{e}(\boldsymbol{U})) \tag{5.6}
\end{equation*}
$$

on $\Omega$,

$$
\begin{equation*}
\mu=\mu(\boldsymbol{e}(\boldsymbol{U})) \equiv \mu_{0}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{-\alpha / 2} \tag{5.7}
\end{equation*}
$$

$0<\alpha<1$, with

$$
\begin{equation*}
\boldsymbol{U}=0, \tau_{i j k}(\boldsymbol{U}) v_{j} v_{k} \tau_{i}=0,, \text { on } \partial \Omega \tag{5.8}
\end{equation*}
$$

If $\boldsymbol{u}$ is any solution of (5.2a,b), (5.3a), and (5.4) and we set

$$
\begin{equation*}
\boldsymbol{v}(\boldsymbol{x}, t) \equiv \boldsymbol{u}(\boldsymbol{x}, t)-\boldsymbol{U}(\boldsymbol{x}) \tag{5.9}
\end{equation*}
$$

then $v$ satisfies

$$
\begin{align*}
& \frac{\partial v_{i}}{\partial t}+\left(U_{j}+v_{j}\right)\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial v_{i}}{\partial x_{j}}\right)=-\frac{\partial}{\partial x_{i}}(p-\tilde{p}) \\
& +\frac{\partial}{\partial x_{j}}\left[\mu(\boldsymbol{e}(\boldsymbol{U}+\boldsymbol{v}))\left(e_{i j}(\boldsymbol{U})+e_{i j}(\boldsymbol{v})\right)\right]-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left[\Delta e_{i j}(\boldsymbol{U})+\Delta e_{i j}(\boldsymbol{v})\right] . \tag{5.10}
\end{align*}
$$

On the assumption that the "perturbation" $\boldsymbol{v}$ is small (say, in the $\boldsymbol{C}^{1}(\Omega)$ norm) we now expand the products in (5.10), dropping all terms which are quadratic in $v_{i}(\boldsymbol{x}, t)$ and its spatial derivatives. We note, first of all that, with the usual summation convention for repeated indices, if we drop terms quadratic in the derivatives of $v_{i}$, we obtain

$$
\begin{aligned}
\mu(\boldsymbol{e}(\boldsymbol{U}+\boldsymbol{v})) & =\mu(\boldsymbol{e}(\boldsymbol{U})+\boldsymbol{e}(\boldsymbol{v})) \\
& =2 \mu_{0}\left(\epsilon+\left(e_{k l}(\boldsymbol{U})+e_{k l}(\boldsymbol{v})\right)\left(e_{k l}(\boldsymbol{U})+e_{k l}(\boldsymbol{v})\right)\right]^{-\frac{\alpha}{2}} \\
& \simeq 2 \mu_{0}\left[\epsilon+e_{k l}(\boldsymbol{U}) e_{k l}(\boldsymbol{U})+2 e_{k l}(\boldsymbol{U}) e_{k l}(\boldsymbol{v})\right]^{-\frac{\alpha}{2}}
\end{aligned}
$$

[^7]or
$\frac{1}{2 \mu_{0}} \cdot \mu\left(\boldsymbol{e}(\boldsymbol{U}+\boldsymbol{v}) \simeq\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{-\alpha / 2}-\alpha\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{-\left(1+\frac{\alpha}{2}\right)} e_{i j}(\boldsymbol{U}) e_{i j}(\boldsymbol{v})\right.$
so that
\[

$$
\begin{align*}
\mu(\boldsymbol{e}(\boldsymbol{U}+\boldsymbol{v})) & \simeq \mu(\boldsymbol{e}(\boldsymbol{U}))-2 \alpha \mu_{0}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{-\left(1+\frac{\alpha}{2}\right)} e_{i j}(\boldsymbol{U}) e_{i j}(\boldsymbol{v})  \tag{5.12}\\
& =\mu(\boldsymbol{e}(\boldsymbol{U}))-A_{i j}(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{v})
\end{align*}
$$
\]

where

$$
\begin{equation*}
A_{i j}(\boldsymbol{e}(\boldsymbol{w})) \equiv 2 \alpha \mu_{0}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{w})|^{2}\right)^{-\left(1+\frac{\alpha}{2}\right)} e_{i j}(\boldsymbol{w}) \tag{5.13}
\end{equation*}
$$

Using (5.12) in (5.10) and subsequently dropping those terms which are quadratic in $v_{i}$, and its spatial dervatives, we are led to the equation

$$
\begin{aligned}
\frac{\partial v_{i}}{\partial t}+ & U_{j} \frac{\partial U_{i}}{\partial x_{j}}+U_{j} \frac{\partial v_{i}}{\partial x_{j}}+v_{j} \frac{\partial U_{i}}{\partial x_{j}}=-\frac{\partial}{\partial x_{i}}(p-\tilde{p}) \\
& +\frac{\partial}{\partial x_{j}}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{U})-A_{k l}(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{U}) e_{k l}(\boldsymbol{v})\right] \\
& +\frac{\partial}{\partial x_{j}}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{v})\right]-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left[\Delta e_{i j}(\boldsymbol{U})\right]-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left[\Delta e_{i j}(\boldsymbol{v})\right]
\end{aligned}
$$

which, after taking into account (5.6), and setting $P=p-\tilde{p}$, reduces to

$$
\begin{align*}
& \frac{\partial v_{i}}{\partial t}+U_{j} \frac{\partial v_{i}}{\partial x_{j}}+v_{j} \frac{\partial U_{i}}{\partial x_{j}}=-\frac{\partial}{\partial x_{i}} P+\frac{\partial}{\partial x_{j}}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{v})-A_{k l}(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{U}) e_{k l}(\boldsymbol{v})\right] \\
&-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left[\Delta e_{i j}(\boldsymbol{v})\right] \tag{5.14}
\end{align*}
$$

Noting that $\frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{v})\right)=\frac{1}{2} \Delta^{2} v_{i}$, as a consequence of the fact that $\nabla \cdot \boldsymbol{v}=0$, and setting

$$
\begin{equation*}
B_{i j k l}(\boldsymbol{w})=\frac{1}{\alpha} e_{i j}(\boldsymbol{w}) A_{k l}(\boldsymbol{e}(\boldsymbol{w})) \equiv 2 \mu_{0}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{w})|^{2}\right)^{-\left(1-\frac{\alpha}{2}\right)} e_{i j}(\boldsymbol{w}) e_{k l}(\boldsymbol{w}) \tag{5.15}
\end{equation*}
$$

we may write (5.14) in the final form

$$
\begin{equation*}
\frac{\partial v_{i}}{\partial t}+U_{i} \frac{\partial v_{i}}{\partial x_{j}}+v_{j} \frac{\partial U_{i}}{\partial x_{j}}=-\frac{\partial P}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{v})-\alpha B_{i j k l}(\boldsymbol{U}) e_{k l}(\boldsymbol{v})\right]-\mu_{1} \Delta^{2} v_{i} \tag{5.16}
\end{equation*}
$$

and we make the following:

Definition 5.1. The system of equations (5.16), $i=1,2,3$, on $\Omega \times[0, T], \Omega \subseteq \mathbb{R}^{3}$, $T>0$, represents the linearization of the system of nonlinear incompressible bipolar equations about an equilibrium solution $\boldsymbol{U}$.
Remarks. The existence of a unique solution $\boldsymbol{v}$ for the system (5.16), subject to $\nabla \cdot \boldsymbol{v}=0$ in $\Omega$, an initial condition $\boldsymbol{v}(\boldsymbol{x}, 0)=\boldsymbol{v}_{0}(\boldsymbol{x})$ in $\Omega$, and the boundary conditions $v=0, \tau_{i j k} v_{j} v_{k} \tau_{i}=0$, on $\partial \Omega \times[0, T), \boldsymbol{v}$ being the exterior unit normal to $\partial \Omega$ and $\boldsymbol{\tau}$ any tangent vector to $\partial \Omega$, follows from the work in [BBN4] as described in Chap. 4.

In order to proceed with the analysis we formally define operators $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$ as follows:

$$
\begin{gather*}
\left(\boldsymbol{A}_{1} \boldsymbol{v}\right)_{i}=\Delta \Delta v_{i} \equiv 2 \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right)  \tag{5.17a}\\
\left(\boldsymbol{A}_{2} \boldsymbol{v}\right)_{i}=-\frac{\partial}{\partial x_{j}}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{v})-\alpha B_{i j k l}(\boldsymbol{U}) e_{k l}(\boldsymbol{v})\right] \tag{5.17b}
\end{gather*}
$$

For $\boldsymbol{v}_{0} \in \boldsymbol{W}^{1,2}(\Omega)$, with $\nabla \cdot \boldsymbol{v}_{0}=0$, we know from our work in Chap. 4 that the solution of (5.16), subject to the condition $\nabla \cdot \boldsymbol{v}=0$ and the boundary conditions (5.3a), satisfies

$$
\boldsymbol{v} \in L^{\infty}\left([0, \infty) ; \boldsymbol{W}^{1,2}(\Omega)\right) \cap L^{\infty}\left([0, \infty) ; \boldsymbol{W}^{1, p}(\Omega)\right) \cap L^{\infty}\left(\left(t_{1}, \infty\right), \boldsymbol{W}^{2,2}(\Omega)\right)
$$

$\forall t_{1}>0$, so that $\boldsymbol{A}_{1}, \boldsymbol{A}_{2}$ are well-defined. If we also set

$$
\begin{equation*}
\boldsymbol{R}(\boldsymbol{U}, \boldsymbol{v})=\boldsymbol{U} \cdot \nabla \boldsymbol{v}+\boldsymbol{v} \cdot \nabla \boldsymbol{U} \tag{5.18}
\end{equation*}
$$

we see that (5.16) may be rewritten in the form

$$
\frac{\partial \boldsymbol{v}}{\partial t}+\mu_{1} \boldsymbol{A}_{1} \boldsymbol{v}+\boldsymbol{A}_{2} \boldsymbol{v}+\boldsymbol{R}(\boldsymbol{U}, \boldsymbol{v})=-\nabla P
$$

or, if we employ the standard device of projecting each term in this last equation onto the subspace of $\boldsymbol{L}^{2}(\Omega)$ consisting of the solenoidal vector fields, as

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}+\mu_{1} \boldsymbol{A}_{1} \boldsymbol{v}+\boldsymbol{A}_{2} \boldsymbol{v}+\boldsymbol{R}(\boldsymbol{U}, \boldsymbol{v})=\mathbf{0} \tag{5.19}
\end{equation*}
$$

Remarks. As is customary, e.g., in work on the Navier-Stokes equations, we have not displayed the relevant projection operator $\mathcal{P}$ in (5.19), i.e., $\boldsymbol{R}(\boldsymbol{U}, \boldsymbol{v})$ is actually to be replaced by $\mathcal{P} \boldsymbol{R}(\boldsymbol{U}, \boldsymbol{v}) \equiv \mathcal{P}(\boldsymbol{U} \cdot \nabla \boldsymbol{v})+\mathcal{P}(\boldsymbol{v} \cdot \nabla \boldsymbol{U})$.
Remarks. It is a simple matter to show that $\boldsymbol{A}_{1}$, as defined by (5.17a) is a symmetric operator; that $\boldsymbol{A}_{2}$ is also symmetric follows from the fact that, for $\boldsymbol{w} \in \boldsymbol{W}_{0}^{1,2}(\Omega)$,

$$
\begin{aligned}
\int_{\Omega}\left(\boldsymbol{A}_{2} \boldsymbol{v}\right)_{i} w_{i} d \boldsymbol{x} & =-\int_{\Omega} \frac{\partial}{\partial x_{j}}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{v})-\alpha B_{i j k l}(\boldsymbol{U}) e_{k l}(\boldsymbol{v})\right] w_{i} d \boldsymbol{x} \\
& =\int_{\Omega}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{v})-\alpha B_{i j k l}(\boldsymbol{U}) e_{k l}(\boldsymbol{v})\right] \frac{\partial w_{i}}{\partial x_{j}} d \boldsymbol{x} \\
& =\int_{\Omega}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{w})-\alpha B_{i j k l}(\boldsymbol{U}) e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right] d \boldsymbol{x} \\
& =\int_{\Omega}\left(\boldsymbol{A}_{2} \boldsymbol{w}\right)_{i} v_{i} d \boldsymbol{x}
\end{aligned}
$$

because of the symmetries $B_{i j k l}=B_{j i k l}=B_{i j l k}=B_{k l j}$. However, in analogy with the situation for the Navier-Stokes operator, the operator

$$
\hat{\boldsymbol{A}} \equiv \mu_{1} \boldsymbol{A}_{1}+\boldsymbol{A}_{2}+\boldsymbol{R}(\boldsymbol{U}, \cdot)
$$

is not symmetric owing to the character of the linear mapping $\boldsymbol{R}$ generated by the convective term; in spite of this fact, we will be able to use (5.19) to establish a sufficient condition for the linearized stability of equilibrium solutions of the nonlinear, incompressible, bipolar equations.

### 5.2.2 Basic Estimates for the Rate of Deformation

In this section we will elucidate five lemmas which apply to the rate of deformation tensor $\boldsymbol{e}$ under specific assumptions relative to the velocity field $\boldsymbol{v}$, where $\boldsymbol{e}=$ $\frac{1}{2}\left(\nabla \boldsymbol{v}+(\nabla \boldsymbol{v})^{t}\right)$. While $\boldsymbol{v}$ and $\boldsymbol{e}$ have the specific interpretations that are germane to the present work, these lemmas are, of course, valid for any vector field $\boldsymbol{v}$ satisfying the hypotheses of the individual results, below, and any tensor $\boldsymbol{e}$ obtained as the symmetric part of the gradient of a sufficiently smooth vector field. We state only the lemmas in this subsection; a restatement of the results, with proofs, may be found in Appendix B. Our first two results are the following $\boldsymbol{L}^{p}$ and $\boldsymbol{H}^{2}$ versions, respectively, of the standard Korn inequality:
Lemma 5.1. For $\boldsymbol{v} \in \boldsymbol{W}_{0}^{1, p}(\Omega), p>1$, and $\Omega$ a bounded domain in $\mathbb{R}^{n}, n=2,3$, with smooth boundary, $\exists c_{1}=c_{1}(p ; \Omega)>0$ such that

$$
\begin{equation*}
\int_{\Omega}\left[e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{v})\right]^{p / 2} d \boldsymbol{x} \geq c_{1}\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{p} \tag{5.20}
\end{equation*}
$$

Remarks. Lemma 5.1 is a well-known result of Nečas [N1] which holds also in the space periodic case where $\Omega=[0, L]^{n}, L>0, n=2,3$; it is identical with Lemma B.1.

Lemma 5.2. Let $\boldsymbol{v} \in \boldsymbol{W}^{2,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega), n=2,3, \Omega \subseteq \mathbb{R}^{n}$ a bounded domain with smooth boundary. Then $\exists c_{2}=c_{2}(\Omega)>0$ such that

$$
\begin{equation*}
\int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} d \boldsymbol{x} \geq c_{2}\|\boldsymbol{v}\|_{W^{2,2}(\Omega)}^{2} \tag{5.21}
\end{equation*}
$$

Remarks. This result is identical with Lemma B.2; the proof in Appendix B establishes the existence of $c_{3}(\Omega)>0$ such that for $\boldsymbol{v} \in \boldsymbol{W}^{2,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega)$, $\Omega \subseteq \mathbb{R}^{n}, n=2,3$,

$$
\begin{equation*}
\int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} d \boldsymbol{x} \geq c_{3} \sum_{k=1}^{n}\left\|\frac{\partial \boldsymbol{v}}{\partial x_{k}}\right\|_{L^{2}(\Omega)}^{2} \tag{5.22}
\end{equation*}
$$

If (5.22) is valid, then (5.21) is a direct consequence of standard regularity results for elliptic equations.

Our third lemma in this section provides an alternative characterization of the higher-order boundary conditions in (5.3a), one that is better suited to some of the integration by parts computations in Sect. 5.2.3.
Lemma 5.3. Let $S \subseteq \mathbb{R}^{3}$ be a smooth surface and $\boldsymbol{v}(\cdot)$ a divergence free $C^{2}$ vector field defined on a neighborhood of $S$, with $\boldsymbol{v}=\mathbf{0}$ on $S$. If $\tau_{i j k}(\boldsymbol{v}) v_{j} v_{k}-$ $\left.\tau_{j k l}(\boldsymbol{v}) v_{j} v_{k} v_{l} v_{i}\right|_{S}=0$, for $i=1,2,3$, where $\boldsymbol{v}$ is the exterior unit normal on $S$, then $\left.\tau_{i j k}(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) \nu_{k}\right|_{S}=0$.
Remarks. This lemma is the same as Lemma B.3.
Our next lemma in this section provides an elementary lower bound for the integral

$$
\begin{equation*}
\int_{\Omega} w \cdot e(U) \cdot w d x, w \in L^{2}(\Omega) \tag{5.23}
\end{equation*}
$$

and figures prominently in the analysis presented in the next subsection; it is identical with Lemma B.4.

Lemma 5.4. Let $\Omega \subseteq \mathbb{R}^{3}$ be a bounded domain with smooth boundary $\partial \Omega$. For any $\boldsymbol{w} \in \boldsymbol{L}^{2}(\Omega)$, and $\boldsymbol{U} \in \boldsymbol{W}^{1,2}(\Omega), \exists \Lambda(\boldsymbol{U})>0$ such that

$$
\begin{equation*}
\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2} \geq-\left(\frac{1}{\Lambda}\right) \int_{\Omega} \boldsymbol{w} \cdot \boldsymbol{e}(\boldsymbol{U}) \cdot \boldsymbol{w} d \boldsymbol{x} \tag{5.24}
\end{equation*}
$$

Remarks. We note that all of the results in this section retain their validity, with obvious cosmetic modifications, if we replace the relevant real-valued $\boldsymbol{L}^{p}$ and Sobolev spaces by their corresponding complex-valued spaces, i.e., if for $w_{i}, U_{i} \in \mathbb{C}$ in (5.24) we write

$$
\left\{\begin{array}{l}
\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}=\int_{\Omega} w_{i} w_{i}^{*} d \boldsymbol{x} \\
\boldsymbol{w} \cdot \boldsymbol{e}(\boldsymbol{U}) \cdot \boldsymbol{w}=e_{i j}(\boldsymbol{U}) w_{i} w_{j}^{*}
\end{array}\right.
$$

where $e_{i j}=\frac{1}{2}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}^{*}}{\partial x_{i}}\right)=e_{j i}^{*}$, the asterisk denoting complex conjugation.
Our last lemma in the current sequence has been restated and proven as Lemma B.5.

Lemma 5.5. Let $\boldsymbol{u}(t), \boldsymbol{v}(t)$ be the unique solutions of (5.2a,b), (5.3a), (5.4) which correspond, respectively, to initial data $\boldsymbol{u}(0)=\boldsymbol{u}_{0}$ and $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$. Then, for $1<$ $p \leq 2$,

$$
\begin{equation*}
\int_{\Omega}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right]\left[e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right] d \boldsymbol{x} \geq 0 \tag{5.25}
\end{equation*}
$$

where $\gamma(\boldsymbol{v})=\mu(|\boldsymbol{e}(\boldsymbol{v})|)$.

### 5.2.3 A Sufficient Condition for Linearized Stability

We are now in a position to establish the linearized stability of the solution $\boldsymbol{U}$ of the boundary-value problem (5.6)-(5.8). We begin with the following

Definition 5.2. An equilibrium solution $\boldsymbol{U}$ of the bipolar initial-boundary value problem is said to exhibit linearized stability if every solution $\boldsymbol{v}$ of the linearized problem (5.19), (5.3a), (5.4) which has the form

$$
\begin{equation*}
\boldsymbol{v}(\boldsymbol{x}, t)=\tilde{\boldsymbol{v}}(\boldsymbol{x}) e^{-\sigma t}, \sigma \in \mathbb{C} \tag{5.26}
\end{equation*}
$$

satisfies $\int_{\Omega} v_{i}(\boldsymbol{x}, t) v_{i}^{*}(\boldsymbol{x}, t) d \boldsymbol{x} \rightarrow 0$, as $t \rightarrow+\infty$.
We observe that (5.19) was obtained by projection onto the space of divergence free vector fields so any solution of (5.19) satisfies $\nabla \cdot \boldsymbol{v}=0$.

If in (5.19) we set

$$
\begin{equation*}
\hat{\boldsymbol{A}}=\mu_{1} \boldsymbol{A}_{1}+\boldsymbol{A}_{2}+\boldsymbol{R}(\boldsymbol{U}, \cdot) \tag{5.27}
\end{equation*}
$$

so that (5.19) assumes the form

$$
\begin{equation*}
\frac{\partial v}{\partial t}+\hat{\boldsymbol{A}} \boldsymbol{v}=\mathbf{0}, \quad t>0 \tag{5.28}
\end{equation*}
$$

then, in the usual manner, $\boldsymbol{v}$ (of the form (5.26)) is a solution of (5.28) if and only if $\tilde{\boldsymbol{v}}$ is an eigenvector of $\boldsymbol{A}$ with corresponding eigenvalue $\sigma$. As

$$
\begin{equation*}
\sigma=\sigma_{r}+i \sigma_{c}, \sigma_{r}, \sigma_{c} \in \mathbb{R} \tag{5.29}
\end{equation*}
$$

it then follows that $\boldsymbol{U}$ exhibits linearized stability if and only if $\sigma_{r}=\operatorname{Re} \sigma>0$ for $\sigma$ any eigenvalue of $\hat{\boldsymbol{A}}$ with corresponding eigenvector $\tilde{\boldsymbol{v}}$. Our task, therefore, is to characterize the eigenvalues of $\hat{\boldsymbol{A}}$, i.e., to obtain a lower bound for $\operatorname{Re} \sigma$, the positivity of which will ensure the linearized stability of the equilibrium solution $\boldsymbol{U}$. For the remainder of this section our computations will be carried out using the inner-product $\langle$,$\rangle in the complex-valued Hilbert space \boldsymbol{L}_{c}^{2}(\Omega)$, where for $v_{i}, w_{i} \in$ $\mathbb{C},\langle\boldsymbol{v}, \boldsymbol{w}\rangle=\int_{\Omega} v_{i} w_{i}^{*} d \boldsymbol{x}$, so that $\langle\boldsymbol{v}, \boldsymbol{w}\rangle=(\tilde{\boldsymbol{v}}, \boldsymbol{w})_{\boldsymbol{L}_{c}^{2}(\Omega)}$ and $\sqrt{\langle\boldsymbol{v}, \boldsymbol{v}\rangle}$ will simply be denoted as $\|\boldsymbol{v}\|$. We are now in a position to state the following result concerning the linearized stability of equilibrium solutions of the incompressible bipolar equations:

Theorem 5.1. Let $\boldsymbol{U}$ be an equilibrium solution of the incompressible bipolar boundary-value problem on $\Omega \subseteq \mathbb{R}^{3}$. Then $\exists \Sigma=\Sigma\left(\mu_{0}, \mu_{1}, \alpha ; \Omega\right)$ such that for $\Sigma>0$ any eigenvalue $\sigma$ of $\hat{\boldsymbol{A}}$, as given by (5.27), satisfies

$$
\begin{equation*}
\operatorname{Re} \sigma \geq \Sigma>0 \tag{5.30}
\end{equation*}
$$

and $\boldsymbol{U}$ is a linearly stable solution.
The proof of Theorem 5.1 will be preceded by a series of lemmas delineating the structure of the operators $\boldsymbol{A}_{1}, \boldsymbol{A}_{2}$ and $\boldsymbol{R}(\boldsymbol{U}, \cdot)$ in (5.27).

Lemma 5.6. $\boldsymbol{A}_{1}$, as given by (5.17a) satisfies

$$
\begin{equation*}
\left\langle\boldsymbol{A}_{1} \tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}\right\rangle=2 \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}^{*}}{\partial x_{k}} d \boldsymbol{x} \tag{5.31}
\end{equation*}
$$

Proof. Substituting (5.26) into (5.28), and using the definition of $\hat{\boldsymbol{A}}$ in (5.27) we obtain

$$
\begin{equation*}
\mu_{1} \boldsymbol{A}_{1} \tilde{\boldsymbol{v}}+\boldsymbol{A}_{2} \tilde{\boldsymbol{v}}+\boldsymbol{R}(\boldsymbol{U}, \tilde{\boldsymbol{v}})=\sigma \tilde{\boldsymbol{v}} \tag{5.32}
\end{equation*}
$$

By taking the inner-product in $\boldsymbol{H}$ of (5.32) with $\tilde{\boldsymbol{v}}$ we find that

$$
\begin{equation*}
\mu_{1}\left\langle\boldsymbol{A}_{1} \tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}\right\rangle+\left\langle\boldsymbol{A}_{2} \tilde{\boldsymbol{v}}, \boldsymbol{v}\right\rangle+\langle\boldsymbol{R}(\boldsymbol{U}, \tilde{\boldsymbol{v}}), \tilde{\boldsymbol{v}}\rangle=\sigma\|\boldsymbol{v}\|^{2} \tag{5.33}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mu_{1}\left\langle\boldsymbol{A}_{1} \tilde{\boldsymbol{v}}, \boldsymbol{v}\right\rangle+\left\langle\boldsymbol{A}_{2} \tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}\right\rangle+\operatorname{Re}\langle\boldsymbol{R}(\boldsymbol{U}, \tilde{\boldsymbol{v}}), \tilde{\boldsymbol{v}}\rangle=\sigma_{r}\|\tilde{\boldsymbol{v}}\|^{2} \tag{5.34}
\end{equation*}
$$

if we extract the real parts on both sides of (5.33). We now compute as follows: As $\boldsymbol{v}=\mathbf{0}$, on $\partial \Omega$,

$$
\begin{align*}
\left\langle\boldsymbol{A}_{1} \tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}\right\rangle & =2 \int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right) \tilde{v}_{i}^{*} d \boldsymbol{x} \\
& =-2 \int_{\Omega} \Delta e_{i j} \frac{\partial \tilde{v}_{i}^{*}}{\partial x_{j}} d \boldsymbol{x} \\
& =-2 \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial \tilde{v}_{i}^{*}}{\partial x_{j}}\right) d \boldsymbol{x}+2 \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial^{2} \tilde{v}_{i}^{*}}{\partial x_{k} \partial x_{j}} d \boldsymbol{x}  \tag{5.35}\\
& =-2 \oint_{\partial \Omega} \tau_{i j k} e_{i j}^{*} v_{k} d S+2 \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}^{*}}{\partial x_{k}} d \boldsymbol{x}
\end{align*}
$$

from which (5.31) follows if we apply Lemma 5.3 and the second boundary condition in (5.3a).

Lemma 5.7. The linear operator $\boldsymbol{A}_{2}$, as given by (5.17b), satisfies

$$
\begin{align*}
\left\langle\boldsymbol{A}_{2} \tilde{\boldsymbol{v}}, \boldsymbol{v}\right\rangle= & \int_{\Omega} \mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\tilde{\boldsymbol{v}}) e_{i j}^{*}(\tilde{\boldsymbol{v}}) d \boldsymbol{x} \\
& -\alpha \int_{\Omega} \Gamma(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{U}) e_{k l}^{*}(\boldsymbol{U}) e_{i j}(\tilde{\boldsymbol{v}}) d \boldsymbol{x} \tag{5.36}
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma(e(\boldsymbol{U}))=2 \mu_{0}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{-\left(1+\frac{\alpha}{2}\right)} . \tag{5.37}
\end{equation*}
$$

Proof. We compute, using (5.17b) that

$$
\begin{align*}
\left\langle\boldsymbol{A}_{2} \tilde{\boldsymbol{v}}, \boldsymbol{v}\right\rangle & =-\int_{\Omega} \frac{\partial}{\partial x_{j}}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\tilde{\boldsymbol{v}})-\alpha B_{i j k l}(\boldsymbol{U}) e_{k l}(\tilde{\boldsymbol{v}})\right] \tilde{v}_{i}^{*} d \boldsymbol{x} \\
& =\int_{\Omega}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\tilde{\boldsymbol{v}}) \frac{\partial v_{i}^{*}}{\partial x_{j}}-\alpha B_{i j k l}(\boldsymbol{U}) e_{k l}(\tilde{\boldsymbol{v}}) \frac{\partial \tilde{v}_{i}^{*}}{\partial x_{j}}\right] d \boldsymbol{x} \tag{5.38}
\end{align*}
$$

so that

$$
\begin{equation*}
\left\langle\boldsymbol{A}_{2} \tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}\right\rangle=\int_{\Omega}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\tilde{\boldsymbol{v}}) e_{i j}^{*}(\tilde{\boldsymbol{v}})-\alpha B_{i j k l}(\boldsymbol{U}) e_{i j}(\tilde{\boldsymbol{v}}) e_{k l}(\tilde{\boldsymbol{v}}) d \boldsymbol{x}\right. \tag{5.39}
\end{equation*}
$$

and (5.36) now follows from (5.39) by using the obvious modification of (5.15) for the complex-valued situation.

Lemma 5.8. Define $\boldsymbol{R}(\boldsymbol{U}, \cdot)$ as in (5.18); then

$$
\begin{equation*}
\langle\boldsymbol{R}(\boldsymbol{U}, \tilde{\boldsymbol{v}}), \tilde{\boldsymbol{v}}\rangle=\int_{\Omega} \tilde{\boldsymbol{v}} \cdot \nabla \boldsymbol{U} \cdot \tilde{\boldsymbol{v}}^{*} d \boldsymbol{x} \tag{5.40}
\end{equation*}
$$

Proof. Using (5.18) we compute, directly, that

$$
\begin{align*}
\langle\boldsymbol{R}(\boldsymbol{U}, \tilde{\boldsymbol{v}}), \tilde{\boldsymbol{v}}\rangle & =\int_{\Omega}\left(U_{j} \frac{\partial \tilde{v}_{i}}{\partial x_{j}}+\tilde{v}_{j} \frac{\partial U_{i}}{\partial x_{j}}\right) \tilde{v}_{i}^{*} d \boldsymbol{x} \\
& =\int_{\Omega} \tilde{\boldsymbol{v}} \cdot \nabla \boldsymbol{U} \cdot \tilde{\boldsymbol{v}}^{*} d \boldsymbol{x}+\int_{\Omega} U_{j} \frac{\partial \tilde{v}_{i}}{\partial x_{j}} \tilde{v}_{i}^{*} d \boldsymbol{x}  \tag{5.41}\\
& =\int_{\Omega} \tilde{\boldsymbol{v}} \cdot \nabla \boldsymbol{U} \cdot \tilde{\boldsymbol{v}}^{*} d \boldsymbol{x}+\frac{1}{2} \int_{\Omega} U_{j} \frac{\partial}{\partial x_{j}}\|\tilde{\boldsymbol{v}}\|^{2} d \boldsymbol{x} .
\end{align*}
$$

However,

$$
\int_{\Omega} U_{j} \frac{\partial}{\partial x_{j}}\|\tilde{\boldsymbol{v}}\|^{2} d \boldsymbol{x}=\frac{1}{2} \oint_{\partial \Omega} U_{j}\|\boldsymbol{v}\|^{2} v_{j} d S-\frac{1}{2} \int_{\Omega}\|\tilde{\boldsymbol{v}}\|^{2} \nabla \cdot \boldsymbol{U} d \boldsymbol{x}=0
$$

as $\tilde{\boldsymbol{v}}=0$ on $\partial \Omega$ and $\nabla \cdot \boldsymbol{U}=0$ on $\Omega$.
We are now in a position to establish (5.30).
Proof (Theorem 5.1). We set

$$
\begin{equation*}
I=\int_{\Omega} \tilde{v}_{i} \frac{\partial U_{i}}{\partial x_{j}} \tilde{v}_{j}^{*} d \boldsymbol{x} \tag{5.42}
\end{equation*}
$$

in which case

$$
I^{*}=\int_{\Omega} \tilde{v}_{i}^{*} \frac{\partial U_{i}^{*}}{\partial x_{j}} \tilde{v}_{j} d \boldsymbol{x}=\int_{\Omega} \tilde{v}_{j}^{*} \frac{\partial U_{j}^{*}}{\partial x_{i}} \tilde{v}_{i} d \boldsymbol{x}=\int_{\Omega} \tilde{v}_{i} \frac{\partial U_{j}^{*}}{\partial x_{i}} \tilde{v}_{j}^{*} d \boldsymbol{x}
$$

so that

$$
\begin{equation*}
\operatorname{Re} I=\frac{1}{2}\left(I+I^{*}\right) \equiv \int_{\Omega} e_{i j}(\boldsymbol{U}) \tilde{v}_{i} \tilde{v}_{j}^{*} d \boldsymbol{x} \tag{5.43}
\end{equation*}
$$

By virtue of (5.40) and (5.43) we have

$$
\begin{equation*}
\operatorname{Re}\langle\boldsymbol{R}(\boldsymbol{U}, \tilde{\boldsymbol{v}}), \tilde{\boldsymbol{v}}\rangle=\int_{\Omega} e_{i j}(\boldsymbol{U}) \tilde{v}_{i} \tilde{v}_{j}^{*} d \boldsymbol{x} \tag{5.44}
\end{equation*}
$$

Combining (5.31), (5.36), and (5.44) with (5.27), we see that

$$
\begin{align*}
\langle\hat{\boldsymbol{A}} \tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}\rangle= & 2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}^{*}}{\partial x_{k}} d \boldsymbol{x} \\
& +\int_{\Omega} \mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\tilde{\boldsymbol{v}}) e_{i j}^{*}(\tilde{\boldsymbol{v}}) d \boldsymbol{x} \\
& -\alpha \int_{\Omega} \Gamma(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{U}) e_{k l}^{*}(\boldsymbol{U}) e_{i j}(\tilde{\boldsymbol{v}}) e_{k l}^{*}(\tilde{\boldsymbol{v}}) d \boldsymbol{x}+\int_{\Omega} e_{i j}(\boldsymbol{U}) \tilde{v}_{i} \tilde{v}_{j}^{*} d \boldsymbol{x} . \tag{5.45}
\end{align*}
$$

Next, we apply the obvious complex-valued modifications of (5.21), in $\operatorname{dim} n=3$, with $\boldsymbol{v}=\tilde{\boldsymbol{v}}$, and of (5.24), with $\boldsymbol{w}=\tilde{\boldsymbol{v}}$, to (5.45) so as to conclude that

$$
\begin{array}{r}
\langle\hat{\boldsymbol{A}} \tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}\rangle \geq 2 \mu_{1} c_{2}(\Omega)\|\tilde{\boldsymbol{v}}\|_{\boldsymbol{H}^{2}(\Omega)}-\Lambda\|\tilde{\boldsymbol{v}}\|^{2}+\int_{\Omega} \mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\tilde{\boldsymbol{v}}) e_{i j}^{*}(\tilde{\boldsymbol{v}}) d \boldsymbol{x} \\
-\alpha \int_{\Omega} \Gamma(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{U}) e_{k l}^{*}(\boldsymbol{U}) e_{i j}(\tilde{\boldsymbol{v}}) e_{k l}^{*}(\tilde{\boldsymbol{v}}) d \boldsymbol{x} \tag{5.46}
\end{array}
$$

with $c_{2}(\Omega)>0, \Lambda(\boldsymbol{U})>0$. From (5.34) and (5.46) we obtain the estimate

$$
\begin{equation*}
\left(\sigma_{r}+\Lambda\right)\|\tilde{\boldsymbol{v}}\|^{2} \geq 2 \mu_{1} c_{2}(\Omega)\|\tilde{\boldsymbol{v}}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+J \tag{5.47}
\end{equation*}
$$

with

$$
\begin{equation*}
J=\int_{\Omega}\left[\mu(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\tilde{\boldsymbol{v}}) e_{i j}^{*}(\tilde{\boldsymbol{v}})-\alpha \Gamma(\boldsymbol{e}(\boldsymbol{U})) e_{i j}(\boldsymbol{U}) e_{k l}^{*}(\boldsymbol{U}) e_{i j}(\tilde{\boldsymbol{v}}) e_{k l}^{*}(\tilde{\boldsymbol{v}}) d \boldsymbol{x}\right. \tag{5.48}
\end{equation*}
$$

The basic task now is to obtain a reasonable lower bound for $J$; to this end, we first substitute for $\mu(\boldsymbol{e}(\boldsymbol{U}))$ and $\Gamma(\boldsymbol{e}(\boldsymbol{U}))$ in (5.48) so that

$$
\begin{equation*}
J=\int_{\Omega}\left[\frac{2 \mu_{0} e_{i j}(\tilde{\boldsymbol{v}}) e_{i j}^{*}(\tilde{\boldsymbol{v}})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{\frac{\alpha}{2}}}-\frac{2 \alpha \mu_{0} e_{i j}(\boldsymbol{U}) e_{k l}^{*}(\boldsymbol{U}) e_{i j}(\tilde{\boldsymbol{v}}) e_{k l}^{*}(\tilde{\boldsymbol{v}})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}}\right] d \boldsymbol{x} \tag{5.49}
\end{equation*}
$$

where $\alpha=2-p$ satisfies $0<\alpha<1$ so that $1<p<2$. We now note that

$$
\begin{aligned}
K & =\int_{\Omega}\left(\frac{e_{i j}(\boldsymbol{U}) e_{k l}^{*}(\boldsymbol{U}) e_{i j}(\tilde{\boldsymbol{v}}) e_{k l}^{*}(\tilde{\boldsymbol{v}})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}}\right) d \boldsymbol{x} \\
& =\int_{\Omega}\left[\frac{e_{i j}(\boldsymbol{U}) e_{k l}^{*}(\tilde{\boldsymbol{v}})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{\frac{1}{2}+\frac{\alpha}{4}}}\right]\left[\frac{e_{i j}(\tilde{\boldsymbol{v}}) e_{k l}^{*}(\boldsymbol{U})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{\frac{1}{2}+\frac{\alpha}{4}}}\right] d \boldsymbol{x} \\
& \leq\left(\int_{\Omega}\left[\frac{e_{i j}(\boldsymbol{U}) e_{k l}^{*}(\tilde{\boldsymbol{v}}) e_{i j}^{*}(\boldsymbol{U}) e_{k l}(\tilde{\boldsymbol{v}})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}}\right] d \boldsymbol{x}\right)^{\frac{1}{2}} \times\left(\int_{\Omega}\left[\frac{e_{i j}(\tilde{\boldsymbol{v}}) e_{k l}^{*}(\boldsymbol{U}) e_{i j}^{*}(\tilde{\boldsymbol{v}}) e_{k l}(\boldsymbol{U})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}}\right] d \boldsymbol{x}\right)^{\frac{1}{2}} \\
& =\int_{\Omega}\left[\frac{e_{i j}(\boldsymbol{U}) e_{i j}^{*}(\boldsymbol{U}) e_{k l}(\tilde{\boldsymbol{v}}) e_{k l}^{*}(\tilde{\boldsymbol{v}})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}}\right] d \boldsymbol{x}
\end{aligned}
$$

or

$$
\begin{equation*}
K \leq \int_{\Omega} \frac{|\boldsymbol{e}(\boldsymbol{U})|^{2}|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}} d \boldsymbol{x} \tag{5.50}
\end{equation*}
$$

Employing the estimate (5.50) in (5.49) we find that

$$
\begin{align*}
J \geq & \int_{\Omega}\left[\frac{2 \mu_{0}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}-2 \alpha \mu_{0}|\boldsymbol{e}(\boldsymbol{U})|^{2}|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}}\right] d \boldsymbol{x} \\
= & 2 \epsilon \mu_{0} \int_{\Omega} \frac{|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}} d \boldsymbol{x}  \tag{5.51}\\
& +2(1-\alpha) \mu_{0} \int_{\Omega} \frac{|\boldsymbol{e}(\boldsymbol{U})|^{2}|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}} d \boldsymbol{x} .
\end{align*}
$$

The use of (5.51) in (5.47) now produces the lower bound

$$
\begin{align*}
\left(\sigma_{r}+\Lambda\right)\|\tilde{\boldsymbol{v}}\|^{2} \geq & 2 \mu_{1} c_{2}(\Omega)\|\tilde{\boldsymbol{v}}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
& +2 \epsilon \mu_{0} \int_{\Omega} \frac{|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}} d \boldsymbol{x}  \tag{5.52}\\
& +2(1-\alpha) \mu_{0} \int_{\Omega} \frac{|\boldsymbol{e}(\boldsymbol{U})|^{2}|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}} d \boldsymbol{x} .
\end{align*}
$$

We now add and subtract the expression

$$
2(1-\alpha) \epsilon \mu_{0} \int_{\Omega} \frac{|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}} d \boldsymbol{x}
$$

on the right-hand side of (5.52), rearrange terms, and obtain the estimate

$$
\begin{aligned}
\left(\sigma_{r}+\Lambda\right)\|\tilde{\boldsymbol{v}}\|^{2} \geq & 2 \mu_{1} c_{2}(\Omega)\|\tilde{\boldsymbol{v}}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
& +2 \epsilon \mu_{0}[1-(1-\alpha)] \int_{\Omega} \frac{|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}} d \boldsymbol{x} \\
& +2(1-\alpha) \mu_{0} \int_{\Omega} \frac{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{1+\frac{\alpha}{2}}} d \boldsymbol{x}
\end{aligned}
$$

or, as $0<\alpha<1$,

$$
\begin{equation*}
\left(\sigma_{r}+\Lambda\right)\|\tilde{\boldsymbol{v}}\|^{2} \geq 2 \mu_{1} c_{2}(\Omega)\|\tilde{\boldsymbol{v}}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+2(1-\alpha) \mu_{0} \int_{\Omega} \frac{|\boldsymbol{e}(\tilde{\boldsymbol{v}})|^{2}}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{U})|^{2}\right)^{\alpha / 2}} d \boldsymbol{x} \tag{5.53}
\end{equation*}
$$

By Lemma 5.14 (5.3.5), with $\boldsymbol{\phi}=\tilde{\boldsymbol{v}}$ and $\boldsymbol{u}=\boldsymbol{U}$, we obtain from (5.53) the lower bound

$$
\begin{equation*}
\left(\sigma_{r}+\Lambda\right)\|\tilde{\boldsymbol{v}}\|^{2} \geq 2 \mu_{1} c_{2}(\Omega)\|\tilde{\boldsymbol{v}}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+2(1-\alpha) \mu_{0} c_{4}(\Omega)\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{2} \tag{5.54}
\end{equation*}
$$

However, by Lemma A. 6 with $\delta^{\prime}=2\left(\frac{2-\alpha}{4+\alpha}\right)$, we have the existence of $d_{\delta^{\prime}}(\Omega)>0$ such that, for any $\zeta>0$,

$$
\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{2} \geq \frac{\zeta^{1 / \delta^{\prime}}}{\delta^{\prime} d_{\delta^{\prime}}}\|\boldsymbol{v}\|_{\boldsymbol{H}^{1}(\Omega)}^{2}-\zeta^{\frac{1}{\delta^{\prime}\left(1-\delta^{\prime}\right)}}\left(\frac{1-\delta^{\prime}}{\delta^{\prime}}\right)\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}
$$

and, thus

$$
\begin{aligned}
&\left(\sigma_{r}+\Lambda\right)\|\boldsymbol{v}\|^{2} \geq 2\left[\mu_{1} c_{2}-(1-\alpha) \mu_{0} c_{4} \zeta^{\frac{1}{\delta^{\prime}\left(1-\delta^{\prime}\right)}}\left(\frac{1-\delta^{\prime}}{\delta^{\prime}}\right)\right]\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
&+\left(\frac{2(1-\alpha) \mu_{0} c_{4} \zeta^{1 / \delta^{\prime}}}{\delta^{\prime} d_{\delta^{\prime}}}\right)\|\boldsymbol{v}\|_{\boldsymbol{H}^{1}(\Omega)}^{2} .
\end{aligned}
$$

Therefore, for $\zeta>0$ chosen sufficiently small,

$$
\begin{equation*}
\left(\sigma_{r}+\Lambda\right)\|\boldsymbol{v}\|^{2} \geq\left(\frac{2(1-\alpha) \mu_{0} c_{4} \zeta^{1 / \delta^{\prime}}}{\delta^{\prime} d_{\delta^{\prime}}}\right)\|\boldsymbol{v}\|_{\boldsymbol{H}^{1}(\Omega)}^{2} \tag{5.55}
\end{equation*}
$$

We note that, in general, $\zeta=\zeta\left(\mu_{1}, \mu_{1} \alpha ; \Omega\right)$. At this point we appeal to the equivalence of the $\boldsymbol{H}^{1}$ seminorm and the $\boldsymbol{W}^{1,2}$ norm, for $\boldsymbol{v} \in \boldsymbol{W}_{0}^{1,2}(\Omega)$, and then apply the Poincaré inequality so as to deduce the existence of $\kappa(\Omega)>0$ such that

$$
\begin{equation*}
\|\tilde{\boldsymbol{v}}\|^{2} \leq \kappa(\Omega)\|\tilde{\boldsymbol{v}}\|_{\boldsymbol{H}^{1}(\Omega)}^{2} . \tag{5.56}
\end{equation*}
$$

From (5.55), (5.56) we have

$$
\begin{equation*}
\left(\sigma_{r}+\Lambda-\frac{2(1-\alpha) \mu_{0} c_{4} \kappa \zeta^{1 / \delta^{\prime}}}{\delta^{\prime} d_{\delta^{\prime}}}\right)\|\tilde{\boldsymbol{v}}\|^{2} \geq 0 \tag{5.57}
\end{equation*}
$$

or

$$
\begin{equation*}
\sigma_{r} \geq \frac{2(1-\alpha) \mu_{0} c_{4} \kappa \zeta^{1 / \delta^{\prime}}}{\delta^{\prime} d_{\delta^{\prime}}}-\Lambda \tag{5.58}
\end{equation*}
$$

The theorem now follows with $\Sigma\left(\mu_{0}, \mu_{1}, \alpha_{1} ; \Omega\right)$ given by

$$
\begin{equation*}
\Sigma=\frac{2(1-\alpha) \mu_{0} c_{4} \kappa \zeta^{1 / \delta^{\prime}}}{\delta^{\prime} d_{\delta^{\prime}}}-\Lambda \tag{5.59}
\end{equation*}
$$

i.e., if $\Sigma>0$, then $\sigma_{r}>0$, and all solutions of the linearized bipolar equations of the form (5.26) decay to zero, in the norm on $L_{c}^{2}(\Omega)$, as $t \rightarrow+\infty$.

### 5.3 Bounds for the Dimensions of Attractors for Nonlinear Bipolar Fluid Flow ( $0 \leq \alpha<1$ )

In this section, we begin our study of the problem of the existence of maximal compact global attractors for the dynamical systems generated by the initial-boundary value and space-period problems associated with the motion of nonlinear bipolar and non-Newtonian fluids; we begin with the nonlinear bipolar fluid $\left(\mu_{1}>0\right)$ for which the initial-boundary value problem is given by (5.2a,b), (5.3a), (5.4) while the space periodic problem is defined by $(5.2 \mathrm{a}, \mathrm{b}),(5.3 \mathrm{~b}),(5.4)$. It will be seen that the maximal global attractor has the form $\mathcal{A}_{\mu_{1}}=\bigcap_{t \geq 0} S_{\mu_{1}}(t) B_{H^{2}(\Omega)}^{\rho^{\prime}}$, where $S_{\mu_{1}}(t)$ is the relevant nonlinear semigroup and $B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$ (the ball of radius $\rho^{\prime}>0$ in $\boldsymbol{H}^{2}(\Omega)$ ) is, for $\rho^{\prime}>0$ sufficiently large, what will be defined to be an absorbing set in $\boldsymbol{H}^{2}(\Omega)$. One of the highlights of this section will be the derivation of upper bounds for the Hausdorff and Fractal dimensions of the attractor $\mathcal{A}_{\mu_{1}}$. Throughout this section we will assume that $0 \leq \alpha<1$ so that, with $p=2-\alpha, 1<p \leq 2$. We also set $\rho=1$ in the bipolar equations.

### 5.3.1 Some Preliminary Concepts

Throughout the remainder of this section the Hilbert spaces $\boldsymbol{H}$ and $\boldsymbol{H}_{\text {per }}^{2}$ will be as defined in Sect. 5.1. Furthermore for $\Omega \subseteq \mathbb{R}^{n}, n=2$, 3 we will set

$$
\begin{equation*}
\boldsymbol{V}=\left\{\boldsymbol{v} \in \boldsymbol{H}_{0}^{1}(\Omega) \mid \nabla \cdot \boldsymbol{v}=0\right\} \tag{5.60}
\end{equation*}
$$

and

$$
\begin{equation*}
A v=-\mathcal{P} \Delta v, v \in H^{2}(\Omega) \tag{5.61}
\end{equation*}
$$

where $\mathcal{P}$ is the orthogonal projection operator from $\boldsymbol{L}^{2}(\Omega)$ onto $\boldsymbol{H}$. In addition, we have

$$
\begin{equation*}
\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})=\mathcal{P}(\boldsymbol{u} \cdot \nabla \boldsymbol{v}) \text { and } \boldsymbol{B}(\boldsymbol{v})=\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v}) \tag{5.62}
\end{equation*}
$$

For the initial-boundary value problem (5.2a,b), (5.3a), (5.4), we have already noted, in Sect. 5.1, that as a consequence of the results in [BBN4] a unique solution

$$
\boldsymbol{v} \in L^{\infty}\left([0, \infty ; \boldsymbol{H}) \cap L^{\infty}\left(\left(t_{0}, \infty\right) ; \boldsymbol{H}^{2}(\Omega)\right)\right.
$$

exists. Thus, the solution operators $\boldsymbol{S}_{\mu_{1}}(t): \boldsymbol{v}_{0} \rightarrow \boldsymbol{v}(t)$ yield a nonlinear semigroup of operators which enjoys the properties

$$
\begin{gather*}
\boldsymbol{S}_{\mu_{1}}(t+s)=\boldsymbol{S}_{\mu_{1}}(t) \cdot \boldsymbol{S}_{\mu_{1}}(s), \quad \forall s, t \geq 0,  \tag{5.63a}\\
\boldsymbol{S}_{\mu_{1}}(0)=\boldsymbol{I} \tag{5.63b}
\end{gather*}
$$

with

$$
\begin{equation*}
\boldsymbol{S}_{\mu_{1}}(t) \text { a continuous nonlinear operator } \tag{5.63c}
\end{equation*}
$$ from $\boldsymbol{H}$ into itself, for any $\mu_{1}>0, \forall t \geq 0$.

Our basic goal in this section is to study the behavior, as $t \rightarrow+\infty$, of the orbits of the semigroups $\boldsymbol{S}_{\mu_{1}}(\cdot)$.

In Sect. 5.2 we studied the linearized stability of an equilibrium solution $\boldsymbol{U}$ of the bipolar initial-boundary value problem, with zero body force, where $\boldsymbol{U}$ satisfies (5.6)-(5.8). By letting $\boldsymbol{v}(\boldsymbol{x}, t)=\boldsymbol{u}(\boldsymbol{x}, t)-\boldsymbol{U}(\boldsymbol{x})$, with $\boldsymbol{u}$ any solution of (5.2a,b), (5.3a), (5.4), we found, as the linearized equations for the $v_{i}$ (5.16), where $P=$ $p-\tilde{p}$ is the difference of the pressures associated with $\boldsymbol{u}$ and $\boldsymbol{U}$, and $B_{i j k l}(\boldsymbol{U})$ is given by (5.15) with $\boldsymbol{w} \rightarrow \boldsymbol{U}$.

In the present section we will let $(\boldsymbol{v}, p)$ be a solution of the initial-boundary value problem $(5.2 \mathrm{a}, \mathrm{b}),(5.3 \mathrm{a}),(5.4)$ and $\left(\boldsymbol{v}^{*}, p^{*}\right)$ any other solution corresponding to the same body force density $\boldsymbol{f}$. Now, we set

$$
\begin{align*}
& \boldsymbol{U}(\boldsymbol{x}, t)=\boldsymbol{v}^{*}(\boldsymbol{x}, t)-\boldsymbol{v}(\boldsymbol{x}, t)  \tag{5.64a}\\
& \boldsymbol{P}(\boldsymbol{x}, t)=p^{*}(\boldsymbol{x}, t)-p(\boldsymbol{x}, t) \tag{5.64b}
\end{align*}
$$

Using the abbreviated notation

$$
\begin{equation*}
\gamma(\boldsymbol{v})=\mu(\boldsymbol{e}(\boldsymbol{v})) \tag{5.65}
\end{equation*}
$$

we obtain for the linearization of the system of bipolar fluid equations, about the solution (v, $p$ ), the system

$$
\begin{align*}
\frac{\partial U_{i}}{\partial t}+U_{j} \frac{\partial v_{i}}{\partial x_{j}}+v_{j} \frac{\partial U_{i}}{\partial x_{j}}= & -\frac{\partial p_{\boldsymbol{U}}}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{v}) e_{k l}(\boldsymbol{U})\right] \\
& -2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{U})\right) \tag{5.66a}
\end{align*}
$$

on $\partial \Omega \times[0, T)$, with

$$
\begin{gather*}
\nabla \cdot \boldsymbol{U}=0, \text { in } \Omega \times[0, T)  \tag{5.66b}\\
\boldsymbol{U}(\boldsymbol{x}, 0)=\boldsymbol{v}^{*}(\boldsymbol{x}, 0)-\boldsymbol{v}(\boldsymbol{x}, 0) \equiv \boldsymbol{U}_{0}(\boldsymbol{x}), \text { in } \Omega \tag{5.66c}
\end{gather*}
$$

and

$$
\begin{equation*}
U_{i}=0, \tau_{i j k}(\boldsymbol{U}) v_{j} v_{k} \tau_{i}=0, \text { on } \partial \Omega \times[0, T) \tag{5.66d}
\end{equation*}
$$

Remarks. We note that $B_{i j k l}$, as defined by (5.15) results from the computation of the Fréchet derivative of the nonlinear viscosity. Additionally, if we assume that $e_{i j}=e_{i j}^{*}$, then by a judicious application of the Cauchy-Schwarz inequality to the integral

$$
\begin{equation*}
\hat{I} \equiv \int_{\Omega} \frac{e_{i j}(\boldsymbol{U}) e_{k l}(\boldsymbol{U}) e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})}{\left(\epsilon+e_{m n}(\boldsymbol{v}) e_{m n}(\boldsymbol{v})\right)^{1+\alpha / 2}} d \boldsymbol{x} \tag{5.67}
\end{equation*}
$$

we obtain, in a manner entirely similar to that which yielded the lower bound (5.51) for the integral $J$ in (5.48), the estimate

$$
\begin{align*}
\int_{\Omega}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{U}) e_{i j}(\boldsymbol{U})-\right. & \left.\alpha B_{i j k l}(\boldsymbol{v}) e_{i j}(\boldsymbol{U}) e_{k l}(\boldsymbol{U})\right] d \boldsymbol{x} \\
\geq & 2 \epsilon \alpha \mu_{0} \int_{\Omega} \frac{e_{i j}(\boldsymbol{U}) e_{i j}(\boldsymbol{U})}{\left(\epsilon+e_{k l}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right)^{1+\alpha / 2}} d \boldsymbol{x}  \tag{5.68}\\
& +2(1-\alpha) \mu_{0} \int_{\Omega} \frac{e_{i j}(\boldsymbol{U}) e_{i j}(\boldsymbol{U})}{\left(\epsilon+e_{k l}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right)^{\alpha / 2}} d \boldsymbol{x}
\end{align*}
$$

for all $\epsilon, \mu_{0} \geq 0,0 \leq \alpha<1$. Finally, we note that, when it exists, the Fréchet differential of the semigroup of solution operators $\boldsymbol{S}_{\mu_{1}}(t): \boldsymbol{v}_{0} \rightarrow \boldsymbol{v}(t)$, generated by $(5.2 \mathrm{a}, \mathrm{b}),(5.3 \mathrm{a}),(5.4)$, at $\boldsymbol{v}_{0}$ is the mapping

$$
\begin{equation*}
\boldsymbol{L}_{\mu_{1}}\left(t, \boldsymbol{v}_{0}\right): \boldsymbol{\xi} \rightarrow \boldsymbol{U}(t) \tag{5.69}
\end{equation*}
$$

where $\boldsymbol{U}$ is the solution of the linearized problem (5.66a-d) with $\boldsymbol{U}(0)=\boldsymbol{\xi}$, and with $\boldsymbol{v}$ in (5.66a) given by $\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}$.

Concerning the existence and uniqueness of solutions for the linearized initialboundary value problem ( $5.66 \mathrm{a}-\mathrm{d}$ ), we have the following theorem which may be inferred from the results in Sect. 4.2:

Theorem 5.2. Choose $\boldsymbol{v}_{0}$ and $\boldsymbol{U}_{0}$ to be in $\boldsymbol{L}^{2}(\Omega)$ and divergence free; then there exists a unique solution $\boldsymbol{U}(t)$ of $(5.66 \mathrm{a}-\mathrm{d})$ such that, $\forall t_{1}>0$,

$$
\boldsymbol{U} \in L^{\infty}\left(\left[t_{1}, \infty\right) ; \boldsymbol{H}\right) \cap L^{\infty}\left(\left[t_{1}, \infty\right) ; \boldsymbol{H}^{2}(\Omega)\right)
$$

In what follows, we will need to talk of solutions $\boldsymbol{U}$ to the linearized system only for the situation where we linearize about a solution $\boldsymbol{v}(t)$ of $(5.2 \mathrm{a}, \mathrm{b})$, (5.3a), (5.4) for which the initial data $\boldsymbol{v}_{0}$ is chosen in a compact subset $X \subset \boldsymbol{H}$ which is invariant with respect to the nonlinear semigroup $\boldsymbol{S}_{\mu_{1}}(t), \forall t \geq 0$; in this case it is easily
shown that the unique solution of (5.66a-d), corresponding to a choice of $\boldsymbol{U}_{0} \in H$, satisfies the stronger result

$$
\boldsymbol{U}(t) \in L^{\infty}([0, \infty) ; \boldsymbol{H}) \cap L^{\infty}\left([0, \infty) ; \boldsymbol{H}^{2}(\Omega)\right)
$$

We conclude this section with a few well-known definitions (see, e.g., [Te4]).
Definition 5.3. An attractor for the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ is a set $\mathcal{A}_{\mu_{1}} \subset \boldsymbol{H}$ such that
(i) $\mathcal{A}_{\mu_{1}}$ is a functionally invariant set of the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$, i.e., $\boldsymbol{S}_{\mu_{1}}(t) \mathcal{A}_{\mu_{1}}=$ $\mathcal{A}_{\mu_{1}}, \forall t \geq 0$.
(ii) $\mathcal{A}_{\mu_{1}}$ has an open neighborhood $\Omega$ such that for every $\boldsymbol{v}_{0} \in \Omega, \boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}$ converges to $\mathcal{A}_{\mu_{1}}$ as $t \rightarrow+\infty$, i.e., $\operatorname{dist}\left(\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}, \mathcal{A}_{\mu_{1}}\right) \rightarrow 0$ as $t \rightarrow+\infty$ where

$$
d\left(\boldsymbol{x}, \mathcal{A}_{\mu_{1}}\right)=\inf _{\boldsymbol{y} \in \mathcal{A}_{\mu_{1}}} d(\boldsymbol{x}, \boldsymbol{y}),
$$

$d(\boldsymbol{x}, \boldsymbol{y})$ being the distance from $\boldsymbol{x}$ to $\boldsymbol{y}$ in $\boldsymbol{H}$.
Definition 5.4. We call $\mathcal{A}_{\mu_{1}} \subset \boldsymbol{H}$ the global (or universal) attractor for the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ if $\mathcal{A}_{\mu_{1}}$ is a compact attractor that attracts the bounded sets of $\boldsymbol{H}$; the basin of attraction of $\boldsymbol{\mathcal { A }}_{\mu_{1}}$ is then said to be all of $\boldsymbol{H}$.
Definition 5.5. Let $B$ be a subset of $\boldsymbol{H}$ and $\Omega$ an open set containing $B$. Then $B$ is said to be absorbing in $\Omega$ if for every bounded set $B_{0} \subset \Omega, \exists t_{0}\left(B_{0}\right)$ such that $\boldsymbol{S}_{\mu_{1}}(t) B_{0} \subset B, \forall t \geq t_{0}\left(B_{0}\right)$.

In order to prove the existence of the global attractor for the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ generated by (5.66a-d) we will establish in the next section the existence of an absorbing set $B_{\boldsymbol{H}}^{\rho}$ in all of $\boldsymbol{H}$ and then use that result to establish the existence of an absorbing set $B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$, where $B_{\boldsymbol{H}}^{\rho}$ is the (closed) ball in $\boldsymbol{H}$ of radius $\rho>0$ with a similar interpretation for $B_{H^{2}(\Omega)}^{\rho^{\prime}}$; the existence of the global attractor $\mathcal{A}_{\mu_{1}}$ in the form

$$
\begin{equation*}
\mathcal{A}_{\mu_{1}}=\bigcap_{t>0} \boldsymbol{S}_{\mu_{1}}(t) B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}} \tag{5.70}
\end{equation*}
$$

will then follow from a theorem in [CF]. Alternatively, we could take $\mathcal{A}_{\mu_{1}}$ to be the $\omega$-limit set of the absorbing set $B_{H}^{\rho}$ as in [Te4]; in this latter approach we view the existence of the absorbing set $B_{H^{2}(\Omega)}^{\rho^{\prime}}$ as establishing the uniform compactness of the operators $\boldsymbol{S}_{\mu_{1}}(t)$ for $t$ large. We remark that all of the calculations below may be made entirely rigorous by making use of the existence and uniqueness results of Sect. 4.2 and standard density arguments.

### 5.3.2 Absorbing Sets in $H$ and $H^{2}(\Omega)$ and Existence of a Global Compact Attractor $\mathcal{A}_{\mu_{1}}$

The existence of an absorbing set in $\boldsymbol{H}$ for solutions of (5.66a-d) is the essential content of

Lemma 5.9. For $\mu_{1}>0$, and $0 \leq \alpha<1$, let $\boldsymbol{v}(t)$ be the unique solution of the initial-boundary value problem (5.2a,b), (5.3a), (5.4) where, without loss of generality, we set $\rho=1$. Then, $\exists t_{0}^{\prime}>0, t_{0}^{\prime}=t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right), \beta>0$, and $\lambda>0$, such that for $t \geq t_{0}^{\prime}$,

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)} \leq \frac{2 \beta}{\lambda}\|\boldsymbol{f}\|_{\infty} \equiv \hat{\rho} \tag{5.71}
\end{equation*}
$$

where $|\boldsymbol{f}|_{\infty}=\sup _{[0, \infty)}\|\boldsymbol{f}\|_{L^{2}(\Omega)} \equiv\|\boldsymbol{f}\|_{L^{\infty}\left([0, \infty) ; L^{2}(\Omega)\right)}$.
Proof. We write (5.2a) in component form, with $\rho=1$, as

$$
\begin{equation*}
\frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{i}}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left(\gamma(\boldsymbol{v}) e_{i j}\right)-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right)+f_{i} \tag{5.72}
\end{equation*}
$$

where $\gamma(\boldsymbol{v})=\mu(|\boldsymbol{e}(v)|)$. Our first step is to multiply (5.72) through by $v_{i}(\boldsymbol{x}, t)$ and integrate over $\Omega$ so as to obtain
$\frac{1}{2} \frac{d}{d t} \int_{\Omega} v_{i} v_{i} d \boldsymbol{x}=\int_{\Omega} v_{i} \frac{\partial}{\partial x_{j}}\left(\gamma(\boldsymbol{v}) e_{i j}\right) d \boldsymbol{x}-2 \mu_{1} \int_{\Omega} v_{i} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right) d \boldsymbol{x}+\int_{\Omega} f_{i} v_{i} d \boldsymbol{x}$.

In obtaining (5.73) we use the fact that

$$
\begin{equation*}
\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} v_{i} d \boldsymbol{x}=\int_{\Omega} v_{i} \frac{\partial p}{\partial x_{i}} d \boldsymbol{x}=0 \tag{5.74}
\end{equation*}
$$

both of which follow by integration by parts coupled with the fact that $v_{i}=0$ on $\partial \Omega \times[0, T)$, as well as $\operatorname{div} \boldsymbol{v}=0$ in $\Omega \times[0, T)$. Now

$$
\begin{equation*}
\int_{\Omega} v_{i} \frac{\partial}{\partial x_{j}}\left(\gamma(\boldsymbol{v}) e_{i j}\right) d \boldsymbol{x}=-\int_{\Omega} \gamma(\boldsymbol{v}) e_{i j} e_{i j} d \boldsymbol{x} \tag{5.75}
\end{equation*}
$$

while two successive integrations by parts applied to the second integral on the right-hand side of (5.73) yields

$$
\begin{equation*}
\int_{\Omega} v_{i} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right) d \boldsymbol{x}=\int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \tag{5.76}
\end{equation*}
$$

In obtaining (5.76), we actually make use of the fact that

$$
\begin{equation*}
\int_{\partial \Omega} \tau_{i j k} e_{i j} v_{k} d S=0 \tag{5.77}
\end{equation*}
$$

which is a direct consequence of Lemma 5.3. Combining (5.72), (5.74) and (5.76) we find that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} \gamma(\boldsymbol{v}) e_{i j} e_{i j} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}  \tag{5.78}\\
& \quad=\int_{\Omega} f_{i} v_{i} d \boldsymbol{x} \leq\|\boldsymbol{f}\|_{L^{2}(\Omega)}\|\boldsymbol{v}\|_{L^{2}(\Omega)} \leq|\boldsymbol{f}|_{\infty}\|\boldsymbol{v}\|_{L^{2}(\Omega)}
\end{align*}
$$

with

$$
\begin{equation*}
|\boldsymbol{f}|_{\infty}=\sup _{[0, \infty)}\|\boldsymbol{f}\|_{L^{2}(\Omega)} \equiv\|\boldsymbol{f}\|_{L^{\infty}\left([0, \infty) ; L^{2}(\Omega)\right)} \tag{5.79}
\end{equation*}
$$

Now for $\boldsymbol{v}_{0} \in \boldsymbol{H}$, our results in Sect. 4.2 guarantee the existence of a $t_{0}=$ $t_{0}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$ such that $\boldsymbol{v} \in L^{\infty}\left(\left[t_{0}, \infty\right) ; \boldsymbol{H}^{2}(\Omega)\right)$; for $t \geq t_{0}$, therefore, we may apply the extension of the Korn inequality expressed by Lemma 5.2 so as to conclude that for $t \geq t_{0}\left(\left\|v_{0}\right\|_{L^{2}(\Omega)}\right)$

$$
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} k(\Omega)\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \leq|\boldsymbol{f}|_{\infty}\|\boldsymbol{v}\|_{L^{2}(\Omega)}
$$

in which case, for any $\beta>0$,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} k(\Omega)\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2} \leq \frac{\beta}{2}|\boldsymbol{f}|_{\infty}^{2}+\frac{2}{\beta}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2} \tag{5.80}
\end{equation*}
$$

Therefore, for $\beta>0$ sufficiently large, we see that there exists $\lambda\left(\mu_{1}, k(\Omega)\right)>0$ such that

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\lambda\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2} \leq \beta|\boldsymbol{f}|_{\infty}^{2} \tag{5.81}
\end{equation*}
$$

for $t \geq t_{0}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$. In the standard manner (5.81) leads to the estimate

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2} \leq e^{-\lambda\left(t-t_{0}\right)}\left\|\boldsymbol{v}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}^{2}+\frac{\beta|\boldsymbol{f}|_{\infty}^{2}}{\lambda}\left[1-e^{-\lambda\left(t-t_{0}\right)}\right] . \tag{5.82}
\end{equation*}
$$

But, by virtue of the fact that $\boldsymbol{v} \in L^{\infty}([0, \infty) ; \boldsymbol{H}), \exists C=C\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$ such that $\left\|\boldsymbol{v}\left(t_{0}\right)\right\|_{L^{2}(\Omega)} \leq C$. Thus,

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2} \leq \boldsymbol{e}^{-\lambda\left(t-t_{0}\right)} C+\frac{\beta|\boldsymbol{f}|_{\infty}^{2}}{\lambda} \tag{5.83}
\end{equation*}
$$

and it follows that $\exists t_{0}^{\prime}=t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right) \geq t_{0}$ such that

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)} \leq \frac{2 \beta}{\lambda}|\boldsymbol{f}|_{\infty}^{2} \equiv \hat{\rho} \tag{5.84}
\end{equation*}
$$

for $t \geq t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$; the estimate (5.84) establishes the existence of an absorbing set in $\boldsymbol{H}$, i.e., if $\boldsymbol{v}_{0}$ is in a bounded set $B_{0} \subset \boldsymbol{H}$, then $\exists R_{0}>0$ s.t. $\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)} \leq R_{0}$, $\forall \boldsymbol{v}_{0} \in B_{0}$ and $\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0} \in B_{H}^{\rho}$, for $t \geq t_{0}^{\prime}\left(R_{0}\right)$.

Now, as a consequence of (5.80) and (5.84), we also have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} k(\Omega)|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}^{2} \leq \rho|\boldsymbol{f}|_{\infty} \tag{5.85}
\end{equation*}
$$

for $t \geq t_{0}^{\prime}\left(|\boldsymbol{v}|_{L^{2}(\Omega)}\right)$ where $|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}$ is the seminorm

$$
\begin{equation*}
|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}=\left(\int_{\Omega} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial x_{j}} d \boldsymbol{x}\right)^{1 / 2} \tag{5.86}
\end{equation*}
$$

Let $r>0$ and $t \geq t_{0}^{\prime}$; integrating (5.85) we find that

$$
\begin{align*}
\|\boldsymbol{v}(t+r)\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} k(\Omega) \int_{t}^{t+r}|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}^{2} d \tau & \leq \rho r|\boldsymbol{f}|_{\infty}+\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2}  \tag{5.87}\\
& \leq \rho r|\boldsymbol{f}|_{\infty}+\hat{\rho}^{2} .
\end{align*}
$$

Therefore, for $t \geq t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$

$$
\begin{equation*}
\int_{t}^{t+r}|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}^{2} d \tau \leq \frac{\rho r|\boldsymbol{f}|_{\infty}+\hat{\rho}^{2}}{2 \mu_{1} k(\Omega)} \tag{5.88}
\end{equation*}
$$

By virtue of the inequality immediately preceding (5.80) it is clear that (5.88) also holds with $|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}^{2}$ replaced by $\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}$. The estimate (5.88) will be useful in helping us to establish the existence of an absorbing set in $\boldsymbol{H}^{2}(\Omega)$. We may, in fact, state the following result:

Lemma 5.10. For $\mu_{1}>0$, and $0 \leq \alpha<1$, let $\boldsymbol{v}(t)$ be the unique solution of the initial-boundary value problem (5.2a,b), (5.3a), (5.4) with $\rho=1$. Then, for any $r>0, \exists K(r)>0$ such that for $t_{0}^{\prime}\left(\left\|v_{0}\right\|_{L^{2}(\Omega)}\right)$, as given in Lemma 5.9,

$$
\begin{equation*}
\|\boldsymbol{v}(t+r)\|_{\boldsymbol{H}^{2}(\Omega)} \leq K(r), \forall t \geq t_{0}^{\prime} . \tag{5.89}
\end{equation*}
$$

Proof. We begin by multiplying (5.72) through by $\partial v_{i} / \partial t$ and integrating over $\Omega$, i.e.,

$$
\begin{align*}
& \int_{\Omega} \frac{\partial v_{i}}{\partial t} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}+\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x} \\
& =\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\gamma(\boldsymbol{v}) e_{i j}\right) \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}-2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right) \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}+\int_{\Omega} f_{i} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x} \tag{5.90}
\end{align*}
$$

where we have used the fact that

$$
\int_{\Omega} \frac{\partial p}{\partial x_{i}} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}=0
$$

Treating the first two integrals on the right-hand side of (5.90) in a manner similar to that employed in the proof of Lemma 5.9, we find that

$$
\begin{align*}
\left\|\frac{\partial v}{\partial t}\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} \gamma(\boldsymbol{v}) e_{i j} \cdot \frac{\partial e_{i j}}{\partial t} & d \boldsymbol{x}+\mu_{1} \frac{d}{d t} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \\
& =-\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}+\int_{\Omega} f_{i} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x} \tag{5.91}
\end{align*}
$$

We now introduce the potential

$$
\begin{equation*}
\Gamma\left(e_{i j} e_{i j}\right)=\int_{0}^{e_{i j} e_{i j}} \mu_{0}(\epsilon+s)^{-\alpha / 2} d s \tag{5.92}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{d \Gamma}{d t}=\gamma(\boldsymbol{v}) e_{i j} \frac{\partial e_{i j}}{\partial t} \tag{5.93}
\end{equation*}
$$

then we obtain from (5.91)

$$
\begin{align*}
\left\|\frac{\partial \boldsymbol{v}}{\partial t}\right\|_{L^{2}(\Omega)}^{2}+\frac{d}{d t}\left\{\int_{\Omega}\right. & \left.\Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right\} \\
& \leq-\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}+|\boldsymbol{f}|_{\infty}\left\|\frac{\partial \boldsymbol{v}}{\partial t}\right\|_{L^{2}(\Omega)} \tag{5.94}
\end{align*}
$$

From (5.94) we have, immediately, that

$$
\begin{align*}
\frac{1}{2}\left\|\frac{\partial \boldsymbol{v}}{\partial t}\right\|_{L^{2}(\Omega)}^{2}+\frac{d}{d t}\left\{\int _ { \Omega } \Gamma \left(e_{i j} e_{i j} d \boldsymbol{x}\right.\right. & \left.+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right\} \\
& \leq \frac{1}{2}|\boldsymbol{f}|_{\infty}^{2}+\left|\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}\right| \tag{5.95}
\end{align*}
$$

Now,

$$
\begin{align*}
\left|\int_{\Omega}\left(v_{j} \frac{\partial v_{i}}{\partial x_{j}}\right) \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}\right| & \leq\left(\int_{\Omega}\|\boldsymbol{v} \cdot \nabla \boldsymbol{v}\|^{2} d \boldsymbol{x}\right)^{1 / 2}\left\|\frac{\partial \boldsymbol{v}}{\partial t}\right\|_{L^{2}(\Omega)} \\
& \leq \frac{\delta}{2} \int_{\Omega}\|\boldsymbol{v} \cdot \nabla \boldsymbol{v}\|^{2} d \boldsymbol{x}+\frac{1}{2 \delta}\left\|\frac{\partial \boldsymbol{v}}{\partial t}\right\|_{L^{2}(\Omega)}^{2} \tag{5.96}
\end{align*}
$$

for any $\delta>0$. Choosing $\delta>1$ in (5.96), and then combining this result with (5.95), we are led to the estimate

$$
\begin{equation*}
\frac{d}{d t}\left\{\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right\} \leq \frac{1}{2}|\boldsymbol{f}|_{\infty}^{2}+\frac{\delta}{2} \int_{\Omega}\|\boldsymbol{v} \cdot \nabla \boldsymbol{v}\|^{2} d \boldsymbol{x} \tag{5.97}
\end{equation*}
$$

Next,

$$
\begin{align*}
\int_{\Omega}\|\boldsymbol{v} \cdot \nabla \boldsymbol{v}\|^{2} d \boldsymbol{x} & =\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} v_{k} \frac{\partial v_{i}}{\partial x_{k}} d \boldsymbol{x} \leq \sup _{\Omega}\left(v_{i} v_{i}\right) \int_{\Omega} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial x_{j}} d \boldsymbol{x}  \tag{5.98}\\
& =\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2} \leq c(\Omega)\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}\|\boldsymbol{v}\|_{\boldsymbol{H}^{1}(\Omega)}^{2}
\end{align*}
$$

for some $c(\Omega)>0$, by virtue of the embedding of $\boldsymbol{W}^{2,2}(\Omega)$ into $\boldsymbol{C}(\Omega)$ in dimension $n=3$. Therefore, from (5.97) we now obtain

$$
\begin{align*}
\frac{d}{d t} & \left\{\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right\} \\
& \leq\left\{\frac{\delta c(\Omega)}{2 \mu_{1}}|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}^{2}\right\} \mu_{1}\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{1}{2}|\boldsymbol{f}|_{\infty}^{2} \\
& \leq\left[\frac{\delta \tilde{c}(\Omega)}{2 \mu_{1}}|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}^{2}\right]\left\{\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right\}+\frac{1}{2}|\boldsymbol{f}|_{\infty}^{2} \tag{5.99}
\end{align*}
$$

with $\tilde{c}(\Omega)=c(\Omega) / k(\Omega)$ where we have again used Lemma 5.2. If we define

$$
\begin{equation*}
y(t)=\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \tag{5.100}
\end{equation*}
$$

then, by virtue of (5.99), we see that we have arrived at a differential inequality of the form

$$
\begin{equation*}
\frac{d y}{d t} \leq a(t) y(t)+b(t) \tag{5.101}
\end{equation*}
$$

with

$$
\begin{equation*}
a(t)=\frac{\delta \tilde{c}(\Omega)}{2 \mu_{1}}|\boldsymbol{v}(t)|_{\boldsymbol{H}^{1}(\Omega)}^{2}, \quad b(t)=\frac{1}{2}|\boldsymbol{f}|_{\infty}^{2} \tag{5.102}
\end{equation*}
$$

At this point we apply the Uniform Gronwall Lemma (see Appendix A or [FP, Te4]); this result requires, for its application here that, for all $t \geq t_{0}^{\prime}=t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$, $\exists k_{1}, k_{2}, k_{3}$, and $r$, all positive constants, such that

$$
\begin{equation*}
\int_{t}^{t+r} a(s) d s \leq k_{1}, \quad \int_{t}^{t+r} b(s) d s \leq k_{2}, \quad \int_{t}^{t+r} y(s) d s \leq k_{3} \tag{5.103}
\end{equation*}
$$

We now show that the conditions of (5.103) are satisfied for appropriate $k_{1}, k_{2}, k_{3}>$ 0 . First of all, from the definition of $a(t)$, i.e., (5.102) and (5.88), which is valid for any $r>0$, if $t \geq t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$, we have

$$
\begin{equation*}
\int_{t}^{t+r} a(s) d s=\frac{\delta \tilde{c}(\Omega)}{2 \mu_{1}} \int_{t}^{t+r}|\boldsymbol{v}(s)|_{\boldsymbol{H}^{1}(\Omega)}^{2} d s \leq \frac{\delta \tilde{c}(\Omega) \rho\left(r|\boldsymbol{f}|_{\infty}+\hat{\rho}\right)}{4 \mu_{1}^{2} k(\Omega)} \equiv k_{1} . \tag{5.104}
\end{equation*}
$$

Also

$$
\begin{equation*}
\int_{t}^{t+r} b(s) d s=\frac{r}{2}|\boldsymbol{f}|_{\infty}^{2} \equiv k_{2} \tag{5.105}
\end{equation*}
$$

It remains, therefore, to show that for $t \geq t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$

$$
\begin{equation*}
\int_{t}^{t+r} \int_{\Omega}\left\{\Gamma\left(e_{i j} e_{i j}\right)+\mu_{1} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}}\right\} d \boldsymbol{x} d s \leq k_{3} \tag{5.106}
\end{equation*}
$$

for some $k_{3}>0$. Now, directly from (5.78) we infer that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \leq|\boldsymbol{f}|_{\infty}\|\boldsymbol{v}\|_{L^{2}(\Omega)} \leq \hat{\rho}|\boldsymbol{f}|_{\infty} \tag{5.107}
\end{equation*}
$$

for $t \geq t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$, where we have used (5.84), i.e., the existence of the absorbing set in $\boldsymbol{H}$. Integrating (5.107) from $t$ to $t+r$, for $t \geq t_{0}^{\prime}$, yields

$$
\begin{equation*}
\frac{1}{2}\|\boldsymbol{v}(t+r)\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \int_{t}^{t+r} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} d s \leq \hat{\rho} r|\boldsymbol{f}|_{\infty}+\frac{1}{2}\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2} . \tag{5.108}
\end{equation*}
$$

Therefore, if we again make use of (5.84) we are led directly from (5.108) to the estimate

$$
\begin{equation*}
\int_{t}^{t+r} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} d s \leq \frac{\rho r|\boldsymbol{f}|_{\infty}+\hat{\rho}^{2} / 2}{2 \mu_{1}} \tag{5.109}
\end{equation*}
$$

which is valid for $t \geq t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$. We now consider the function $\Gamma\left(e_{i j} e_{i j}\right)$ which is defined by (5.92); for $s \geq 0$ the integrand

$$
\begin{equation*}
g(s)=\mu_{0}(\epsilon+s)^{-\alpha / 2} \tag{5.110}
\end{equation*}
$$

satisfies

$$
g^{\prime}(s)=-\frac{\alpha \mu_{0}}{2}(\epsilon+s)^{-\left(\frac{\alpha}{2}+1\right)}<0, \quad g(0)=\mu_{0} \epsilon^{-\alpha / 2}>0
$$

Therefore,

$$
\begin{equation*}
\Gamma\left(e_{i j} e_{i j}\right) \leq \int_{0}^{e_{i j} e_{i j}}\left[\sup _{s \geq 0} g(s)\right] d s \equiv \frac{\mu_{0}}{\epsilon^{\alpha / 2}} e_{i j} e_{i j} \tag{5.111}
\end{equation*}
$$

so that for $t \geq t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$ we have, by virtue of (5.88),

$$
\begin{align*}
\int_{0}^{t+r} \int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x} d s & \leq \frac{\mu_{0}}{\epsilon^{\alpha / 2}} \int_{t}^{t+r}\left(\int_{\Omega} e_{i j} e_{i j} d \boldsymbol{x}\right) d s \\
& \leq \frac{\mu_{0} c^{\prime}(\Omega)}{\epsilon^{\alpha / 2}} \int_{t}^{t+r}|\boldsymbol{v}(s)|_{\boldsymbol{H}^{1}(\Omega)}^{2} d s  \tag{5.112}\\
& \leq \frac{\mu_{0} c^{\prime}(\Omega)}{2 \mu_{1} \epsilon^{\alpha / 2} k(\Omega)}\left\{\rho r|\boldsymbol{f}|_{\infty}+\hat{\rho}^{2}\right\} .
\end{align*}
$$

By combining (5.109) with (5.112) we now see that (5.106) is valid, for $t \geq$ $t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$, with

$$
\begin{equation*}
k_{3}=\left\{1+\frac{\mu_{0} c^{\prime}(\Omega)}{\mu_{1} \epsilon^{\alpha / 2} k(\Omega)}\right\}\left(\rho r|f|_{\infty}+\hat{\rho}^{2}\right) \tag{5.113}
\end{equation*}
$$

According to the Uniform Gronwall Lemma, for locally integrable positive functions $y(t), a(t), b(t)$ on $\left[t_{0}^{\prime}, \infty\right)$, satisfying (5.101) for $t \geq t_{0}^{\prime}$, and the conditions (5.103), we have

$$
\begin{equation*}
y(t+r) \leq\left(\frac{k_{3}}{r}+k_{2}\right) \exp \left(k_{1}\right), \forall t \geq t_{0}^{\prime} \tag{5.114}
\end{equation*}
$$

Defining, therefore, $k_{1}, k_{2}$, and $k_{3}$ as in (5.104), (5.105), and (5.113), we find that

$$
\begin{equation*}
\left.\int_{\Omega}\left\{\Gamma\left(e_{i j} e_{i j}\right)+\mu_{1} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}}\right\} d \boldsymbol{x}\right|_{t+r} \leq\left(\frac{k_{3}}{r}+k_{2}\right) \exp \left(k_{1}\right), \forall t \geq t_{0}^{\prime} \tag{5.115}
\end{equation*}
$$

Applying the extension of Korn's lemma, i.e., Lemma 5.2, to (5.115) we infer the existence of $K=K(r)$ such that

$$
\|\boldsymbol{v}(t+r)\|_{H^{2}(\Omega)} \leq K(r), \forall t \geq t_{0}^{\prime}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)
$$

Remarks. It follows directly from (5.89) that

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|_{\boldsymbol{H}^{2}(\Omega)} \leq K(r), \forall t \geq t_{0}^{\prime}+r . \tag{5.116}
\end{equation*}
$$

Of course, $K(r)$ depends, as well, on $\mu_{0}, \mu_{1}, \epsilon, \Omega$, and $|\boldsymbol{f}|_{\infty}$ but not on $\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}$. The estimate (5.116) shows that, for $\boldsymbol{v}_{0}$ in a bounded set, $B_{0} \subset H$, so that $\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)} \leq R_{0}$, for some $R_{0}>0$ and all $\boldsymbol{v}_{0} \in B_{0}, \boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0} \in B_{\boldsymbol{H}^{2}}^{\rho^{\prime}}$, for $t \geq t_{0}^{\prime}\left(R_{0}\right)$, where $\rho^{\prime}=K(r)$.

We may combine Lemmas 5.9 and 5.10 into the following
Theorem 5.3. For the nonlinear semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ defined by the solution of the initial-boundary value problem (5.2a,b), (5.3a), (5.4), with initial data $\boldsymbol{v}_{0} \in H$, there exist absorbing sets $B_{\boldsymbol{H}}^{\hat{\rho}}, B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$, respectively, in $\boldsymbol{H}$ and $\boldsymbol{H}^{2}(\Omega)$; furthermore, for $\boldsymbol{v}_{0} \in B_{0} \subset \boldsymbol{H}$, a bounded set contained in the ball in $\boldsymbol{H}$ of radius $R_{0}$ centered at the zero element in $\boldsymbol{L}^{2}(\Omega), \exists t_{0}^{\prime}=t_{0}^{\prime}\left(R_{0}\right)$ such that $\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0} \in B_{\boldsymbol{H}}^{\hat{\rho}} \cap B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$ for $t \geq t_{0}^{\prime}$.

The existence of a (global) compact attractor $\mathcal{A}_{\mu_{1}}$, which attracts all the bounded sets of $\boldsymbol{H}$, can now be inferred from results in [Te4] if we take $\mathcal{A}_{\mu_{1}}=\omega\left(B_{\boldsymbol{H}}^{\hat{\rho}}\right)$, the $\omega$-limit set of $B_{\boldsymbol{H}}^{\hat{\rho}}$, because the existence of the absorbing set $B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$ in $\boldsymbol{H}^{2}(\Omega)$ enables us to conclude that

$$
\bigcup_{t \geq t_{0}^{\prime}} \boldsymbol{S}_{\mu_{1}}(t) B_{0}
$$

is relatively compact in $\boldsymbol{H}$ for every bounded set $B_{0} \subset \boldsymbol{H}$; in other words the operators $\boldsymbol{S}_{\mu_{1}}(t)$ are uniformly compact for $t$ sufficiently large. Alternatively, we may follow the approach in [CF] so as to conclude that

$$
\begin{equation*}
\mathcal{A}_{\mu_{1}}=\bigcap_{t>0} \boldsymbol{S}_{\mu_{1}}(t) B_{H^{2}(\Omega)}^{\rho^{\prime}} \tag{5.117}
\end{equation*}
$$

in which case the properties already established for the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ generated by $(5.2 \mathrm{a}, \mathrm{b}),(5.3 \mathrm{a}),(5.4)$, and the fact that $B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$ is an absorbing set in $\boldsymbol{H}^{2}(\Omega)$, permit us to follow, almost verbatim, the proof of Proposition 14.1 of [CF] so as to conclude the following:

Theorem 5.4. Let $\mathcal{A}_{\mu_{1}}$ be defined as in (5.117) where $\boldsymbol{S}_{\mu_{1}}(t)$ is the nonlinear semigroup of (solution) operators generated by the bipolar initial-boundary value problem (5.2a,b), (5.3a), (5.4), with $\boldsymbol{v}_{0} \in \boldsymbol{H}$, and $B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$ is the absorbing set whose existence was established in the proof of Lemma 5.10. Then
(i) $\mathcal{A}_{\mu_{1}}$ is compact in $H$.
(ii) $\boldsymbol{S}_{\mu_{1}}(t) \mathcal{A}_{\mu_{1}}=\mathcal{A}_{\mu_{1}}, \forall t \geq 0$.
(iii) If $B \subset \boldsymbol{H}$ is bounded and satisfies $\boldsymbol{S}_{\mu_{1}}(t) B=B, \forall t \geq 0$, then $B \subset \mathcal{A}_{\mu_{1}}$.
(iv) $\mathcal{A}_{\mu_{1}}$ is a connected set.
(v) For every $\boldsymbol{v}_{0} \in \boldsymbol{H}, \lim _{t \rightarrow+\infty} d\left(\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}, \mathcal{A}_{\mu_{1}}\right)=0$.

Theorem 5.4 establishes $\mathcal{A}_{\mu_{1}}$, as defined by (5.117), as the desired global attractor for the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$; our next goal is to establish upper bounds for both the Hausdorff and Fractal dimensions of $\mathcal{A}_{\mu_{1}}$. We choose to establish the upper bounds for the Hausdorff and Fractal dimensions of $\mathcal{A}_{\mu_{1}}$ by using the general framework in [Te4, CF], and [CFT1]; to this end we must establish two basic facts: (i) that the operators $\boldsymbol{S}_{\mu_{1}}(t)$ are uniformly differentiable on $\mathcal{A}_{\mu_{1}}$ for $t \geq 0$ and (ii) that the Fréchet differential $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{v}_{0}\right)$ of $\boldsymbol{S}_{\mu_{1}}(t)$, at $\boldsymbol{v}_{0} \in \mathcal{A}_{\mu_{1}}$, is uniformly bounded, $\forall t \geq 0$, on $\boldsymbol{\mathcal { A }}_{\mu_{1}}$ in the strong operator norm of $\mathcal{L}(\boldsymbol{H} ; \boldsymbol{H})$. We begin by considering the first of these two problems in the next section.

### 5.3.3 The Uniform Differentiability of $S_{\mu_{1}}(t)$

Let $\boldsymbol{S}_{\mu_{1}}(t)$ be the nonlinear semigroup generated by the solution of (5.2a,b), (5.3a), (5.4), corresponding to initial datum $\boldsymbol{v}_{0} \in \boldsymbol{H}$ and let $\mathcal{A}_{\mu_{1}}$ be the global attractor for $\boldsymbol{S}_{\mu_{1}}(t)$ defined by (5.117). We then have the following
Definition 5.6. Let $t>0$ be given. Then $\boldsymbol{S}_{\mu_{1}}(t)$ is uniformly differentiable on $\mathcal{A}_{\mu_{1}}$ if for every $\boldsymbol{v}_{0} \in \boldsymbol{\mathcal { A }}_{\mu_{1}}$ there exists a linear operator $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right) \in \mathcal{L}(\boldsymbol{H} ; \boldsymbol{H})$ such that, as $\epsilon \rightarrow 0$,

$$
\sup _{\substack{\boldsymbol{v}_{0}, \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}} \\ 0<\left|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right|_{L^{2}(\Omega)} \leq \epsilon}} \frac{\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}-\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}-\left.\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\left(\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right)\right|_{L^{2}(\Omega)}}{\left|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right|_{\boldsymbol{L}^{2}(\Omega)}} \rightarrow 0 .
$$

Remarks.
(i) When $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)$ exists, $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\left(\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right)$ will be the solution $\boldsymbol{U}(t)$ of the linearized initial-boundary value problem (5.66a-d), (about $\left.\boldsymbol{u}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}\right)$, with $\boldsymbol{U}_{0}(\boldsymbol{x})=\boldsymbol{v}_{0}(\boldsymbol{x})-\boldsymbol{u}_{0}(\boldsymbol{x})$ in $\Omega$.
(ii) If $\boldsymbol{v}_{0} \in \mathcal{A}_{\mu_{1}}$ then $\boldsymbol{v}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0} \in \mathcal{A}_{\mu_{1}}, \forall t \geq 0$. As $\boldsymbol{S}_{\mu_{1}}(t) B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}} \subset$ $B_{H^{2}(\Omega)}^{\rho^{\prime}}$, for $t$ sufficiently large, we will have $\boldsymbol{v}(t) \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}, \forall t \geq 0$,
inasmuch as $\boldsymbol{v}(t) \in \mathcal{A}_{\mu_{1}}, \forall t \geq 0 \Rightarrow \boldsymbol{v}(t) \in \bigcap_{s>0} \boldsymbol{S}_{\mu_{1}}(s) B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}} \Rightarrow \boldsymbol{v}(t) \in$ $\boldsymbol{S}_{\mu_{1}}(\tau) B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}} \subset B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$, for $\tau$ sufficiently large, and all $t \geq 0$.
(iii) By virtue of (ii), above, $\boldsymbol{U}(t)=\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\left(\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right)$ will be the solution of the linearized initial-boundary value problem, with the linearization about $\boldsymbol{u}(t) \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}, \forall t \geq 0$. In this case Theorem 5.2 may be easily strengthened so as to imply the existence of a unique solution $\boldsymbol{U}(t)$ of (5.66a-d) which is in $L^{\infty}([0, t) ; \boldsymbol{H}) \cap L^{\infty}\left([0, t) ; \boldsymbol{H}^{2}(\Omega)\right), \forall t>0$, as $\boldsymbol{U}(0) \in \boldsymbol{H}^{2}(\Omega)$.

We now have the following result:
Theorem 5.5. The semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ defined by the solution of (5.2a,b), (5.3a), (5.4), with $\boldsymbol{v}_{0} \in \mathcal{A}_{\mu_{1}}$, is uniformly differentiable on the global attractor $\mathcal{A}_{\mu_{1}}$ defined by (5.117). In particular, if we set

$$
\boldsymbol{\Theta}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}-\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}-\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\left(\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right)
$$

with
(i) $\boldsymbol{v}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}$ the unique solution of (5.2a,b), (5.3a), (5.4) with $\boldsymbol{v}(0)=$ $\boldsymbol{v}_{0} \in \mathcal{A}_{\mu_{1}}$,
(ii) $\boldsymbol{u}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}$ the unique solution of (5.2a,b), (5.3a), (5.4) with $\boldsymbol{u}(0)=$ $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$,
(iii) $\boldsymbol{U}(t)=\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\left(\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right)$ the unique solution of (5.66a-d) satisfying $\boldsymbol{U}(0)=\boldsymbol{v}_{0}-\boldsymbol{u}_{0}$, then $\exists j(t)<\infty$, for each $t>0$, such that

$$
\begin{equation*}
\frac{\|\boldsymbol{\Theta}(t)\|_{L^{2}(\Omega)}}{\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}} \leq j(t) \epsilon^{1 / 5} \rightarrow 0, \text { as } \epsilon \rightarrow 0 \tag{5.118}
\end{equation*}
$$

Prior to proceeding with the proof of Theorem 5.5 we will first pause to establish the following:

Lemma 5.11. Under the conditions stated in Theorem 5.5, $\boldsymbol{\Theta}(t)$ satisfies, $\forall t \geq 0$,

$$
\begin{equation*}
\sup _{\substack{v_{0}, u_{0} \in \mathcal{A}_{\mu_{1}} \\<\left\|v_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}<\epsilon}}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)} \leq c_{1} e^{c_{2} t} \cdot \epsilon \tag{5.119}
\end{equation*}
$$

for some $c_{1}>0, c_{2}>0$ which depend (at most) on $\mu_{1}, \rho^{\prime}$, and $\Omega$.
Proof. By the remarks above, and the assumption that both $\boldsymbol{v}_{0}, \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$, we have, in fact, that $\boldsymbol{v}, \boldsymbol{u}$, and $\boldsymbol{U}$ are all in $L^{\infty}([0, \infty) ; \boldsymbol{H}) \cap L^{\infty}\left([0, \infty) ; \boldsymbol{H}^{2}(\Omega)\right)$. We set $\boldsymbol{w}(t)=\boldsymbol{v}(t)-\boldsymbol{u}(t)$ in which case $\boldsymbol{\Theta}(t)=\boldsymbol{w}(t)-\boldsymbol{U}(t)$. It is easy to deduce that $\boldsymbol{w}(t)$ satisfies, in $\Omega \times[0, T)$,

$$
\begin{align*}
\frac{\partial w_{i}}{\partial t} & +w_{j} \frac{\partial u_{i}}{\partial x_{j}}+u_{j} \frac{\partial w_{i}}{\partial x_{j}}+w_{j} \frac{\partial w_{i}}{\partial x_{j}} \\
& =-\frac{\partial p_{w}}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right]  \tag{5.120}\\
& -2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{w})\right)
\end{align*}
$$

with $p_{w}$ the difference of the pressures corresponding to the two velocity fields $v$ and $\boldsymbol{u}$, and

$$
\begin{gather*}
\operatorname{div} \boldsymbol{w}=0, \text { in } \Omega \times[0, T),  \tag{5.121a}\\
\boldsymbol{w}=\mathbf{0}, \quad \tau_{i j k}(\boldsymbol{w}) v_{j} v_{k} \tau_{i}=0, \text { on } \partial \Omega \times[0, T),  \tag{5.121b}\\
\boldsymbol{w}(0)=\boldsymbol{v}_{0}-\boldsymbol{u}_{0}, \text { in } \Omega . \tag{5.121c}
\end{gather*}
$$

We now multiply (5.120) through by $w_{i}$, integrate over $\Omega$, and sum over $i=1,2,3$ so as to obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2} & +\int_{\Omega} w_{j} \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x} \\
& +\int_{\Omega}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right]\left[e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right] d \boldsymbol{x}  \tag{5.122}\\
& +2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x}=0 .
\end{align*}
$$

However, as demonstrated in Lemma B.5,

$$
\begin{equation*}
\int_{\Omega}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right]\left[e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right] d \boldsymbol{x} \geq 0 \tag{5.123}
\end{equation*}
$$

so that

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2} & +2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}} d \boldsymbol{x} \\
& \leq-\int_{\Omega} w_{j} \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}=\int_{\Omega} u_{i} \frac{\partial w_{i}}{\partial x_{j}} w_{j} d \boldsymbol{x} \tag{5.124}
\end{align*}
$$

Moreover, for any $\delta>0$,

$$
\begin{align*}
\left|\int_{\Omega} u_{i} \frac{\partial w_{i}}{\partial x_{j}} w_{j} d \boldsymbol{x}\right| & \leq\|\boldsymbol{u}\|_{L^{\infty}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{w}\|_{L^{2}(\Omega)} \\
& \leq c(\Omega)\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{w}\|_{L^{2}(\Omega)}  \tag{5.125}\\
& \leq c(\Omega) \rho^{\prime}\left(\frac{\delta}{2}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{1}{2 \delta}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}\right)
\end{align*}
$$

where we have, again, used the embedding of $\boldsymbol{W}^{2,2}(\Omega)$ into $\boldsymbol{C}(\Omega)$, valid for $n=3$, and the fact that $\forall t \geq 0, \boldsymbol{u}(t) \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$ if $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$. Applying the Korn inequality, Lemma 5.2, to (5.124), the estimate of Lemma 5.2 now being valid $\forall t \geq 0$ since $\boldsymbol{w}(t) \in \boldsymbol{H}_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}, \forall t \geq 0$, and then using (5.125), we infer the existence of constants $\eta_{1}=\eta_{1}(\Omega)>0$ and $\eta_{2}(\Omega)>0$ such that

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\eta_{1}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \leq \eta_{2}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}, \quad t \geq 0 \tag{5.126}
\end{equation*}
$$

From (5.126) we easily deduce that

$$
\begin{equation*}
\|\boldsymbol{v}(t)-\boldsymbol{u}(t)\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \leq\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}^{2} \exp \left(\eta_{2} t\right), \quad t \geq 0 \tag{5.127}
\end{equation*}
$$

and, thus,

$$
\begin{equation*}
\int_{0}^{t}\|\boldsymbol{w}(\tau)\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d \tau \leq\left(\frac{\eta_{2}}{\eta_{1}}\right)\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}^{2} \exp \left(\eta_{2} t\right) \tag{5.128}
\end{equation*}
$$

Next, from (5.120) and (5.66a) we compute that for $\boldsymbol{\Theta}=\boldsymbol{w}-\boldsymbol{U}$ :

$$
\begin{align*}
\frac{\partial \Theta_{i}}{\partial t} & +\Theta_{j} \frac{\partial u_{i}}{\partial x_{j}}+u_{j} \frac{\partial \Theta_{i}}{\partial x_{j}}+w_{j} \frac{\partial w_{i}}{\partial x_{j}}=-\frac{\partial P_{\boldsymbol{\Theta}}}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right] \\
& -\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{U})\right]-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{\Theta})\right) \tag{5.129}
\end{align*}
$$

in $\Omega \times[0, T)$, with

$$
\begin{align*}
\operatorname{div} \boldsymbol{\Theta} & =0, \text { in } \Omega \times[0, T),  \tag{5.130a}\\
\Theta_{i}=\tau_{i j k}(\boldsymbol{\Theta}) v_{j} v_{k}-\tau_{j k l}(\boldsymbol{\Theta}) v_{j} v_{k} v_{l} v_{i} & =0, \text { on } \partial \Omega \times[0, T),  \tag{5.130b}\\
\boldsymbol{\Theta}(0) & =\mathbf{0}, \text { in } \Omega . \tag{5.130c}
\end{align*}
$$

In (5.129), $P_{\boldsymbol{\Theta}}$ represents, of course, the difference of the pressures $p_{\boldsymbol{w}}$ and $p_{\boldsymbol{U}}$ corresponding to the solutions of (5.120), (5.121a,b,c), and (5.66a-d), respectively, with the linearization in (5.66a) about $\boldsymbol{u}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}$. If we multiply (5.129) through by $\Theta_{i}$, integrate over $\Omega$, and sum on $i=1,2,3$, then the usual integration
by parts scheme, coupled with (5.130a,b), leads us to

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2} & +\int_{\Omega} \Theta_{i} \frac{\partial u_{i}}{\partial x_{j}} \Theta_{j} d \boldsymbol{x}+\int_{\Omega} w_{j} \frac{\partial w_{i}}{\partial x_{j}} \Theta_{i} d \boldsymbol{x} \\
& +2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{\Theta})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\Theta})}{\partial x_{k}} d \boldsymbol{x} \\
& +\int_{\Omega}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right] e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x}  \tag{5.131}\\
& -\int_{\Omega)}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{U})\right] e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x}=0 .
\end{align*}
$$

From the definition of the potential $\Gamma\left(e_{i j} e_{i j}\right)$ in (5.92) we obtain

$$
\begin{equation*}
\frac{\partial \Gamma}{\partial e_{i j}}(\boldsymbol{e}(\boldsymbol{v}))=\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) \tag{5.132}
\end{equation*}
$$

Using (5.132) we can now estimate the sum of the last two terms on the left-hand side of (5.131) as follows:

$$
\begin{align*}
& \int_{\Omega}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right] e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
&-\int_{\Omega}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{U}) e_{k l}(\boldsymbol{U})\right] e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
&= \int_{\Omega}\left[\frac{\partial \Gamma}{\partial e_{i j}}(\boldsymbol{e}(\boldsymbol{v}(t)))-\frac{\partial \Gamma}{\partial e_{i j}}(\boldsymbol{e}(\boldsymbol{u}(t)))\right] e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
&-\int_{\Omega)} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u}(t))) e_{k l}(\boldsymbol{U}) e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
&= \int_{\Omega}\left(\int_{0}^{1} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u}+z \boldsymbol{w})) d z\right) e_{k l}(\boldsymbol{w}) e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x}  \tag{5.133}\\
&-\int_{\Omega}\left(\int_{0}^{1} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u})) d z\right) e_{k l}(\boldsymbol{U}) e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
& \geq \int_{\Omega}\left(\int_{0}^{1} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u}+z \boldsymbol{w})) d z\right) e_{k l}(\boldsymbol{w}) e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
& \int_{\Omega}\left(\int_{0}^{1} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u})) d z\right) e_{k l}(\boldsymbol{w}) e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x}
\end{align*}
$$

where we have dropped the term

$$
\begin{aligned}
\int_{\Omega} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}} & (\boldsymbol{e}(\boldsymbol{u})) e_{i j}(\boldsymbol{\Theta}) e_{k l}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
& =\int_{\Omega}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{\Theta})-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{\Theta})\right] e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \geq 0
\end{aligned}
$$

by virtue of (5.68) with $\boldsymbol{v} \rightarrow \boldsymbol{u}$ and $\boldsymbol{U} \rightarrow \boldsymbol{\Theta}$. Thus

$$
\begin{align*}
& \int_{\Omega}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right] e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x}-\int_{\Omega}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{U}) e_{k l}(\boldsymbol{U})\right] e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
& \geq \int_{\Omega}\left[\int_{0}^{1}\left(\frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}\left(\boldsymbol{e}(\boldsymbol{u}+\tau \boldsymbol{w})-\frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u}))\right) d \tau\right] e_{k l}(\boldsymbol{w}) e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x}\right.  \tag{5.134}\\
& =\int_{\Omega}\left(\int_{0}^{1} \int_{0}^{1} \frac{\partial^{3} \Gamma}{\partial e_{i j} \partial e_{k l} \partial e_{m n}}(\boldsymbol{e}[\boldsymbol{u}+\sigma((\boldsymbol{u}+\tau \boldsymbol{w})-\boldsymbol{u})]) e_{m n}(\tau \boldsymbol{w}) d \tau d \sigma\right) e_{k l}(\boldsymbol{w}) e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
& =\int_{\Omega}\left(\int_{0}^{1} \int_{0}^{1} \frac{\partial^{3} \Gamma}{\partial e_{i j} \partial e_{k l} \partial e_{m n}}(\boldsymbol{e}(\boldsymbol{u}+\sigma \tau \boldsymbol{w})) \cdot \tau d \tau d \sigma\right) e_{k l}(\boldsymbol{w}) e_{i j}(\boldsymbol{\Theta}) d \boldsymbol{x} \\
& =\int_{\Omega} \Gamma_{i j k l m n} e_{i j}(\boldsymbol{\Theta}) e_{k l}(\boldsymbol{w}) e_{m n}(\boldsymbol{w}) d \boldsymbol{x}
\end{align*}
$$

with

$$
\Gamma_{i j k l m n}=\int_{0}^{1} \int_{0}^{1} \frac{\partial^{3} \Gamma}{\partial e_{i j} \partial e_{k l} \partial e_{m n}}(\boldsymbol{e}(\boldsymbol{u}+\sigma \tau \boldsymbol{w})) \cdot \tau d \tau d \sigma .
$$

Combining the last estimate in (5.134) with (5.131) we now obtain the differential inequality

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2}+ & 2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{\Theta})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\Theta})}{\partial x_{k}} d \boldsymbol{x} \\
\leq & \left|\int_{\Omega} \Theta_{i} \frac{\partial u_{i}}{\partial x_{j}} \Theta_{j} d \boldsymbol{x}\right|+\left|\int_{\Omega} w_{j} \frac{\partial w_{i}}{\partial x_{j}} \Theta_{i} d \boldsymbol{x}\right|  \tag{5.135}\\
& +\left|\int_{\Omega} \Gamma_{i j k l m n} e_{i j}(\boldsymbol{\Theta}) e_{k l}(\boldsymbol{w}) e_{m n}(\boldsymbol{w}) d \boldsymbol{x}\right| .
\end{align*}
$$

There remains the task of estimating the three terms on the right-hand side of (5.135); for the first of these terms, we have for any $\gamma>0$, as $\boldsymbol{u}(t) \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$, $\forall t \geq 0$

$$
\begin{align*}
\left|\int_{\Omega} \Theta_{i} \frac{\partial u_{i}}{\partial x_{j}} \Theta_{j} d \boldsymbol{x}\right| & \leq\|\boldsymbol{\Theta}\|_{L^{\infty}(\Omega)}|\boldsymbol{u}|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)} \\
& \leq c(\Omega)\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{u}|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}  \tag{5.136a}\\
& \leq c(\Omega) \rho^{\prime}\left(\frac{\gamma}{2}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{1}{2 \gamma}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2}\right)
\end{align*}
$$

for some $c(\Omega)>0$. Next, as $\boldsymbol{w}(t) \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}, \forall t \geq 0$,

$$
\begin{align*}
\left|\int_{\Omega} w_{j} \frac{\partial w_{i}}{\partial x_{j}} \Theta_{i} d \boldsymbol{x}\right| & \leq\|\boldsymbol{w}\|_{L^{\infty}(\Omega)}|\boldsymbol{w}|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq c(\Omega)\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{w}|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}  \tag{5.136b}\\
& \leq \frac{c(\Omega) \rho^{\prime}}{2}\left(\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2}\right) .
\end{align*}
$$

A straightforward computation, based on the definitions of $\Gamma$ and $\Gamma_{i j k l m n}$, shows that for all possible combinations of the tensor indices, and all values of the arguments, $\left|\Gamma_{i j k l m n}\right| \leq \epsilon^{-(1+\alpha) / 2}$. By virtue of the Hölder Inequality we have, therefore, for some $c^{\#}=c^{\#}(\epsilon, \alpha, \Omega)>0$,

$$
\int_{\Omega} \Gamma_{i j k l m n} e_{i j}(\boldsymbol{\Theta}) e_{k l}(\boldsymbol{w}) e_{m n}(\boldsymbol{w}) d \boldsymbol{x} \leq c^{\#}\|\boldsymbol{w}\|_{W^{1,3}(\Omega)}^{2}\|\boldsymbol{\Theta}\|_{W^{1,3}(\Omega)}
$$

Applying the continuous embedding of $\boldsymbol{H}^{2}(\Omega)$ into $\boldsymbol{W}^{1,3}(\Omega)$ (a direct consequence of the continuous embedding of $\boldsymbol{W}^{1,2}(\Omega)$ into $\boldsymbol{L}^{6}(\Omega)$, e.g., Appendix A) we obtain from the last estimate, for some $\hat{c}(\epsilon, \alpha, \Omega)>0$, and any $\gamma>0$,

$$
\begin{align*}
\int_{\Omega} \Gamma_{i j k l m n} e_{i j} & (\boldsymbol{\Theta}) e_{k l}(\boldsymbol{w}) e_{m n}(\boldsymbol{w}) d \boldsymbol{x} \\
& \leq \hat{c}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)} \\
& \leq \hat{c} \rho^{\prime}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}  \tag{5.136c}\\
& \leq d\left(\rho^{\prime}\right)\left(\gamma\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{1}{\gamma}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}\right)
\end{align*}
$$

where $d\left(\rho^{\prime}\right)=\frac{1}{2} \hat{c} \rho^{\prime}$ and we have again used the fact that $\boldsymbol{w}(t) \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}, \forall t \geq 0$. By combining (5.136a,b,c) with (5.135) we now obtain an estimate of the form

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{\Theta})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\Theta})}{\partial x_{k}} d \boldsymbol{x} \leq\left(c(\Omega) \rho^{\prime}+d\left(\rho^{\prime}\right)\right) \frac{\gamma}{2}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
& \quad+\frac{1}{2} c(\Omega) \rho^{\prime}\left(1+\frac{1}{\gamma}\right)\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left(c(\Omega) \rho^{\prime}+\frac{d\left(\rho^{\prime}\right)}{\gamma}\right)\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \tag{5.137}
\end{align*}
$$

Because $\boldsymbol{\Theta}(t) \in \boldsymbol{W}^{2,2}(\Omega), \forall t \geq 0$, we may apply Lemma 5.2 to (5.137) and conclude that for $\gamma>0$ chosen sufficiently small, $\exists \rho_{1}, \rho_{2}>0$ which depend (at most) on $\mu_{1}, \rho^{\prime}$, and $\Omega$, for which

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2} \leq \rho_{1}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\rho_{2}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2} \tag{5.138}
\end{equation*}
$$

for all $t \geq 0$. Because $\boldsymbol{\Theta}(0)=\mathbf{0}$, (5.138) implies that

$$
\begin{equation*}
\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \leq \rho_{1} e^{\rho_{2} t} \int_{0}^{t}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d s, \quad t \geq 0 \tag{5.139}
\end{equation*}
$$

Using the bound for $\int_{0}^{t}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d \tau$, in (5.128), in the estimate (5.139), we are now led to the bound

$$
\begin{equation*}
\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \leq \rho_{1}\left(\frac{\eta_{2}}{\eta_{1}}\right) e^{\left(\rho_{2}+\eta_{2}\right) t}\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}^{2} \tag{5.140}
\end{equation*}
$$

for $t \geq 0$ which has, as an immediate consequence, the following estimate for $t \geq 0$ :

$$
\begin{equation*}
\sup _{\substack{\boldsymbol{v}_{0}, \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}} \\ 0<\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}<\epsilon}}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)} \leq \sqrt{\rho_{1}\left(\frac{\eta_{2}}{\eta_{1}}\right)} e^{\left(\rho_{2}+\eta_{2}\right) t} \cdot \epsilon \tag{5.141}
\end{equation*}
$$

We now see that (5.119) holds with $c_{1}=\sqrt{\rho_{1}\left(\frac{\eta_{2}}{\eta_{1}}\right)}$ and $c_{2}=\rho_{2}+\eta_{2}$, thus, establishing the validity of Lemma 5.11.

We are now in a position to proceed with the proof of the uniform differentiability of $\boldsymbol{S}_{\mu_{1}}(t)$.

Proof (Theorem 5.5). We begin by recycling (5.141) through suitably modified versions of some of our previous estimates. The estimate (5.136a) is retained in its current form but (5.136b) is altered to

$$
\begin{align*}
\left|\int_{\Omega} w_{j} \frac{\partial w_{i}}{\partial x_{j}} \Theta_{i} d \boldsymbol{x}\right| & \leq c(\Omega)\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq c(\Omega) \sqrt{\frac{\rho_{1} \eta_{2}}{\eta_{1}}} e^{\left(\rho_{2}+\eta_{2}\right) t / 2} \cdot \epsilon\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \tag{5.142}
\end{align*}
$$

while, by the continuous embedding of $\boldsymbol{H}^{2}(\Omega)$ into $\boldsymbol{W}^{1,3}(\Omega)$, the first estimate in (5.136c) yields

$$
\begin{equation*}
\left|\int_{\Omega} \Gamma_{i j k l m n} e_{i j}(\boldsymbol{\Theta}) e_{k l}(\boldsymbol{w}) e_{m n}(\boldsymbol{w}) d \boldsymbol{x}\right| \leq c^{\prime}(\Omega)\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}\|\boldsymbol{\Theta}\|_{\boldsymbol{W}^{1,3}(\Omega)} \tag{5.143}
\end{equation*}
$$

We now avail ourselves of the following results on embedding and interpolation (see, e.g., [Te4] as well as Appendix A):
(i) $\boldsymbol{W}^{3 / 2,2}(\Omega)$ is continuously embedded in $\boldsymbol{W}^{1,3}(\Omega)$,
(ii) $\boldsymbol{H}^{m+s}(\Omega), 0<s<1, m \in N$, may be interpolated between $\boldsymbol{H}^{m+1}(\Omega)$ and $L^{2}(\Omega)$.

In particular, for the case where $m=1$ and $s=1 / 2$, we have, for some $c(\Omega)>0$, that for $0<\delta<1$

$$
\|\boldsymbol{\Theta}\|_{W^{3 / 2,2}(\Omega)} \leq c\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{\delta}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{1-\delta}
$$

Thus, if we apply this last result with $\delta=1 / 4$, and use the embedding of $\boldsymbol{W}^{3 / 2,2}$ into $\boldsymbol{W}^{1,3}$, we find that, for some $c^{*}(\Omega)>0$

$$
\begin{equation*}
\|\boldsymbol{\Theta}\|_{\boldsymbol{W}^{1,3}(\Omega)} \leq c^{*}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{1 / 4}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{3 / 4} . \tag{5.144}
\end{equation*}
$$

However, by virtue of Young's inequality, for any $\zeta>0, q>1$, we have

$$
\begin{equation*}
\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{1 / 4}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{3 / 4} \leq \frac{1}{q} \zeta^{q}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{3 q / 4}+\frac{q-1}{q \zeta^{q / q-1}}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{q / 4(q-1)} \tag{5.145}
\end{equation*}
$$

Choosing $q=8 / 3$ in (5.145) we obtain, as a consequence of (5.144)

$$
\begin{equation*}
\|\boldsymbol{\Theta}\|_{\boldsymbol{W}^{1,3}(\Omega)} \leq c^{*}\left\{\frac{3 \zeta^{8 / 3}}{8}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{5}{8 \zeta^{8 / 5}}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2 / 5}\right\} \tag{5.146}
\end{equation*}
$$

By combining (5.143) and (5.146) we find that

$$
\begin{align*}
& \left|\int_{\Omega} \Gamma_{i j k l m n} e_{i j}(\boldsymbol{\Theta}) e_{k l}(\boldsymbol{w}) e_{m n}(\boldsymbol{w}) d \boldsymbol{x}\right| \\
& \leq \bar{c}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}\left\{3 \zeta^{8 / 3}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+5 \zeta^{-8 / 5}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2 / 5}\right\} \tag{5.147}
\end{align*}
$$

which is valid for any $\zeta>0$ and all $t \geq 0$. We now collect the estimates (5.136a), (5.142), and (5.147) and employ them in the differential inequality (5.135) so as to obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{\Theta})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\Theta})}{\partial x_{k}} d \boldsymbol{x} \\
& \quad \leq \frac{c(\Omega) \rho^{\prime}}{2}\left(\gamma\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{1}{\gamma}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2}\right)  \tag{5.148}\\
& \quad+\sqrt{\frac{\rho_{1} \eta_{2}}{\eta_{1}}} e^{\left(\rho_{2}+\eta_{2}\right) t / 2} \cdot \epsilon\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
& \quad+\bar{c}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}\left\{3 \zeta^{8 / 3}\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+5 \zeta^{-8 / 5}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{3 / 5}\right\}
\end{align*}
$$

By choosing $\gamma, \zeta$ both sufficiently small, and taking account of the fact that $\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \leq \rho^{\prime 2}, \forall t \geq 0$, we may absorb those terms on the right-hand side of (5.148) which involve $\|\boldsymbol{\Theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}$ into the second term on the left-hand side of this estimate by again using Lemma 5.2. In this manner we obtain from (5.148) the estimate

$$
\begin{align*}
\frac{d}{d t}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2} \leq & 2 \sqrt{\frac{\rho_{1} \eta_{2}}{\eta_{1}}} e^{\left(\rho_{2}+\eta_{2}\right) t / 2} \cdot \epsilon\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
& +10 \bar{c} \zeta^{-8 / 5}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2 / 5}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{c(\Omega) \rho^{\prime}}{\gamma}\|\boldsymbol{\Theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \tag{5.149}
\end{align*}
$$

Using (5.41) to bound the term $\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2 / 5}$ in (5.149), we obtain the differential inequality

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2} \leq\left[\epsilon k_{1}(t)+\epsilon^{2 / 5} k_{2}(t)\right]\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{c(\Omega) \rho^{\prime}}{\gamma}\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2} \tag{5.150}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
k_{1}(t)=2 \sqrt{\frac{\rho_{1} \eta_{2}}{\eta_{1}}} e^{\left(\rho_{2}+\eta_{2}\right) t / 2}  \tag{5.151}\\
k_{2}(t)=10 \bar{c} \tau^{-8 / 5}\left(\frac{\rho_{1} \eta_{2}}{\eta_{1}}\right)^{1 / 5} e^{\left(\rho_{2}+\eta_{2}\right) t / 5}
\end{array}\right.
$$

As $\boldsymbol{\Theta}(0)=\mathbf{0}$ it follows from (5.150) that, $\forall t \geq 0$,

$$
\begin{equation*}
\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2} \leq\left[\epsilon k_{1}(t)+\epsilon^{2 / 5} k_{2}(t)\right] \exp \left(\frac{c(\Omega) \rho^{\prime}}{\gamma} t\right) \int_{0}^{t}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d \tau \tag{5.152}
\end{equation*}
$$

Therefore, by employing (5.128) in (5.152) we may conclude that, $\forall t \geq 0$,

$$
\begin{equation*}
\|\boldsymbol{\Theta}\|_{L^{2}(\Omega)}^{2} \leq \frac{\left[\epsilon k_{1}(t)+\epsilon^{2 / 5} k_{2}(t)\right]}{\eta_{1}} \exp \left(\left[\eta_{2}+\frac{c(\Omega) \rho^{\prime}}{\gamma}\right] t\right)\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}^{2} \tag{5.153}
\end{equation*}
$$

in which case, $\forall \boldsymbol{u}_{0}, \boldsymbol{v}_{0} \in \mathcal{A}_{\mu_{1}}$, with $\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}<\epsilon$ sufficiently small, $\exists j(t)>0$, for each $t>0$, such that (5.118) is satisfied.

The second of the two tasks delineated at the end of Sect. 5.3.2 was to establish that the Fréchet differential $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)$ of $\boldsymbol{S}_{\mu_{1}}(t)$, at any $\boldsymbol{u}_{0} \in \boldsymbol{\mathcal { A }}_{\mu_{1}}$, is uniformly bounded, $\forall t \geq 0$, in the strong operator norm of $\mathcal{L}(\boldsymbol{H} ; \boldsymbol{H})$; it is to this problem that we turn in the next subsection.

### 5.3.4 Uniform Boundedness of $L_{\mu_{1}}\left(t ; u_{0}\right)$

In this section we show that the Fréchet differential $\boldsymbol{L}\left(t ; \boldsymbol{u}_{0}\right)$, of the nonlinear semigroup $\boldsymbol{S}_{\mu_{1}}(t)$, at $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$, is uniformly bounded, in the strong operator norm of $\mathcal{L}(\boldsymbol{H} ; \boldsymbol{H})$, on the global attractor $\mathcal{A}_{\mu_{1}}$, for all $t \geq 0$, where $\boldsymbol{H}=\left\{\boldsymbol{v} \in \boldsymbol{L}^{2}(\Omega) \mid\right.$ $\nabla \cdot \boldsymbol{v}=0\}$. In more precise terms, we will demonstrate the following:

Theorem 5.6. Let $\boldsymbol{J} \in \boldsymbol{H}$ and let $\boldsymbol{L}_{\mu_{1}}\left(t, \boldsymbol{u}_{0}\right): \boldsymbol{J} \mapsto \boldsymbol{U}(t)$, where $\boldsymbol{U}(t)$ is the unique solution of (5.66a-d) in $\boldsymbol{L}^{\infty}([0, \infty) ; \boldsymbol{H})$ satisfying $\boldsymbol{U}_{0}=\boldsymbol{J}$, the linearization in (5.66a) being taken about $\boldsymbol{u}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}$, with $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$. Then $\exists \ell>0$ such that for all $t \geq 0$

$$
\begin{equation*}
\sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}}\left|\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right|_{\mathcal{L}(\boldsymbol{H} ; \boldsymbol{H})} \leq \ell^{[t]+1} . \tag{5.154}
\end{equation*}
$$

Proof. The linearized equations are, in this case,

$$
\begin{align*}
\frac{\partial U_{i}}{\partial t}+ & U_{j} \frac{\partial u_{i}}{\partial x_{j}}+u_{j} \frac{\partial U_{i}}{\partial x_{j}}=-\frac{\partial P_{\boldsymbol{U}}}{\partial x_{i}} \\
& +\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{U})\right]-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{U})\right) \tag{5.155}
\end{align*}
$$

in $\Omega \times[0, T]$; the $U_{i}$ also satisfy (5.66b,c,d) with $\boldsymbol{U}_{0}=\boldsymbol{J} \in \boldsymbol{H}$. As a consequence of $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}, \boldsymbol{u}(t) \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}, \forall t \geq 0$, while for any $t>0$ and $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$,

$$
\begin{equation*}
\left\|\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right\|_{\mathcal{L}(\boldsymbol{H} ; \boldsymbol{H})}=\sup _{\boldsymbol{J} \in \boldsymbol{H}} \frac{\left\|\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right) \boldsymbol{J}\right\|_{\boldsymbol{L}^{2}(\Omega)}}{\|\boldsymbol{J}\|_{\boldsymbol{L}^{2}(\Omega)}} \tag{5.156}
\end{equation*}
$$

In the usual manner, we multiply (5.155) through by $U_{i}$, integrate over $\Omega$, and sum over $i=1,2,3$, obtaining,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{U}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{U})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{U})}{\partial x_{k}} d \boldsymbol{x} \\
& \quad \leq\left|\int_{\Omega} U_{j} \frac{\partial u_{i}}{\partial x_{j}} U_{i} d \boldsymbol{x}\right|=\left|\int_{\Omega} U_{j} \frac{\partial U_{i}}{\partial x_{j}} u_{i} d \boldsymbol{x}\right| \tag{5.157}
\end{align*}
$$

where, on the left-hand side of the estimate (5.157) we have dropped the nonnegative integral

$$
\int_{\Omega}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{u}) e_{i j}(\boldsymbol{U}) e_{k l}(\boldsymbol{U})\right] d \boldsymbol{x} .
$$

From (5.157) we have

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} & \|\boldsymbol{U}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{U})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{U})}{\partial x_{k}} d \boldsymbol{x} \\
& \leq\|\boldsymbol{U}\|_{\boldsymbol{L}^{2}(\Omega)}\|\boldsymbol{U}\|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{u}\|_{\boldsymbol{L}^{\infty}(\Omega)}  \tag{5.158}\\
& \leq\|\boldsymbol{U}\|_{\boldsymbol{L}^{2}(\Omega)}\|\boldsymbol{U}\|_{\boldsymbol{H}^{2}(\Omega)}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)} \\
& \leq \rho^{\prime}\|\boldsymbol{U}\|_{\boldsymbol{L}^{2}(\Omega)}\|\boldsymbol{U}\|_{\boldsymbol{H}^{2}(\Omega)}
\end{align*}
$$

as $\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)} \leq \rho^{\prime}, \forall t \geq 0$. For any $\delta>0$ we have, therefore,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{U}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{U})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{U})}{\partial x_{k}} d \boldsymbol{x} \leq \frac{\rho^{\prime}}{2 \delta}\|\boldsymbol{U}\|_{L^{2}(\Omega)}^{2}+\frac{\rho^{\prime} \delta}{2}\|\boldsymbol{U}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \tag{5.159}
\end{equation*}
$$

Noting that with $\boldsymbol{u}(t) \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}, \forall t \geq 0$, we also have $\boldsymbol{U} \in \boldsymbol{L}^{\infty}\left((0, t) ; \boldsymbol{H}^{2}(\Omega)\right)$, $\forall t>0$, an application of the Korn-type estimate of Lemma 5.2 to (5.159) produces, for $\delta>0$ chosen sufficiently small,

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{U}\|_{L^{2}(\Omega)}^{2}+\kappa\|\boldsymbol{U}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \leq\left(\frac{\rho^{\prime}}{2 \delta}\right)\|\boldsymbol{U}\|_{L^{2}(\Omega)}^{2} \tag{5.160}
\end{equation*}
$$

for some $\kappa=\kappa\left(\rho^{\prime}, \mu_{1}, \Omega\right)>0$. From (5.160) it is immediate that

$$
\begin{equation*}
\|\boldsymbol{U}(t)\|_{L^{2}(\Omega)} \leq\|\boldsymbol{U}(0)\|_{L^{2}(\Omega)} e^{\frac{\rho^{\prime}}{2 \delta} t}, \quad \forall t \geq 0 \tag{5.161}
\end{equation*}
$$

Therefore, for all $t \geq 0, \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$, and $\boldsymbol{J} \in \boldsymbol{H}$,

$$
\begin{equation*}
\frac{\left\|\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right) \boldsymbol{J}\right\|_{L^{2}(\Omega)}}{\|\boldsymbol{J}\|_{\boldsymbol{L}^{2}(\Omega)}} \leq e^{\frac{\rho^{\prime}}{}{ }^{2} t} \tag{5.162}
\end{equation*}
$$

from which it follows, immediately, that

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}}\left\|\boldsymbol{L}_{\mu_{1}}\left(t, \boldsymbol{u}_{0}\right)\right\|_{\mathcal{L}(\boldsymbol{H} ; \boldsymbol{H})} \leq e^{\frac{\rho^{\prime}}{2 \delta}} \equiv \ell \tag{5.163}
\end{equation*}
$$

Following the analysis in [Te4], Chap. V, Sect. 2, we conclude from the relation

$$
\begin{equation*}
\boldsymbol{S}_{\mu_{1}}(t)=\boldsymbol{S}_{\mu_{1}}(t-[t]) \boldsymbol{S}_{\mu_{1}}(t)^{[t]} \tag{5.164}
\end{equation*}
$$

that (5.163) implies that (5.154) holds $\forall t \geq 0$.

### 5.3.5 Hausdorff and Fractal Dimensions of the Global Attractor $\mathcal{A}_{\mu_{1}}$

Having established, in Sect. 5.3.3, the uniform differentiability of $\boldsymbol{S}_{\mu_{1}}$ (5) on $\mathcal{A}_{\mu_{1}}$, and in Sect. 5.3.4 the uniform boundedness of $\boldsymbol{L}_{\mu_{1}}\left(t ;, \boldsymbol{u}_{0}\right), \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$, we are now in a position to estimate the Hausdorff and fractal dimensions of the global attractor $\mathcal{A}_{\mu_{1}}$. We begin by recalling some basic properties and definitions that will be employed in the computations of $d_{H}\left(\mathcal{A}_{\mu_{1}}\right)$ and $d_{F}\left(\mathcal{A}_{\mu_{1}}\right)$. In particular, for any $L \in \mathcal{L}(\boldsymbol{H} ; \boldsymbol{H})$, and each positive integer $k$, we set

$$
\begin{equation*}
\alpha_{k}(\boldsymbol{L})=\sup _{\substack{G \subset H \\ \operatorname{dim} G=k}} \inf _{\substack{\xi \in G \\\|\xi\|_{\boldsymbol{H}}=1}}\|\boldsymbol{L} \zeta\|_{\boldsymbol{L}^{2}(\Omega)} \tag{5.165}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{k}(\boldsymbol{L})=\alpha_{1}(\boldsymbol{L}) \cdots \alpha_{k}(\boldsymbol{L}) \tag{5.166}
\end{equation*}
$$

The sequence $\left\{\alpha_{k}(\boldsymbol{L})\right\}$ is non-increasing and for $\boldsymbol{L}$ a compact self-adjoint nonnegative linear operator on $\boldsymbol{H}$ the $\alpha_{k}(\boldsymbol{L})$ are just the eigenvalues of $\left(\boldsymbol{L}^{*} \boldsymbol{L}\right)^{1 / 2}$, with $\alpha_{1}(\boldsymbol{L}) \geq \alpha_{2}(\boldsymbol{L}) \geq \cdots \geq 0$, where $\boldsymbol{L}^{*}$ is the adjoint operator. For $\boldsymbol{L} \in \mathcal{L}(\boldsymbol{H} ; \boldsymbol{H})$ and $d \in R^{+}, d=n+s, n$ an integer $\geq 1$ and $0<s<1$, we define

$$
\begin{equation*}
\omega_{d}(\boldsymbol{L})=\omega_{n}(\boldsymbol{L})^{1-s} \omega_{n+1}(\boldsymbol{L})^{s} \tag{5.167}
\end{equation*}
$$

It is easy to see (e.g., [Te4], Chp. 5, Sect. 2) that $d \mapsto \omega_{d}(\boldsymbol{L})$ is a non-increasing function from $[1, \infty)$ into $R^{+}$. Let $S_{\mu_{1}}(t)$ be the nonlinear semigroup generated by the solution of the initial-boundary value problem (5.2a,b), (5.3a), (5.4) and let $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)$ be the associated Fréchet differential, with $\boldsymbol{u}_{0} \in \boldsymbol{\mathcal { A }}_{\mu_{1}}$; the numbers $\omega_{k}\left(\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right)$ may be proven to bound the largest distortion of an infinitesimal $k$ dimensional volume produced by $\boldsymbol{S}_{\mu_{1}}(t)$ around the point $\mu_{0}$. By virtue of Theorem 5.4 which yields the uniform differentiability of $\boldsymbol{S}_{\mu_{1}}(t)$ on $\mathcal{A}_{\mu_{1}}$, the numbers $\omega_{k}\left(\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right)$ are well-defined $\forall t \geq 0, k \in N$, and $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$. Now, we set

$$
\begin{equation*}
\bar{\omega}_{k}^{\mu_{1}}(t)=\sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}}\left(\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right), \quad k \in N, \quad t \geq 0 \tag{5.168}
\end{equation*}
$$

By virtue of the definitions (5.167), (5.168) and the estimate (5.162), it follows that the functions $t \mapsto \bar{\omega}_{k}^{\mu_{1}}(t)$ are subexponential, i.e.,

$$
\begin{equation*}
\bar{\omega}_{k}^{\mu_{1}}(t+s) \leq \bar{\omega}_{k}^{\mu_{1}}(t) \bar{\omega}_{k}^{\mu_{1}}(s), \quad \forall t, s \geq 0 . \tag{5.169}
\end{equation*}
$$

Thus, by results in [Te4], the limit $\lim _{t \rightarrow \infty}\left\{\bar{\omega}_{k}^{\mu_{1}}(t)\right\}^{1 / t}$ exists and is equal to

$$
\begin{equation*}
\Pi_{k}^{\mu_{1}}=\inf _{t>0}\left\{\bar{\omega}_{k}^{\mu_{1}}(t)\right\}^{1 / t} \tag{5.170}
\end{equation*}
$$

Next, we define, recursively, the numbers

$$
\Lambda_{1}^{\mu_{1}}=\Pi_{1}^{\mu_{1}}, \quad \Lambda_{1}^{\mu_{1}} \Lambda_{2}^{\mu_{1}}=\Pi_{2}^{\mu_{1}}, \quad \ldots, \quad \Lambda_{1}^{\mu_{1}} \cdots \Lambda_{k}^{\mu_{1}}=\Pi_{k}^{\mu_{1}}
$$

or

$$
\begin{equation*}
\Lambda_{1}^{\mu_{1}}=\Pi_{1}^{\mu_{1}}, \quad \Lambda_{k}^{\mu_{1}}=\frac{\Pi_{k}^{\mu_{1}}}{\Pi_{k-1}^{\mu_{1}}}, \quad k \geq 2 \tag{5.171}
\end{equation*}
$$

The $\Lambda_{k}^{\mu_{1}}$ are the global (or uniform) Lyapunov numbers on $\mathcal{A}_{\mu_{1}}$ while the numbers

$$
\begin{equation*}
\lambda_{k}^{\mu_{1}}=\log \Lambda_{k}^{\mu_{1}}, \quad k \geq 1 \tag{5.172}
\end{equation*}
$$

are the global (uniform) Lyapunov exponents. From (5.170)-(5.172) it follows that

$$
\begin{equation*}
\inf _{t>0}\left(\bar{\omega}_{k}^{\mu_{1}}(t)\right)^{1 / t}=\exp \left(\lambda_{k}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}\right) \tag{5.173}
\end{equation*}
$$

Employing the linearized bipolar equations (5.155) we define the linear operator $\mathcal{L}_{\mu_{1}}(\boldsymbol{u}):$

$$
\mathcal{L}_{\mu_{1}}(\boldsymbol{u}): \tilde{\boldsymbol{H}} \rightarrow \boldsymbol{H} ; \quad \boldsymbol{u}=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}, \quad \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}
$$

where

$$
\begin{aligned}
& \tilde{\boldsymbol{H}}=\left\{\boldsymbol{\phi} \in \boldsymbol{W}_{0}^{1,2}(\Omega) \cap \boldsymbol{W}^{2,2}(\Omega) \mid \operatorname{div} \boldsymbol{\phi}=0 \text { in } \Omega\right. \\
& \left.\quad \text { with } \tau_{i j k}(\boldsymbol{\phi}) v_{j} v_{k}-\tau_{j k l}(\boldsymbol{\phi}) v_{j} v_{k} v_{l} v_{i}=0 \text { on } \partial \Omega, i=1,2,3\right\}
\end{aligned}
$$

by

$$
\begin{equation*}
\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}\right)_{i}=2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{\phi})\right)-\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{\phi})-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{\phi})\right]+u_{j} \frac{\partial \phi_{i}}{\partial x_{j}}+\phi_{j} \frac{\partial u_{i}}{\partial x_{j}} . \tag{5.174}
\end{equation*}
$$

Appealing yet one more time to the general framework in [Te4], Chap. 5, Sect. 2, it may be shown that

$$
\begin{equation*}
\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}} \leq-q_{k}^{\mu_{1}} \tag{5.175}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{k}^{\mu_{1}}=\lim _{t \rightarrow \infty} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}} \frac{1}{t} \int_{0}^{t} \inf _{\operatorname{rank} \boldsymbol{Q}=k} \operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right) d s \tag{5.176}
\end{equation*}
$$

with tr denoting the trace operation and $\boldsymbol{Q}$ an orthogonal projection on $\tilde{\boldsymbol{H}}$ of rank $k$. For the purposes of computation, we note here that

$$
\begin{equation*}
\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right)=\sum_{j=1}^{k}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}_{j}, \boldsymbol{\phi}_{j}\right)_{\boldsymbol{L}^{2}(\Omega)} \tag{5.177}
\end{equation*}
$$

where $\left\{\boldsymbol{\phi}_{j}\right\}_{j \in N}$ is any basis of $\tilde{\boldsymbol{H}}$, with the $\boldsymbol{\phi}_{j}$ orthonormal in $\boldsymbol{L}^{2}(\Omega)$ and such that $\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{k}$ is a basis of $\boldsymbol{Q} \cdot \boldsymbol{H}$.

In order to connect the numbers $q_{k}^{\mu_{1}}$ to the computation (presented below), of the upper bounds for the Hausdorff and fractal dimensions of the global attractor $\mathcal{A}_{\mu_{1}}$, we recall the precise definitions of these quantities: Let $\boldsymbol{X} \subset \boldsymbol{H}, d \in R^{+}$, and $\delta>0$ and set

$$
\begin{equation*}
\mu(\boldsymbol{X}, d, \delta)=\inf \sum_{j} r_{j}^{d} \tag{5.178}
\end{equation*}
$$

where the inf is taken over all coverings of $\boldsymbol{X}$ by a family of balls in $\boldsymbol{H}$ of radius $r_{j} \leq \delta$. Then $\mu(\boldsymbol{X}, d, \delta)$ is a decreasing function of $\delta$ and

$$
\begin{equation*}
\mu(\boldsymbol{X}, d)=\lim _{\delta \rightarrow 0} \mu(\boldsymbol{X}, d, \delta) \tag{5.179}
\end{equation*}
$$

is the $d$-dimensional Hausdorff measure of $\boldsymbol{X}$. It follows that $\exists d_{0} \in[0, \infty)$ such that $\mu(\boldsymbol{X}, d)=+\infty$ for $d<d_{0}$ while $\mu(\boldsymbol{X}, d)=0$ for $d>d_{0}$; the number $d_{0}=d_{H}(\boldsymbol{X})$ is called the Hausdorff dimension of $\boldsymbol{X}$. Next, let $n_{X}(\delta)$ be the minimal number of balls in $\boldsymbol{H}$ of radius $\delta$ needed to cover $\boldsymbol{X}$; then the fractal dimension $d_{F}(\boldsymbol{X})$ is the number defined by

$$
\begin{equation*}
d_{F}(\boldsymbol{X})=\limsup _{\delta \rightarrow 0} \frac{\log n_{X}(\delta)}{\log (1 / \delta)} \tag{5.180}
\end{equation*}
$$

and it may be shown that

$$
\begin{equation*}
d_{F}(\boldsymbol{X})=\inf \left\{d>0 \mid \limsup _{\delta \rightarrow 0} \delta^{d} n_{X}(\delta)=0\right\} \tag{5.181}
\end{equation*}
$$

from which it follows that $d_{H}(\boldsymbol{X}) \leq d_{F}(\boldsymbol{X})$.
We want to apply the definitions, above, of the Hausdorff and fractal dimensions to the case where $\boldsymbol{X}=\mathcal{A}_{\mu_{1}}$, the global attractor for the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ generated by the solution of $(5.2 \mathrm{a}, \mathrm{b}),(5.3 \mathrm{a}),(5.4)$. The following result is a direct consequence of the existence theorem of Sect. 4.2, Theorems 5.2-5.6, the fact that the initial data $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$, and Theorem 3.3 in [Te4]:

Lemma 5.12. If for some $k \geq 1$, $\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}<0$, then $\lambda_{k}^{\mu_{1}}<0$, $\left(\lambda_{1}^{\mu_{1}}+\cdots+\right.$ $\left.\lambda_{k-1}^{\mu_{1}}\right) /\left|\lambda_{k}^{\mu_{1}}\right|<1$ and

$$
\begin{array}{r}
d_{H}\left(\mathcal{A}_{\mu_{1}}\right) \leq(k-1)+\frac{\left(\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k-1}^{\mu_{1}}\right)_{+}}{\left|\lambda_{k}^{\mu_{1}}\right|} \\
d_{F}\left(\mathcal{A}_{\mu_{1}}\right) \leq k \cdot\left\{\max _{1 \leq j \leq k-1} 1+\frac{\left(\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{j}^{\mu_{1}}\right)_{+}}{\left|\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}\right|}\right\} \tag{5.182b}
\end{array}
$$

where, for any $r \in R, r_{+}=\max (r, 0)$.
Our main result in this subsection can now be expressed in the following form:
Theorem 5.7. Consider the dynamical system defined by the nonlinear bipolar initial-boundary value problem (5.2a,b), (5.3a), (5.4) with $\boldsymbol{v}_{0} \in \boldsymbol{H}$. Then the global attractor $\mathcal{A}_{\mu_{1}}$ defined by (5.17) has Hausdorff dimension less than or equal to $k$, and fractal dimension less than or equal to $2 k$, where $k \in N$ satisfies

$$
\begin{equation*}
k-1<\psi|\boldsymbol{f}|_{\infty}^{3}\left(\lambda_{1} \Lambda\right)^{-3 / 2} \mu_{1}^{-9 / 2}<k \tag{5.183}
\end{equation*}
$$

for some $\psi=\psi(\Omega), \Lambda=\Lambda\left(\mu_{0}, \mu_{1}, \alpha ; \Omega\right)$ where $\lambda_{1}$ is the smallest eigenvalue of $-\Delta$ on $\Omega$ such that the corresponding eigenvector $\boldsymbol{w}_{1}$ is in $\boldsymbol{H}_{0}^{1}(\Omega)$ and satisfies $\nabla \cdot \boldsymbol{w}_{1}=0$.

In order to prove Theorem 5.7 we will proceed with first establishing a series of lemmas, beginning with
Lemma 5.13. Let $\boldsymbol{Q}$ be an orthogonal projection on $\tilde{\boldsymbol{H}}$ of rank $k$; then for $\boldsymbol{\phi}_{j} \in$ $\tilde{\boldsymbol{H}}, j=1,2, \ldots, k$, such that $\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{k}$ forms a basis of $\boldsymbol{Q} \circ \tilde{\boldsymbol{H}}$, with the $\boldsymbol{\phi}_{j}$ orthonormal in $L^{2}(\Omega), \exists c=c(\Omega), \tilde{k}=\tilde{k}(\Omega)$ such that for any $\delta>0$,

$$
\begin{align*}
\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right)= & \sum_{t=1}^{k}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}_{\ell}, \boldsymbol{\phi}_{\ell}\right)_{\boldsymbol{L}^{2}(\Omega)} \\
\geq & 2 \mu_{1} \sum_{\ell=1}^{k} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{\phi}_{\ell}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{\phi}_{\ell}\right)}{\partial x_{k}} d \boldsymbol{x} \\
& +2 \tilde{k}(\Omega)(1-\alpha) \mu_{0} \sum_{\ell=1}^{k}\left\|\boldsymbol{\phi}_{\ell}\right\|_{\boldsymbol{W}^{1, p}(\Omega)}^{2}  \tag{5.184}\\
& -\delta c(\Omega) \sum_{\ell=1}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2}-\frac{c(\Omega)}{\delta}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}
\end{align*}
$$

Proof. For any $\phi \in \tilde{\boldsymbol{H}}$ we compute that

$$
\begin{aligned}
& \left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}, \boldsymbol{\phi}\right)_{\boldsymbol{L}^{2}(\Omega)}=2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{\phi})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\phi})}{\partial x_{k}} d \boldsymbol{x} \\
& \quad+\int_{\Omega}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})-\alpha B_{i j k l}(\boldsymbol{u}) e_{i j}(\boldsymbol{\phi}) e_{k l}(\boldsymbol{\phi}) d \boldsymbol{x}+\int_{\Omega} \phi_{j} \frac{\partial u_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x}\right.
\end{aligned}
$$

in which case

$$
\begin{align*}
\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}, \boldsymbol{\phi}\right)_{L^{2}(\Omega)} \geq & 2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{\phi})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\phi})}{\partial x_{k}} d \boldsymbol{x} \\
& +2(1-\alpha) \mu_{0} \int_{\Omega} \frac{e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})}{\left(\epsilon+e_{k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})\right)^{\alpha / 2}} d \boldsymbol{x}+\int_{\Omega} \phi_{j} \frac{\partial u_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x} . \tag{5.185}
\end{align*}
$$

Now, for any $\boldsymbol{\phi} \in \boldsymbol{H}_{0}^{1}(\Omega)$ such that $\|\boldsymbol{\phi}\|_{L^{2}(\Omega)}=1$,

$$
\begin{align*}
\left|\int_{\Omega} \phi_{j} \frac{\partial u_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x}\right| & \leq\|\boldsymbol{\phi}\|_{\boldsymbol{L}^{2}(\Omega)}\|\boldsymbol{\phi}\|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{u}\|_{\boldsymbol{L}^{\infty}(\Omega)}  \tag{5.186}\\
& \leq 2 c(\Omega)\|\boldsymbol{\phi}\|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}
\end{align*}
$$

for some $c(\Omega)>0$. Therefore, for any $\delta>0$,

$$
\begin{equation*}
\left|\int_{\Omega} \phi_{j} \frac{\partial u_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x}\right| \leq c(\Omega)\left[\delta\|\boldsymbol{\phi}\|_{\boldsymbol{H}^{1}(\Omega)}^{2}+\frac{1}{\delta}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}\right] \tag{5.187}
\end{equation*}
$$

We now need to estimate, from below, the integral

$$
\begin{equation*}
I=\int_{\Omega} \frac{e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})}{\left(\epsilon+e_{k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})\right)^{\alpha / 2}} d \boldsymbol{x} \tag{5.188}
\end{equation*}
$$

For convenience we set $p=2-\alpha$ and $|\boldsymbol{e}(\boldsymbol{u})|^{2}=e_{i j}(\boldsymbol{u}) e_{i j}(\boldsymbol{u})$; then we have the following result which is of independent interest and is, thus, stated separately as
Lemma 5.14. Let $\boldsymbol{\phi} \in \tilde{\boldsymbol{H}}=\left\{\boldsymbol{\psi} \in \boldsymbol{W}_{0}^{1,2}(\Omega) \cap \boldsymbol{W}^{2,2}(\Omega) \mid \nabla \cdot \boldsymbol{\psi}=\right.$ 0 in $\Omega$ with $\tau_{i j k}(\boldsymbol{\psi}) \nu_{j} v_{k}-\tau_{j k l}(\boldsymbol{\psi}) v_{j} \nu_{k} \nu_{l} \nu_{i}=0$ on $\left.\partial \Omega, i=1,2,3\right\}$. Then if $\boldsymbol{u}$ is the solution of (5.2a,b), (5.3a), (5.4) corresponding to initial data $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$,

$$
\begin{equation*}
\int_{\Omega} \frac{e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{(2-p) / 2}} d \boldsymbol{x} \geq \tilde{k}(\Omega)\|\boldsymbol{\phi}\|_{\boldsymbol{W}^{1, p}(\Omega)}^{2} \tag{5.189}
\end{equation*}
$$

for some $\tilde{k}(\Omega)>0$ and all $t \geq 0$.

Proof. By the Hölder Inequality

$$
\begin{gathered}
\int_{\Omega}\left[e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})\right]^{p / 2} d \boldsymbol{x}=\int_{\Omega}\left[\frac{e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{(2-p) / 2}}\right]^{p / 2} \cdot\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{p(2-p) / 4} d \boldsymbol{x} \\
\quad \leq\left(\int_{\Omega}\left[\frac{e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{(2-p) / 2}}\right] d \boldsymbol{x}\right)^{p / 2} \times\left(\int_{\Omega}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{p / 2} d \boldsymbol{x}\right)^{(2-p) / 2}
\end{gathered}
$$

or

$$
\begin{align*}
\left(\int_{\Omega}\left[e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})\right]^{p / 2} d \boldsymbol{x}\right)^{2 / p} \leq & \left(\int_{\Omega} \frac{e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})}{\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{(2-p) / 2}} d \boldsymbol{x}\right) \\
& \times\left(\int_{\Omega}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{p / 2} d \boldsymbol{x}\right)^{(2-p) / p} \tag{5.190}
\end{align*}
$$

However, from the results in [BBN2, 3], as described in Sect.4.3, we know that the solution of (5.2a,b), (5.3a), (5.4) is in $\boldsymbol{L}^{\infty}\left([0, \infty)\right.$; $\left.\boldsymbol{W}^{1, p}(\Omega)\right)$; therefore, $\exists k=k(\Omega)$ such that

$$
\begin{equation*}
\left(\int_{\Omega}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{p / 2} d \boldsymbol{x}\right)^{1 / p} \leq k(\Omega) \tag{5.191}
\end{equation*}
$$

$\forall t \geq 0$, with $k(\Omega)$ independent of $\boldsymbol{u}_{0}$ for $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$. Also, by the $L^{p}$ version of the Korn inequality (Lemma 5.1) we know that

$$
\begin{equation*}
\left(\int_{\Omega}\left[e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi})\right]^{p / 2} d \boldsymbol{x}\right)^{2 / p} \geq k^{\prime}(\Omega)\|\boldsymbol{\phi}\|_{W^{1, p}(\Omega)}^{2} \tag{5.192}
\end{equation*}
$$

Combining (5.190) with (5.191) and (5.192) we find that (5.189) is satisfied for some $\tilde{k}(\Omega)>0$ and all $t \geq 0$.

Returning to the proof of Lemma 5.13, and combining (5.185), (5.187), and (5.189), we arrive at the indicated lower bound for $\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right)$, i.e., (5.184), which completes the proof of Lemma 5.14.

Now, it is well-known [CFT1] that

$$
\sum_{\ell=1}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2} \geq \lambda_{1}+\cdots+\lambda_{k}
$$

with $\lambda_{j} \geq \tilde{c} \lambda_{1} j^{2 / 3}, \forall j \geq 1$, for some $\tilde{c}>0$ (and independent of $j$ ), where the $\lambda_{j}$, $j=1, \ldots, k$, are the first $k$ eigenvalues of $-\Delta$ on $\Omega$ such that the corresponding eigenvectors $\boldsymbol{w}_{j}$ are in $\boldsymbol{H}_{0}^{1}(\Omega)$ and satisfy the constraint $\Delta \cdot \boldsymbol{w}_{j}=0$. In view of the
above estimate, and the lower bound cited for the $\lambda_{j}, j \geq 1$ (this latter result being due to Metivier [Me]) we find that for some $c^{\prime}>0$,

$$
\begin{equation*}
\sum_{\ell=1}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2} \geq \lambda_{1} c^{\prime} k^{5 / 3} \tag{5.193}
\end{equation*}
$$

To deal with the term $\sum_{l=1}^{k}\left\|\boldsymbol{\phi}_{l}\right\|_{W^{1, p}(\Omega)}^{2}$ in (5.184) we will make use Lemma A. 6 which says that

$$
\begin{align*}
\|\boldsymbol{\phi}\|_{W^{1, p}(\Omega)}^{2} \geq & \frac{\zeta^{1 / \delta^{\prime}}}{\delta^{\prime} d_{\delta^{\prime}}(\Omega)}|\boldsymbol{\phi}|_{\boldsymbol{H}^{1}(\Omega)}^{2}  \tag{5.194}\\
& -\zeta^{1 / \delta^{\prime}\left(1-\delta^{\prime}\right)} \cdot \frac{1-\delta^{\prime}}{\delta^{\prime}}\|\boldsymbol{\phi}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}
\end{align*}
$$

for $1<p \leq 2$, any $\zeta>0$, and some $d_{\delta^{\prime}}(\Omega)>0$, if $\boldsymbol{\phi} \in \boldsymbol{W}^{1, p}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega) \cap$ $W^{2,2}(\Omega)$.

The last lemma which is needed before we can address the proof of Theorem 5.7 is the following:

Lemma 5.15. Under the conditions stated in Theorem 5.7, the uniform Lyapunov exponents $\lambda_{j}^{\mu_{1}}$ on $\mathcal{A}_{\mu_{1}}, j=1,2, \ldots, k$, satisfy

$$
\begin{align*}
\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}} \leq & -\lambda_{1} c^{\prime} \Lambda k^{5 / 3} \\
& +\frac{k}{\mu_{1}} n(\Omega) \lim _{t \rightarrow \infty} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}} \int_{0}^{t}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d \tau \tag{5.195a}
\end{align*}
$$

where

$$
\begin{equation*}
\Lambda=\frac{1}{2} \mu_{1} k(\Omega)+\frac{\mu_{0}(1-\alpha)}{\delta^{\prime}} \bar{m}(\Omega)\left[\frac{\mu_{1} \delta^{\prime}}{1-\delta^{\prime}} k(\Omega)\right]^{1-\delta^{\prime}} \tag{5.195b}
\end{equation*}
$$

$\underset{\sim}{\text { with }} k(\Omega)$ as in (5.191), $\delta^{\prime}=2 p / 6-p$, for $1<p<2, \bar{m}(\Omega)=2 \tilde{k}(\Omega) / d(\Omega)$, $\tilde{k}(\Omega)$ the constant in the estimate (5.189), $n(\Omega)=2 c^{2}(\Omega) / k(\Omega)$, and $d(\Omega)$ the constant in the estimate (5.194), and the dependence of $d(\Omega)$ on $\delta^{\prime}$ being understood.

Proof. By the estimate (5.184) of Lemma 5.13, combined with the lower bound (5.194) of Lemma A. 6 we have

$$
\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right) \geq 2 \mu_{1} \sum_{\ell=1}^{k} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{\phi}_{\ell}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{\phi}_{\ell}\right)}{\partial x_{k}} d \boldsymbol{x}
$$

$$
\begin{aligned}
& +\left[\frac{2 \tilde{k}(\Omega)(1-\alpha) \mu_{0} \zeta^{1 / \delta}}{\delta^{\prime} d(\Omega)}-\delta c(\Omega)\right] \sum_{\ell=1}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2} \\
& -\zeta^{1 / \delta(1-\delta)} \frac{\left(1-\delta^{\prime}\right)}{\delta^{\prime}} \sum_{\ell=1}^{k}\left\|\boldsymbol{\phi}_{\ell}\right\|_{\boldsymbol{H}^{2}(\Omega)}^{2}-\frac{k c(\Omega)}{\delta}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}
\end{aligned}
$$

or

$$
\begin{align*}
& \operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right) \geq\left[2 \mu_{1} k(\Omega)-\zeta^{1 / \delta^{\prime}\left(1-\delta^{\prime}\right)} \frac{\left(1-\delta^{\prime}\right)}{\delta^{\prime}}\right] \sum_{\ell=1}^{k}\left\|\boldsymbol{\phi}_{\ell}\right\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
& +\left(\left[\frac{2 \mu_{0}(1-\alpha) \tilde{k}(\Omega)}{\delta^{\prime} d(\Omega)} \zeta^{1 / \delta^{\prime}}-\delta c(\Omega)\right] \times \sum_{\ell}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2}\right)-\frac{k c(\Omega)}{\delta}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \tag{5.196}
\end{align*}
$$

Choosing $\zeta>0$ such that

$$
2 \mu_{1} k(\Omega)-\zeta^{1 / \delta^{\prime}\left(1-\delta^{\prime}\right)} \frac{\left(1-\delta^{\prime}\right)}{\delta^{\prime}}=\mu_{1} k(\Omega)
$$

i.e.,

$$
\begin{equation*}
\zeta=\left[\frac{\mu_{1} \delta^{\prime}}{1-\delta^{\prime}} k(\Omega)\right]^{\delta^{\prime}\left(1-\delta^{\prime}\right)} \tag{5.197}
\end{equation*}
$$

and $\delta>0$ sufficiently small, say,

$$
\begin{equation*}
\delta=\mu_{1} k(\Omega) / 2 c(\Omega) \tag{5.198}
\end{equation*}
$$

we obtain from (5.196) the estimate

$$
\begin{equation*}
\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right) \geq \Lambda \sum_{\ell=1}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2}-\frac{2 k c^{2}(\Omega)}{\mu_{1} k(\Omega)}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \tag{5.199}
\end{equation*}
$$

with $\Lambda$ given by (5.195b). Employing the definition of the $q_{k}^{\mu_{1}}$, i.e., (5.176) we obtain the lower bound

$$
\begin{equation*}
q_{k}^{\mu_{1}} \geq \Lambda \sum_{\ell=1}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2}-\frac{k}{\mu_{1}} n(\Omega) \lim _{t \rightarrow \infty} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}} \int_{0}^{t}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d \tau \tag{5.200}
\end{equation*}
$$

where $n(\Omega)=2 c^{2}(\Omega) / k(\Omega)$. In view of (5.193) we are led from (5.200) to

$$
q_{k}^{\mu_{1}} \geq \lambda_{1} c^{\prime} \Lambda k^{5 / 3}-\frac{k}{\mu_{1}} n(\Omega) \lim _{t \rightarrow \infty} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}} \int_{0}^{t}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d \tau
$$

so that the uniform Lyapunov exponents $\lambda_{j}^{\mu_{1}}$ on $\mathcal{A}_{\mu_{1}}, j=1,2, \ldots, k$, satisfy (5.195a).

We are now in a position to establish (5.183).
Proof (Theorem 5.7). By Lemma 5.12 we want to determine the first positive integer $k$ such that the right-hand side of (5.195a) is negative. To this end we return to (5.80) with $\boldsymbol{u}(t)$ in place of $\boldsymbol{v}(t)$, i.e.,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} k(\Omega)\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \leq|\boldsymbol{f}|_{\infty}\|\boldsymbol{u}\|_{L^{2}(\Omega)} \tag{5.201}
\end{equation*}
$$

where, unlike (5.80), (5.201) now holds $\forall t \geq 0$; this is because $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$ implies that $\boldsymbol{u}(t) \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}} \subset \boldsymbol{H}^{2}(\Omega), \forall t \geq 0$, so the Korn-type estimate of Lemma 5.2 can be employed in (5.78) from time $t=0$. For any $\gamma>0$ we now have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} k(\Omega)\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \leq \frac{\gamma}{2}|\boldsymbol{f}|_{\infty}^{2}+\frac{1}{2 \gamma}\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2} \tag{5.202}
\end{equation*}
$$

which for $\gamma$ sufficiently large leads us to

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2}+\mu_{1} k(\Omega)\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \leq \frac{\gamma}{2}|\boldsymbol{f}|_{\infty}^{2} . \tag{5.203}
\end{equation*}
$$

From (5.203) we obtain, $\forall t>0$,

$$
\begin{equation*}
\frac{1}{2}\|\boldsymbol{u}(t)\|_{L^{2}(\Omega)}^{2}+\mu_{1} k(\Omega) \int_{0}^{t}\|\boldsymbol{u}(\tau)\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d \tau \leq \frac{\gamma}{2} t|\boldsymbol{f}|_{\infty}^{2}+\frac{1}{2}\left\|\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}^{2} \tag{5.204}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mu_{1} k(\Omega) \frac{1}{t} \int_{0}^{t}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d \tau \leq \frac{\gamma}{2}|\boldsymbol{f}|_{\infty}^{2}+\frac{1}{2 t}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2} . \tag{5.205}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}} \frac{1}{t} \int_{0}^{t}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d \tau \leq \frac{1}{4 \mu_{1}^{2} k^{2}(\Omega)}|\boldsymbol{f}|_{\infty}^{2} \tag{5.206}
\end{equation*}
$$

if we choose $\gamma=1 / 2 \mu_{1} k(\Omega)$. Using (5.206) in (5.195a) we compute that

$$
\begin{equation*}
\lambda_{1}^{\mu_{1}}+\cdots \lambda_{k}^{\mu_{1}} \leq-\lambda_{1} c^{\prime} \Lambda k^{5 / 3}+\frac{k n(\Omega)}{4 \mu_{1}^{3} k^{2}(\Omega)}|\boldsymbol{f}|_{\infty}^{2} \tag{5.207}
\end{equation*}
$$

From (5.207) it is immediate that $\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}<0$ if $k$ is the smallest positive integer such that if

$$
k^{2 / 3}>\frac{n(\Omega)|\boldsymbol{f}|_{\infty}^{2}}{\left(4 \mu_{1}^{3} \lambda_{1} c^{\prime} \Lambda\right) k^{2}(\Omega)}
$$

i.e., if $k \in N$ satisfies

$$
\begin{equation*}
k-1<\frac{n^{3 / 2}(\Omega)|f|_{\infty}^{3}}{8 \mu_{1}^{9 / 2}\left(\lambda_{1} c^{\prime} \Lambda\right)^{3 / 2} k^{3}(\Omega)}<k \tag{5.208}
\end{equation*}
$$

where $\Lambda$ is given by $(5.195 b)$ and $\delta^{\prime}=2(2-\alpha) /(4+\alpha)$.
The result of Theorem 5.7 may be improved upon if it could be established that

$$
\begin{equation*}
M=\sup _{t>0} \sup _{\Omega}\left\{\sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}}\left(e_{i j}(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right)\right\}<\infty \tag{5.209}
\end{equation*}
$$

It is not yet known if (5.209) is valid for the bipolar fluid model; however, (5.209) holds if it is true that $\mathcal{A}_{\mu_{1}} \subset \boldsymbol{H}^{3}(\Omega)$ as $\boldsymbol{H}^{3}(\Omega) \subset C^{1}(\bar{\Omega})$ by the Sobolev embedding theorem in $\operatorname{dim} n=3$, and this result is known to be true [Gu] for the Navier-Stokes equations when $\boldsymbol{f} \in \boldsymbol{H}^{1}(\Omega)$ and is independent of $t$. If (5.209) could be established for the solution of the bipolar initial-boundary value problem we would have the following result:

Theorem 5.8. For the dynamical system defined by the nonlinear bipolar initialvalue problem (5.2a,b), (5.3a), (5.4), if (5.209) holds then $\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}<0$ for $k \in N$ satisfying

$$
\begin{equation*}
k-1<\frac{m^{3 / 2}(\Omega)|\boldsymbol{f}|_{\infty}^{3}}{8\left(\lambda_{1} c^{\prime} \gamma\right)^{3 / 2} \mu_{1}^{3}\left(\mu_{1} k(\Omega)+(\gamma / 4)\right)^{3 / 2}}<k \tag{5.210}
\end{equation*}
$$

where $m(\Omega)=(c(\Omega) / k(\Omega))^{2}$ and $\gamma=\frac{(1-\alpha) \mu_{0}}{(\epsilon+M)^{\alpha / 2}}$.
Proof. If (5.209) holds then, from (5.185) and (5.187), we obtain the lower bound

$$
\begin{align*}
\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}, \boldsymbol{\phi}\right)_{\boldsymbol{L}^{2}(\Omega)} \geq & 2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{\phi})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{\phi})}{\partial x_{k}} d \boldsymbol{x}  \tag{5.211}\\
& +(\gamma-\delta c(\Omega))|\boldsymbol{\phi}|_{\boldsymbol{H}^{1}(\Omega)}^{2}-\frac{c(\Omega)}{\delta}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}
\end{align*}
$$

with

$$
\begin{equation*}
\gamma=(1-\alpha) \mu_{0} /(\epsilon+M)^{\alpha / 2} . \tag{5.212}
\end{equation*}
$$

In obtaining (5.211) we have also used the elementary result

$$
\begin{equation*}
\int_{\Omega} e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi}) d \boldsymbol{x} \geq \frac{1}{2}|\boldsymbol{\phi}|_{\boldsymbol{H}^{1}(\Omega)}^{2}, \quad \forall \boldsymbol{\phi} \in \boldsymbol{H}_{0}^{1}(\Omega) . \tag{5.213}
\end{equation*}
$$

By (5.211) we have

$$
\begin{align*}
\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}, \boldsymbol{\phi}\right)_{L^{2}(\Omega)} \geq & 2 \mu_{1} \sum_{\ell=1}^{k} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{\phi}_{\ell}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{\phi}_{\ell}\right)}{\partial x_{k}} d \boldsymbol{x}  \tag{5.214}\\
& +(\gamma-\delta c(\Omega)) \sum_{\ell=1}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2}-\frac{k c(\Omega)}{\delta}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}
\end{align*}
$$

with the $\boldsymbol{\phi}_{j}, j=1,2, \ldots, k$ chosen as in the proof of Theorem 5.7. Applying (5.193), and choosing $\delta=\gamma / 2 c(\Omega)$, we have, by virtue of Lemma 5.2
$\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}, \boldsymbol{\phi}\right)_{\boldsymbol{L}^{2}(\Omega)} \geq 2 \mu_{1} k(\Omega) \sum_{\ell=1}^{k}\left\|\boldsymbol{\phi}_{\ell}\right\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{\gamma \lambda_{1} c^{\prime} k^{5 / 3}}{2}-\frac{2 k c^{2}(\Omega)}{\gamma}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}$
in which case

$$
\begin{equation*}
\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}, \boldsymbol{\phi}\right)_{L^{2}(\Omega)} \geq\left(2 \mu_{1} k(\Omega)+\frac{\gamma}{2}\right) \lambda_{1} c^{\prime} k^{5 / 3}-\frac{2 k c^{2}(\Omega)}{\gamma}\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} . \tag{5.215}
\end{equation*}
$$

From (5.215) and (5.206) we now obtain an estimate analogous to (5.207) when (5.209) holds, namely,

$$
\begin{equation*}
\lambda_{1}^{\mu_{1}}+\cdots \lambda_{k}^{\mu_{1}} \leq-\left(2 \mu_{1} k(\Omega)+\frac{\gamma}{2}\right) \lambda_{1} c^{\prime} k^{5 / 3}+\frac{k c^{2}(\Omega)}{2 \mu_{1}^{2} \gamma k^{2}(\Omega)}|\boldsymbol{f}|_{\infty}^{2} \tag{5.216}
\end{equation*}
$$

Thus, $\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}<0$ for $k$ the smallest positive integer such that

$$
\begin{equation*}
k^{2 / 3}>\frac{m(\Omega)|\boldsymbol{f}|_{\infty}^{2}}{2 \lambda_{1} c^{\prime} \gamma \mu_{1}^{2}\left(2 \mu_{1} k(\Omega)+(\gamma / 2)\right)} \tag{5.217}
\end{equation*}
$$

from which (5.210) follows immediately.

### 5.4 Attractors for the Bipolar and Non-Newtonian Problems $(-1<\alpha<0)$

Having established, in Sect. 5.3, the existence of a maximal compact global attractor $\mathcal{A}_{\mu_{1}}$ for the bipolar initial-boundary value problem when $0 \leq \alpha<1$, so that $1<p \leq 2$ (a result which is also valid for the space-periodic problem in
$\operatorname{dim} n=2,3$ ) we now turn our attention to both the bipolar and non-Newtonian problems for the case $\alpha<0(p>2)$. In actuality our results will only apply in the range $-1<\alpha<0(2<p<3)$ with the problem still being open for $p \geq 3$. As in Sect. 5.3 we will be able to prove the existence of maximal compact global attractors $\mathcal{A}_{\mu_{1}} \subset \boldsymbol{W}^{2,2}(\Omega)$. For technical reasons we confine our attention in this paper to space dimension $n=2$; we intend to use the results for the situation in which $\mu_{1}>0$ in order to establish the existence of a maximal compact global attractor $\mathcal{A}_{0}$ for the non-Newtonian subcase in which $\mu_{1}=0$ and $p>2$. We note that in [MN] the authors have established, directly, the existence of a maximal compact global attractor $\mathcal{A}_{0}$ for the space periodic version of the non-Newtonian problem $\left(\mu_{1}=0\right)$, in $\operatorname{dim} n=3$, when $p \geq 5 / 2$ and $\boldsymbol{v}_{0} \in \boldsymbol{H}_{p e r}$; they were also able to prove that the fractal dimension of $\mathcal{A}_{0}$ is bounded. Although for the case $p>2$, and $\mu_{1}>0$, we may speak almost interchangeably of the spaceperiodic and boundary-value problems, because of the delicacy of dealing with the boundary-value problem for the non-Newtonian case in which $\mu_{1}=0$, we will restrict our attention throughout this section to the relevant space-periodic problems. For the remainder of this chapter, as well as in Chap. 6, we will employ the following protocol: when referring to the space-periodic problem for the bipolar equations with $\mu_{1}>0$ we will use the full set of hypotheses in (5.3b); however, for the case in which $\mu_{1}=0$ only the first set of conditions in (5.3b) will apply. This specification mirrors that for the boundary-value problem where only the first condition in (5.3a) holds when $\mu_{1}=0$, while both sets of boundary conditions in (5.3a) apply to the case where $\mu_{1}>0$. Beyond establishing, for $\mu_{1} \geq 0$ and $p>2$, the existence of maximal compact global attrctors $\mathcal{A}_{\mu_{1}}$, for the incompressible bipolar viscous fluid, we will also show that for $\mu_{1}>0$, and $2<p<3$, there exist upper bounds for the Hausdorff and fractal dimensions of these attractors. Unlike the situation we encountered in Sect. 5.3, where it was determined that $d_{H}\left(\mathcal{A}_{\mu_{1}}\right)<k$, $d_{F}\left(\mathcal{A}_{\mu_{1}}\right)<2 k$, with $k \in N$ satisfying (5.183), for the case $1<p \leq 2$, the upper bounds for the $d_{H}\left(\mathcal{A}_{\mu_{1}}\right)$ and $d_{F}\left(\mathcal{A}_{\mu_{1}}\right)$, when $2<p<3$, will turn out to be independent of $\mu_{1}$. In Sect. 5.5, under the conditions which prevail in this section, it will be shown that as $\mu_{1} \rightarrow 0^{+}, \hat{d}\left(\mathcal{A}_{\mu_{1}}, \mathcal{A}_{0}\right) \rightarrow 0$ where $\hat{d}$ is the semidistance for sets, the underlying norm being that of $L^{2}(\Omega)$. Unfortunately, the fact that (for $p>2)$ the upper bounds for $d_{H}\left(\mathcal{A}_{\mu_{1}}\right)$ and $d_{F}\left(\mathcal{A}_{\mu_{1}}\right)$ are independent of $\mu_{1}>0$, even when coupled with the result $\hat{d}\left(\mathcal{A}_{\mu_{1}}, \mathcal{A}_{0}\right) \rightarrow 0$, as $\mu_{1} \rightarrow 0^{+}$, does not permit us to obtain an upper bound for either $d_{H}\left(\mathcal{A}_{0}\right)$ or $d_{F}\left(\mathcal{A}_{0}\right)$. As in Sect. 5.3 we will set the density $\rho=1$ throughout this section.

### 5.4.1 Existence of Absorbing Sets and Maximal Compact Global Attractors for $S_{\mu_{1}}(t), \mu_{1} \geq 0$

In order to establish the existence of maximal compact global attractors for the space-periodic problem (5.2a,b), (5.3b), (5.4), in space dimension $n=2$, when
$p>2$, and $\mu_{1} \geq 0$, we assume that $\boldsymbol{v}_{0} \in L^{2}(\Omega), \Omega=[0, L]^{2}$ for some $L>0$. As a precursor to establishing the existence of the attractors $\mathcal{A}_{\mu_{1}}, \mu_{1} \geq 0$, we will (as in Sect. 5.3) first establish the existence of suitable absorbing sets for the problems in question; we want, in fact, to prove the following result:

Theorem 5.9. Consider the problem (5.2a,b), (5.3b), (5.4), in $\operatorname{dim} n=2$, with $p>2$; then there exist absorbing sets in $\boldsymbol{H}_{\text {per }}$ and $\boldsymbol{W}^{1,2}(\Omega)$ for $\boldsymbol{S}_{\mu_{1}}(t), \mu_{1} \geq 0$, which are independent of $\mu_{1}>0$, as well as absorbing sets for $\boldsymbol{S}_{\mu_{1}}(t)$, in $\boldsymbol{W}^{2,2}(\Omega)$, when $\mu_{1}>0$.

The proof of Theorem 5.9 will be broken up into a series of lemmas, the first of which is

Lemma 5.16. Let $\boldsymbol{v}(t)$ be the unique solution of (5.2a,b), (5.3b), (5.4) in $\operatorname{dim} n=2$, with $p>2$; then $\exists \bar{\beta}>0, \bar{t}_{0}>0$, such that $\forall t \geq \bar{t}_{0}$, and all $\mu_{1} \geq 0$,

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2} \leq \bar{\beta}|\boldsymbol{f}|_{\infty}^{2} \tag{5.218}
\end{equation*}
$$

in which case $\boldsymbol{S}_{\mu_{1}}(t), \mu_{1} \geq 0$, has an absorbing set in $\boldsymbol{H}_{\text {per }}$.
Proof. We again employ the notation $\gamma(\boldsymbol{v})=\mu(|\boldsymbol{e}(\boldsymbol{v})|)$ and begin by multiplying (5.2a) by $v_{i}$ and integrating by parts. In view of the space-periodicity assumption (5.3b) this produces the estimate

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} \gamma(\boldsymbol{v}) e_{i j} e_{i j} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}=\int_{\Omega} f_{i} v_{i} d \boldsymbol{x} \leq|\boldsymbol{f}|_{\infty}\|\boldsymbol{v}\|_{L^{2}(\Omega)} \tag{5.219}
\end{equation*}
$$

We note that for $p>2, \epsilon>0, \exists k_{1}(\Omega)>0$ such that

$$
\begin{align*}
\int_{\Omega} \gamma(\boldsymbol{v}) e_{i j} e_{i j} d \boldsymbol{x} & =\int_{\Omega}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}}|\boldsymbol{e}|^{2} d \boldsymbol{x}  \tag{5.220a}\\
& \geq \int_{\Omega}|\boldsymbol{e}|^{p} d \boldsymbol{x} \geq k_{1}(\Omega)\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{p}
\end{align*}
$$

and, also, that $\exists k_{2}(\Omega)>0$ such that

$$
\begin{equation*}
\int_{\Omega} \gamma(\boldsymbol{v}) e_{i j} e_{i j} d \boldsymbol{x} \geq \epsilon^{\frac{p-2}{2}} \int_{\Omega}|\boldsymbol{e}|^{2} d \boldsymbol{x} \geq \epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{v}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \tag{5.220b}
\end{equation*}
$$

If we drop the expression involving $\mu_{1}$ in (5.219), and use (5.220a), we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+k_{1}(\Omega)\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{p} \leq|\boldsymbol{f}|_{\infty}\|\boldsymbol{v}\|_{L^{2}(\Omega)} \tag{5.221}
\end{equation*}
$$

while dropping the expression involving $\mu_{1}$ in (5.219) and using (5.220b) we find that for any $\beta>0$

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{v}\|_{W^{1,2}(\Omega)}^{2} \leq \frac{1}{2} \beta|\boldsymbol{f}|_{\infty}^{2}+\frac{1}{2 \beta}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2} \tag{5.222}
\end{equation*}
$$

Both (5.221) and (5.222) hold $\forall \mu_{1} \geq 0$. From (5.222) we have, for $\beta>0$ sufficiently large, and some $\bar{k}(\epsilon, \rho ; \Omega)>0$, an estimate of the form

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{v}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+\bar{k}(\epsilon, \rho ; \Omega)\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2} \leq \beta|\boldsymbol{f}|_{\infty}^{2} \tag{5.223}
\end{equation*}
$$

from which it follows that, $\forall \mu_{1} \geq 0$,

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2} \leq e^{-\bar{k} t}\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}^{2}+\frac{\beta}{\bar{k}}|\boldsymbol{f}|_{\infty}^{2} . \tag{5.224}
\end{equation*}
$$

As an immediate consequence of (5.224) we obtain the existence of a $\bar{t}_{0}=$ $\bar{t}_{0}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$ such that $\forall t \geq \bar{t}_{0}$, and all $\mu_{1} \geq 0$,

$$
\begin{equation*}
\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2} \leq \frac{2 \beta}{\bar{k}}|\boldsymbol{f}|_{\infty}^{2} \tag{5.225}
\end{equation*}
$$

in which case (5.218) follows with $\bar{\beta}=2 \beta / \bar{k}$.
Thus, if for some bounded set $B_{0} \subset L^{2}(\Omega)$, with $B_{0} \subset B_{R_{0}}(\mathbf{0})$, a ball of radius $R_{0}$ centered at $\mathbf{0}$, we have $\boldsymbol{v}_{0} \in B_{0}$, then $\exists t_{0}=t_{0}\left(R_{0}\right)$ such that (5.225) holds $\forall t \geq t_{0}$, and all $\mu_{1} \geq 0$; this serves to establish the existence of the absorbing set in $\boldsymbol{H}_{\text {per }}$ for $\boldsymbol{S}_{\mu_{1}}(t)$ when $\mu_{1} \geq 0$.

Before moving on to the problem of the existence of absorbing sets in $W^{1,2}(\Omega)$, we make note here of a result that we will need later on. As a consequence of (5.221) and (5.225), if $\boldsymbol{v}_{0} \in B_{0}$ then for $t \geq t_{0}\left(R_{0}\right)$, and all $\mu_{1} \geq 0$

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+k_{1}(\Omega)\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{p} \leq \rho|\boldsymbol{f}|_{\infty}^{2} \tag{5.226}
\end{equation*}
$$

where $\rho=\sqrt{\frac{2 \beta}{\bar{k}}}$ (and does not stand for the density of the fluid, which we have set equal to one). Taking any $r>0$ and integrating (5.226) from $t$ to $t+r$, with $t \geq t_{0}\left(R_{0}\right)$, we obtain the estimates

$$
\begin{align*}
\frac{1}{2}\|\boldsymbol{v}(t+r)\|_{L^{2}(\Omega)}^{2}+k_{1}(\Omega) \int_{t}^{t+r}\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{p} d \tau & \leq \frac{1}{2}\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2}+\rho r|\boldsymbol{f}|_{\infty}^{2} \\
& \leq\left(\frac{1}{2} \rho^{2}+\rho r\right)|\boldsymbol{f}|_{\infty}^{2} \tag{5.227}
\end{align*}
$$

Thus, if $\boldsymbol{v}_{0} \in B_{0}$, then for $t \geq t_{0}\left(R_{0}\right)$, any $r>0$, all $\mu_{1} \geq 0$, and $p>2$,

$$
\begin{equation*}
\int_{t}^{t+r}\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{p} d t \leq \frac{1}{k_{1}(\Omega)}\left(\frac{1}{2} \rho^{2}+\rho r\right)|\boldsymbol{f}|_{\infty}^{2} \tag{5.228}
\end{equation*}
$$

Lemma 5.17. Let $\boldsymbol{v}(t)$ be the unique solution of (5.2a,b), (5.3b), (5.4) in $\operatorname{dim} n=$ 2 , with $p>2$; then for any $r>0$, and all $\mu_{1} \geq 0, \exists K=K\left(\epsilon, p, r,|\boldsymbol{f}|_{\infty} ; \Omega\right)$ such that

$$
\begin{equation*}
\|\boldsymbol{v}\|_{W^{1,2}(\Omega)}^{2}(t) \leq K, \text { for } t \geq t_{0}\left(R_{0}\right)+r \tag{5.229}
\end{equation*}
$$

from which it follows that $\exists B_{W^{1,2}(\Omega)}^{\rho^{\prime}}$, a ball of radius $\rho^{\prime}$ in $\boldsymbol{W}^{1,2}(\Omega)$, which is an absorbing set for $\boldsymbol{S}_{\mu_{1}}, \mu_{1} \geq 0$, that is independent of $\mu_{1}$.

Proof. We multiply (5.2a) by $\frac{\partial v_{i}}{\partial t}$, integrate over $\Omega$, and then integrate the resulting equation by parts; using the definition (5.92) of the potential $\Gamma$, with $\alpha=2-p$, so that

$$
\begin{equation*}
\frac{\partial \Gamma}{\partial t}=\gamma(\boldsymbol{v}) e_{i j} \frac{\partial e_{i j}}{\partial t} \tag{5.230}
\end{equation*}
$$

we obtain the estimate

$$
\begin{align*}
\frac{1}{2}\left\|\frac{\partial \boldsymbol{v}}{\partial t}\right\|_{L^{2}(\Omega)}^{2}+\frac{d}{d t}\left\{\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right)\right. & \left.d \boldsymbol{x}+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right\} \\
& \leq\left|\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}\right|+\frac{1}{2}|\boldsymbol{f}|_{\infty}^{2} \tag{5.231}
\end{align*}
$$

which holds $\forall \mu_{1} \geq 0$ and all $t>0$. Now, for any $\delta>0$,

$$
\begin{equation*}
\left|\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}\right| \leq \frac{\delta}{2}\|\boldsymbol{v}\|_{L^{\infty}(\Omega)}^{2}\|\boldsymbol{v}\|_{\boldsymbol{H}^{1}(\Omega)}^{2}+\frac{1}{2 \delta}\left\|\frac{\partial \boldsymbol{v}}{\partial t}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2} . \tag{5.232}
\end{equation*}
$$

However, $\boldsymbol{W}^{1, p}(\Omega) \hookrightarrow \boldsymbol{L}^{\infty}(\Omega)$, for $p>n=2$, so $\exists k_{3}(\Omega)>0$ such that

$$
\begin{equation*}
\left|\int_{\Omega} v_{j} \frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial t} d \boldsymbol{x}\right| \leq \frac{\partial \delta k_{3}}{2}\|\boldsymbol{v}\|_{\boldsymbol{W}^{1, p}(\Omega)}^{2}\|\boldsymbol{v}\|_{\boldsymbol{H}^{1}(\Omega)}^{2}+\frac{1}{2 \delta}\left\|\frac{\partial \boldsymbol{v}}{\partial t}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2} . \tag{5.233}
\end{equation*}
$$

Choosing $\delta=2$ in (5.232), and employing the result in (5.231), we find that for $p>2, t>0$, and all $\mu_{1}>0$,

$$
\begin{equation*}
\frac{d}{d t}\left\{\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right\} \leq k_{3}(\Omega)\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{2}\|\boldsymbol{v}\|_{\boldsymbol{H}^{1}(\Omega)}^{2}+\frac{1}{2}|\boldsymbol{f}|_{\infty}^{2} \tag{5.234}
\end{equation*}
$$

We now need to obtain, for $\boldsymbol{v}_{0} \in B_{0}, r>0$, and $t \geq t_{0}\left(R_{0}\right)$, estimates for the integrals

$$
\int_{t}^{t+r} \int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x} d \tau \text { and } \int_{t}^{t+r} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} d \tau
$$

To begin with, we note that, for $p>2$,

$$
\begin{aligned}
\Gamma\left(e_{i j} e_{i j}\right) & =\int_{0}^{e_{i j} e_{i j}}(\epsilon+s)^{\frac{p-2}{2}} d s \\
& =\frac{2}{p}\left\{\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p}{2}}-\epsilon^{\frac{p}{2}}\right\} \leq \frac{2}{p}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p}{2}}
\end{aligned}
$$

and, therefore, by the Hölder Inequality

$$
\begin{equation*}
\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x} \leq k_{p}\left(\int_{\Omega}\left(\epsilon+|\boldsymbol{e}|^{2}\right) d \boldsymbol{x}\right)^{\frac{p}{2}} \tag{5.235}
\end{equation*}
$$

where $k_{p}=\frac{2}{p}(\text { meas } \Omega)^{\frac{2-p}{2}}$. Using Hölder again we have

$$
\begin{align*}
\int_{t}^{t+r}\left(\int_{\Omega}\left(\epsilon+|\boldsymbol{e}|^{2}\right) d \boldsymbol{x}\right)^{\frac{p}{2}} d \tau & \leq r^{\frac{2-p}{2}}\left(\int_{t}^{t+r} \int_{\Omega}\left(\epsilon+|\boldsymbol{e}|^{2}\right) d \boldsymbol{x} d \tau\right)^{\frac{p}{2}} \\
& \leq r^{\frac{2-p}{2}}\left(\epsilon r \operatorname{meas}(\Omega)+\int_{t}^{t+r} e_{i j} e_{i j} d \boldsymbol{x} d \tau\right)^{\frac{p}{2}} \tag{5.236}
\end{align*}
$$

which, when combined with (5.235), yields

$$
\begin{equation*}
\int_{t}^{t+r} \int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x} d \tau \leq k_{p}^{\prime}(\Omega) r^{\frac{2-p}{2}}\left(\epsilon r \operatorname{meas}(\Omega)+\int_{t}^{t+r}\|\boldsymbol{v}\|_{W^{1,2}(\Omega)}^{2} d \tau\right) \tag{5.237}
\end{equation*}
$$

for some $k_{p}^{\prime}(\Omega)>0$, when $\boldsymbol{v}_{0} \in B_{0}, r>0$, and $t \geq t_{0}\left(R_{0}\right)$. Returning to (5.222), and choosing $\beta=\beta^{*}>0$ sufficiently large, we infer the existence of $k^{*}(\epsilon, p ; \Omega)>$ 0 such that

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+k^{*}\|\boldsymbol{v}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \leq \beta^{*}|\boldsymbol{f}|_{\infty}^{2} \tag{5.238}
\end{equation*}
$$

which, upon integration from $t$ to $t+r$, yields

$$
\begin{equation*}
\|\boldsymbol{v}(t+r)\|_{L^{2}(\Omega)}^{2}+k^{*} \int_{t}^{t+r}\|\boldsymbol{v}\|_{W^{1,2}(\Omega)}^{2} d \tau \leq\left(\beta^{*} r+\frac{2 \beta}{\bar{k}}\right)|\boldsymbol{f}|_{\infty}^{2} \tag{5.239}
\end{equation*}
$$

where we have again used (5.225), which is valid for $\boldsymbol{v}_{0} \in B_{0}, \forall \mu_{1} \geq 0$, if $t \geq$ $t_{0}\left(R_{0}\right)$. From (5.239) it is immediate that for $t \geq t_{0}\left(R_{0}\right), r>0$,

$$
\begin{equation*}
\int_{t}^{t+r}\|\boldsymbol{v}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} d \tau \leq \frac{1}{k^{*}}\left(\beta^{*} r+\frac{2 \beta}{\bar{k}}\right)|\boldsymbol{f}|_{\infty}^{2} \tag{5.240}
\end{equation*}
$$

provided $\boldsymbol{v}_{0} \in B_{0}$. Combining (5.237) with (5.240) we infer the existence of $C_{1}=$ $C_{1}\left(r, p, \epsilon, \Omega,|\boldsymbol{f}|_{\infty}\right)>0$ and independent of $\mu_{1} \geq 0$, such that for $\boldsymbol{v}_{0} \in B_{0}$ and $t \geq t_{0}\left(R_{0}\right)$

$$
\begin{equation*}
\int_{t}^{t+r} \int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x} d \tau \leq C_{1} \tag{5.241}
\end{equation*}
$$

Also, as a consequence of (5.219) and (5.225), we have for $\boldsymbol{v}_{0} \in B_{0}, t \geq t_{0}\left(R_{0}\right)$, and all $\mu_{1} \geq 0$

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \leq \rho|\boldsymbol{f}|_{\infty}^{2} \tag{5.242}
\end{equation*}
$$

with $\rho=\sqrt{\frac{2 \beta}{\bar{k}}}$ as in (5.226); integrating this last estimate from $t$ to $t+r$, and employing (5.225) again, we find that $\forall \mu_{1} \geq 0, r>0$,

$$
\begin{equation*}
\mu_{1} \int_{t}^{t+r} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} d \tau \leq\left(\rho^{2}+2 \rho r\right)|\boldsymbol{f}|_{\infty}^{2} \tag{5.243}
\end{equation*}
$$

provided $\boldsymbol{v}_{0} \in B_{0}$ and $t \geq t_{0}\left(R_{0}\right)$. We now want to deal with the differential inequality (5.234); to this end we note that, in a manner similar to (5.211), the standard Korn inequality [Ev] yields

$$
\begin{align*}
\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x} & =\int_{\Omega} \int_{0}^{e_{i j} e_{i j}}(\epsilon+s)^{\frac{p-2}{2}} d s d \boldsymbol{x} \\
& \geq \epsilon^{\frac{p-2}{2}} \int_{\Omega} e_{i j} e_{i j} d \boldsymbol{x} \geq \epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{v}\|_{W^{1,2}(\Omega)}^{2} \tag{5.244}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \leq C_{2}\left(\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right) \tag{5.245}
\end{equation*}
$$

for all $\mu_{1} \geq 0$, where $C_{2}(\epsilon, p ; \Omega)=\left(\epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\right)^{-1}$. Employing (5.245) in (5.234) we obtain a differential inequality of the form

$$
\begin{equation*}
\frac{d y}{d t} \leq a(t) y(t)+b(t), \quad t>0 \tag{5.246}
\end{equation*}
$$

where

$$
\begin{align*}
& y(t)=\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}+\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x},  \tag{5.247a}\\
& a(t)=k_{3}(\Omega) C_{2}(\epsilon, p ; \Omega)\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{2}, \tag{5.247b}
\end{align*}
$$

and

$$
\begin{equation*}
b(t)=\frac{1}{2}|\boldsymbol{f}|_{\infty}^{2} \tag{5.247c}
\end{equation*}
$$

The differential inequality displayed in (5.246) is valid $\forall p>2$ and $\forall \mu_{1} \geq 0$. We now apply the Uniform Gronwall Lemma of Foias and Prodi [Te4] to (5.246); to begin with, we define

$$
\begin{equation*}
\chi(t)=\left\{\tau \in[t, t+r] \mid\|\boldsymbol{v}(\tau)\|_{W^{1, p}(\Omega)} \leq 1\right\} \tag{5.248}
\end{equation*}
$$

for any $t \geq 0$ and any fixed $r>0$. Thus, on $[t, t+r] / \chi(t)$ we have $\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}>1$ so that

$$
\|\boldsymbol{v}(\tau)\|_{W^{1, p}(\Omega)}^{2}<\|\boldsymbol{v}(\tau)\|_{W^{1, p}(\Omega)}^{p}, \quad p>2
$$

for $\tau \in[t, t+r] / \chi(t)$. Therefore,

$$
\begin{equation*}
\int_{\chi(t)}\|\boldsymbol{v}(\tau)\|_{W^{1, p}(\Omega)}^{2} d \tau \leq \operatorname{meas}(\chi(t)) \leq r \tag{5.249}
\end{equation*}
$$

while for $\boldsymbol{v}_{0} \in B_{0}, t \geq t_{0}\left(R_{0}\right)$, and all $\mu_{1} \geq 0$,

$$
\begin{align*}
\int_{[t, t+r] / \chi(t)}\|\boldsymbol{v}(\tau)\|_{W^{1, p}(\Omega)}^{2} d \tau & \leq \int_{[t, t+r] / \chi(t)}\|\boldsymbol{v}(\tau)\|_{W^{1, p}(\Omega)}^{p} d \tau \\
& \leq \int_{t}^{t+r}\|\boldsymbol{v}(\tau)\|_{W^{1, p}(\Omega)}^{p} d \tau \leq \frac{1}{k_{1}(\Omega)}\left(\frac{1}{2} \rho^{2}+\rho r\right)|\boldsymbol{f}|_{\infty}^{2} \tag{5.250}
\end{align*}
$$

by virtue of (5.228). Combining (5.249) and (5.250), and using the definition (5.247b) of $a(t)$, we obtain an estimate of the form

$$
\begin{equation*}
\int_{t}^{t+r} a(\tau) d \tau \leq k_{1}\left(\epsilon, p, r,|\boldsymbol{f}|_{\infty} ; \Omega\right) \tag{5.251}
\end{equation*}
$$

with $k_{1}>0$, which is valid for $t \geq t_{0}\left(R_{0}\right)$, if $\boldsymbol{v}_{0} \in B_{0}$, and all $\mu_{1} \geq 0$. Also, by (5.247c)

$$
\begin{equation*}
\int_{t}^{t+r} b(\tau) d \tau \leq k_{2}\left(r ;|\boldsymbol{f}|_{\infty}\right) \equiv \frac{1}{2} r|\boldsymbol{f}|_{\infty}^{2} \tag{5.252}
\end{equation*}
$$

while, in view of (5.241), (5.243), and (5.247a) we have for $\boldsymbol{v}_{0} \in B_{0}, t \geq t_{0}\left(R_{0}\right)$, and all $\mu_{1} \geq 0$

$$
\begin{equation*}
\int_{t}^{t+r} y(\tau) d \tau \leq k_{3}\left(\epsilon, p, r,|\boldsymbol{f}|_{\infty} ; \Omega\right) \tag{5.253}
\end{equation*}
$$

with $k_{3}>0$. In view of (5.251)-(5.253), a direct application of the Uniform Gronwall Lemma to $(5.246)$ now yields the estimate

$$
y(t+r) \leq\left(\frac{k_{3}}{r}+k_{2}\right) \exp \left(k_{1}\right)
$$

or

$$
\begin{equation*}
\left.\int_{\Omega}\left\{\Gamma\left(e_{i j} e_{i j}\right)+\mu_{1} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}}\right\} d \boldsymbol{x}\right|_{t+r} \leq K \tag{5.254}
\end{equation*}
$$

with $K=K\left(\epsilon, \rho, r,|\boldsymbol{f}|_{\infty} ; \Omega\right)$; the estimate (5.254) holds $\forall p>2, t \geq t_{0}\left(R_{0}\right)$, for $\boldsymbol{v}_{0} \in B_{0}$, and all $\mu_{1} \geq 0$. As a direct consequence of (5.254), and the fact that (for $p>2$ ) (5.244) holds we see that $\forall p>2, t \geq t_{0}\left(R_{0}\right)$, and $\mu_{1} \geq 0$,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}(t+r) \leq K \tag{5.255}
\end{equation*}
$$

from which (5.229) follows. We now see that if $\boldsymbol{v} \in B_{0} \subset B_{R_{0}}(\mathbf{0})$, so that $\left\|v_{0}\right\|_{L^{2}(\Omega)} \leq R_{0}$, then $\exists \rho^{\prime}>0, \rho^{\prime}$ independent of $\mu_{1} \geq 0$, such that for any $p>2$,

$$
\begin{equation*}
\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0} \in B_{W^{1,2}(\Omega)}^{\rho^{\prime}}, \text { for } t \geq t_{0}^{\prime}\left(R_{0}\right) \tag{5.256}
\end{equation*}
$$

so that the ball $B_{W^{1,2}(\Omega)}^{\rho^{\prime}}$ of radius $\rho^{\prime}$ in $\boldsymbol{W}^{1,2}(\Omega)$ is an absorbing set for $\boldsymbol{S}_{\mu_{1}}$, which is independent of $\mu_{1}$ for all $\mu_{1} \geq 0$.
Proof (Theorem 5.9). Lemmas 5.16 and 5.17 have established the existence of absorbing sets in $\boldsymbol{H}_{\text {per }}$ and $\boldsymbol{W}^{1,2}(\Omega)$, for $\boldsymbol{S}_{\mu_{1}}(t)$, with $\mu_{1} \geq 0$, which are independent of $\mu_{1}>0$. There remains the task of exhibiting, for $\mu_{1}>0$, an absorbing set for $\boldsymbol{S}_{\mu_{1}}(t)$ in $\boldsymbol{W}^{2,2}(\Omega)$. However, by (5.254) it follows that $\forall \mu_{1} \geq 0$, all $p>2$, and $t \geq t_{0}\left(R_{0}\right)$,

$$
\begin{equation*}
\left.\mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}\right|_{t+r} \leq K \tag{5.257}
\end{equation*}
$$

Then, by virtue of the generalized Korn inequality of Lemma 5.2, for $\boldsymbol{w} \in$ $\boldsymbol{W}_{0}^{1,2}(\Omega) \cap \boldsymbol{W}^{2,2}(\Omega), \exists \hat{k}(\Omega)>0$ such that

$$
\int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \geq \hat{k}(\Omega)\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}
$$

so that (5.257) implies that for $p>2, t \geq t_{0}^{\prime}\left(R_{0}\right)$, and all $\mu_{1}>0$,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}(t) \leq \frac{1}{\mu_{1}} \hat{K}\left(\epsilon, p, r,|\boldsymbol{f}|_{\infty} ; \Omega\right) \tag{5.258}
\end{equation*}
$$

From (5.258) we deduce the existence of absorbing sets for $\boldsymbol{S}_{\mu_{1}}$, for any $\mu_{1}>0$, of radii $\rho_{\mu_{1}}$ where, clearly, $\rho_{\mu_{1}} \sim \frac{1}{\mu_{1}}$ as $\mu_{1} \rightarrow 0^{+}$; in other words for $\boldsymbol{v}_{0} \in B_{0} \subset$ $B_{R_{0}}(\mathbf{0}), p>2$, and any $\mu_{1}>0$,

$$
\begin{equation*}
\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0} \in B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}, \text { for } t \geq t_{0}^{\prime}\left(R_{0}\right) \tag{5.259}
\end{equation*}
$$

thus completing the proof of the theorem.
Remarks. For fixed $\mu_{1}>0$ the existence of the absorbing set $B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}$ yields the uniform compactness of $\boldsymbol{S}_{\mu_{1}}(t)$, for $t$ large, and similar remarks apply to $\boldsymbol{S}_{\mu_{1}}(t)$ for $\mu_{1} \geq 0$ with respect to the existence of the absorbing sets $B_{W^{1,2}(\Omega)}^{\rho^{\prime}}$.

Following the analysis in [CF] we may now define the maximal compact global attractors for $\boldsymbol{S}_{\mu_{1}}, \mu_{1} \geq 0$, as follows: for $\mu_{1}>0$ we set

$$
\begin{equation*}
\mathcal{A}_{\mu_{1}}=\bigcap_{t>0} \boldsymbol{S}_{\mu_{1}}(t) B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}, \quad \mu_{1}>0 \tag{5.260}
\end{equation*}
$$

while for $\mu_{1}=0$ we define

$$
\begin{equation*}
\mathcal{A}_{0}=\bigcap_{t>0} S_{0}(t) B_{W^{1,2}(\Omega)}^{\rho^{\prime}} \tag{5.261}
\end{equation*}
$$

That $\mathcal{A}_{\mu_{1}}, \mu_{1}>0$, and $\mathcal{A}_{0}$ are, respectively, the maximal compact global attractors for $\boldsymbol{S}_{\mu_{1}}, \mu_{1}>0$, and $\boldsymbol{S}_{0}$ follows from an argument entirely analogous to the one presented in Sect. 5.3 and will not be repeated here. Our goal in the next subsection will be to establish (1) the uniform diferentiability of $\boldsymbol{S}_{\mu_{1}}(t), \mu_{1}>0$, on $\mathcal{A}_{\mu_{1}}$ and (2) the uniform boundedness of the Fréchet differential $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right), \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$, of $\boldsymbol{S}_{\mu_{1}}(t)$ in the strong operator norm of $\mathcal{L}_{\mu_{1}}\left(\boldsymbol{H}_{\text {per }} ; \boldsymbol{H}_{\text {per }}\right)$ on the global attractor $\mathcal{A}_{\mu_{1}}, \forall t>0$; once these results have been established, the techniques employed in Sect. 5.3 can be used to compute upper bounds for the Hausdorff and fractal dimensions $d_{H}\left(\mathcal{A}_{\mu_{1}}\right)$ and $d_{F}\left(\mathcal{A}_{\mu_{1}}\right)$, $\mu_{1}>0$, respectively; we also explain, in Sect. 5.4.2 why similar techniques can not be used to compute upper bounds for $d_{H}\left(\mathcal{A}_{0}\right)$ and $d_{F}\left(\mathcal{A}_{0}\right)$.

### 5.4.2 Uniform Differentiability of $S_{\mu_{1}}$ on the Maximal Compact Global Attractor $\mathcal{A}_{\mu_{1}}, \mu_{1}>0$

As in Sect. 5.3.3, for the case $1<p \leq 2$, we now want to prove uniform differentiability of the nonlinear semigroup $\boldsymbol{S}_{\mu_{1}}$ on the maximal compact global attractor $\mathcal{A}_{\mu_{1}}$ whose existence was established in the last section; thus far, it has only proven possible to do this for $\mu_{1}>0$ and for $p$ in the range $2<p<3$. The definition of uniform differentability presented in Sect. 5.3.3 must be altered slightly to account for the fact that we are now dealing with the space-periodic problem and not the boundary-value problem; we make the

Definition 5.7. The nonlinear semigroup $\boldsymbol{S}_{\mu_{1}}, \mu_{1}>0$, is uniformly differentiable on $\mathcal{A}_{\mu_{1}}$ if, $\forall \boldsymbol{u}_{0}, \exists \boldsymbol{L}_{\mu_{1}}\left(t, \boldsymbol{u}_{0}\right) \in \mathcal{L}_{\mu_{1}}\left(\boldsymbol{H}_{\text {per }}, \boldsymbol{H}_{\text {per }}\right)$ such that, as $\epsilon \rightarrow 0$, we have $\forall t>0$

$$
\begin{equation*}
\sup _{\substack{\boldsymbol{u}_{0}, \boldsymbol{v}_{0} \in \mathcal{A}_{\mu_{1}} \\ 0<\left\|\boldsymbol{u}_{0}-\boldsymbol{v}_{0}\right\| \leq \epsilon}} \frac{\left|\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}-\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}-\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\left(\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right)\right|_{L^{2}(\Omega)}}{\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}} \rightarrow 0 \tag{5.262}
\end{equation*}
$$

Remarks. When $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right), \mu_{1}>0, t>0$, exists $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\left(\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right)=\boldsymbol{U}\left(t ; \mu_{1}\right)$ is a solution of the linearized problem

$$
\begin{align*}
\frac{\partial U_{i}}{\partial t}+U_{j} \frac{\partial u_{i}}{\partial x_{j}}+u_{j} \frac{\partial U_{i}}{\partial x_{j}}= & -\frac{\partial \tilde{p}}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{U})\right] \\
& -2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{U})\right), \text { in } \Omega \times[0, T) \tag{5.263}
\end{align*}
$$

In (5.263), $\boldsymbol{u}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}, \tilde{p}$ is the difference of the pressures corresponding to $\boldsymbol{u}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}$ and $\boldsymbol{v}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}$, and

$$
\begin{equation*}
B_{i j k l}(\boldsymbol{u})=\mu_{0}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u}) e_{i j}(\boldsymbol{u}), \quad p>2 . \tag{5.264}
\end{equation*}
$$

The solution of (5.263) is subject to an initial condition of the form

$$
\begin{equation*}
\boldsymbol{U}(\boldsymbol{x}, 0)=\boldsymbol{U}_{0} \in \boldsymbol{H}_{p e r}(\Omega) \cap \boldsymbol{H}^{2}(\Omega) \tag{5.265}
\end{equation*}
$$

as well as the constraint of incompressibility and the periodicity condition (5.3b), with $\boldsymbol{v}$ replaced by $\boldsymbol{U}$.

Remarks. It may be easily established that there exists a unique solution of the space-periodic problem for $\boldsymbol{U}(t)$, when $p>2$, in both space $\operatorname{dim} n=2$, 3 , which satisfies

$$
\begin{equation*}
\boldsymbol{U}(\cdot) \in L^{\infty}\left([0, T) ; \boldsymbol{H}_{p e r} \cap \boldsymbol{H}^{2}(\Omega)\right), \quad \forall T>0 \tag{5.266}
\end{equation*}
$$

We also record here the following result which is a direct consequence of the definitions of the potential $\Gamma$ in (5.92) and the tensor $B_{i j k l}$ : for $\alpha<0$,

$$
\begin{equation*}
\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{U})=\frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u})) e_{k l}(\boldsymbol{U}) . \tag{5.267}
\end{equation*}
$$

To establish the uniform differentiability of $\boldsymbol{S}_{\mu_{1}}$ on the attractor $\mathcal{A}_{\mu_{1}}$, as defined by (5.260), we need to estimate the $L^{2}(\Omega)$ norm of

$$
\begin{equation*}
\boldsymbol{\theta}\left(t ; \mu_{1}\right)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}-\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}-\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\left(\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right) \tag{5.268}
\end{equation*}
$$

for $\boldsymbol{u}_{0}, \boldsymbol{v}_{0} \in \mathcal{A}_{\mu_{1}}$ such that $\left\|\boldsymbol{u}_{0}-\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)} \leq \epsilon$; to this end we set

$$
\begin{align*}
& \boldsymbol{w}\left(t ; \mu_{1}\right)=\boldsymbol{v}\left(t ; \mu_{1}\right)-\boldsymbol{u}\left(t ; \mu_{1}\right)  \tag{5.269a}\\
& \boldsymbol{\theta}\left(t ; \mu_{1}\right)=\boldsymbol{w}\left(t ; \mu_{1}\right)-\boldsymbol{U}\left(t ; \mu_{1}\right) \tag{5.269b}
\end{align*}
$$

and state the following
Lemma 5.18. Let $\boldsymbol{w}, \boldsymbol{\theta}$ be defined as in $(5.269 \mathrm{a}, \mathrm{b})$. Then $\exists$ constants $\bar{k}(\Omega), \tilde{k}(\Omega)$ and $\bar{c}_{p}(\Omega)$, all positive, such that for all $t>0$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{2}+\epsilon^{p-2} \bar{k}(\Omega)\|\boldsymbol{\theta}\|_{W^{1,2}(\Omega)}^{2}+2 \mu_{1} \hat{k}(\Omega)\|\boldsymbol{\theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
& \quad \leq \bar{c}_{p} \int_{\Omega}|\boldsymbol{e}(\boldsymbol{\theta}) \| \boldsymbol{e}(\boldsymbol{w})|^{2} d \boldsymbol{x}+\left|\int_{\Omega} \theta_{i} \frac{\partial u_{i}}{\partial x_{j}} \theta_{j} d \boldsymbol{x}\right|+\left|\int_{\Omega} w_{j} \frac{\partial w_{i}}{\partial x_{j}} \theta_{i} d \boldsymbol{x}\right| \tag{5.270}
\end{align*}
$$

if $2<p<3$.
Proof. We begin by observing that on $\Omega \times[0, T), \boldsymbol{w}(t)$ satisfies (5.120) and the associated conditions (5.3b), with $\boldsymbol{v} \rightarrow \boldsymbol{w}$, as well as

$$
\begin{gather*}
\nabla \cdot \boldsymbol{w}=0, \text { in } \Omega \times[0, T),  \tag{5.271a}\\
\boldsymbol{w}(0)=\boldsymbol{v}_{0}-\boldsymbol{u}_{0}, \text { in } \Omega \tag{5.271b}
\end{gather*}
$$

Multiplying (5.120) by $w_{i}$, then integrating over $\Omega$, integrating by parts, and applying the periodic boundary conditions, we again obtain (5.122) which, by virtue of the definition of the potential $\Gamma$ in (5.92), leads to

$$
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+\int_{\Omega} w_{j} \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}+\int_{\Omega}\left(\frac{\partial \Gamma}{\partial e_{i j}}\left(e_{i j}(\boldsymbol{v})\right)-\frac{\partial \Gamma}{\partial e_{i j}}\left(e_{i j}(\boldsymbol{u})\right)\right) d \boldsymbol{x} \leq 0
$$

for all $\mu_{1}>0$; from this last inequality which it follows that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} w_{j} \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x} \\
& \quad+\int_{\Omega}\left(\int_{0}^{1} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u}+\tau \boldsymbol{w})) d \tau\right) e_{i j}(\boldsymbol{w}) e_{k l}(\boldsymbol{w}) d \boldsymbol{x} \leq 0 . \tag{5.272}
\end{align*}
$$

However, by virtue of (5.92), with $\alpha=2-p, p>2$, for any $\zeta \in R^{n^{2}}, \zeta \neq \mathbf{0}$,

$$
\begin{aligned}
\frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}} \zeta_{i j} \zeta_{k l} & =\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}}\left[|\zeta|^{2}+(p-2) \frac{|\zeta \cdot \boldsymbol{e}|^{2}}{\left(\epsilon+|\boldsymbol{e}|^{2}\right)}\right] \\
& \geq\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}}|\zeta|^{2} \geq \epsilon^{\frac{p-2}{2}}|\zeta|^{2}
\end{aligned}
$$

Thus, using once more the usual Korn inequality we have

$$
\begin{align*}
\int_{\Omega}\left(\int_{0}^{1} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}\right. & (\boldsymbol{e}(\boldsymbol{u}+\tau \boldsymbol{w})) d \tau) e_{i j}(\boldsymbol{w}) e_{k l}(\boldsymbol{w}) d \boldsymbol{x} \\
& \geq e^{\frac{p-2}{2}} \int_{\Omega} e_{i j}(\boldsymbol{w}) e_{i j}(\boldsymbol{w}) d \boldsymbol{x} \geq \epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \tag{5.273}
\end{align*}
$$

Employing (5.273) in (5.272) we find that, for any $\mu_{1}>0$,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \leq\left|\int_{\Omega} w_{j} \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right| . \tag{5.274}
\end{equation*}
$$

From standard estimates [CFT1] for the convective term on the right-hand side of (5.274) we have

$$
\begin{equation*}
\left|\int_{\Omega} w_{j} \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right| \leq c_{1}(\Omega)\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}\|\boldsymbol{u}\|_{\boldsymbol{W}^{1,2}(\Omega)}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{1 / 2}\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{3 / 2} \tag{5.275}
\end{equation*}
$$

for some $c_{1}(\Omega)>0$. Now, as $\boldsymbol{u}_{0}, \boldsymbol{v}_{0}, \boldsymbol{w}_{0} \in \mathcal{A}_{\mu_{1}}$ it follows from the definition of $\mathcal{A}_{\mu_{1}}$ that $\boldsymbol{u}(t), \boldsymbol{v}(t), \boldsymbol{w}(t)$ are all contained in $B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}$ for all $t \geq 0$. Thus, for any $\mu_{1}>0$,

$$
\begin{equation*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{W}^{1,2}(\Omega)} \leq \rho_{\mu_{1}}, \quad \forall t \geq 0 \tag{5.276}
\end{equation*}
$$

with similar results for $\|\boldsymbol{v}(t)\|_{\boldsymbol{W}^{1,2}(\Omega)}$ and $\|\boldsymbol{w}(t)\|_{\boldsymbol{W}^{1,2}(\Omega)}$. From (5.275) we now have, $\forall t \geq 0$,

$$
\begin{equation*}
\left|\int_{\Omega} w_{j} \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right| \leq c_{1}(\Omega) \rho_{\mu_{1}}\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}^{3 / 2}\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}^{1 / 2} . \tag{5.277}
\end{equation*}
$$

Employing Young's inequality (see Appendix A) with $a=\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{3 / 2}, b=$ $\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{1 / 2}$, and $q=4 / 3$, on the right-hand side of (5.277), we see that for some $c_{2}=c_{2}\left(\mu_{1} ; \Omega\right)>0$,

$$
\begin{equation*}
\left|\int_{\Omega} w_{j} \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right| \leq c_{2}\left(\delta^{4 / 3}\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}+\frac{1}{\delta^{4}}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}\right) \tag{5.278}
\end{equation*}
$$

in which case the differential inequality (5.274) becomes

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \leq c_{2}\left(\delta^{4 / 3}\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}^{2}+\frac{1}{\delta^{4}}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}\right) \tag{5.279}
\end{equation*}
$$

If we choose $\delta$ sufficiently small we obtain from (5.279) an estimate of the form

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}^{2} \leq c_{3}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2} \tag{5.280}
\end{equation*}
$$

with $c_{3}=c_{3}\left(\mu_{1} ; \Omega\right)>0$. Direct integration of (5.280) now produces the following estimates for $t>0$,

$$
\begin{equation*}
\|\boldsymbol{v}(t)-\boldsymbol{u}(t)\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \leq\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \exp \left(c_{3} t\right) \tag{5.281a}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{t}\|\boldsymbol{w}(\tau)\|_{W^{1,2}(\Omega)}^{2} d \tau \leq \frac{2 \epsilon^{\frac{2-p}{2}}}{k_{2}(\Omega)}\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}^{2} \exp \left(c_{3} t\right) \tag{5.281b}
\end{equation*}
$$

In order to proceed with the proof of the lemma, we now turn to the problem satisfied by $\boldsymbol{\theta}$, as defined by (5.269b). The function $\boldsymbol{\theta}$ satisfies the system of equations

$$
\begin{align*}
\frac{\partial \theta_{i}}{\partial t}+\theta_{j} \frac{\partial u_{i}}{\partial x_{j}}+u_{j} \frac{\partial \theta}{\partial x_{j}}+w_{j} \frac{\partial w_{i}}{\partial x_{j}}= & -\frac{\partial p_{\boldsymbol{\theta}}}{\partial x_{i}} \\
& +\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right] \\
& -\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{U})\right] \\
& -2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{\theta})\right), \text { in } \Omega \times[0, T) \tag{5.282}
\end{align*}
$$

$p_{\theta}$ being the difference of the pressures corresponding to the problems for $\boldsymbol{w}$ and $\boldsymbol{U}$, for $\boldsymbol{\theta}$ satisfying (5.3b), with $\boldsymbol{v} \rightarrow \boldsymbol{\theta}$, and

$$
\begin{align*}
& \nabla \cdot \boldsymbol{\theta}, \text { in } \Omega \times[0, T),  \tag{5.283a}\\
& \boldsymbol{\theta}(0)=\mathbf{0}, \text { in } \Omega . \tag{5.283b}
\end{align*}
$$

If we multiply (5.282) through by $\theta_{i}$, integrate over $\Omega$, and then integrate by parts we recover, for the space-periodic problem, the identity (5.129) with $\boldsymbol{\Theta}$ replaced by $\boldsymbol{\theta}$. Using the definitions of $\Gamma$, the identity (5.267), the usual Korn inequality, and the fact that $\boldsymbol{U}=\boldsymbol{w}-\boldsymbol{\theta}$, we obtain

$$
\begin{align*}
& \int_{\Omega}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right] e_{i j}(\boldsymbol{\theta}) d \boldsymbol{x} \\
&-\int_{\Omega}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{U})\right] e_{i j}(\boldsymbol{\theta}) d \boldsymbol{x} \\
&= \int_{\Omega}\left(\int_{0}^{1} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u}+\tau \boldsymbol{w})) d \tau\right) e_{i j}(\boldsymbol{\theta}) e_{k l}(\boldsymbol{w}) d \boldsymbol{x} \\
&-\int_{\Omega} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u})) e_{i j}(\boldsymbol{\theta}) e_{k l}(\boldsymbol{U}) d \boldsymbol{x} \\
&= \int_{\Omega} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u})) e_{i j}(\boldsymbol{\theta}) e_{k l}(\boldsymbol{\theta}) d \boldsymbol{x} \\
&+\int_{\Omega}\left(\int_{0}^{1}\left[\frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u}+\tau \boldsymbol{w}))-\frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u}))\right] d \tau\right) e_{i j}(\boldsymbol{\theta}) e_{k l}(\boldsymbol{w}) d \boldsymbol{x} \\
& \geq \epsilon^{p-2} \bar{k}(\Omega)\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}+\int_{\Omega} \Gamma_{i j k l m n} e_{i j}(\boldsymbol{\theta}) e_{k l}(\boldsymbol{w}) e_{m n}(\boldsymbol{w}) d \boldsymbol{x} \tag{5.284}
\end{align*}
$$

where, as in Sect. 5.3.3,

$$
\Gamma_{i j k l m n}=\int_{0}^{1} \int_{0}^{1} \frac{\partial^{3} \Gamma}{\partial e_{i j} \partial e_{k l} \partial e_{m n}}(\boldsymbol{e}(\boldsymbol{u}+\sigma \tau \boldsymbol{w}) \tau d \tau d \sigma
$$

Substituting the lower bound in (5.284) into (5.129), after replacing $\boldsymbol{\Theta}$ with $\boldsymbol{\theta}$, we obtain the differential inequality

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} \theta_{i} \frac{\partial u_{i}}{\partial x_{j}} \theta_{j} d \boldsymbol{x} & +\int_{\Omega} w_{j} \frac{\partial w_{i}}{\partial x_{j}} \theta_{i} d \boldsymbol{x} \\
+\epsilon^{p-2} \bar{k}(\Omega)\|\boldsymbol{\theta}\|_{W^{1,2}(\Omega)}^{2} & +\int_{\Omega} \Gamma_{i j k l m n} e_{i j}(\boldsymbol{\theta}) e_{k l}(\boldsymbol{w}) e_{m n}(\boldsymbol{w}) d \boldsymbol{x} \\
& +2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{\theta}) \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{\theta}) d \boldsymbol{x} \leq 0 . \tag{5.285}
\end{align*}
$$

By a direct calculation, based on (5.92), we now easily determine that, for $p>2$,

$$
\begin{align*}
\frac{\partial^{3} \Gamma}{\partial e_{i j} \partial e_{k l} \partial e_{m n}} & =(p-2)\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} \\
& \times\left\{\left[\frac{\delta_{i m} \delta_{j n} e_{k l}+\delta_{k m} \delta_{l n} e_{i j}+\delta_{i j} \delta_{k l} e_{m n}}{\left(\epsilon+|\boldsymbol{e}|^{2}\right)}\right]+\frac{p-4}{\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{2}} e_{i j} e_{k l} e_{m n}\right\} \tag{5.286}
\end{align*}
$$

Therefore, for $p<3, \exists c_{p}(\Omega)>0$ such that

$$
\begin{equation*}
\left|\frac{\partial^{3} \Gamma}{\partial e_{i j} \partial e_{k l} \partial e_{m n}}\right| \leq c_{p} ; \quad i, j, k, l, m, n=1,2,3 . \tag{5.287}
\end{equation*}
$$

By employing Lemma 5.2 and (5.287) in (5.285) we now arrive at the differential inequality (5.270).
Remarks. By virtue of (5.276), $\boldsymbol{u} \in B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}, \forall t>0$; therefore, for some $\bar{c}_{1}>0$, and any $\delta>0$,

$$
\begin{equation*}
\left|\int_{\Omega} \theta_{i} \frac{\partial u_{i}}{\partial x_{j}} \theta_{j} d \boldsymbol{x}\right| \leq \bar{c}_{1}\left\{\delta^{4 / 3}\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}+\frac{1}{\delta^{4}}\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{2}\right\} \tag{5.288a}
\end{equation*}
$$

while

$$
\begin{align*}
\left|\int_{\Omega} \theta_{i} \frac{\partial w_{i}}{\partial x_{j}} w_{j} d \boldsymbol{x}\right| & \leq \bar{c}_{2}\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{1,2}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{3 / 2}\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}^{1 / 2} \\
& \leq \bar{c}_{3}\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{1,2}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}  \tag{5.288b}\\
& \leq \bar{c}_{4}(\bar{\delta})\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}+\frac{1}{\bar{\delta}}\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}
\end{align*}
$$

for some $\bar{c}_{4}>0$, and any $\bar{\delta}>0$, as $\boldsymbol{w} \in B_{W^{1,2}(\Omega)}^{\rho_{\mu_{1}}}, \forall t>0$.
Lemma 5.19. For $\boldsymbol{\theta}\left(t ; \mu_{1}\right)$ as defined by (5.269b), $\exists \beta_{1}, \beta_{2}>0$, depending (at most) on $\epsilon, \mu_{1}, p$, and $\Omega$, such that for fixed $\mu_{1}>0, \epsilon^{*}>0$, and all $t>0$,

$$
\begin{equation*}
\sup _{\substack{\boldsymbol{u}_{0}, v_{0} \in \mathcal{A}_{\mu_{1}} \\ 0 \leq\left\|\boldsymbol{u}_{0}-\boldsymbol{v}_{0}\right\| \leq \epsilon^{*}}}\|\boldsymbol{\theta}\|_{L^{2}(\Omega)} \leq \beta_{1} e^{\beta_{2} t} \epsilon^{*} \tag{5.289}
\end{equation*}
$$

Proof. Once again we return to the identity (5.122) which now, by virtue of the generalized Korn inequality of Lemma 5.2, the definition of the potential $\Gamma$, the lower bound (5.273), and an estimate entirely analogous to (5.288a), yields a differential inequality of the form

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}^{2}+2 \mu_{1} \hat{k}(\Omega)\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
& \leq c_{1}^{\prime} \delta^{\prime 4 / 3}\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}^{2}+\frac{c_{2}^{\prime}}{\delta^{\prime 4}}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2} \tag{5.290}
\end{align*}
$$

for some $c_{1}^{\prime}, c_{2}^{\prime}>0$ and any $\delta^{\prime}>0$. Choosing $\delta^{\prime}$ sufficiently small, we easily generate for $t>0$ an estimate similar to (5.281a) as well as the new estimate

$$
\begin{equation*}
\mu_{1} \int_{0}^{t}\|\boldsymbol{w}(\tau)\|_{W^{2,2}(\Omega)}^{2} d \tau \leq k^{*}\|\boldsymbol{w}(0)\|_{L^{2}(\Omega)}^{2} \exp \left(c^{*} t\right) \tag{5.291}
\end{equation*}
$$

where $k^{*}=k^{*}\left(\epsilon, p, \mu_{1} ; \Omega\right)>0$ with a like dependence for $c^{*}>0$.
Returning to the differential inequality (5.270) we estimate, using the Hölder Inequality, the first expression on the right-hand side, i.e., for some $k_{*}, \tilde{k}>0$,

$$
\begin{align*}
\int_{\Omega}|\boldsymbol{e}(\boldsymbol{\theta}) \| \boldsymbol{e}(\boldsymbol{w})|^{2} d \boldsymbol{x} & \leq\left(\int_{\Omega}|\boldsymbol{e}(\boldsymbol{\theta})|^{3}\right)^{1 / 3}\left(\int_{\Omega}|\boldsymbol{e}(\boldsymbol{w})|^{3}\right)^{2 / 3} \\
& \leq k_{*}\|\boldsymbol{\theta}\|_{W^{1,3}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,3}(\Omega)}^{2} \leq \tilde{k}\|\boldsymbol{\theta}\|_{W^{2,2}(\Omega)}\|\boldsymbol{w}\|_{W^{2,2}(\Omega)}^{2}, \tag{5.292}
\end{align*}
$$

the last estimate following from the embedding $\boldsymbol{H}^{2}(\Omega) \hookrightarrow W^{1,3}(\Omega)$. As $\boldsymbol{w} \in$ $B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}, \forall t>0$, we may rewrite this last estimate in (5.292) in the form

$$
\begin{align*}
& \int_{\Omega}\left|\boldsymbol{e}(\boldsymbol{\theta})\left\|\left.\boldsymbol{e}(\boldsymbol{w})\right|^{2} d \boldsymbol{x} \leq \tilde{k}_{\rho_{\mu_{1}}}\right\| \boldsymbol{\theta}\left\|_{W^{2,2}(\Omega)}\right\| \boldsymbol{w} \|_{W^{2,2}(\Omega)}\right. \\
& \leq k^{\#}\left(\delta^{\#}\|\boldsymbol{\theta}\|_{W^{2,2}(\Omega)}^{2}+\frac{1}{\delta^{\#}}\|\boldsymbol{w}\|_{W^{2,2}(\Omega)}^{2}\right) \tag{5.293}
\end{align*}
$$

for some $k^{\#}>0$ and any $\delta^{\#}>0$. Combining (5.270) with the estimates (5.288a,b) and (5.293) we have, $\forall t>0$, and any fixed $\mu_{1}>0$,

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{2}+ & \epsilon^{p-2} k_{2}(\Omega)\|\boldsymbol{\theta}\|_{W^{2,2}(\Omega)}^{2}+2 \mu_{1} \bar{k}(\Omega)\|\boldsymbol{\theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \\
\leq & \bar{c}_{p} k^{\#}\left(\delta^{\#}\|\boldsymbol{\theta}\|_{\boldsymbol{H}^{2}(\Omega)}^{2}+\frac{1}{\delta^{\#}}\|\boldsymbol{w}\|_{W^{2,2}(\Omega)}^{2}\right) \\
& +\bar{c}_{1}\left(\delta^{4 / 3}\|\boldsymbol{\theta}\|_{W^{1,2}(\Omega)}^{2}+\frac{1}{\delta^{4}}\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{2}\right) \\
& \quad+\bar{c}_{4}\left(\bar{\delta}\|\boldsymbol{\theta}\|_{W^{1,2}(\Omega)}^{2}+\frac{1}{\bar{\delta}}\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}^{2}\right) \tag{5.294}
\end{align*}
$$

By choosing $\delta, \bar{\delta}$, and $\delta^{\#}$ all sufficiently small in (5.294), we now deduce the existence of $\rho_{1}, \rho_{2}>0$ which depend (at most) on $\epsilon, \mu_{1}, p$, and $\Omega$, such that $\forall t \geq 0$,

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{\theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \leq \rho_{1}\|\boldsymbol{w}\|_{\boldsymbol{W}^{2,2}(\Omega)}^{2}+\rho_{2}\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{2,2}(\Omega)}^{2} \tag{5.295}
\end{equation*}
$$

As $\boldsymbol{\theta}(0)=\mathbf{0}$, it follows from (5.295) that, $\forall t \geq 0$,

$$
\begin{equation*}
\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{2} \leq \rho_{1} e^{\rho_{2} t} \int_{0}^{t}\|\boldsymbol{w}(\tau)\|_{W^{2,2}(\Omega)}^{2} d \tau \tag{5.296}
\end{equation*}
$$

However, by virtue of the estimate (5.291), and the fact that $\|\boldsymbol{w}(0)\|_{L^{2}(\Omega)} \leq \epsilon^{*}$, it is easy to see that (5.296) implies that

$$
\begin{equation*}
\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{2} \leq \frac{\rho_{1} k^{*}}{\mu_{1}}\left[\exp \left(c^{*}+\rho_{2}\right) t\right] \epsilon^{*^{2}}, \quad \forall t>0 \tag{5.297}
\end{equation*}
$$

from which (5.289) follows.
We are now in a position to prove the uniform differentiability of the semigroup $\boldsymbol{S}_{\mu_{1}}$ on the attractor $\mathcal{A}_{\mu_{1}}$; more specifically we have the following
Theorem 5.10. For $\mu_{1}>0$, and $2<p<3$, the nonlinear semigroup $\boldsymbol{S}_{\mu_{1}}$ is uniformly differentiable on the maximal compact attractor $\mathcal{A}_{\mu_{1}}$ given by (5.260).

Proof. Having established the estimate (5.289), we now modify the bound (5.288b) to read

$$
\begin{align*}
\left|\int_{\Omega} \theta_{i} \frac{\partial w_{i}}{\partial x_{j}} w_{j} d \boldsymbol{x}\right| & \leq c(\Omega)\|\boldsymbol{w}\|_{W^{2,2}(\Omega)}|\boldsymbol{w}|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}  \tag{5.298}\\
& \leq \beta_{1} c(\Omega) e^{\beta_{2} t} \epsilon^{*}\|\boldsymbol{w}\|_{W^{2,2}(\Omega)}^{2}
\end{align*}
$$

the last bound following directly from (5.289). Also, returning to (5.292), we have

$$
\begin{align*}
\int_{\Omega}|\boldsymbol{e}(\boldsymbol{\theta}) \| \boldsymbol{e}(\boldsymbol{w})|^{2} d \boldsymbol{x} & \leq k_{*}(\Omega)\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{1,3}(\Omega)}\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,3}(\Omega)}^{2}  \tag{5.299}\\
& \leq k^{\prime}(\Omega)\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{1,3}(\Omega)}\|\boldsymbol{w}\|_{W^{2,2}(\Omega)}^{2}
\end{align*}
$$

if we, once again, use the embedding $\boldsymbol{H}^{2}(\Omega) \hookrightarrow \boldsymbol{W}^{1,3}(\Omega)$. As $\boldsymbol{H}^{3 / 2,2}(\Omega) \hookrightarrow$ $\boldsymbol{W}^{1,3}(\Omega)$, and we may interpolate $\boldsymbol{H}^{m+s}(\Omega), 0<s<1, m \in N$ (the natural numbers), between $\boldsymbol{H}^{m+1}(\Omega)$ and $\boldsymbol{L}^{2}(\Omega)$, (see Appendix A), for any $\lambda>0$,

$$
\begin{align*}
\|\boldsymbol{\theta}\|_{W^{1,3}(\Omega)} & \leq \bar{c}(\Omega)\|\boldsymbol{\theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{1 / 4}\|\boldsymbol{\theta}\|_{W^{2,2}(\Omega)}^{3 / 4} \\
& \leq \bar{c}(\Omega)\left[\lambda^{8 / 3}\|\boldsymbol{\theta}\|_{W^{2,2}(\Omega)}^{2}+\lambda^{-8 / 5}\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{8 / 5}\right] \tag{5.300}
\end{align*}
$$

where we have used Young's inequality. Employing (5.300) in (5.299) yields the estimate

$$
\begin{equation*}
\int_{\Omega}\left|\boldsymbol{e}(\boldsymbol{\theta})\left\|\left.\boldsymbol{e}(\boldsymbol{w})\right|^{2} d \boldsymbol{x} \leq \bar{k}(\Omega)\right\| \boldsymbol{w} \|_{W^{2,2}(\Omega)}^{2}\left\{\lambda^{8 / 3}\|\boldsymbol{\theta}\|_{W^{2,2}(\Omega)}^{2}+\lambda^{-8 / 3}\|\boldsymbol{\theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2 / 5}\right\}\right. \tag{5.301}
\end{equation*}
$$

Making use of the estimates (5.288a), (5.299), and (5.301) in the differential inequality (5.270) we find that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{\theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+\epsilon^{p-2} k_{2}(\Omega)\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}+2 \mu_{1} \hat{k}(\Omega)\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{2,2}(\Omega)}^{2} \\
& \leq \bar{c}_{p} \bar{k}(\Omega)\|\boldsymbol{w}\|_{W^{2,2}(\Omega)}^{2}\left\{\lambda^{8 / 3}\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{2,2}(\Omega)}^{2}+\lambda^{-8 / 3}\|\boldsymbol{\theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2 / 5}\right\} \\
&+ \beta_{1} c(\Omega) \boldsymbol{e}^{\beta_{2} t} \epsilon^{*}\|\boldsymbol{w}\|_{\boldsymbol{W}^{2,2}(\Omega)}^{2}+\bar{c}_{1}(\Omega)\left\{\delta^{4 / 3}\|\boldsymbol{\theta}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}+\frac{1}{\delta^{4}}\|\boldsymbol{\theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}\right\} \tag{5.302}
\end{align*}
$$

for $t \geq 0$ and arbitrary $\lambda, \delta>0$. Using, once again, the fact that $\boldsymbol{w}(t) \in B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}$, $\forall t \geq 0$, and choosing $\lambda, \delta$ sufficiently small in (5.302), we now easily obtain (in view of (5.289)) a differential inequality of the form

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{2} \leq c\left(\mu_{1} ; \Omega\right)\left[\gamma_{1}(t) \epsilon^{*}+\gamma_{2}(t) \epsilon^{*^{2 / 5}}\right]\|\boldsymbol{w}\|_{\boldsymbol{W}^{2,2}(\Omega)}^{2}+c^{\prime}(\Omega)\|\boldsymbol{\theta}\|_{L^{2}(\Omega)}^{2} \tag{5.303}
\end{equation*}
$$

with the $\gamma_{i}(t)>0$ and monotonically increasing in $t$ for $t>0$. As $\boldsymbol{\theta}(0)=\mathbf{0}$ it now follows from (5.303) and (5.291) that, for any $t>0$,

$$
\begin{align*}
\|\boldsymbol{\theta}\|_{\boldsymbol{L}^{2}(\Omega)}^{2} & \leq c\left[\gamma_{1}(t) \epsilon^{*}+\gamma_{2}(t) \epsilon^{*^{2 / 5}}\right] e^{c^{\prime} t} \int_{0}^{t}\|\boldsymbol{w}\|_{\boldsymbol{W}^{2,2}(\Omega)}^{2}(\Omega) d \tau  \tag{5.304}\\
& \leq \frac{c k^{*}}{\mu_{1}}\left[\gamma_{1}(t) \epsilon^{*}+\gamma_{2}(t) \epsilon^{*^{2 / 5}}\right] \epsilon^{*^{2}} e^{\left(c^{\prime}+c^{*}\right) t}
\end{align*}
$$

From (5.304) it is immediate that

$$
\begin{equation*}
\|\boldsymbol{\theta}(t)\|_{L^{2}(\Omega)} / \epsilon^{*} \rightarrow 0, \text { as } \epsilon^{*} \rightarrow 0 \tag{5.305}
\end{equation*}
$$

which serves to establish the uniform differentiability of $\boldsymbol{S}_{\mu_{1}}(t)$ on $\mathcal{A}_{\mu_{1}}$.

### 5.4.3 Uniform Boundedness of the Fréchet Differential $L_{\mu_{1}}\left(t ; u_{0}\right), u_{0} \in \mathcal{A}_{\mu_{1}}$

Having established the uniform differentiability of $\boldsymbol{S}_{\mu_{1}}, \mu_{1}>0$, on the maximal compact global attractor $\mathcal{A}_{\mu_{1}}$, we now seek to prove that the Fréchet differential $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right), \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$, of $\boldsymbol{S}_{\mu_{1}}(t)$ is uniformly bounded in the strong operator norm of $\mathcal{L}\left(\boldsymbol{H}_{\text {per }}, \boldsymbol{H}_{\text {per }}\right)$ for all $t>0$; with this result and the result of Theorem 5.10 in hand, we will be in a position to apply standard techniques to compute upper bounds for $d_{H}\left(\mathcal{A}_{\mu_{1}}\right)$ and $d_{F}\left(\mathcal{A}_{\mu_{1}}\right), \mu_{1}>0$. We begin by recalling that the linearized equations for $\boldsymbol{U}\left(t ; \mu_{1}\right)=\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right) \boldsymbol{U}_{0}$ are (5.263) with $\boldsymbol{U}\left(0 ; \mu_{1}\right)=\boldsymbol{U}_{0}$ for any $\mu_{1}>0$. Also

$$
\begin{equation*}
\left\|\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right\|_{\mathcal{L}\left(\boldsymbol{H}_{p e r}, \boldsymbol{H}_{p e r}\right)}=\sup _{\boldsymbol{U}_{0} \in \boldsymbol{H}_{p e r}}\left(\left\|\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right) \boldsymbol{U}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)} /\left\|\boldsymbol{U}_{0}\right\|_{L^{2}(\Omega)}\right) \tag{5.306}
\end{equation*}
$$

where the linearization in (5.263) is taken about $\boldsymbol{u}(t)=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}$ with $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$. Our goal in this subsection is to establish the following result:

Theorem 5.11. The Fréchet differential of $\boldsymbol{S}_{\mu_{1}}(t), \boldsymbol{L}_{\mu_{1}}\left(t, \boldsymbol{u}_{0}\right)$ for $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$, satisfies, for some $l>0$, and all $t \geq 0$,

$$
\begin{equation*}
\sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}}\left\|\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right\|_{\mathcal{L}\left(\boldsymbol{H}_{p e r}, \boldsymbol{H}_{p e r}\right)} \leq l^{[t]+1} \tag{5.307}
\end{equation*}
$$

Proof. We multiply (5.263) through by $U_{i}$, integrate over $\Omega$, sum over $i=1,2,3$ and integrate by parts using the spatial periodicity of $\boldsymbol{U}$ and the incompressibility constraint $\nabla \cdot \boldsymbol{U}=0$; we are easily led to the differential inequality

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{U}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{U}) \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{U}) d \boldsymbol{x} \leq\left|\int_{\Omega} u_{i} \frac{\partial U_{i}}{\partial x_{j}} U_{j} d \boldsymbol{x}\right| \tag{5.308}
\end{equation*}
$$

where, on the left-hand side of (5.308), we have dropped the nonnegative term

$$
\int_{\Omega}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{U})-\alpha B_{i j k l}(\boldsymbol{u}) e_{i j}(\boldsymbol{U}) e_{k l}(\boldsymbol{U})\right] d \boldsymbol{x}=\int_{\Omega} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{e}(\boldsymbol{u})) e_{i j}(\boldsymbol{U}) e_{k l}(\boldsymbol{U}) d \boldsymbol{x} \geq 0 .
$$

Now,

$$
\begin{aligned}
\left|\int_{\Omega} u_{i} \frac{\partial U_{i}}{\partial x_{j}} U_{j} d \boldsymbol{x}\right| & \leq\|\boldsymbol{u}\|_{\boldsymbol{L}^{\infty}(\Omega)}\|\boldsymbol{U}\|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{U}\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq c\|\boldsymbol{u}\|_{\boldsymbol{W}^{2,2}(\Omega)}\|\boldsymbol{U}\|_{\boldsymbol{W}^{2,2}(\Omega)}\|\boldsymbol{U}\|_{L^{2}(\Omega)} \\
& \leq c \rho_{\mu_{1}}\|\boldsymbol{U}\|_{L^{2}(\Omega)}\|\boldsymbol{U}\|_{W^{2,2}(\Omega)}
\end{aligned}
$$

as $\boldsymbol{u}(t) \in B_{W^{2,2}(\Omega)}^{\rho_{\mu}}, t \geq 0$, if $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$ and $\mu_{1}>0$. Thus $\exists \kappa\left(\mu_{1} ; \Omega\right)>0$ such that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{U}\|_{L^{2}(\Omega)}^{2}+\kappa\left(\mu_{1} ; \Omega\right)\|\boldsymbol{U}\|_{W^{2,2}(\Omega)}^{2} \leq \frac{\rho^{\prime}}{2 \delta}\|\boldsymbol{U}\|_{L^{2}(\Omega)}^{2}+\frac{\rho^{\prime} \delta}{2}\|\boldsymbol{U}\|_{W^{2,2}(\Omega)}^{2} \tag{5.309}
\end{equation*}
$$

for all $\delta>0$, where $\rho^{\prime}=\rho^{\prime}\left(\mu_{1} ; \Omega\right)>0$, and we have used the fact that $\boldsymbol{U} \in L^{\infty}\left((0, T) ; \boldsymbol{W}^{2,2}(\Omega)\right), \forall T>0$, as well as the generalized Korn estimate of Lemma 5.2. For $\delta$ sufficiently small, therefore,

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{U}\|_{L^{2}(\Omega)}^{2}+\kappa\left(\mu_{1} ; \Omega\right)\|\boldsymbol{U}\|_{\boldsymbol{W}^{2,2}(\Omega)}^{2} \leq\left(\frac{\rho^{\prime}}{2 \delta}\right)\|\boldsymbol{U}\|_{L^{2}(\Omega)}^{2} \tag{5.310}
\end{equation*}
$$

from which it follows that $\forall t \geq 0, \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}, \mu_{1}>0$, and $\boldsymbol{U}_{0} \in \boldsymbol{H}_{\text {per }}$

$$
\begin{equation*}
\frac{\left\|\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right\|_{L^{2}(\Omega)}}{\left\|\boldsymbol{U}_{0}\right\|_{L^{2}(\Omega)}} \leq \exp \left(\sqrt{\frac{\rho^{\prime}}{2 \delta} t}\right) \tag{5.311}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{\boldsymbol{u}_{0} \in \boldsymbol{\mathcal { A }}_{\mu_{1}}}\left\|\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right\|_{\mathcal{L}\left(\boldsymbol{H}_{\text {per }}, \boldsymbol{H}_{p e r}\right)} \leq e^{\sqrt{\rho^{\prime} 2 \delta}} \equiv \ell \tag{5.312}
\end{equation*}
$$

As $\boldsymbol{S}_{\mu_{1}}(t)=\boldsymbol{S}_{\mu_{1}}(t-[t]) S(t)^{[t]}$, (5.307) now follows as a direct consequence of (5.312) (see, e.g., Teman [Te4], Sect. V.2) and the uniform boundedness of $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)$ on $\mathcal{A}_{\mu_{1}}$, for each $\mu_{1}>0$, has been established.

### 5.4.4 Bounds for $d_{H}\left(\mathcal{A}_{\mu_{1}}\right)$ and $d_{F}\left(\mathcal{A}_{\mu_{1}}\right), \mu_{1}>0$

To derive upper bounds for the Hausdorff and fractal dimensions of the attractor $\mathcal{A}_{\mu_{1}}$, we first make the obvious modifications concerning the definitions of the Lyapunov numbers and exponents which were introduced in Sect. 5.3.5; the relevant results basically involve replacing the Hilbert space $\boldsymbol{H}$ by $\boldsymbol{H}_{p e r}$. Thus, for any $\boldsymbol{L} \in \mathcal{L}\left(\boldsymbol{H}_{\text {per }}, \boldsymbol{H}_{\text {per }}\right)$ and any nonnegative integer $k$ we set

$$
\begin{equation*}
\alpha_{k}(\boldsymbol{L})=\sup _{\substack{G \subset \boldsymbol{H}_{p e r} \\ \operatorname{dim} G=k}} \inf _{\substack{\zeta \in G \\ \boldsymbol{H}_{\boldsymbol{H}_{\text {per }}}=1}}\|\boldsymbol{L} \boldsymbol{\zeta}\|_{\boldsymbol{L}^{2}(\Omega)} \tag{5.313}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{k}(\boldsymbol{L})=\alpha_{1}(\boldsymbol{L}) \cdots \alpha_{k}(\boldsymbol{L}) \tag{5.314}
\end{equation*}
$$

Then $\left\{\alpha_{k}(\boldsymbol{L})\right\}$ is nonincreasing and, if $\boldsymbol{L}$ is a compact self-adjoint nonnegative linear operator on $\boldsymbol{H}_{\text {per }}$, the $\alpha_{k}(\boldsymbol{L})$ are the eigenvalues of $\left(\boldsymbol{L}^{*} \boldsymbol{L}\right)^{1 / 2}$ with $\alpha_{1}(\boldsymbol{L}) \geq$ $\alpha_{2}(\boldsymbol{L}) \geq \cdots \geq 0$ where $\boldsymbol{L}^{*}$ is the adjoint operator. For $\boldsymbol{L} \in \mathcal{L}\left(\boldsymbol{H}_{\text {per }}, \boldsymbol{H}_{\text {per }}\right)$ and $d \in R^{+}, d=n+s, n \geq 1$ an integer and $s \in(0,1)$, we define

$$
\begin{equation*}
\omega_{d}(\boldsymbol{L})=\omega_{n}(\boldsymbol{L})^{1-s} \omega_{n+1}(\boldsymbol{L})^{s} \tag{5.315}
\end{equation*}
$$

so that $d \mapsto \omega_{d}(\boldsymbol{L})$ is a nonincreasing function from $[1, \infty)$ into $R^{+}$. Now, let $\boldsymbol{S}_{\mu_{1}}(t)$ be the nonlinear semigroup generated by the bipolar problem $\left(\mu_{1}>0\right)$ and $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)$ the associated Fréchet differential with $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$; the numbers $\omega_{k}\left(\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right)$ bound the largest distortion of an infinitesmal $k$-dimensional volume produced by $\boldsymbol{S}_{\mu_{1}}(t)$ around the point $\boldsymbol{u}_{0}$. As we have shown in Sect. 5.4.2 that $\boldsymbol{S}_{\mu_{1}}$, $\mu_{1}>0$, is uniformly differentiable on $\boldsymbol{\mathcal { A }}_{\mu_{1}}$, the numbers $\omega_{k}\left(\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right)$ are welldefined $\forall t \geq 0, k \in N$, and $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$. Furthermore, if we set, $\forall t \geq 0$,

$$
\begin{equation*}
\bar{\omega}_{k}^{\mu_{1}}(t)=\sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}} \omega_{k}\left(\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)\right) ; \quad k \in N \tag{5.316}
\end{equation*}
$$

then for each $\mu_{1}>0$, the functions $t \mapsto \bar{\omega}_{k}^{\mu_{1}}(t)$ are subexponential, i.e.,

$$
\begin{equation*}
\bar{\omega}_{k}^{\mu_{1}}(t+s) \leq \bar{\omega}_{k}^{\mu_{1}}(t) \bar{\omega}_{k}^{\mu_{1}}(s) ; \quad \forall s, t \geq 0 \tag{5.317}
\end{equation*}
$$

As in Sect. 5.3.5, standard results (e.g., [Te4]) now imply that $\lim _{t \rightarrow \infty}\left\{\bar{\omega}_{k}^{\mu_{1}}(t)\right\}^{1 / t}$ exists and is equal to

$$
\begin{equation*}
\Pi_{k}^{\mu_{1}} \equiv \inf _{t>0}\left\{\bar{\omega}_{k}^{\mu_{1}}(t)\right\}^{1 / t} \tag{5.318}
\end{equation*}
$$

Defining, recursively, the numbers

$$
\left\{\begin{array}{l}
\Lambda_{1}^{\mu_{1}}=\Pi_{1}^{\mu_{1}}, \Lambda_{1}^{\mu_{1}} \Lambda_{2}^{\mu_{1}}=\Pi_{2}^{\mu_{1}}, \ldots  \tag{5.319}\\
\Lambda_{1}^{\mu_{1}} \cdots \Lambda_{k}^{\mu_{1}}=\Pi_{k}^{\mu_{1}}
\end{array}\right.
$$

we have

$$
\begin{equation*}
\Lambda_{1}^{\mu_{1}}=\Pi_{1}^{\mu_{1}}, \Lambda_{k}^{\mu_{1}}=\frac{\Pi_{k}^{\mu_{1}}}{\Pi_{k-1}^{\mu_{1}}}, \quad k \geq 2 \tag{5.320}
\end{equation*}
$$

The $\Lambda_{k}^{\mu_{1}}$ are global (uniform) Lyapunov numbers on $\mathcal{A}_{\mu_{1}}$, while the numbers

$$
\begin{equation*}
\lambda_{k}^{\mu_{1}}=\ln \Lambda_{k}^{\mu_{1}}, \quad k \geq 1 \tag{5.321}
\end{equation*}
$$

are the global (uniform) Lyapunov exponents; thus, it follows that

$$
\begin{equation*}
\inf _{t>0}\left\{\bar{\omega}_{k}^{\mu_{1}}(t)\right\}^{1 / t}=\exp \left(\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}\right) \tag{5.322}
\end{equation*}
$$

Using the linearized bipolar equations (5.263) we now define the linear operator $\mathcal{L}_{\mu_{1}}(\boldsymbol{u}): \tilde{\boldsymbol{H}} \rightarrow \boldsymbol{H}_{\text {per }}$, where

$$
\begin{equation*}
\tilde{\boldsymbol{H}}=\left\{\boldsymbol{\phi} \in \boldsymbol{W}^{2,2}(\Omega) \cap \boldsymbol{H}_{\text {per }} \mid \nabla \cdot \boldsymbol{\phi}=0 \text { in } \Omega\right\} \tag{5.323}
\end{equation*}
$$

as follows: for $\alpha=2-p, 2<p<3$,

$$
\begin{align*}
\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}\right)_{i}=2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{\phi})\right)-\frac{\partial}{\partial x_{j}}\left[\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{\phi})\right. & \left.-\alpha B_{i j k l}(\boldsymbol{u}) e_{k l}(\boldsymbol{\phi})\right] \\
& +u_{j} \frac{\partial \phi_{i}}{\partial x_{j}}+\phi_{j} \frac{\partial u_{i}}{\partial x_{j}} \tag{5.324}
\end{align*}
$$

where $\boldsymbol{u}=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}, \mu_{1}>0, \mu_{0} \in \mathcal{A}_{\mu_{1}}$. As a consequence of standard results on infinite dimensional dynamical systems (e.g., [Te4])

$$
\begin{equation*}
\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}} \leq-q_{k}^{\mu_{1}} \tag{5.325}
\end{equation*}
$$

with $q_{k}^{\mu_{1}}$ given by (5.176), where $\boldsymbol{Q}$ is an orthogonal projection on $\tilde{\boldsymbol{H}}$ of rank $k$ and tr, as in Sect. 5.3.5, denotes the trace operation. We note that $\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right)$ is again computed as in (5.177) with $\left\{\boldsymbol{\phi}_{j}\right\}$ any basis of $\tilde{\boldsymbol{H}}$ such that (i) the $\boldsymbol{\phi}_{j}$ are orthonormal in $\boldsymbol{L}^{2}(\Omega)$ and (ii) $\left\{\boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2}, \ldots, \boldsymbol{\phi}_{k}\right\}$ is a basis of $\boldsymbol{Q} \circ \boldsymbol{H}_{\text {per }}$. As in Sect. 5.3.5, the result expressed by Lemma 5.12 is a consequence of Theorem 3.3 of [Te4]. It then follows that as a consequence of (5.182a,b), we have

$$
\begin{equation*}
d_{H}\left(\mathcal{A}_{\mu_{1}}\right) \leq k, \quad d_{F}\left(\mathcal{A}_{\mu_{1}}\right) \leq 2 k, \quad \mu_{1}>0 \tag{5.326}
\end{equation*}
$$

if $\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}<0$; this latter condition is, in view of (5.325), equivalent to the condition that $q_{k}^{\mu_{1}}>0$ where $q_{k}^{\mu_{1}}$ is given by (5.176). Our task, therefore, is to find the smallest positive integer $k$, for each $\mu_{1}>0$, which satisfies $q_{k}^{\mu_{1}}>0$; to accomplish this goal, we will state and prove the following

Lemma 5.20. For the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ associated with the space-periodic problem (5.2a,b), (5.3b), (5.4), in $\operatorname{dim} n=2$, with $2<p<3, \exists \hat{K}=\hat{K}(\epsilon, p ; \Omega)>0$, $c^{\prime}=c^{\prime}(\Omega)>0$ such that, for $\delta>0$ chosen sufficiently small, we have for all $\mu_{1}>0$
$\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}} \leq-\hat{K}(\epsilon, p ; \Omega) \zeta_{1} k^{5 / 3}+\frac{c^{\prime}(\Omega) k}{\delta^{4}} \lim _{t \rightarrow \infty} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}} \frac{1}{t} \int_{0}^{t}\|\boldsymbol{u}\|_{W^{1,2}(\Omega)}^{2} d \tau$
where $\zeta_{1}$ is the first eigenvalue of $-\Delta$ on $\Omega$ corresponding to an eigenvector $\boldsymbol{w}_{1} \in$ $\boldsymbol{H}^{1}(\Omega) \cap \boldsymbol{H}_{\text {per }}$ such that $\nabla \cdot \boldsymbol{w}_{1}=0$.

Proof. Using the definition of (5.324) of $\mathcal{L}_{\mu_{1}}$ we compute, for $\boldsymbol{\phi} \in \tilde{\boldsymbol{H}}$, that

$$
\begin{align*}
\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}, \boldsymbol{\phi}\right)_{L^{2}(\Omega)}= & 2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{\phi}) \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{\phi}) d \boldsymbol{x} \\
& +\int_{\Omega} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{u}) e_{i j}(\boldsymbol{\phi}) e_{k l}(\boldsymbol{\phi}) d \boldsymbol{x}+\int_{\Omega} \phi_{j} \frac{\partial u_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x} \\
\geq & 2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{\phi}) \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{\phi}) d \boldsymbol{x} \\
& +\int_{\Omega}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi}) d \boldsymbol{x}+\int_{\Omega} \phi_{j} \frac{\partial u_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x} \\
\geq & \epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{\phi}\|_{W^{1,2}(\Omega)}^{2}+\int_{\Omega} \phi_{j} \frac{\partial u_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x} \tag{5.328}
\end{align*}
$$

for all $\mu_{1}>0$. Also, for $\boldsymbol{\phi} \in \tilde{\boldsymbol{H}}$ such that $\|\boldsymbol{\phi}\|_{L^{2}(\Omega)}=1$, any $\delta>0$, and some $c^{\prime}(\Omega)>0$,

$$
\begin{align*}
\left|\int_{\Omega} \phi_{j} \frac{\partial u_{i}}{\partial x_{j}} \phi_{i} d \boldsymbol{x}\right| & \leq c_{1}(\Omega)\|\boldsymbol{\phi}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{3 / 2}\|\boldsymbol{u}\|_{\boldsymbol{W}^{1,2}(\Omega)}  \tag{5.329}\\
& \leq c^{\prime}(\Omega)\left(\delta^{4 / 3}\|\boldsymbol{\phi}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}+\frac{1}{\delta^{4}}\|\boldsymbol{u}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}\right)
\end{align*}
$$

where we have used (5.275) with $\boldsymbol{w}$ replaced by $\boldsymbol{\phi}$. Therefore, using (5.177) we have, for any $\mu_{1}>0$,

$$
\begin{align*}
\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right)= & \sum_{\ell=1}^{k}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \boldsymbol{\phi}_{\ell}, \boldsymbol{\phi}_{\ell}\right)_{\boldsymbol{L}^{2}(\Omega)} \\
\geq & \epsilon^{\frac{p-2}{2}} k_{2}(\Omega) \sum_{\ell=1}^{k}\left\|\boldsymbol{\phi}_{\ell}\right\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}-\frac{c^{\prime}(\Omega) k}{\delta^{4}}\|\boldsymbol{u}\|_{W^{1,2}(\Omega)}^{2}  \tag{5.330}\\
& -c^{\prime}(\Omega) \delta^{4 / 3} \sum_{\ell=1}^{k}\left\|\boldsymbol{\phi}_{\ell}\right\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}
\end{align*}
$$

so that for $\delta$ chosen positive, and sufficiently small, $\exists K=K(\epsilon, p ; \Omega)$ such that

$$
\begin{equation*}
\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right) \geq K(\epsilon, p ; \Omega) \sum_{\ell=1}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2}-\frac{c^{\prime}(\Omega) k}{\delta^{4}}\|\boldsymbol{u}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \tag{5.331}
\end{equation*}
$$

for any $\mu_{1}>0$. However, if the $\zeta_{j}, j=1, \ldots, k$ are the first $k$ eigenvalues of $-\Delta$ on $\Omega$ corresponding to eigenvectors $\boldsymbol{w}_{j} \in \boldsymbol{H}^{1}(\Omega) \cap \boldsymbol{H}_{\text {per }}$ such that $\nabla \cdot \boldsymbol{w}_{j}=0$, $j=1, \ldots, k$, then

$$
\begin{equation*}
\sum_{\ell=1}^{k}\left|\boldsymbol{\phi}_{\ell}\right|_{\boldsymbol{H}^{1}(\Omega)}^{2} \geq \zeta_{1}+\cdots+\zeta_{k} \tag{5.332a}
\end{equation*}
$$

and, furthermore [Me]

$$
\begin{equation*}
\zeta_{j} \geq \tilde{c}(\Omega) \zeta_{j} j^{2 / 3}, \quad \forall j \geq 1 \text { and some } \tilde{c}>0 \tag{5.332b}
\end{equation*}
$$

Employing (5.332a,b) in (5.331), we now find that, for any $\mu_{1}>0$,

$$
\begin{equation*}
\operatorname{tr}\left(\mathcal{L}_{\mu_{1}}(\boldsymbol{u}) \circ \boldsymbol{Q}\right) \geq \hat{K}(\epsilon, p ; \Omega) \zeta_{1} k^{5 / 3}-\frac{c^{\prime}(\Omega) k}{\delta^{4}}\|\boldsymbol{u}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} . \tag{5.333}
\end{equation*}
$$

By virtue of (5.176) and (5.333) we can now state that, for any $\mu_{1}>0$,

$$
\begin{equation*}
q_{k}^{\mu_{1}} \geq \hat{K}(\epsilon ; p ; \Omega) \zeta_{1} k^{5 / 3}-\frac{c^{\prime}(\Omega) k}{\delta^{4}} \lim _{t \rightarrow \infty} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}} \frac{1}{t} \int_{0}^{t}\|\boldsymbol{u}\|_{W^{1,2}(\Omega)}^{2} d \tau \tag{5.334}
\end{equation*}
$$

and the Lemma 5.20 then follows directly from (5.325).
We are now in a position to state and prove the basic results of this subsection, namely, the estimates for the upper bounds of the Hausdorff and fractal dimensions of $\mathcal{A}_{\mu_{1}}, \mu_{1}>0$.
Theorem 5.12. Let $\mathcal{A}_{\mu_{1}}$, for $\mu_{1}>0$, be the maximal compact global attractor for the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ defined by the space-periodic problem (5.2a,b), (5.3b), (5.4), in $\operatorname{dim} n=2$, with $2<p<3$. Then $\exists \Psi\left(\epsilon, p, \zeta_{1} ; \Omega\right)>0$ such that for $k_{m}$, the smallest integer for which

$$
\begin{equation*}
k_{m}-1<\Psi|\boldsymbol{f}|_{\infty}^{3}<k_{m}, \tag{5.335a}
\end{equation*}
$$

we have

$$
\begin{equation*}
d_{H}\left(\mathcal{A}_{\mu_{1}}\right) \leq k_{m}, \quad d_{F}\left(\mathcal{A}_{\mu_{1}}\right) \leq 2 k_{m} . \tag{5.335b}
\end{equation*}
$$

Proof. From (5.222), with $\boldsymbol{u}$ in place of $\boldsymbol{v}$, we obtain, $\forall \mu_{1} \geq 0$ and all $\beta>0$,

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{u}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+2 \epsilon^{\frac{p-2}{2}} k^{\prime}(\Omega)\|\boldsymbol{u}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \leq \beta|\boldsymbol{f}|_{\infty}^{2}+\frac{1}{\beta}\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2} \tag{5.336}
\end{equation*}
$$

By choosing $\beta$ sufficiently large in (5.336) we obtain, for some $k^{*}(\epsilon, p ; \Omega)>0$, an estimate of the form

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2}+k^{*}(\epsilon, p ; \Omega)\|\boldsymbol{u}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \leq \beta|\boldsymbol{f}|_{\infty}^{2}, \quad \mu_{1}>0 \tag{5.337}
\end{equation*}
$$

from which it follows that, for any $\mu_{1}>0$,

$$
\begin{equation*}
\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2}+k^{*}(\epsilon, p ; \Omega) \int_{0}^{t}\|\boldsymbol{u}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} d \tau \leq \beta t|\boldsymbol{f}|_{\infty}^{2}+\left\|\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}^{2} \tag{5.338}
\end{equation*}
$$

Therefore, for all $\mu_{1}>0$,

$$
\frac{1}{t} \int_{0}^{t}\|\boldsymbol{u}\|_{W^{1,2}(\Omega)}^{2} d \tau \leq\left(\frac{\beta}{k^{*}}\right)|\boldsymbol{f}|_{\infty}^{2}+\frac{1}{k^{*} t}\left\|\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)}^{2}
$$

in which case we see that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}} \frac{1}{t} \int_{0}^{t}\|\boldsymbol{u}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} d \tau \leq\left(\frac{\beta}{k^{*}}\right)|\boldsymbol{f}|_{\infty}^{2} \tag{5.339}
\end{equation*}
$$

with the estimate holding for all $\mu_{1}>0$. Employing (5.339) in (5.327), we now see that for any $\mu_{1}>0$ we have

$$
\begin{equation*}
\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}} \leq-\hat{K}(\epsilon, p ; \Omega) \zeta_{1} k^{5 / 3}+\frac{c^{\prime}(\Omega)}{k^{*}(\epsilon, p ; \Omega)}\left(\frac{\beta}{\delta^{4}}\right) k|\boldsymbol{f}|_{\infty}^{2} \tag{5.340}
\end{equation*}
$$

so that $\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}<0$, for any $\mu_{1}>0$, provided

$$
\begin{equation*}
k>\left[\frac{c^{\prime}(\Omega)}{c^{*}(\epsilon, p ; \Omega)}\left(\frac{\beta}{\delta^{4} \zeta_{1}}\right)\right]^{3 / 2}|\boldsymbol{f}|_{\infty}^{2} \tag{5.341}
\end{equation*}
$$

with $c^{*}=\hat{K} k^{*}$. In other words, $\lambda_{1}^{\mu_{1}}+\cdots+\lambda_{k}^{\mu_{1}}<0$, for any $\mu_{1}>0$, for $k$ the smallest positive integer such that

$$
\begin{equation*}
k-1<\left[\frac{c^{\prime}(\Omega)}{c^{*}(\epsilon, p ; \Omega)}\left(\frac{\beta}{\delta^{4} \zeta_{1}}\right)\right]^{3 / 2}|\boldsymbol{f}|_{\infty}^{3}<k \tag{5.342}
\end{equation*}
$$

The result of the theorem now follows if we take

$$
\begin{equation*}
\Psi\left(\epsilon, p, \zeta_{1} ; \Omega\right)=\left[\frac{c^{\prime}(\Omega)}{c^{*}(\epsilon, p ; \Omega)}\left(\frac{\beta}{\delta^{4} \zeta_{1}}\right)\right]^{3 / 2} \tag{5.343}
\end{equation*}
$$

with $\beta>0$ sufficiently large, and $\delta>0$ sufficiently small.
Remarks. The upper bounds in (5.335b) not only hold $\forall \mu_{1}>0$ but are, themselves, independent of $\mu_{1}$. However, we can not apply the ideas delineated in this subsection
to conclude, e.g., that the upper bounds of Theorem 5.12 hold for $\mu_{1}=0$. In other words, it does not follow from the work presented above that

$$
d_{H}\left(\mathcal{A}_{0}\right) \leq k_{m}<1+\Psi\left(\epsilon, p, \zeta_{1} ; \Omega\right)|\boldsymbol{f}|_{\infty}^{3}
$$

The reason for this is that the application of the concepts outlined in this section depend, in an essential way, on the uniform differentiability of the underlying nonlinear semigroup, and this has not been established for $\boldsymbol{S}_{0}(t)$.

The most interesting aspect of the result stated in Theorem 5.12 is the independence of the upper bounds for $d_{H}\left(\mathcal{A}_{\mu_{1}}\right), d_{F}\left(\mathcal{A}_{\mu_{1}}\right), \mu_{1}>0$, with respect to $\mu_{1}$; this was certainly not the case in our work in Sect. 5.3.5 on the incompressible bipolar viscous fluid, with $1<p \leq 2$, where it was shown, e.g., that the upper bound for $d_{H}\left(\mathcal{A}_{\mu_{1}}\right), \mu_{1}>0$, behaves like $\mu_{1}^{-6}$ for small $\mu_{1}$. The reason for the difference in the behavior of the upper bounds for $d_{H}\left(\mathcal{A}_{\mu_{1}}\right), d_{F}\left(\mathcal{A}_{\mu_{1}}\right), \mu_{1}>0$, in the two cases $1<p \leq 2$ and $2<p<3$ can be traced directly to the estimate (5.328) and, in particular, to the fact that for $\boldsymbol{\phi} \in \tilde{\boldsymbol{H}}, \boldsymbol{u}=\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}, \boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$,

$$
\begin{equation*}
\int_{\Omega}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi}) d \boldsymbol{x} \geq \epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{\phi}\|_{W^{1,2}(\Omega)}^{2} \tag{5.344a}
\end{equation*}
$$

for some $k_{2}(\Omega)>0$, if $p \geq 2$; this is in contrast to the best possible estimate available for the case $1<p \leq 2$, namely, for some $\hat{k}(\Omega)>0$ it follows from Lemma 5.3 that

$$
\begin{equation*}
\int_{\Omega}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{\phi}) e_{i j}(\boldsymbol{\phi}) d \boldsymbol{x} \geq \hat{k}(\Omega)\|\boldsymbol{\phi}\|_{\boldsymbol{W}^{1, p}(\Omega)}^{2} \tag{5.344b}
\end{equation*}
$$

If we have to work with (5.344b) in (5.328), for $1<p \leq 2$, instead of with (5.344a), as we may for $p>2$, then the expression

$$
2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{\phi}) \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{\phi}) d \boldsymbol{x}
$$

would have to be retained in (5.328), thus propelling the constant $\mu_{1}$ through all the subsequent estimates.

### 5.5 Lower Semicontinuity of the Attractors for Nonlinear Bipolar Equations

### 5.5.1 The Convergence Problem

In Sect. 5.4 we showed that for the space-periodic problem (5.2a,b), (5.3b), (5.4), in $\operatorname{dim} n=2$, with $p>2$, there exist absorbing sets in $\boldsymbol{H}_{p e r}$ and $\boldsymbol{W}^{1,2}(\Omega)$ for
$\boldsymbol{S}_{\mu_{1}}(t)$ when $\mu_{1} \geq 0$, which are independent of $\mu_{1}>0$, as well as absorbing sets for $\boldsymbol{S}_{\mu_{1}}(t)$, in $\boldsymbol{W}^{2,2}(\Omega)$, when $\mu_{1}>0$; this is the essential content of Theorem 5.9. The absorbing sets in $W^{1,2}(\Omega)$ turned out to be of the form $B_{W^{1,2}(\Omega)}^{\rho^{\prime}}$, i.e., balls of sufficiently large radius $\rho^{\prime}$, independent of $\mu_{1}$, in $\boldsymbol{W}^{1,2}(\Omega)$ while the absorbing sets in $\boldsymbol{W}^{2,2}(\Omega)$ were of the form $B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}$, i.e., balls of sufficiently large radius $\rho_{\mu_{1}}$ in $\boldsymbol{W}^{2,2}(\Omega)$, with $\rho_{\mu_{1}}$ satisfying $\rho_{\mu_{1}} \rightarrow \infty$ as $\mu_{1} \rightarrow 0$. Maximal compact global attractors were then defined in Sect. 5.4 as follows: for

$$
\begin{aligned}
& \mu_{1}>0: \mathcal{A}_{\mu_{1}}=\bigcap_{t>0} \boldsymbol{S}_{\mu_{1}}(t) B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}, \\
& \mu_{1}=0: \mathcal{A}_{0}=\bigcap_{t>0} \boldsymbol{S}_{0}(t) B_{W^{1,2}(\Omega)}^{\rho^{\prime}},
\end{aligned}
$$

and the existence, for fixed $\mu_{1}>0$, of the absorbing set $B_{W^{2,2}(\Omega)}^{\rho_{\mu_{1}}}$ then suffices to yield the uniform compactness of the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ for large $t$.

Once the attractors $\mathcal{A}_{\mu_{1}}, \mu_{1}>0$, and $\mathcal{A}_{0}$ were defined in Sect. 5.4 we were then able to establish, i.e., Theorem 5.10, that for $\mu_{1}>0$, and $2<p<3$, the nonlinear semigroup $\boldsymbol{S}_{\mu_{1}}$ is uniformly differentiable on $\mathcal{A}_{\mu_{1}}$ and, also, that the Fréchet differential $\boldsymbol{L}_{\mu_{1}}\left(t ; \boldsymbol{u}_{0}\right)$ of $\boldsymbol{S}_{\mu_{1}}(t)$, for $\boldsymbol{u}_{0} \in \mathcal{A}_{\mu_{1}}$, is uniformly bounded in the strong operator norm of $\mathcal{L}\left(\boldsymbol{H}_{\text {per }}, \boldsymbol{H}_{\text {per }}\right)$; this latter result is the essential content of Theorem 5.11.

Our goal in this section is to examine the relationship between the attractors $\mathcal{A}_{\mu_{1}}$, $\mu_{1}>0$, and $\mathcal{A}_{0}$ and, in particular, to show that in a well-defined sense the attractors $\mathcal{A}_{\mu_{1}}$ converge to $\mathcal{A}_{0}$ as $\mu_{1} \rightarrow 0$. In this regard, the best that has been done to this point is to exhibit the convergence of $\mathcal{A}_{\mu_{1}}$ to $\mathcal{A}_{0}$ as $\mu_{1} \rightarrow 0$, in the sense of the semidistance measure for sets (as opposed to the actual distance measure). We need the following
Definition 5.8. The semidistance measure $\hat{d}\left(S_{1}, S_{2}\right)$ in $L^{2}(\Omega)$ between the sets $S_{1}$ and $S_{2}$ is given by

$$
\begin{equation*}
\hat{d}\left(S_{1}, S_{2}\right)=\sup _{\boldsymbol{x} \in S_{1}} \inf _{\boldsymbol{y} \in S_{2}}\|\boldsymbol{x}-\boldsymbol{y}\|_{L^{2}(\Omega)} \tag{5.345}
\end{equation*}
$$

Our goal in this section is to prove that $\hat{d}\left(\mathcal{A}_{\mu_{1}}, \mathcal{A}_{0}\right) \rightarrow 0$, as $\mu_{1} \rightarrow 0$. In order to show that $d\left(\mathcal{A}_{\mu_{1}}, \mathcal{A}_{0}\right) \rightarrow 0$, as $\mu_{1} \rightarrow 0$, with $d$ the usual distance measure between sets we would have to be able to reverse the roles of $\mathcal{A}_{\mu_{1}}, \mathcal{A}_{0}$ in terms of semidistance convergence, i.e., to show that $\hat{d}\left(\mathcal{A}_{0}, \mathcal{A}_{\mu_{1}}\right) \rightarrow 0$, as $\mu_{1} \rightarrow 0$; such a result has proven to be elusive to this point and, in fact, does not appear to be valid. Indeed, if one could prove that $d\left(\mathcal{A}_{\mu_{1}}, \mathcal{A}_{0}\right) \rightarrow 0$, as $\mu_{1} \rightarrow 0$, then it would be possible to go to the limit, in Theorem 5.12, as $\mu_{1} \rightarrow 0$, and extract from (5.335a,b) upper bounds for the Hausdorff and fractal dimensions of the attractor $\mathcal{A}_{0}$.

### 5.5.2 A Basic Estimate for Solutions of the Space-Periodic Bipolar Problem

In this subsection we will derive an upper bound for the $L^{2}\left([0, T] ; \boldsymbol{H}^{3}(\Omega)\right)$ norm of the solution of the space-periodic problem for the bipolar fluid flow equations with $\mu_{1}>0$; the result, which is valid in both dimensions $n=2$, 3 , will be a crucial element in establishing the convergence, in the sense of semidistance, of $\mathcal{A}_{\mu_{1}}$ to $\mathcal{A}_{0}$, as $\mu_{1} \rightarrow 0$, and will also be used in our discussion of inertial manifolds in Sect. 6.2. The proof which is presented here follows the proof of the similar result in [Hao]. A different proof of this same estimate will be presented in connection with the discussion of the $L^{2}$ squeezing property for nonlinear incompressible bipolar fluids in Sect. 6.3; this result is of central importance to the analysis of bipolar flow problems so we have deemed it worthwhile to offer an alternative proof here which, at the same time, also serves to establish some of the mathematical framework that will be employed in the work on inertial manifolds to be presented in Sect. 6.2.

We are interested in the problem (5.2a,b), with $\rho=1$, (5.3b), for some $L>0$, and (5.4) and recall that (5.2a) may be written out in the form

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}+\boldsymbol{v} \cdot \nabla \boldsymbol{v}=-\nabla \bar{p}-2 \mu_{1} \nabla \cdot(\Delta \boldsymbol{e})+\nabla \cdot\left(2 \mu_{0}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} \boldsymbol{e}\right)+\boldsymbol{f} \tag{5.346}
\end{equation*}
$$

where $\bar{p}$ is the pressure. Associated with (5.2a)—or (5.346)—(5.2b), (5.3b), (5.4) we have the following fundamental linear problem: find $(\boldsymbol{u}, \bar{p}): \Omega \rightarrow R^{n} \times R$ such that

$$
\begin{gather*}
\nabla \cdot(\Delta \boldsymbol{e})+\nabla \bar{p}=\boldsymbol{f}, \text { in } \Omega  \tag{5.347a}\\
\nabla \cdot \boldsymbol{u}=0, \text { in } \Omega \tag{5.347b}
\end{gather*}
$$

where $\boldsymbol{e}=\boldsymbol{e}(\boldsymbol{u})$ and $\boldsymbol{u}$ satisfies the periodicity conditions (5.3b). Associated with the problem $(5.347 \mathrm{a}, \mathrm{b}),(5.3 \mathrm{~b})$ is the linear operator $\boldsymbol{A}$ which is defined as follows: Let

$$
\begin{equation*}
\boldsymbol{V}_{p e r}(\Omega)=\left\{\boldsymbol{u}: \Omega \rightarrow R^{n} \mid \boldsymbol{u} \in \boldsymbol{W}^{2,2}(\Omega), \nabla \cdot \boldsymbol{u}=0, \text { and } \boldsymbol{u} \text { satisfies }(5.3 \mathrm{~b})\right\} \tag{5.348}
\end{equation*}
$$

and consider the positive definite $\boldsymbol{V}_{\text {per }}(\Omega)$-elliptic symmetric bilinear form $a(\cdot, \cdot)$ : $\boldsymbol{V}_{\text {per }} \times \boldsymbol{V}_{\text {per }} \rightarrow R$ given by

$$
\begin{equation*}
a(\boldsymbol{u}, \boldsymbol{v})=\frac{1}{2}(\Delta \boldsymbol{u}, \Delta \boldsymbol{v})_{\boldsymbol{L}^{2}(\Omega)} . \tag{5.349}
\end{equation*}
$$

Then as a consequence of the Lax-Milgram Lemma (Appendix A) we obtain an isometry $\boldsymbol{A} \in \mathcal{L}\left(\boldsymbol{V}_{p e r}, \boldsymbol{V}_{p e r}^{\prime}\right)$, with $\boldsymbol{V}_{p e r}^{\prime}$ the dual space to $\boldsymbol{V}_{p e r}$, via

$$
\begin{equation*}
\langle\boldsymbol{A} \boldsymbol{u}, \boldsymbol{v}\rangle_{\boldsymbol{V}_{p e r}^{\prime} \times V_{p e r}}=a(\boldsymbol{u}, \boldsymbol{v})=\langle\boldsymbol{f}, \boldsymbol{v}\rangle_{V_{p e r}^{\prime} \times V_{p e r}^{\prime}}^{\prime}, \quad \forall \boldsymbol{v} \in \boldsymbol{V}_{p e r} \tag{5.350}
\end{equation*}
$$

with $\boldsymbol{f} \in \boldsymbol{V}_{p e r}^{\prime}$. For the domain of $\boldsymbol{A}$ we have

$$
\begin{equation*}
D(\boldsymbol{A})=\left\{\boldsymbol{u} \in \boldsymbol{V}_{\text {per }} \mid a(\boldsymbol{u}, \boldsymbol{v})=(\boldsymbol{f}, \boldsymbol{v})_{L^{2}(\Omega)}, \boldsymbol{f} \in \boldsymbol{H}_{\text {per }} \subset \boldsymbol{V}_{\text {per }}^{\prime}, \forall \boldsymbol{v} \in \boldsymbol{V}_{\text {per }} .\right\} \tag{5.351}
\end{equation*}
$$

For ease of presentation we will, for the remainder of this subsection, denote the $\boldsymbol{L}^{2}(\Omega)$ inner product $(\cdot, \cdot)_{L^{2}(\Omega)}$ simply as $(\cdot, \cdot)$. We also observe that $\boldsymbol{A} \in$ $\mathcal{L}\left(D(\boldsymbol{A}) ; \boldsymbol{H}_{\text {per }}\right) \cap \mathcal{L}\left(\boldsymbol{V}_{\text {per }}, \boldsymbol{V}_{\text {per }}^{\prime}\right)$.

As a consequence of standard embedding theorems, $\boldsymbol{A}^{-1}$ is compact as a mapping in $\boldsymbol{V}_{p e r}^{\prime}$ (or in $\boldsymbol{H}_{p e r}$ ). Therefore, the spectrum of $\boldsymbol{A}$ consists of real eigenvalues $\lambda_{j}$, with the multiplicity of each $\lambda_{j}$ finite; these eigenvalues $\lambda_{j}$ may be ordered, i.e.,

$$
0<\lambda_{1} \leq \lambda_{2} \leq \cdots ; \quad \lambda_{j} \rightarrow+\infty, \text { as } j \rightarrow+\infty
$$

and the only possible accumulation point of $\left\{\lambda_{j}\right\}$ is at infinity. The self-adjoint operator $\boldsymbol{A}$ possesses an orthonormal set of eigenfunctions $\{\boldsymbol{\phi}\}_{j=1}^{\infty}$, which is complete in $\boldsymbol{V}_{\text {per }}^{\prime}\left(\right.$ or $\left.\boldsymbol{H}_{\text {per }}\right)$, and which satisfies

$$
\begin{equation*}
\boldsymbol{A} \boldsymbol{\phi}_{j}=\lambda_{j} \boldsymbol{\phi}_{j}, \text { with } \boldsymbol{\phi}_{j} \in \boldsymbol{V}_{\text {per }}(\text { or } \boldsymbol{D}(\boldsymbol{A})), \forall j . \tag{5.352}
\end{equation*}
$$

Because $\boldsymbol{A}^{-1}$ is compact, we can define the fractional powers of $\boldsymbol{A}$ by using the spectral resolution of $\boldsymbol{A}: \forall \alpha \in R$ we define

$$
\begin{equation*}
\boldsymbol{A}^{\alpha} \boldsymbol{u}=\sum_{k=1}^{\infty} \lambda_{k}^{\alpha}\left(\boldsymbol{u}, \boldsymbol{\phi}_{k}\right)_{\boldsymbol{L}^{2}(\Omega)} \boldsymbol{\phi}_{k}, \quad \forall \boldsymbol{u} \in D\left(\boldsymbol{A}^{\alpha}\right) \tag{5.353}
\end{equation*}
$$

where for $\alpha>0$,

$$
\begin{equation*}
D\left(\boldsymbol{A}^{\alpha}\right)=\left\{\boldsymbol{u} \in \boldsymbol{H}_{p e r} \mid \sum_{j=1}^{\infty} \lambda_{j}^{2 \alpha}(\boldsymbol{u}, \boldsymbol{\phi})_{\boldsymbol{L}^{2}(\Omega)}^{2}<\infty\right\} \tag{5.354}
\end{equation*}
$$

while for $\alpha<0, D\left(\boldsymbol{A}^{\alpha}\right)$ is the completion of $\boldsymbol{H}_{\text {per }}$ with respect to the norm

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\alpha}=\left\{\sum_{j=1}^{\infty} \lambda_{j}^{2 \alpha}\left(\boldsymbol{u}, \boldsymbol{\phi}_{j}\right)_{\boldsymbol{L}^{2}(\Omega)}^{2}\right\}^{1 / 2} \tag{5.355}
\end{equation*}
$$

which is induced by the scalar product

$$
\begin{equation*}
(\boldsymbol{u}, \boldsymbol{v})_{D\left(\boldsymbol{A}^{\alpha}\right)}=\sum_{j=1}^{\infty} \lambda_{j}^{2 \alpha}\left(\boldsymbol{u}, \boldsymbol{\phi}_{j}\right)_{L^{2}(\Omega)}\left(\boldsymbol{v}, \boldsymbol{\phi}_{j}\right)_{L^{2}(\Omega)} \tag{5.356}
\end{equation*}
$$

Using the Fourier transform, it is a straightforward exercise to show that there exist constants $\bar{k}_{1}, \bar{k}_{2}>0$ such that

$$
\begin{align*}
& \bar{k}_{1}|\boldsymbol{u}|_{\boldsymbol{H}^{4}(\Omega)} \leq\|\boldsymbol{A} \boldsymbol{u}\|_{L^{2}(\Omega)} \leq \bar{k}_{2}|\boldsymbol{u}|_{\boldsymbol{H}^{4}(\Omega)}, \forall \boldsymbol{u} \in D(\boldsymbol{A}),  \tag{5.357a}\\
& \bar{k}_{1}|\boldsymbol{u}|_{\boldsymbol{H}^{3}(\Omega)} \leq\left\|\boldsymbol{A}^{3 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq \bar{k}_{2}|\boldsymbol{u}|_{\boldsymbol{H}^{3}(\Omega)}, \forall \boldsymbol{u} \in D(\boldsymbol{A}),  \tag{5.357b}\\
& \bar{k}_{1}|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)} \leq\left\|\boldsymbol{A}^{1 / 2} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq \bar{k}_{2}|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}, \forall \boldsymbol{u} \in D\left(\boldsymbol{A}^{1 / 2}\right), \tag{5.357c}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{k}_{1}|\boldsymbol{u}|_{\boldsymbol{H}^{1}(\Omega)} \leq\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq \bar{k}_{2}|\boldsymbol{u}|_{\boldsymbol{H}^{1}(\Omega)}, \forall \boldsymbol{u} \in D\left(\boldsymbol{A}^{1 / 4}\right) \tag{5.357~d}
\end{equation*}
$$

Therefore, we have the equivalences

$$
\left\{\begin{array}{l}
\|\boldsymbol{A} \boldsymbol{u}\|_{L^{2}(\Omega)} \sim|\boldsymbol{u}|_{\boldsymbol{H}^{4}(\Omega)}  \tag{5.357e}\\
\left\|\left.\left|\boldsymbol{A}^{3 / 4} \boldsymbol{u} \|_{\boldsymbol{L}^{2}(\Omega)} \sim\right| \boldsymbol{u}\right|_{\boldsymbol{H}^{3}(\Omega)}\right. \\
\left\|\left.\left|\boldsymbol{A}^{1 / 2} \boldsymbol{u} \|_{L^{2}(\Omega)} \sim\right| \boldsymbol{u}\right|_{H^{2}(\Omega)}\right. \\
\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)} \sim|\boldsymbol{u}|_{H^{1}(\Omega)}
\end{array}\right.
$$

We now set, for $\boldsymbol{e}=\boldsymbol{e}(\boldsymbol{u})$,

$$
\begin{gather*}
{\left[\boldsymbol{A}_{p} \boldsymbol{u}\right]_{i}=\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} e_{i j}\right], \quad i=1, \ldots, n,}  \tag{5.358}\\
\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{u} \cdot \nabla \boldsymbol{v} \tag{5.359}
\end{gather*}
$$

and

$$
\begin{equation*}
\boldsymbol{R}(\boldsymbol{u})=-2 \mu_{0} \boldsymbol{A}_{p}(\boldsymbol{u})+\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})-\boldsymbol{f} \tag{5.360}
\end{equation*}
$$

where we take $\boldsymbol{f} \in \boldsymbol{H}_{\text {per }}$. Then the bipolar problem (5.356), (5.2b), (5.3b), (5.4) is equivalent to the following abstract initial-value problem posed in $\boldsymbol{V}_{\text {per }}(\Omega)$ :

$$
\begin{gather*}
\frac{d \boldsymbol{u}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{u}+\boldsymbol{R}(\boldsymbol{u})=\mathbf{0}  \tag{5.361a}\\
\boldsymbol{u}(0)=\boldsymbol{u}_{0} \tag{5.361b}
\end{gather*}
$$

With the help of the machinery we have just prepared we are now in a position to state and prove the following: set, for $\boldsymbol{v} \in \boldsymbol{V}_{\text {per }}(\Omega),\|\boldsymbol{v}\|_{\boldsymbol{V}}=\|\boldsymbol{v}\|_{V_{p e r}}$ where $\boldsymbol{V}_{\text {per }}$ is given by (5.348); then we have
Lemma 5.21. Let $\boldsymbol{v}(t)$ be the unique solution of (5.346), (5.2b), (5.3b), (5.4) with $\Omega=[0, L]^{n}, n=2,3$, and suppose that $\|\boldsymbol{v}\|_{V} \leq R, t \in[0, T)$. Then $\exists k^{\prime}>0, k^{\prime}$ depending only on $\Omega, \mu_{0}, \boldsymbol{f}, R$, and $T$, such that

$$
\begin{equation*}
\mu_{1} \int_{0}^{T}\left\|\boldsymbol{A}^{3 / 4} \boldsymbol{v}\right\|_{L^{2}(\Omega)}^{2} d t \leq k^{\prime} \tag{5.362}
\end{equation*}
$$

with $\boldsymbol{A}$ as defined by (5.350).
Proof. We work with the abstract formulation of the problem (5.346), (5.2b), (5.3b), (5.4), i.e., with $(5.361 \mathrm{a}, \mathrm{b})$. Thus, let $\boldsymbol{v}(t)$ be the unique solution of $(5.361 \mathrm{a}, \mathrm{b})$ with $\boldsymbol{v}_{0} \in \boldsymbol{V} \equiv \boldsymbol{V}_{\text {per }}(\Omega)$ such that $\|\boldsymbol{v}\|_{V} \leq R$ for some $R>0$ and all $t \in[0, T)$. Taking the inner-product, in $\boldsymbol{L}^{2}(\Omega)$, of (5.361a) with $\boldsymbol{A}^{1 / 2} \boldsymbol{v}(t)$ we get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)}^{2}+2 \mu_{1}\left\|\boldsymbol{A}^{3 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)}^{2} \\
& \quad \leq\left(2 \mu_{0}\left\|\boldsymbol{A}_{p}(\boldsymbol{u})\right\|_{L^{2}(\Omega)}+\|\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})\|_{L^{2}(\Omega)}+\|\boldsymbol{f}\|_{L^{2}(\Omega)}\right) \cdot\left\|\boldsymbol{A}^{1 / 2} \boldsymbol{u}\right\|_{L^{2}(\Omega)} \tag{5.363}
\end{align*}
$$

Since $\|\boldsymbol{u}(t)\|_{V} \leq R$, for some $R>0$, and all $t \in[0, T)$, as a consequence of the fact that

$$
\begin{align*}
\frac{\partial}{\partial x_{j}} & {\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right] } \\
& =\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} \frac{\partial}{\partial x_{j}} e_{i j}+(p-2)\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}} e_{i j} e_{k l} \frac{\partial}{\partial x_{j}} e_{k l} \tag{5.364}
\end{align*}
$$

we easily see that there exists a positive constant $c_{1}$ such that

$$
\begin{equation*}
\left(2 \mu_{0}\left\|\boldsymbol{A}_{p}(\boldsymbol{u})\right\|_{L^{2}(\Omega)}+\|\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})\|_{L^{2}(\Omega)}+\|\boldsymbol{f}\|_{L^{2}(\Omega)}\right) \cdot\left\|\boldsymbol{A}^{1 / 2} \boldsymbol{u}\right\|_{L^{2}(\Omega)} \leq c_{1} . \tag{5.365}
\end{equation*}
$$

By (5.363) and (5.365), we obtain

$$
\begin{equation*}
\frac{d}{d t}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)}^{2}+4 \mu_{1}\left\|\boldsymbol{A}^{3 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)}^{2} \leq 2 c_{1} \tag{5.366}
\end{equation*}
$$

Integrating (5.366) from 0 to $T$, we have

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}(T)\right\|_{L^{2}(\Omega)}^{2}+4 \mu_{1} \int_{0}^{T}\left\|\boldsymbol{A}^{3 / 4} \boldsymbol{u}(t)\right\|_{L^{2}(\Omega)}^{2} d t \leq\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}(0)\right\|_{L^{2}(\Omega)}^{2}+2 c_{1} T \tag{5.367}
\end{equation*}
$$

and (5.362) is now a direct consequence of (5.367).
An immediate consequence of Lemma 5.21 is the following result which will be pivotal not only for the analysis in 5.5.3 but for our discussion of inertial manifolds in Sect. 6.2 as well:

Theorem 5.13. Under the conditions stated in Lemma 5.21, the unique solution of (5.346), (5.2b), (5.3b), (5.4) satisfies

$$
\begin{equation*}
\mu_{1} \int_{0}^{T}|\boldsymbol{v}(t)|_{\boldsymbol{H}^{3}(\Omega)}^{2} d t \leq \tilde{k} \tag{5.368}
\end{equation*}
$$

for some $\tilde{k}>0, \tilde{k}=\tilde{k}\left(\mu_{0}, \epsilon, \boldsymbol{f}, R, T\right)$.
Proof. The bound (5.368) is a direct consequence of (5.362) and the lower bound in (5.357b).

### 5.5.3 Convergence of $\mathcal{A}_{\mu_{1}}$ to $\mathcal{A}_{0}$ as $\mu_{1} \rightarrow 0$

We now want to establish the convergence of the attractors $\mathcal{A}_{\mu_{1}}$ to the attractor $\mathcal{A}_{0}$, for the space-periodic problem in $\operatorname{dim} n=2$, as $\mu_{1} \rightarrow 0$; convergence will be established in the sense of semidistance, i.e., $\hat{d}\left(\mathcal{A}_{\mu_{1}}, \mathcal{A}_{0}\right) \rightarrow 0$, as $\mu_{1} \rightarrow 0$, or

$$
\begin{equation*}
\sup _{\boldsymbol{v} \in \mathcal{A}_{0}} \inf _{\boldsymbol{v}_{1} \in \mathcal{A}_{\mu_{1}}}\left\|\boldsymbol{v}-\boldsymbol{v}_{\mu_{1}}\right\|_{\boldsymbol{L}^{2}(\Omega)} \rightarrow 0, \text { as } \mu_{1} \rightarrow 0 \tag{5.369}
\end{equation*}
$$

By virtue of [Te4], Theorem 1.2, to prove (5.369) it suffices to show that, as $\mu_{1} \rightarrow 0$,

$$
\begin{equation*}
\delta_{\mu_{1}}(I)=\sup _{v_{0} \in B_{R_{0}}(\mathbf{0})} \sup _{t \in I}\left\|\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}-\boldsymbol{S}_{0}(t) \boldsymbol{v}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)} \rightarrow 0 \tag{5.370}
\end{equation*}
$$

for every compact interval $I \subset(0, \infty)$, with $B_{R_{0}}(\mathbf{0})$ a ball of radius $R_{0}$ (independent of $\left.\mu_{1}\right)$ in $L^{2}(\Omega)$. To this end we first establish the following:

Lemma 5.22. Let $\boldsymbol{v}_{\mu_{1}}(t)$ and $\boldsymbol{v}(t)$ be, respectively, the unique solutions of (5.346), (5.2b), (5.3b), (5.4) for $\mu_{1}>0$ and $\mu_{1}=0$ (with the same initial data $\boldsymbol{v}_{0}$ ). Let

$$
\begin{equation*}
\boldsymbol{w}\left(t ; \mu_{1}\right)=\boldsymbol{v}_{\mu_{1}}(t)-\boldsymbol{v}(t), \quad \mu_{1}>0 \tag{5.371}
\end{equation*}
$$

Then $\exists \tilde{k}(\epsilon, p ; \Omega), c(\Omega), \bar{c}(\Omega)$, all positive constants, such that, for $p>2$,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\tilde{k}(\epsilon, p ; \Omega)\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}^{2} \leq c(\Omega)\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\mu_{1} \bar{c}(\Omega)|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)} \tag{5.372}
\end{equation*}
$$

Proof. The system of equations satisfied by $\boldsymbol{w}$ is

$$
\begin{align*}
\frac{\partial w_{i}}{\partial t}+w_{j} & \frac{\partial v_{i}}{\partial x_{j}}+v_{j} \frac{\partial w_{i}}{\partial x_{j}}+w_{j} \frac{\partial w_{i}}{\partial x_{j}}=-\frac{\partial p_{w}}{\partial x_{i}} \\
& +\frac{\partial}{\partial x_{j}}\left[\gamma\left(\boldsymbol{v}_{\mu_{1}}\right) e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right)-\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})\right]-2 \mu_{1} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right)\right) \tag{5.373}
\end{align*}
$$

where $p_{\boldsymbol{w}}$ is the difference of the pressure fields corresponding to $\boldsymbol{v}_{\mu_{1}}$ and $\boldsymbol{v}$. Multiplying (5.373) by $w_{i}\left(t ; \mu_{1}\right)$, integrating over $\Omega$, summing on $i, i=1,2,3$, and integrating once by parts we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{w}\left(t ; \mu_{1}\right)\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} w_{j} \frac{\partial v_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x} \\
= & -\int_{\Omega}\left(\int_{0}^{1} \frac{\partial^{2} \Gamma}{\partial e_{i j} \partial e_{k l}}(\boldsymbol{v}+\tau \boldsymbol{w}) d \tau\right) e_{i j}(\boldsymbol{w}) e_{k l}(\boldsymbol{w}) d \boldsymbol{x}+2 \mu_{1} \int_{\Omega} \Delta e_{i j}\left(\boldsymbol{u}_{\mu_{1}}\right) e_{i j}(\boldsymbol{w}) d \boldsymbol{x} \tag{5.374}
\end{align*}
$$

where $\Gamma\left(e_{i j} e_{i j}\right)$ is the potential defined by (5.92) with $\alpha=2-p$. From (5.374) we obtain, directly, the estimate

$$
\begin{array}{r}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{w}\left(t ; \mu_{1}\right)\right\|_{L^{2}(\Omega)}^{2}+\epsilon^{\frac{p-2}{2}} \int_{\Omega} e_{i j}(\boldsymbol{w}) e_{i j}(\boldsymbol{w}) d \boldsymbol{x} \leq\left|\int_{\Omega} w_{j} \frac{\partial v_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right| \\
\quad+2 \mu_{1} \int_{\Omega} \Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) d \boldsymbol{x}-2 \mu_{1} \int_{\Omega} \Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \tag{5.375}
\end{array}
$$

As the expression $\int_{\Omega} \Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) d \boldsymbol{x}$ may be integrated once more, by parts, we find that

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{w}\left(t ; \mu_{1}\right)\right\|_{L^{2}(\Omega)}^{2} & +\epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}^{2}+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}}\left(\boldsymbol{v}_{\mu_{1}}\right) \frac{\partial e_{i j}}{\partial x_{k}}\left(\boldsymbol{v}_{\mu_{1}}\right) d \boldsymbol{x} \\
& \leq\left|\int_{\Omega} w_{j} \frac{\partial v_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right|-2 \mu_{1} \int_{\Omega} \Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \tag{5.376}
\end{align*}
$$

so that by dropping the third expression on the left-hand side of this last inequality we have the estimate

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{w}\left(t ; \mu_{1}\right)\right\|_{L^{2}(\Omega)}^{2} & +\epsilon^{\frac{p-2}{2}} k_{2}(\Omega)\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \\
& \leq\left|\int_{\Omega} w_{j} \frac{\partial v_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right|-2 \mu_{1} \int_{\Omega} \Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \tag{5.377}
\end{align*}
$$

However,

$$
\begin{equation*}
\left|\int_{\Omega} w_{j} \frac{\partial v_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right| \leq c_{1}(\Omega)\|\boldsymbol{v}\|_{W^{1,2}(\Omega)}\|\boldsymbol{w}\|_{W^{1,2}(\Omega)}^{3 / 2}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{1 / 2} . \tag{5.378}
\end{equation*}
$$

As $\boldsymbol{v} \in L^{\infty}\left((0, T) ; \boldsymbol{W}^{1,2}(\Omega)\right), \forall T>0$, by virtue of the existence of the absorbing set $B_{W^{1,2}(\Omega)}^{\rho^{\prime}}$ ) (with $\rho^{\prime}$ independent of $\mu_{1}$ ), for $\mu_{1}=0$ we have, for $t \in I \subset(0, \infty)$,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{\boldsymbol{W}^{1,2}(\Omega)} \leq \rho_{0}, \quad t \in I \tag{5.379}
\end{equation*}
$$

for some $\rho_{0}>0$. Combining (5.378) with (5.379), and using Young's inequality, we deduce, for some $c_{0}(\Omega)>0$, and any $\delta>0$, the estimate

$$
\left|\int_{\Omega} w_{j} \frac{\partial v_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right| \leq c_{0}(\Omega)\left[\delta^{3 / 4}\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}+\frac{1}{\delta^{4}}\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}\right]
$$

whose use in (5.377), for $\delta$ chosen sufficiently small, results in a differential inequality of the form

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\tilde{k}(\epsilon, p ; \Omega)\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2} \leq c(\Omega)\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}-2 \mu_{1} \int_{\Omega} \Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \tag{5.380}
\end{equation*}
$$

However,

$$
\begin{align*}
\left|\int_{\Omega} \Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) e_{i j}(\boldsymbol{v}) d \boldsymbol{x}\right| \leq & \left(\int_{\Omega} \Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) \Delta e_{i j}\left(\boldsymbol{v}_{\mu_{1}}\right) d \boldsymbol{x}\right)^{1 / 2} \\
& \times\left(\int_{\Omega} e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) d \boldsymbol{x}\right)^{1 / 2}  \tag{5.381}\\
\leq & c^{\prime}(\Omega)|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}\|\boldsymbol{v}\|_{\boldsymbol{W}^{1,2}(\Omega)} \leq c^{\prime}(\Omega) \rho_{0}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}
\end{align*}
$$

where we have again used (5.379) for $t \in I \subset(0, \infty)$. Combining (5.380) with (5.381) now yields the estimate (5.372).

Using the results delineated in Theorem 5.13 and Lemma 5.22 we can now state and prove the main result of this section, namely,

Theorem 5.14. For $\mu_{1}>0$ and $\mu_{1}=0$, respectively, let $\mathcal{A}_{\mu_{1}}$ and $\mathcal{A}_{0}$ be the maximal compact global attractors associated with the problem (5.2a,b), (5.3b), (5.4), in $\operatorname{dim} n=2$, with $p>2$; then $\hat{d}\left(\mathcal{A}_{\mu_{1}}, \mathcal{A}_{0}\right) \rightarrow 0$, as $\mu_{1} \rightarrow 0$, with $\hat{d}$ the semidistance measure given by (5.345).
Proof. Dropping the term proportional to $\|\boldsymbol{w}\|_{\boldsymbol{W}^{1,2}(\Omega)}^{2}$ in (5.372), we may rewrite the resulting differential inequality in the form

$$
\begin{equation*}
\frac{d}{d t}\left(e^{-2 c t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}\right) \leq 2 \mu_{1} \bar{c}(\Omega) e^{-2 c t}\left|\boldsymbol{v}_{\mu_{1}}\right|_{\boldsymbol{H}^{3}(\Omega)} \tag{5.382}
\end{equation*}
$$

which when integrated over $[0, t)$ yields, in view of the fact that $\|\boldsymbol{w}(0)\|_{L^{2}(\Omega)}=0$, the estimate

$$
\begin{equation*}
e^{-2 c t}\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \leq 2 \mu_{1} \bar{c}(\Omega) \int_{0}^{t} e^{-2 c \tau}\left|\boldsymbol{v}_{\mu_{1}}\right|_{\boldsymbol{H}^{3}(\Omega)} d \tau \tag{5.383}
\end{equation*}
$$

Now, for any $t>0$, by using (5.368) we may estimate the integral on the right-hand side of (5.383) as follows:

$$
\begin{align*}
\int_{0}^{t} e^{-2 c \tau}\left\|\boldsymbol{v}_{\mu_{1}}\right\|_{\boldsymbol{H}^{3}(\Omega)} d \tau & \leq\left(\int_{0}^{t} e^{-4 c \tau} d \tau\right)^{1 / 2}\left(\int_{0}^{t}\left|\boldsymbol{v}_{\mu_{1}}\right|_{\boldsymbol{H}^{3}(\Omega)}^{2} d \tau\right)^{1 / 2} \\
& \leq \frac{1}{2 \sqrt{c}}\left(\int_{0}^{t}\left|\boldsymbol{v}_{\mu_{1}}\right|_{\boldsymbol{H}^{3}(\Omega)}^{2} d \tau\right)^{1 / 2} \leq \frac{1}{2}\left(\frac{\gamma_{1}(t)}{c \mu_{1}}\right)^{1 / 2} \tag{5.384}
\end{align*}
$$

and (see (5.368)) we have abbreviated $\tilde{k}\left(\mu_{0}, \epsilon, \boldsymbol{f}, R, t\right) \equiv \gamma_{1}(t)$. Inserting (5.384) in (5.383) we find that for $t \in I \subset(0, \infty)$

$$
\begin{equation*}
\left\|\boldsymbol{w}\left(t ; \mu_{1}\right)\right\|_{L^{2}(\Omega)}^{2} \leq \mu_{1} \bar{c}(\Omega) e^{2 c t}\left(\frac{\gamma(t)}{c \mu_{1}}\right)^{1 / 2} \equiv K_{\Omega}(t) \mu_{1}^{1 / 2} \tag{5.385}
\end{equation*}
$$

As a direct consequence of (5.385) we now find that

$$
\begin{align*}
\sup _{\boldsymbol{u}_{0} \in B_{R_{0}}(\mathbf{0})} \sup _{t \in I}\left\|\boldsymbol{w}\left(t ; \mu_{1}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} & =\sup _{\boldsymbol{u}_{0} \in B_{R_{0}}(\mathbf{0})} \sup _{t \in I} d\left(\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}, \boldsymbol{S}_{0}(t) \boldsymbol{u}_{0}\right)  \tag{5.386}\\
& \leq K_{\Omega}^{1 / 2}(t) \mu_{1}^{1 / 4}
\end{align*}
$$

where $d(\cdot, \cdot)$ is the distance function in $L^{2}(\Omega)$. In view of (5.370), the result stated in the theorem now follows as a direct consequence of (5.386).

# Chapter 6 <br> Inertial Manifolds, Orbit Squeezing, and Attractors for Bipolar Flow in Unbounded Channels 

### 6.1 Introduction

In Chap. 5 we discussed, in considerable detail, the existence of maximal compact global attractors for bipolar and non-Newtonian flows associated with either (5.2a,b), (5.3a), (5.4), $\Omega \subseteq R^{n}, n=2,3$, a bounded domain, or (5.2a,b), (5.3b), (5.4) where $\Omega=[0, L]^{n}, n=2,3, L>0$. In this chapter we will extend our consideration of the long-time behavior of the solutions of the bipolar, incompressible, viscous flow problem in two basic directions; we will examine (1) the problem of the existence of an inertial manifold, and the associated question of squeezing of orbits, and (2) the problem of establishing the existence of a maximal compact attractor for the flow in an unbounded, parallel-walled, channel whose existence was considered in Sect. 4.4.

The concept of an inertial manifold for dissipative evolutionary equations appears to have been introduced in [FoS]. Formally, an inertial manifold is a finitedimensional attractor which attracts, exponentially, all orbits of the evolutionary problem in question. Since the initial work in [FoS] the subject of inertial manifolds for dissipative evolutionary equations has attracted considerable interest; among the work of a general character; in this area, we may cite [CFNT1, 2], [Con1, EFNT, FST], [LS1, 2], [Ma1, 2], [Smi], [SM], [Te2], and [SY1]. Work in the literature which is specifically geared towards establishing the existence of an inertial manifold (or, an approximate inertial manifold) for the Navier-Stokes equations in both two and three dimensions includes [CF, CFMT,HR,Kw], and [Ti]. Additionally, the existence of an inertial manifold for the extension of the NavierStokes model usually attributed to Ladyzhenskya [La2] was established in [OS2]; the Ladyzhenskya equations have been discussed in Sect. 1.2. The existence of an inertial manifold for the nonlinear system of equations describing the motion of a bipolar incompressible viscous fluid is taken up in Sect. 6.2; we show, following the analysis in [BH3] that, unlike the current situation with regard to the Navier-Stokes equations, an inertial manifold does exist for the case of the space-periodic problem, in both dimensions $n=2$ and $n=3$, provided $0 \leq \alpha<1(1<p \leq 2)$. In the
course of establishing the existence of an inertial manifold a squeezing property is proven for the orbits of the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$; while this particular squeezing property is naturally adopted to establishing the existence of the inertial manifold for incompressible bipolar fluid flow, a more basic $L^{2}$ form of the squeezing property is shown to hold in Sect. 6.3. The $L^{2}$ squeezing property is proven by using the more delicate analysis of the nonlinear viscosity term which was presented in [BH1].

In Sect. 6.4 we follow the analysis in [BH5] and prove the existence of a global compact attractor for the equations governing nonlinear bipolar fluid flows in unbounded two-dimensional channels; this work depends, in an essential manner, on the corresponding existence theory for such problems which was presented in [BH4] and detailed in Chap. 4. The analysis in Sect. 6.4 is based on the consideration of a sequence of approximating problems, defined on simply connected bounded subdomains of an unbounded two-dimensional channel, which "converge" to the channel in an appropriate sense.

Finally, in Sect. 6.5, we outline some of the related recent work of other authors who have looked at the issue of asymptotic behavior of solutions to problems involving incompressible bipolar and non-Newtonian flow and the existence of global attractors; such work includes, in particular, the analysis in $[\mathrm{BaH}],[\mathrm{DC} 1,2]$, [DL], [Do1, 2], [Ju, LWW], [LZ1, 2, 3], [LZZ1, 2, 3], [MP1, 2], [NP1, 2, 3], [ZZ1, 2], and [ZZL1, 2, 3].

### 6.2 Inertial Manifolds for Incompressible Bipolar Viscous Flow

### 6.2.1 Introduction

In Sect. 5.3 we established the existence of a maximal compact global attractor $\mathcal{A}_{\mu_{1}}$ of the form

$$
\mathcal{A}_{\mu_{1}}=\bigcap_{t>0} \boldsymbol{S}_{\mu_{1}}(t) B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}} ; \quad \mu_{1}>0
$$

for the solution operator $S_{\mu_{1}}(t)$ associated with the bipolar initial-boundary value problem (5.2a,b), (5.3a), (5.4), where $B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$ is a ball of radius $\rho^{\prime}$ in $\boldsymbol{H}^{2}(\Omega)$ with $\rho^{\prime}$ dependent on $\mu_{1}$; this result holds in both dimensions $n=2$ and $n=3$ with $1<p \leq 2$. We also computed, in Sect. 5.3.5, upper bounds for both the Hausdorff and fractal dimension of $\mathcal{A}_{\mu_{1}}$. Results similar to those proven in Sect. 5.3 can be shown to hold for the related space-periodic problem (5.2a,b), (5.3b), (5.4) with $\mu_{1}>0$; in particular, it is easily established that for the space-periodic problem, in dimensions $n=2$ or 3 , the maximal compact global attractor has the form

$$
\mathcal{A}_{\mu_{1}}=\bigcap_{t>0} \boldsymbol{S}_{\mu_{1}}(t) B_{\boldsymbol{H}_{p e r}^{2}(\Omega)}^{\bar{\rho}} ; \quad \mu_{1}>0
$$

with $B_{\boldsymbol{H}_{p e r}^{2}(\Omega)}^{\bar{\rho}}$ a ball of ( $\mu_{1}$-dependent) radius $\bar{\rho}$ in $\boldsymbol{H}_{p e r}^{2}(\Omega), \Omega=[0, L]^{n}, L>0$, $n=2$ or 3 .

In this section we continue our development of the dynamical systems approach to the asymptotic (large time) behavior of the solutions of the incompressible nonlinear bipolar flow equations; our focus will be on the problem of the existence of an inertial manifold. As already indicated, an inertial manifold for a dissipative nonlinear evolutionary equation is a finite-dimensional attractor which attracts, exponentially, all orbits of the relevant equation. For $\mu_{1}>0$, and $0 \leq \alpha<1$ (so that $1<p \leq 2$ ), let us denote, again, by $\boldsymbol{S}_{\mu_{1}}(t)$ the solution operator for the bipolar problem (5.2a,b), (5.4), satisfying the spatial periodicity conditions (5.3b) on $\Omega=[0, L]^{n}, L>0, n=2,3$. We make the following

Definition 6.1. A set $\mathcal{M}$ is an inertial manifold for the bipolar problem on $\Omega \times$ $[0, T), T>0$, with solution operator $\boldsymbol{S}_{\mu_{1}}(t)$, if
(i) $\mathcal{M}$ is a finite-dimensional Lipschitz manifold,
(ii) $\mathcal{M}$ is invariant in the sense that $\forall t \geq 0, \boldsymbol{S}_{\mu_{1}}(t) \mathcal{M} \subset \mathcal{M}$, and
(iii) $\mathcal{M}$ attracts exponentially all orbits of $\boldsymbol{S}_{\mu_{1}}(\cdot)$, i.e.,

$$
\begin{equation*}
d\left(\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0}, \mathcal{M}\right) \rightarrow 0 \text { as } t \rightarrow \infty \tag{6.1}
\end{equation*}
$$

Remarks. The convergence in (6.1) holds $\forall \boldsymbol{v}_{0} \in D\left(\boldsymbol{A}^{3 / 4}\right), \boldsymbol{A}$ being the linear positive self-adjoint operator defined by (5.350), (5.351) with $a(\cdot, \cdot): \boldsymbol{V}_{\text {per }} \times$ $\boldsymbol{V}_{\text {per }} \rightarrow R$ the positive definite $\boldsymbol{V}_{\text {per }}(\Omega)$-elliptic symmetric bilinear form given by (5.348); in fact, we have $\boldsymbol{A} \in \mathcal{L}\left(D(\boldsymbol{A}) ; \boldsymbol{H}_{p e r}\right) \cap \mathcal{L}\left(\boldsymbol{V}_{\text {per }}, \boldsymbol{V}_{p e r}^{\prime}\right)$. Included in part (iii) of Definition 6.1 is the understanding that the rate of decay in (6.1) is uniformly exponential for $\boldsymbol{v}_{0}$ in bounded sets of $D\left(\boldsymbol{A}^{1 / 4}\right)$ with $\mathcal{M} \subseteq D\left(\boldsymbol{A}^{1 / 4}\right)$.

For the analysis in this section we will again express the incompressible bipolar equations, with $\rho=1$, in the form (5.346), i.e., with the pressure given by $\bar{p}$

$$
\begin{aligned}
\frac{\partial \boldsymbol{v}}{\partial t}+\boldsymbol{v} \cdot \nabla \boldsymbol{v}= & -\nabla \bar{p}-2 \mu_{1} \nabla \cdot(\Delta \boldsymbol{e}) \\
& +\nabla \cdot\left(2 \mu_{0}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{(p-2) / 2} \boldsymbol{e}\right)+\boldsymbol{f}
\end{aligned}
$$

We also recall the following fundamental linear problem associated with (5.2a,b), (5.3b), (5.4) which was introduced in Sect. 5.5.2 as (5.347a,b):

$$
\begin{gathered}
\nabla \cdot(\Delta \boldsymbol{e})+\nabla \bar{p}=\boldsymbol{f}, \text { in } \Omega, \\
\nabla \cdot \boldsymbol{u}=0, \text { in } \Omega,
\end{gathered}
$$

where $\boldsymbol{e}=\boldsymbol{e}(\boldsymbol{u})$ and $\boldsymbol{u}$ satisfies the spatial periodicity conditions in (5.3b).
All of the properties of the operator $\boldsymbol{A}$ that were made explicit in Sect. 5.5.2 will, of course, apply to our work in this section, e.g., the results of (5.352)-(5.357a-e).

Moreover, it is shown in appendix $C$ that for the space-periodic problem the eigenvalues of $\boldsymbol{A}$ have the form

$$
\begin{equation*}
\lambda_{k}=\frac{8 \pi^{4}}{L^{4}}|\boldsymbol{k}|^{4}, \quad \boldsymbol{k}=\left(k_{1}, k_{2}, \ldots, k_{n}\right) \tag{6.2}
\end{equation*}
$$

for $n=2,3$.
We now define $\boldsymbol{A}_{p}, \boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})$, and $\boldsymbol{R}(\boldsymbol{u})$ precisely as was done in (5.358), (5.359), and (5.360), respectively, i.e.,

$$
\begin{gathered}
{\left[\boldsymbol{A}_{p} \boldsymbol{u}\right]_{i}=\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{(p-2) / 2} e_{i j}\right], \quad i=1, \ldots, n,} \\
\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{u} \cdot \nabla \boldsymbol{v}
\end{gathered}
$$

and

$$
\boldsymbol{R}(\boldsymbol{u})=2 \mu_{0} \boldsymbol{A}_{p}(\boldsymbol{u})+\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})-\boldsymbol{f},
$$

where $\boldsymbol{f} \in \boldsymbol{H}_{\text {per }}$. Then, just as we did in Sect. 5.5.2, the bipolar problem (5.2a,b), (5.3b), (5.4) is now viewed as the abstract initial-value problem $(5.361 \mathrm{a}, \mathrm{b})$ posed in $V_{p e r}(\Omega)$, i.e.,

$$
\begin{gathered}
\frac{d \boldsymbol{u}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{u}+\boldsymbol{R}(\boldsymbol{u})=\mathbf{0}, \quad t>0 \\
\boldsymbol{u}(\mathbf{0})=\boldsymbol{u}_{0} \in \boldsymbol{H}_{p e r} .
\end{gathered}
$$

### 6.2.2 An Outline of the Methodology for Proving the Existence of an Inertial Manifold

We sketch, below, the steps that will be followed, in the succeeding subsections, in order to establish the existence of an inertial manifold for the problem (5.2a,b), (5.3b), (5.4) for the bipolar fluid dynamics equations in dimensions $n=2,3$, with $\mu_{1}>0$.
A. We first prove, in Sect. 6.2.3, a Lipschitz property for the nonlinear map $\boldsymbol{R}(\cdot)$; in fact, we will show that $\boldsymbol{R}(\boldsymbol{u})$ is Lipschitz on bounded sets of $D\left(\boldsymbol{A}^{1 / 4}\right)$ with values in $D\left(\boldsymbol{A}^{-1 / 4}\right)$, i.e., for $M>0, \exists C_{M}>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{R}(\boldsymbol{u})-\boldsymbol{A}^{-1 / 4} \boldsymbol{R}(\boldsymbol{v})\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq C_{M}\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{u}-\boldsymbol{v})\right\|_{\boldsymbol{L}^{2}(\Omega)} \tag{6.3}
\end{equation*}
$$

$\forall \boldsymbol{u}, \boldsymbol{v} \in D\left(\boldsymbol{A}^{1 / 4}\right)$ such that $\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{u})\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M$ and $\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{v})\right\|_{L^{2}(\Omega)} \leq M$. The result expressed by (6.3) will be stated as a formal theorem and proven in Sect. 6.2.3; it clearly implies that $\boldsymbol{R}$ is bounded on bounded subsets of $D\left(\boldsymbol{A}^{1 / 4}\right)$, i.e., that $\exists C_{M}^{\prime}>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{R}(\boldsymbol{u})\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq C_{M}^{\prime}, \quad \forall \boldsymbol{u} \in D\left(\boldsymbol{A}^{1 / 4}\right) \text { with }\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M \tag{6.4}
\end{equation*}
$$

B. Using the Lipschitz property (6.3) we will establish, in Sect. 6.2.4, a squeezing property for orbits of the semigroup generated by $(5.361 \mathrm{a}, \mathrm{b})$ of the following form. Let $\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{N}$ be the first $N$ eigenfunctions of the operator $\boldsymbol{A}$. Let $\boldsymbol{P}_{N}: \boldsymbol{H}_{p e r} \rightarrow \operatorname{span}\left\{\boldsymbol{w}, \ldots, \boldsymbol{w}_{N}\right\}$ be the usual projection operator and set $\boldsymbol{Q}_{N}=\boldsymbol{I}-\boldsymbol{P}_{N}$. Let $\gamma>0$. Then we will prove that if, for $t \in[0, T], T>0$,

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{u}(t))\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M \text { and }\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{v}(t))\right\|_{L^{2}(\Omega)} \leq M, \tag{6.5}
\end{equation*}
$$

$M>0$ as in the statement of the Lipschitz property (6.3), then $\exists c_{i}>0, i=1,2$, depending only on $\gamma, M, T, \boldsymbol{f}, \mu_{0}, \mu_{1}, \epsilon$, and $\Omega$ such that for every $N$ and every $t \in[0, T]$ either

$$
\begin{equation*}
\left\|\boldsymbol{Q}_{N} \boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq \gamma\left\|\boldsymbol{P}_{N} \boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{\boldsymbol{L}^{2}(\Omega)} \tag{6.6}
\end{equation*}
$$

or else

$$
\begin{equation*}
\left\|\boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq c_{1} \exp \left(-c_{2} \mu_{1} \gamma_{N+1} t\right)\left\|\boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(0)-\boldsymbol{v}(0))\right\|_{\boldsymbol{L}^{2}(\Omega)} \tag{6.7}
\end{equation*}
$$

We remark, in passing, that an $\boldsymbol{L}^{2}$ version of the squeezing property expressed by (6.6), (6.7) also holds relative to the orbits of the semigroup generated by (5.361a,b) but is not well-adapted to the proof of the existence of an inertial manifold; the $L^{2}$ version of the squeezing property for the (space-periodic) bipolar problem has been established in [BH1] and will be discussed in Sect. 6.3.
C. From the analysis in Sect. 5.3 it follows that there exist absorbing balls in $\boldsymbol{H}_{\text {per }}$, $D\left(\boldsymbol{A}^{1 / 4}\right)$, and $\boldsymbol{V}_{\text {per }}$ which attract all the orbits of $(5.361 \mathrm{a}, \mathrm{b})$. We will want, however, in the subsequent discussion to restrict our attention to the dynamics inside an absorbing ball $B_{r_{1}} \subseteq D\left(A^{1 / 4}\right)$; to this end we shall introduce in Sect. 6.2.5 the smooth cut-off function $\Theta: R^{+} \rightarrow[0,1]$ given by

$$
\begin{cases}\Theta(\xi)=1, & 0 \leq \xi \leq 1  \tag{6.8}\\ \Theta(\xi)=0, & \xi \geq 2 \\ \left|\Theta^{\prime}(\xi)\right| \leq 2, & \xi \geq 0\end{cases}
$$

and then set $\Theta_{r_{1}}(r)=\Theta\left(r / r_{1}\right)$. We then modify (5.361a) and consider, in its place, the evolution equation

$$
\begin{equation*}
\frac{d \boldsymbol{u}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{u}+\Theta_{r_{1}}\left(\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)}\right) \boldsymbol{R}(\boldsymbol{u})=\mathbf{0} . \tag{6.9}
\end{equation*}
$$

It is not difficult to prove the existence and uniqueness of solutions to (6.9), (5.361b) with $\boldsymbol{u}_{0} \in \boldsymbol{H}_{p e r}$; in addition, we will show, in Sect. 6.2.5, that the ball $B_{r_{2}}, r_{2}=2 r_{1}$, is an absorbing set (for the orbits of (6.9), (5.361b)) in $D\left(\boldsymbol{A}^{1 / 4}\right)$; it is also proven, in Sect. 6.2.5, that after a sufficiently large time $t^{*}$, the dynamics of the original equation (5.361a) are exactly represented by the dynamics of the modified equation (6.9).
D. In Sect. 6.2 .5 we also introduce the space $H_{b, l}$ of the Lipschitz maps $(b>0$, $l>0$ )

$$
\boldsymbol{\phi}: \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right) \rightarrow \boldsymbol{Q}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)
$$

satisfying

$$
\begin{array}{r}
\operatorname{supp} \phi \subset\left\{\boldsymbol{p} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right) \mid\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{p}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq r_{2}\right\}, \\
\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}(\boldsymbol{p})\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq b, \quad \forall \boldsymbol{p} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right), \tag{6.10b}
\end{array}
$$

and $\forall \boldsymbol{p}_{1}, \boldsymbol{p}_{2} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}\left(\boldsymbol{p}_{1}\right)-\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}\left(\boldsymbol{p}_{2}\right)\right\|_{L^{2}(\Omega)} \leq l\left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{p}_{1}-\boldsymbol{p}_{2}\right)\right\|_{L^{2}(\Omega)} . \tag{6.11}
\end{equation*}
$$

It is not difficult to prove that $H_{b, l}$ is complete with respect to the metric induced by the norm

$$
\begin{equation*}
\left\|\phi_{1}-\phi_{2}\right\|_{*}=\sup _{p \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)}\left\|\boldsymbol{A}^{1 / 4} \phi_{1}(\boldsymbol{p})-\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}_{2}(\boldsymbol{p})\right\|_{\boldsymbol{L}^{2}(\Omega)} \tag{6.12}
\end{equation*}
$$

$\boldsymbol{\phi}_{i} \in H_{b, l}, i=1,2$.
E. We next specify a mapping $\boldsymbol{T}$ which associates with each $\boldsymbol{\phi} \in H_{b, l}$ a function $\boldsymbol{T} \boldsymbol{\phi}$ defined on $\boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$; the mapping $\boldsymbol{T}$ arises in the following manner:
(i) We apply the projections $\boldsymbol{P}_{N}, \boldsymbol{Q}_{N}$ to the modified equation (6.9) to obtain evolution equations for $\boldsymbol{p}=\boldsymbol{P}_{N} \boldsymbol{u}$ and $\boldsymbol{q}=\boldsymbol{Q}_{N} \boldsymbol{u}$ of the form

$$
\left\{\begin{array}{l}
\frac{d \boldsymbol{p}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{p}+\boldsymbol{P}_{N} \boldsymbol{F}(\boldsymbol{u})=\mathbf{0}  \tag{6.13a}\\
\frac{d \boldsymbol{q}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{q}+\boldsymbol{Q}_{N} \boldsymbol{F}(\boldsymbol{u})=\mathbf{0}
\end{array}\right.
$$

where $\boldsymbol{F}(\boldsymbol{u})=\Theta_{r_{1}}\left(\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)}\right) \boldsymbol{R}(\boldsymbol{u})$.
(ii) Next, we choose $\boldsymbol{\phi} \in H_{b, l}$ and $\boldsymbol{p}_{0} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$ and consider $\boldsymbol{p}=\boldsymbol{p}(t)$ as determined by the initial value problem

$$
\left\{\begin{array}{l}
\frac{d \boldsymbol{p}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{p}+\boldsymbol{P}_{N} \boldsymbol{F}(\boldsymbol{p}+\boldsymbol{\phi}(\boldsymbol{p}))=\mathbf{0}  \tag{6.14}\\
\boldsymbol{p}(0)=\boldsymbol{p}_{0}
\end{array}\right.
$$

i.e., $\boldsymbol{p}(t)=\boldsymbol{p}\left(t ; \boldsymbol{\phi}, \boldsymbol{p}_{0}\right)$.
(iii) We employ for our operator $\boldsymbol{A}$ the following lemma, a proof of which may be found in [Te4]: for any $\alpha \in R^{1}$, if $\sigma \in L^{\infty}\left(R^{1} ; D\left(\boldsymbol{A}^{\alpha-1 / 2}\right)\right)$ then $\exists$ ! function $\xi$, continuous and bounded from $R^{1}$ into $D\left(\boldsymbol{A}^{\alpha}\right)$, which satisfies

$$
\begin{equation*}
\frac{d \boldsymbol{\xi}}{d t}+\boldsymbol{A} \boldsymbol{\xi}=\sigma \tag{6.15}
\end{equation*}
$$

Remarks. In establishing the lemma cited above one looks at the initial value problem

$$
\left\{\begin{array}{l}
\frac{d \boldsymbol{\xi}}{d t}+A \boldsymbol{\xi}=\mathbf{0}  \tag{6.16}\\
\boldsymbol{\xi}(0)=\xi_{0}
\end{array}\right.
$$

whose (unique) solution $e^{-t \boldsymbol{A}}: \boldsymbol{\xi}_{0} \rightarrow \boldsymbol{\xi}(t)$ is continuous as a mapping from $D\left(\boldsymbol{A}^{\alpha-1 / 2}\right)$ into $D\left(\boldsymbol{A}^{\alpha}\right), \forall t>0$; the unique solution of (6.15) then has the form

$$
\begin{equation*}
\boldsymbol{\xi}(t)=e^{-\left(t-t_{0}\right) \boldsymbol{A}} \boldsymbol{\xi}\left(t_{0}\right)+\int_{t_{0}}^{t} e^{-(t-\tau) \boldsymbol{A}} \boldsymbol{\sigma}(\tau) d \boldsymbol{\tau} \tag{6.17}
\end{equation*}
$$

and as $\left\|e^{-t \boldsymbol{A}}\right\|_{\mathcal{L}\left(D\left(\boldsymbol{A}^{\alpha}\right)\right)} \leq \exp (-\lambda t)$, for some $\lambda>0$, all $\alpha \in R^{1}$, and all $t \geq 0$, as $t_{0} \rightarrow-\infty$, we obtain

$$
\begin{equation*}
\boldsymbol{\xi}(t)=\int_{-\infty}^{t} e^{-(t-\tau) \boldsymbol{A}} \boldsymbol{\sigma}(\boldsymbol{\tau}) d \boldsymbol{\tau} \tag{6.18}
\end{equation*}
$$

(iv) We consider, for $\boldsymbol{p}=\boldsymbol{p}\left(t ; \boldsymbol{\phi}, \boldsymbol{p}_{0}\right)$ defined by (6.17) an analog of the equation for $\boldsymbol{p}(t)$, namely,

$$
\begin{equation*}
\frac{d \boldsymbol{q}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{q}+\boldsymbol{Q}_{N} \boldsymbol{F}(\boldsymbol{p}+\boldsymbol{\phi}(\boldsymbol{p}))=\mathbf{0} \tag{6.19}
\end{equation*}
$$

In (6.19), $\boldsymbol{\sigma} \equiv-\boldsymbol{Q}_{N} \boldsymbol{F}(\boldsymbol{p}+\boldsymbol{\phi}(\boldsymbol{p})) \in L^{\infty}\left(R^{1} ; D\left(\boldsymbol{A}^{-1 / 4}\right)\right)$, i.e., (6.19) is of the form (6.15); thus by the lemma referenced in (iii), $\exists$ ! solution $\boldsymbol{q}=$ $\boldsymbol{q}\left(t ; \boldsymbol{\phi}, \boldsymbol{p}_{0}\right)$ of (6.19) which is continuous and bounded as a mapping from $R^{1}$ into $\boldsymbol{Q}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$. In particular,

$$
\begin{equation*}
\boldsymbol{q}(0)=\boldsymbol{q}\left(0 ; \boldsymbol{\phi}, \boldsymbol{p}_{0}\right) \in \boldsymbol{Q}_{N} D\left(\boldsymbol{A}^{1 / 4}\right) \tag{6.20}
\end{equation*}
$$

(v) Finally, we consider the function that maps

$$
\begin{equation*}
\boldsymbol{p}_{0} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right) \rightarrow \boldsymbol{q}\left(0 ; \boldsymbol{\phi}, \boldsymbol{p}_{0}\right) \in \boldsymbol{Q}_{N} D\left(\boldsymbol{A}^{1 / 4}\right) \tag{6.21}
\end{equation*}
$$

This function, which depends on the choice of $\boldsymbol{\phi} \in H_{b, l}$, will be denoted by $\boldsymbol{T} \boldsymbol{\phi}$; by virtue of (6.19), (6.20), and (6.21), coupled with the representation (6.18), $\boldsymbol{T} \boldsymbol{\phi}: \boldsymbol{p}_{0} \rightarrow \boldsymbol{q}\left(0 ; \boldsymbol{\phi}, \boldsymbol{p}_{0}\right)$ has the specific form

$$
\begin{equation*}
\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{0}\right)=-\int_{-\infty}^{0} e^{2 \mu_{1} \boldsymbol{A} \tau} \boldsymbol{Q}_{N} \boldsymbol{F}\left(\boldsymbol{p}(\tau)+\boldsymbol{\phi}(\boldsymbol{p}(\tau)) d \tau \equiv \boldsymbol{q}\left(0 ; \boldsymbol{\phi}, \boldsymbol{p}_{0}\right)\right. \tag{6.22}
\end{equation*}
$$

F. Once the mapping $\boldsymbol{T}$ has been specified, the task at hand is
(i) to prove that for $\lambda_{N}^{1 / 2}$ and $\lambda_{N+1}^{1 / 2}-\lambda_{N}^{1 / 2}$ both sufficiently large

$$
\boldsymbol{T}: H_{b, l} \xrightarrow{\text { into }} H_{b, l},
$$

with $\boldsymbol{T}$ a strict contraction on $H_{b, l}$, and then
(ii) to prove that the manifold $\boldsymbol{\mathcal { M }}$ defined by the graph of the (resulting) fixed point $\boldsymbol{\phi}_{0}$ of $\boldsymbol{T}$ is an inertial manifold for the bipolar problem.

The manifold, $\mathcal{M}$, as defined above, will be a finite-dimensional Lipschitz manifold by virtue of the definition of $H_{b, l}$.
G. Finally, in Sect. 6.2 .6 we will show that

$$
d\left(\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) \rightarrow 0
$$

exponentially in $t$, as $t \rightarrow \infty$.

### 6.2.3 The Lipschitz Property

The purpose of this section is to establish the fact that $\boldsymbol{R}(\boldsymbol{u})$, as defined by (5.360), is Lipschitz on bounded sets of $D\left(\boldsymbol{A}^{1 / 4}\right)$ with values in $D\left(\boldsymbol{A}^{-1 / 4}\right)$, i.e., given $M>0$, $\exists C_{M}>0$ such that (6.3) holds $\forall \boldsymbol{u}, \boldsymbol{v} \in D\left(\boldsymbol{A}^{1 / 4}\right)$ such that $\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{u})\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M$ and $\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{v})\right\|_{L^{2}(\Omega)} \leq M$. Our first result in that direction is
Lemma 6.1. For $\boldsymbol{A}_{p}$ defined by (5.358), and $\boldsymbol{u}, \boldsymbol{v}$ in $D\left(\boldsymbol{A}^{1 / 4}\right)$, it follows that, for some $C_{1}=C_{1}(\Omega)>0$,

$$
\begin{equation*}
\left|\left(\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v}), \boldsymbol{w}\right)_{L^{2}(\Omega)}\right| \leq\left(\frac{2-p}{2}+1\right) \epsilon^{\frac{p-2}{2}}|\boldsymbol{u}-\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}|\boldsymbol{w}|_{\boldsymbol{H}^{1}(\Omega)} \tag{6.23}
\end{equation*}
$$

Proof. Let $\boldsymbol{u}, \boldsymbol{v} \in D\left(\boldsymbol{A}^{1 / 4}\right)$ and set $\boldsymbol{w}=\boldsymbol{u}-\boldsymbol{v}$. With $\boldsymbol{A}_{p}$ defined as in (5.358) we have

$$
\begin{align*}
\left(\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v}), \boldsymbol{w}\right)_{L^{2}(\Omega)}= & \int_{\Omega}\left[\boldsymbol{A}_{p}(\boldsymbol{u})_{i}-\boldsymbol{A}_{p}(\boldsymbol{v})_{i}\right] w_{i} d \boldsymbol{x} \\
= & \int_{\Omega}\left\{\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right]\right. \\
& \left.-\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right]\right\} w_{i} d \boldsymbol{x} . \tag{6.24}
\end{align*}
$$

Integrating (6.24) by parts, and using the fact that, as a consequence of the space periodicity satisfied by $\boldsymbol{u}$ and $\boldsymbol{v}$,

$$
\begin{equation*}
\int_{\partial \Omega}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right] w_{i} v_{j} d S=0 \tag{6.25}
\end{equation*}
$$

we easily find that

$$
\begin{align*}
\left(\boldsymbol{A}_{p}(\boldsymbol{u})\right. & \left.-\boldsymbol{A}_{p}(\boldsymbol{v}), \boldsymbol{w}\right)_{L^{2}(\Omega)} \\
& =-\int_{\Omega}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right] \frac{\partial w_{i}}{\partial x_{j}} d \boldsymbol{x} . \tag{6.26}
\end{align*}
$$

We now set

$$
\begin{gather*}
r_{p}(\boldsymbol{e})=\frac{1}{p}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{p / 2}  \tag{6.27a}\\
\bar{e}_{i j}(t)=e_{i j}(\boldsymbol{u})+t\left(e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{v})\right), \quad 0 \leq t \leq 1 . \tag{6.27b}
\end{gather*}
$$

Then

$$
\begin{equation*}
\frac{\partial r_{p}}{\partial e_{i j}}=\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} e_{i j} \tag{6.28}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right]=\int_{0}^{1} \frac{\partial}{\partial t}\left(\frac{\partial r_{p}}{\partial e_{i j}}\left(\bar{e}_{i j}(t)\right)\right) d t \tag{6.29}
\end{equation*}
$$

Employing (6.29) in (6.26) yields

$$
\begin{align*}
\left(\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v}), \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)} & =\left|\int_{\Omega}\left\{\int_{0}^{1} \frac{\partial}{\partial t}\left(\frac{\partial r_{p}}{\partial e_{i j}}\left(\bar{e}_{i j}(t)\right)\right) d t\right\} \frac{\partial w_{i}}{\partial x_{j}} d \boldsymbol{x}\right|  \tag{6.30}\\
& \leq \int_{\Omega} \int_{0}^{1}\left|\frac{\partial}{\partial t}\left(\frac{\partial r_{p}}{\partial e_{i j}}\left(\bar{e}_{i j}(t)\right)\right) \frac{\partial w_{i}}{\partial x_{j}}\right| d t d \boldsymbol{x}
\end{align*}
$$

However, by virtue of (6.27a,b), (6.28),

$$
\begin{align*}
\frac{\partial^{2} r_{p}}{\partial t \partial e_{i j}}\left(\bar{e}_{i j}(t)\right) & =\frac{\partial^{2} r_{p}}{\partial e_{i j} \partial e_{k l}}\left(\bar{e}_{i j}(t)\right) \frac{\partial \bar{e}_{k l}}{\partial t}  \tag{6.31a}\\
& =\frac{\partial^{2} r_{p}}{\partial e_{i j} \partial e_{k l}}\left(\bar{e}_{i j}(t)\right)\left(e_{k l}(\boldsymbol{v})-e_{k l}(\boldsymbol{u})\right)
\end{align*}
$$

while

$$
\begin{equation*}
\frac{\partial^{2} r_{p}}{\partial e_{i j} \partial e_{k l}}=\frac{p-2}{2}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} e_{i j} e_{k l}+\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} \delta_{i j} \delta_{j l} . \tag{6.31b}
\end{equation*}
$$

Therefore, for any $\boldsymbol{\xi} \neq 0, \boldsymbol{\eta} \neq 0$,

$$
\begin{align*}
\left|\frac{\partial^{2} r_{p}}{\partial e_{i j} \partial e_{k l}} \xi_{i j} \eta_{k l}\right| & =\left|\frac{p-2}{2}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-4}{2}} e_{i j} e_{k l} \xi_{i j} \eta_{k l}+\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} \xi_{k j} \eta_{k j}\right| \\
& \leq\left|\frac{p-2}{2}\right|\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-4}{2}}\left|e_{i j} \xi_{i j}\right|\left|e_{k l} \eta_{k l}\right|+\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}}\left|\xi_{k j} \eta_{k j}\right| \\
& \leq\left|\frac{p-2}{2}\right|\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-4}{2}}|\boldsymbol{e}|^{2}\left|\boldsymbol{\xi}\left\|\boldsymbol{\eta}\left|+\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}}\right| \boldsymbol{\xi}\right\| \boldsymbol{\eta}\right| \\
& \left.\leq\left(\frac{2-p}{2}+1\right) \epsilon^{\frac{p-2}{2}}|\boldsymbol{\xi}| \boldsymbol{\eta} \right\rvert\, \tag{6.32}
\end{align*}
$$

as $1<p \leq 2$. Combining (6.30)-(6.32) we obtain

$$
\begin{align*}
& \left(\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v}), \boldsymbol{w}\right)_{L^{2}(\Omega)} \\
& \quad \leq \int_{\Omega} \int_{0}^{1}\left|\frac{\partial^{2} r_{p}}{\partial e_{i j} \partial e_{k l}}\left(\bar{e}_{i j}(t)\right)\left(e_{k l}(\boldsymbol{v})-e_{k l}(\boldsymbol{u})\right) \cdot \frac{\partial w_{i}}{\partial x_{j}}\right| d t d \boldsymbol{x} \\
& \quad \leq\left(\frac{2-p}{2}+1\right) \epsilon^{\frac{p-2}{2}} \int_{\Omega} \int_{0}^{1}\left(\sum_{k, l}\left|e_{k l}(\boldsymbol{v}-\boldsymbol{u})\right|^{2}\right)^{1 / 2}\left(\sum_{i, j}\left|\frac{\partial w_{i}}{\partial x_{j}}\right|^{2}\right)^{1 / 2} d t d \boldsymbol{x} \\
& \quad \leq\left(\frac{2-p}{2}+1\right) \epsilon^{\frac{p-2}{2}} \int_{\Omega}\left(\sum_{k, l}\left|e_{k l}(\boldsymbol{v}-\boldsymbol{u})\right|^{2}\right)^{1 / 2}\left(\sum_{i, j}\left|\frac{\partial w_{i}}{\partial x_{j}}\right|^{2}\right)^{1 / 2} d \boldsymbol{x} \tag{6.33}
\end{align*}
$$

from which (6.23) now follows.
Our next result concerns the bilinear form $\boldsymbol{B}$, i.e.,
Lemma 6.2. For $\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})$ defined by (5.359), with $\boldsymbol{u}, \boldsymbol{v} \in D\left(\boldsymbol{A}^{1 / 4}\right), \exists C_{2}=$ $C_{2}(\Omega)>0$ such that

$$
\begin{equation*}
\left|(\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})-\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v}), \boldsymbol{w})_{L^{2}(\Omega)}\right| \leq C_{2}\left(|\boldsymbol{u}|_{\boldsymbol{H}^{1}(\Omega)}+|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}\right)|\boldsymbol{u}-\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}|\boldsymbol{w}|_{\boldsymbol{H}^{1}(\Omega)} \tag{6.34}
\end{equation*}
$$

Proof.

$$
\begin{align*}
&\left|(\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})-\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v}), \boldsymbol{w})_{\boldsymbol{L}^{2}(\Omega)}\right| \\
& \quad=\left|\int_{\Omega}\left(u_{j} \frac{\partial u_{i}}{\partial x_{j}}-v_{j} \frac{\partial v_{i}}{\partial x_{j}}-v_{j} \frac{\partial v_{i}}{\partial x_{j}}\right) w_{i} d \boldsymbol{x}\right| \\
& \leq\left|\int_{\Omega}\left(u_{j}-v_{j}\right) \frac{\partial u_{i}}{\partial x_{j}} w_{i} d \boldsymbol{x}\right|+\left|\int_{\Omega} v_{i} \frac{\partial}{\partial x_{j}}\left(u_{i}-v_{i}\right) w_{i} d \boldsymbol{x}\right|  \tag{6.35}\\
& \leq\left(\int_{\Omega}\left(u_{j}-v_{j}\right)\left(u_{j}-v_{j}\right) w_{i} w_{i} d \boldsymbol{x}\right)^{1 / 2}\left(\int_{\Omega} \frac{\partial u_{i}}{\partial x_{j}} \frac{\partial u_{i}}{\partial x_{j}} d \boldsymbol{x}\right)^{1 / 2} \\
&+\left(\int_{\Omega} v_{j} v_{j} w_{i} w_{i} d \boldsymbol{x}\right)^{1 / 2}\left(\int_{\Omega} \sum_{i, j}\left|\frac{\partial\left(u_{i}-v_{i}\right)}{\partial x_{j}}\right|^{2} d \boldsymbol{x}\right)^{1 / 2} .
\end{align*}
$$

Using the Sobolev embedding $\boldsymbol{H}^{1}(\Omega) \hookrightarrow \boldsymbol{L}^{4}(\Omega)$, which is valid for $\Omega=[0, L]^{n}$, $n=2$, 3 , we obtain from this last estimate

$$
\begin{align*}
& \left|(\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})-\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v}), \boldsymbol{w})_{\boldsymbol{L}^{2}(\Omega)}\right| \\
& \quad \leq\left(\int_{\Omega} \sum_{j}\left(u_{j}-v_{j}\right)^{4} d \boldsymbol{x}\right)^{1 / 4}\left(\int_{\Omega} \sum_{i, j}\left|\frac{\partial u_{i}}{\partial x_{j}}\right|^{2} d \boldsymbol{x}\right)^{1 / 2}\left(\int_{\Omega} \sum_{i}\left|w_{i}\right|^{4} d \boldsymbol{x}\right)^{1 / 4} \\
& \quad+\left(\int_{\Omega} \sum_{j}\left|v_{j}\right|^{4} d \boldsymbol{x}\right)^{1 / 4}\left(\int_{\Omega} \sum_{i, j}\left|\frac{\partial\left(u_{i}-v_{i}\right)}{\partial x_{j}}\right|^{2} d \boldsymbol{x}\right)^{1 / 2}\left(\int_{\Omega} \sum_{i}\left|w_{i}\right|^{4} d \boldsymbol{x}\right)^{1 / 4} \tag{6.36}
\end{align*}
$$

which serves to establish (6.34).
We are now in a position to prove the following Lipschitz property for $\boldsymbol{R}$ :
Theorem 6.1. If $\boldsymbol{R}$ is defined on $D\left(\boldsymbol{A}^{1 / 4}\right)$ by (5.360), then $\boldsymbol{R}$ is Lipschitz on bounded sets of $D\left(A^{1 / 4}\right)$ with values in $D\left(\boldsymbol{A}^{-1 / 4}\right)$, i.e., given $M>0$, $\exists C_{M}>0$ such that $\forall \boldsymbol{u}, \boldsymbol{v} \in D\left(\boldsymbol{A}^{1 / 4}\right)$ for which $\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{u})\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M$ and $\left\|A^{1 / 4}(v)\right\|_{L^{2}(\Omega)} \leq M$,

$$
\begin{equation*}
\left\|A^{-1 / 4} \boldsymbol{R}(\boldsymbol{u})-\boldsymbol{A}^{-1 / 4} \boldsymbol{R}(\boldsymbol{v})\right\|_{L^{2}(\Omega)} \leq C_{M}\left\|A^{1 / 4}(\boldsymbol{u}-\boldsymbol{v})\right\|_{L^{2}(\Omega)} \tag{6.37}
\end{equation*}
$$

Proof. By virtue of (5.360) we have

$$
\begin{equation*}
\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v})=2 \mu_{0}\left(\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right)+(\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})-\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v})) \tag{6.38}
\end{equation*}
$$

so combining (6.38) with (6.23) and (6.35) we find that

$$
\begin{align*}
& \left|(\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v}), \boldsymbol{w})_{L^{2}(\Omega)}\right| \\
& \leq 2 \mu_{0}\left|\left(\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v}), \boldsymbol{w}\right)_{L^{2}(\Omega)}\right|+\left|(\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})-\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v}), \boldsymbol{w})_{\boldsymbol{L}^{2}(\Omega)}\right| \\
& \leq\left[2 \mu_{0} C_{1}\left(\frac{2-p}{2}+1\right) \epsilon^{\frac{p-2}{2}}+C_{2}\left(|\boldsymbol{u}|_{\boldsymbol{H}^{1}(\Omega)}+|\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}\right)\right]|\boldsymbol{u}-\boldsymbol{v}|_{\boldsymbol{H}^{1}(\Omega)}|\boldsymbol{w}|_{\boldsymbol{H}^{1}(\Omega)} . \tag{6.39}
\end{align*}
$$

Employing (5.357d), i.e., the equivalence between the norms $|\boldsymbol{u}|_{\boldsymbol{H}^{1}(\Omega)}$ and $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)}$, for $\boldsymbol{u} \in D\left(\boldsymbol{A}^{1 / 4}\right)$, (6.39) yields the following estimate, for some $C_{3}=C_{3}(\Omega)>0:$

$$
\begin{align*}
& \left|(\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v}), \boldsymbol{w})_{\boldsymbol{L}^{2}(\Omega)}\right| \\
& \quad \leq C_{3}\left[2 \mu_{0} C_{1}\left(\frac{2-p}{2}+1\right) \epsilon^{\frac{p-2}{2}}+C_{2}\left(\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)}+\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{v}\right\|_{\boldsymbol{L}^{2}(\Omega)}\right)\right] \\
& \quad \times\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{u}-\boldsymbol{v})\right\|_{L^{2}(\Omega)}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{\boldsymbol{L}^{2}(\Omega)} \tag{6.40}
\end{align*}
$$

Thus, for $\boldsymbol{u}, \boldsymbol{v} \in D\left(\boldsymbol{A}^{1 / 4}\right)$ satisfying $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)} \leq M,\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{v}\right\|_{L^{2}(\Omega)} \leq M$, for some $M>0$,

$$
\begin{equation*}
\left|(\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v}), \boldsymbol{w})_{L^{2}(\Omega)}\right| \leq C_{M}\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{u}-\boldsymbol{v})\right\|_{L^{2}(\Omega)}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)} \tag{6.41}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{M}=C_{3}\left[2 \mu_{0} C_{1}\left(\frac{2-p}{2}+1\right) \epsilon^{\frac{p-2}{2}}+C_{2} M\right] . \tag{6.42}
\end{equation*}
$$

The required estimate, i.e., (6.37) is now a direct consequence of (6.41).

### 6.2.4 The Squeezing Property for the Orbits of $S_{\mu_{1}}$

In Sect. 6.2.2 we presented a statement of the squeezing property for the orbits of the semigroup $\boldsymbol{S}_{\mu_{1}}$ which will be used in the proof of the existence of an inertial manifold for the bipolar problem (5.2a,b), (5.3a), (5.4); we summarize that statement here. If $\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{N}$ are the first $N$ eigenfunctions of $\boldsymbol{A}, \boldsymbol{P}_{N}: \boldsymbol{H}_{\text {per }} \rightarrow$ $\operatorname{span}\left\{\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{n}\right\}$ is the projection operator, and $\boldsymbol{Q}_{N}=\boldsymbol{I}-\boldsymbol{P}_{N}$, then given $\gamma>0$, and solutions $\boldsymbol{u}(t), \boldsymbol{v}(t)$ of (5.2a,b), (5.3a), (5.4) satisfying the bounds (6.5), for $0 \leq t \leq T, T>0$, there exists for $i=1,2, c_{i}=c_{i}\left(\gamma, M, \boldsymbol{f}, \mu_{0}, \mu_{1}, \epsilon ; \Omega\right)>0$ such that either (6.6) or (6.7) holds for every $N$ and each $t \in[0, T]$. An $\boldsymbol{L}^{2}$ version of this squeezing property, which is of independent interest, but is not well-adapted to the proof of the existence of an inertial manifold, will be established in Sect. 6.3. We begin the analysis with the following key

Lemma 6.3. Let $\boldsymbol{u}, \boldsymbol{v} \in D\left(\boldsymbol{A}^{1 / 4}\right)$ be the unique solutions of the initial-value problems

$$
\left\{\begin{array}{l}
\frac{d \boldsymbol{u}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{u}+\boldsymbol{R}(\boldsymbol{u})=\mathbf{0}  \tag{6.43a}\\
\boldsymbol{u}(0)=\boldsymbol{u}_{0}
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\frac{d \boldsymbol{v}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{v}+\boldsymbol{R}(\boldsymbol{v})=\mathbf{0}  \tag{6.43b}\\
\boldsymbol{v}(0)=\boldsymbol{v}_{0}
\end{array}\right.
$$

Let $M>0$ and suppose that $\forall t \in[0, T],\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}(t)\right\|_{L^{2}(\Omega)} \leq M$, $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{v}(t)\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M$. Then $\exists c_{3}>0$ such that $\boldsymbol{w}(t)=\boldsymbol{u}(t)-\boldsymbol{v}(t)$ satisfies, for $0<t<\tau<T$,

$$
\begin{equation*}
\frac{\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}(\tau)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}(t)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}} \leq \frac{\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}(t)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}(t)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}} \exp \left(c_{3}(\tau-t)\right) \tag{6.44}
\end{equation*}
$$

Proof. For $t \in[0, T]$ we define the quotient $q(t)$ by

$$
\begin{equation*}
q(t)=\frac{\left(\boldsymbol{A}^{1 / 4} w, \boldsymbol{A}^{1 / 4} w\right)_{L^{2}(\Omega)}}{\left(\boldsymbol{A}^{-1 / 4} w, \boldsymbol{A}^{-1 / 4} w\right)_{L^{2}(\Omega)}} \tag{6.45}
\end{equation*}
$$

Differentiating $q(t)$, we obtain $\left({ }^{\prime}=d / d t\right)$

$$
\begin{array}{r}
\frac{d q}{d t}=\frac{2}{\left(\boldsymbol{A}^{-1 / 4} \boldsymbol{w}, \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{L^{2}(\Omega)}}{ }^{2}\left[\left(\boldsymbol{A}^{-1 / 4} \boldsymbol{w}, \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{L^{2}(\Omega)}\left(\boldsymbol{A}^{1 / 4} \boldsymbol{w}^{\prime}, \boldsymbol{A}^{1 / 4} \boldsymbol{w}\right)_{L^{2}(\Omega)}\right. \\
\left.-\left(\boldsymbol{A}^{-1 / 4} \boldsymbol{w}^{\prime}, \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{L^{2}(\Omega)}\left(\boldsymbol{A}^{1 / 4} \boldsymbol{w}, \boldsymbol{A}^{1 / 4} \boldsymbol{w}\right)_{L^{2}(\Omega)}\right]
\end{array}
$$

or

$$
\begin{equation*}
\frac{d q}{d t}=\frac{2}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}(t)\right\|_{L^{2}(\Omega)}^{2}}\left[\left(\boldsymbol{w}^{\prime}, \boldsymbol{A}^{1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)}-q(t)\left(\boldsymbol{w}, \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)}\right] \tag{6.46}
\end{equation*}
$$

However,

$$
\begin{equation*}
\frac{d \boldsymbol{w}}{d t}+2 \mu_{1} \boldsymbol{A}(\boldsymbol{w})+\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v})=\mathbf{0} \tag{6.47}
\end{equation*}
$$

so

$$
\frac{d q}{d t}=\frac{-2}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{w}+\boldsymbol{R}(\boldsymbol{u}), \boldsymbol{A}^{1 / 4} \boldsymbol{w}-q(t) \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)}
$$

from which it follows that

$$
\begin{equation*}
\frac{d q}{d t}=\frac{-2}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}\left(2 \mu_{1} \boldsymbol{A}^{3 / 4} \boldsymbol{w}+\boldsymbol{A}^{-1 / 4}(\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v})), \boldsymbol{A}^{3 / 4} \boldsymbol{w}-q(t) \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)} \tag{6.48}
\end{equation*}
$$

If we now make note of the fact that

$$
\begin{aligned}
& \left(q \boldsymbol{A}^{-1 / 4} \boldsymbol{w}, \boldsymbol{A}^{3 / 4} \boldsymbol{w}-q \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)} \\
& \quad=q\left(\boldsymbol{A}^{-1 / 4} \boldsymbol{w}, \boldsymbol{A}^{3 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)}-q^{2}\left(\boldsymbol{A}^{-1 / 4} \boldsymbol{w}, \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)} \\
& \quad=q\left(\boldsymbol{A}^{1 / 4} \boldsymbol{w}, \boldsymbol{A}^{1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)}-q^{2}\left(\boldsymbol{A}^{-1 / 4} \boldsymbol{w}, \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)} \equiv 0
\end{aligned}
$$

then by virtue of the definition of $q(t)$, i.e., (6.45),

$$
\begin{align*}
& \left(\boldsymbol{A}^{3 / 4} \boldsymbol{w}, \boldsymbol{A}^{3 / 4} \boldsymbol{w}-q \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)} \\
& \quad=\left(\boldsymbol{A}^{3 / 4} \boldsymbol{w}-q \boldsymbol{A}^{-1 / 4} \boldsymbol{w}, \boldsymbol{A}^{3 / 4} \boldsymbol{w}-q \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)}  \tag{6.49}\\
& \quad=\left\|\boldsymbol{A}^{3 / 4} \boldsymbol{w}-q \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}
\end{align*}
$$

Employing (6.49) in (6.48), and using the Cauchy-Schwarz inequality, we find that

$$
\begin{align*}
& \frac{d q}{d t}+\frac{4 \mu_{1}}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}{ }^{2}}\left\|\boldsymbol{A}^{3 / 4} \boldsymbol{w}-q \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}{ }^{2} \\
& =\frac{-2}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}{ }^{2}}\left(\boldsymbol{A}^{-1 / 4}(\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v})), \boldsymbol{A}^{3 / 4} \boldsymbol{w}-q \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{L^{2}(\Omega)} \\
& \leq \frac{2}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}{ }^{2}}\left\|\boldsymbol{A}^{-1 / 4}(\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v}))\right\|_{L^{2}(\Omega)} \cdot\left\|\boldsymbol{A}^{3 / 4} \boldsymbol{w}-q \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)} \\
& \leq \frac{4 \mu_{1}}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}{ }^{2}}\left\|\boldsymbol{A}^{3 / 4} \boldsymbol{w}-q \boldsymbol{A}^{-1 / 4}\right\|_{L^{2}(\Omega)}{ }^{2}+\frac{1}{\mu_{1}} \frac{\left\|\boldsymbol{A}^{-1 / 4}(\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v}))\right\|_{L^{2}(\Omega)}{ }^{2}}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}, \tag{6.50}
\end{align*}
$$

where for the last estimate we have used the arithmetic-geometric mean inequality. We now avail ourselves of the Lipschitz property (6.3), which is valid for $\boldsymbol{u}, \boldsymbol{v} \in$ $D\left(\boldsymbol{A}^{1 / 4}\right)$ satisfying $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)} \leq M,\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{v}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M$, for $M>0 ;$
employing (6.3) in the last estimate in (6.50), and making use of the definition of $q(t)$, we find that

$$
\begin{equation*}
\frac{d q}{d t} \leq \frac{1}{\mu_{1}} \cdot C_{M}^{2} q \tag{6.51}
\end{equation*}
$$

where $C_{M}$ is given by (6.42). Integration of (6.51) from $\tau$ to $t$ yields (6.44), with $c_{3}=\frac{1}{\mu_{1}} C_{M}^{2}$, which serves to establish the lemma.

With the aid of Lemma 6.3 we are now able to prove the following
Theorem 6.2 (The Squeezing Property). Let $\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{n}$ be the first $N$ eigenfunctions of the operator $\boldsymbol{A}$ and $\boldsymbol{P}_{N}: \boldsymbol{H}_{\text {per }} \rightarrow \operatorname{span}\left\{\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}\right\}$ the projection operator; set $\boldsymbol{Q}_{N}=\boldsymbol{I}-\boldsymbol{P}_{N}$ with $\boldsymbol{I}$ the identity map on $\boldsymbol{H}_{\text {per }}$. Let $\gamma>0$ be given. Then for $\boldsymbol{u}, \boldsymbol{v} \in D\left(\boldsymbol{A}^{1 / 4}\right)$, solutions of $(6.43 \mathrm{a}, \mathrm{b})$ satisfying (6.5) for $t \in[0, T]$, with $M>0$ as in the statement of the Lipschitz property (6.3), $\exists c_{i}, i=1,2$, depending only on $\gamma, M, T, f, \mu_{0}, \mu_{1}, \epsilon$, and $\Omega$, such that for every $N$, and each $t \in[0, T]$, either (6.6) or (6.7) holds. In addition, with $C_{M}$ defined as in (6.42),

$$
\begin{equation*}
\left\|\boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq \exp \left(\frac{C_{M}^{2}}{\mu_{1}} t\right)\left\|\boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(0)-\boldsymbol{v}(0))\right\|_{L^{2}(\Omega)} . \tag{6.52}
\end{equation*}
$$

Proof. We begin by taking the scalar product in $\boldsymbol{L}^{2}$ of (6.47) with $\boldsymbol{A}^{-1 / 4} \boldsymbol{w}$; using the Cauchy-Schwarz inequality and the Lipschitz property (6.3), we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|A^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}^{2}+2 \mu_{1}\left\|A^{1 / 4} w\right\|_{L^{2}(\Omega)}^{2} \\
& \quad=-\left(A^{-1 / 4}(\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v})), \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right)_{L^{2}(\Omega)}  \tag{6.53}\\
& \quad \leq\left\|\boldsymbol{A}^{-1 / 4}(\boldsymbol{R}(\boldsymbol{u})-\boldsymbol{R}(\boldsymbol{v}))\right\|_{L^{2}(\Omega)} \cdot\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)} \\
& \quad \leq C_{M}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}
\end{align*}
$$

with $C_{M}$ given by (6.42). Employing the arithmetic-geometric mean inequality, we are led from (6.53) to the estimate

$$
\begin{align*}
\frac{d}{d t}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+ & 4 \mu_{1}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \\
& \leq 3 \mu_{1}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}^{2}+\frac{4 C_{M}^{2}}{3 \mu_{1}}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{\boldsymbol{L}^{2}(\Omega)} \tag{6.54}
\end{align*}
$$

from which it follows that

$$
\begin{equation*}
\frac{d}{d t}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}^{2}+\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}\left(\frac{\mu_{1}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}^{2}}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}^{2}}-\frac{4 C_{M}^{2}}{3 \mu_{1}}\right) \leq 0 \tag{6.55}
\end{equation*}
$$

By virtue of Lemma 6.3, however, for $0<t<t_{0}<T$ we have

$$
\begin{equation*}
\frac{\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}(t)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}(t)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}} \geq \frac{\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}} \exp \left(-c_{3}\left(t_{0}-t\right) \geq \eta \exp \left(-c_{3} t_{0}\right)\right. \tag{6.56}
\end{equation*}
$$

with

$$
\begin{equation*}
\eta=\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2} /\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \tag{6.57}
\end{equation*}
$$

Combining (6.55) and (6.56), we find that

$$
\begin{equation*}
\frac{d}{d t}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}(t)\right\|_{L^{2}(\Omega)}^{2}\left(\mu_{1} \eta \exp \left(-c_{3} t_{0}\right)-\frac{4 C_{M}^{2}}{3 \mu_{1}}\right) \leq 0 \tag{6.58}
\end{equation*}
$$

so that upon integrating from zero to $t_{0}$ we obtain

$$
\begin{equation*}
\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}^{2} \leq\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}(0)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2} \exp \left\{-\mu_{1} \eta t_{0} \exp \left(-c_{3} t_{0}\right)+\frac{4 C_{M}^{2}}{3 \mu_{1}} t_{0}\right\} \tag{6.59}
\end{equation*}
$$

We now consider the cases

$$
\begin{equation*}
\left\|\boldsymbol{Q}_{N} \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}>\gamma\left\|\boldsymbol{P}_{N} \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \tag{6.60a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\boldsymbol{Q}_{N} \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq \gamma\left\|\boldsymbol{P}_{N} \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \tag{6.60b}
\end{equation*}
$$

In view of the statement of Theorem 6.2, i.e., either (6.6) holds or (6.7) does, it is only necessary to consider what happens if (6.60a) applies; in this case

$$
\begin{align*}
\eta & =\frac{\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}{\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}} \\
& =\frac{\left\|\boldsymbol{P}_{N} \boldsymbol{A}^{1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+\left\|\boldsymbol{Q}_{N} \boldsymbol{A}^{1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}{\left\|\boldsymbol{P}_{N} \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+\left\|\boldsymbol{Q}_{N} \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}  \tag{6.61}\\
& \geq \frac{\left\|\boldsymbol{Q}_{N} \boldsymbol{A}^{1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}{\left(1+\frac{1}{\gamma}\right)\left\|\boldsymbol{Q}_{N} \boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}} \\
& \geq \frac{\gamma}{1+\gamma} \cdot \frac{\lambda_{N+1}^{1 / 2}}{\lambda_{N+1}^{-1 / 2}} \equiv \frac{\gamma}{1+\gamma} \lambda_{N+1},
\end{align*}
$$

$\lambda_{N+1}$ being the $(N+1)$ st eigenvalue of $\boldsymbol{A}$. Employing this last lower bound for $\eta$ in (6.59), we are led to the estimate

$$
\begin{equation*}
\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}{ }^{2} \leq\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}(0)\right\|_{L^{2}(\Omega)}{ }^{2} \exp \left\{-\frac{\gamma}{1+\gamma} \mu_{1} \lambda_{N+1} t_{0} \exp \left(-c_{3} T\right)+\frac{4 C_{M}^{2}}{3 \mu_{1}} T\right\} \tag{6.62}
\end{equation*}
$$

as $t_{0}<T$. Replacing $t_{0}$ by $t<T$ in (6.62), we obtain (6.7) with

$$
\begin{equation*}
c_{1}=\exp \left(\frac{4 C_{M}^{2}}{3 \mu_{1}} T\right) \text { and } c_{2}=\frac{\gamma}{\gamma+1} \exp \left(-c_{3} T\right) \tag{6.63}
\end{equation*}
$$

To complete the proof of Theorem 6.2 it remains only to establish (6.52). However, by (6.53),

$$
\begin{gathered}
\frac{d}{d t}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}^{2}+4 \mu_{1}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}^{2} \leq 2 C_{M}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)} \\
\leq 4 \mu_{1}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}^{2}+\frac{C_{M}^{2}}{\mu_{1}}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}^{2}
\end{gathered}
$$

so that

$$
\begin{equation*}
\frac{d}{d t}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}{ }^{2} \leq \frac{C_{M}^{2}}{\mu_{1}}\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{w}\right\|_{L^{2}(\Omega)}{ }^{2} \tag{6.64}
\end{equation*}
$$

The estimate (6.52) now follows by integrating (6.64) and using the definition of $\boldsymbol{w}(t)$.

### 6.2.5 A Fixed Point Theorem

In this subsection we will examine both the structure of the space of Lipschitz maps $H_{b, l}(b>0, l>0)$ consisting of those $\boldsymbol{\phi}: \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right) \rightarrow \boldsymbol{Q}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$ that satisfy (6.10a,b), as well as the properties of the mapping $\boldsymbol{T}$ that associates with each $\boldsymbol{\phi} \in H_{b, l}$ the function $\boldsymbol{T} \boldsymbol{\phi}$, defined on $\boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$, which is given by the mapping (6.21). The specific structure of the map $\boldsymbol{T} \boldsymbol{\phi}: \boldsymbol{p}_{0} \rightarrow \boldsymbol{q}_{0}\left(0 ; \boldsymbol{\phi}, \boldsymbol{p}_{0}\right)$ is delineated in (6.22), where $\boldsymbol{F}(\boldsymbol{u})=\Theta_{r_{1}}\left(\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)}\right) \boldsymbol{R}(\boldsymbol{u})$.

As was already indicated in Sect. 6.2.2, it is a straightforward matter to prove the existence and uniqueness of solutions for the modified initial-value problem (6.9), (5.361b), with $\boldsymbol{u}_{0} \in \boldsymbol{H}_{\text {per }}$. Also, the absorbing property of the modified problem may be easily demonstrated by taking the inner-product of (6.9) with $\boldsymbol{A}^{1 / 4} \boldsymbol{u}$; for $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)} \geq 2 r_{1}, r_{1}>0$, we obtain, with $\Theta_{r_{1}}(r)=\Theta\left(r / r_{1}\right)$ and $\Theta: R^{+} \rightarrow$ $[0,1]$ the smooth cut-off function given by (6.8),

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\boldsymbol{A}^{1 / 4} \boldsymbol{u}, \boldsymbol{A}^{1 / 4} \boldsymbol{u}\right)_{L^{2}(\Omega)}+2 \mu_{1}\left(\boldsymbol{A}^{3 / 4} \boldsymbol{u}, \boldsymbol{A}^{3 / 4} \boldsymbol{u}\right)_{L^{2}(\Omega)}=0 \tag{6.65}
\end{equation*}
$$

because $\Theta_{r_{1}}\left(\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)}\right)=0$ for $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)} \geq 2 r_{1}$. Inasmuch as $\left(\boldsymbol{A}^{3 / 4} \boldsymbol{u}, \boldsymbol{A}^{3 / 4} \boldsymbol{u}\right)_{\boldsymbol{L}^{2}(\Omega)} \geq \lambda_{1}\left(\boldsymbol{A}^{1 / 4} \boldsymbol{u}, \boldsymbol{A}^{1 / 4} \boldsymbol{u}\right)_{\boldsymbol{L}^{2}(\Omega)}$, with $\lambda_{1}>0$ the smallest eigenvalue of $\boldsymbol{A}$, we have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \lambda_{1}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)}^{2} \leq 0 \tag{6.66}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}(t)\right\|_{L^{2}(\Omega)}{ }^{2} \leq\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}(0)\right\|_{L^{2}(\Omega)}{ }^{2} e^{-4 \mu_{1} \lambda_{1} t}, \quad t>0 \tag{6.67}
\end{equation*}
$$

Therefore, if $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)}>r_{2}$, where $r_{2} \geq 2 r_{1}$, the orbit of $\boldsymbol{u}(t)$ will converge exponentially in $D\left(\boldsymbol{A}^{1 / 4}\right)$ to the ball $B_{r_{2}}$, while if $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq r_{2}$, then $\boldsymbol{u}(t)$ will stay inside the ball $B_{r_{2}}$ for all $t>0$. However, $\Theta_{r_{1}}\left(\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)}\right)=1$, for $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}\right\|_{L^{2}(\Omega)} \leq r_{1}$; thus, the original equation (5.361a) and the modified equation (6.9) are identical in a neighborhood of the global attractor and the dynamics of (5.368) are exactly represented by those of (6.9) after a sufficiently large time.

We now state and prove a series of five technical lemmas leading to the proof of the main result in this subsection, namely, Theorem 6.3; this result asserts that, under
certain conditions on the eigenvalues $\lambda_{j}$ of $\boldsymbol{A}$ (including the spectral gap condition of Appendix C), $\boldsymbol{T}: H_{b, l} \xrightarrow{\text { into }} H_{b, l}$ and is, in fact, a strict contraction on $H_{b, l}$.

Lemma 6.4. For $\phi \in H_{b, l}$ we have

$$
\begin{equation*}
\operatorname{supp} \boldsymbol{T} \boldsymbol{\phi} \subseteq\left\{\boldsymbol{p} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right) \mid\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{p}_{2}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq 2 r_{1}\right\} \tag{6.68}
\end{equation*}
$$

Proof. the proof follows that of Lemma 3.1, Sect. 3.2 of [Te4], Chap. VIII, almost without change.
Lemma 6.5. Let $\boldsymbol{\phi} \in H_{b, l}$ and $\boldsymbol{p}_{1}, \boldsymbol{p}_{2} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$. If $\boldsymbol{u}_{i}=\boldsymbol{p}_{i}+\boldsymbol{\phi}\left(\boldsymbol{p}_{i}\right), i=1,2$, then $\exists M_{1}, M_{2}>0$ such that

$$
\begin{gather*}
\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{F}\left(\boldsymbol{u}_{1}\right)\right\|_{L^{2}(\Omega)} \leq M_{1}  \tag{6.69a}\\
\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{F}\left(\boldsymbol{u}_{1}\right)-\boldsymbol{F}\left(\boldsymbol{u}_{2}\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M_{2}(1+l)\left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{p}_{1}-\boldsymbol{p}_{2}\right)\right\|_{L^{2}(\Omega)} \tag{6.69b}
\end{gather*}
$$

Proof. The stated results are a direct consequence of the Lipschitz property (6.3) and standard lemmas in [Te4] as follows: we want to establish (6.69a,b), where $\boldsymbol{u}_{i}=\boldsymbol{p}_{i} \boldsymbol{\phi}\left(\boldsymbol{p}_{i}\right), i=1,2$ with $\boldsymbol{\phi} \in H_{b, l}$ and $\boldsymbol{p}_{1}, \boldsymbol{p}_{2} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$. However, as a consequence of Lemmas 2.1 and 2.2 of [Te4], Chap. VIII, and the Lipschitz property (6.3) it follows that $\exists M_{i}>0, i=1,2$ such that

$$
\begin{gather*}
\left\|A^{-1 / 4} F\left(u_{1}\right)\right\|_{L^{2}(\Omega)} \leq M_{1},  \tag{6.70a}\\
\left\|A^{-1 / 4}\left(\boldsymbol{F}\left(\boldsymbol{u}_{1}\right)-\boldsymbol{F}\left(\boldsymbol{u}_{2}\right)\right)\right\|_{L^{2}(\Omega)} \leq M_{2}\left\|A^{1 / 4}\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right)\right\|_{L^{2}(\Omega)}, \tag{6.70b}
\end{gather*}
$$

so that (6.69a) follows. For (6.69b) we use (6.70b), and the definition of $H_{b, l}$, which implies that

$$
\begin{align*}
\left\|A^{1 / 4}\left(u_{1}-u_{2}\right)\right\|_{L^{2}(\Omega)} & \leq\left\|A^{1 / 4}\left(p_{1}-p_{2}\right)\right\|_{L^{2}(\Omega)}+\left\|A^{1 / 4}\left(\phi\left(p_{1}\right)-\phi\left(p_{2}\right)\right)\right\|_{L^{2}(\Omega)} \\
& \leq(1+l)\left\|A^{1 / 4}\left(p_{1}-p_{2}\right)\right\|_{L^{2}(\Omega)} \tag{6.71}
\end{align*}
$$

Lemma 6.6. If $\boldsymbol{p}_{0} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$, then

$$
\begin{equation*}
\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{0}\right) \in \boldsymbol{Q}_{N} D\left(\boldsymbol{A}^{1 / 4}\right) \text { and }\left\|\boldsymbol{A}^{1 / 4}\left[\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{0}\right)\right]\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq b^{\prime} \tag{6.72}
\end{equation*}
$$

with $b^{\prime}=e^{-1 / 2} \mu_{1}^{-1} \lambda_{N+1}^{-1 / 2}<b\left(\right.$ for $\lambda_{N+1}^{1 / 2}$ sufficiently large $)$.

Proof. Suppose that $\boldsymbol{p}_{0} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$. From the definition of the mapping $\boldsymbol{T}$ it is clear that $\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{0}\right) \in \boldsymbol{Q}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$. Also, as a consequence of (6.22) and (6.69a),

$$
\begin{align*}
\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{T} \boldsymbol{\phi})\left(\boldsymbol{p}_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq & \int_{-\infty}^{0}\left\|\boldsymbol{A}^{1 / 4} e^{2 \mu_{1} \boldsymbol{A} \tau} \boldsymbol{Q}_{N} \boldsymbol{F}(\boldsymbol{p}(\tau)+\boldsymbol{\phi}(\boldsymbol{p}(\tau)))\right\|_{\boldsymbol{L}^{2}(\Omega)} d \tau \\
\leq & \left(2 \mu_{1}\right)^{1 / 2} \int_{-\infty}^{0}\left\{\left|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right|_{\mathcal{L}\left(\boldsymbol{Q}_{N}, \boldsymbol{H}_{p e r}\right)}\right. \\
& \left.\times\left\|\boldsymbol{A}^{-1 / 4} \boldsymbol{F}(\boldsymbol{p}(\tau)+\boldsymbol{\phi}(\tau))\right\|_{\boldsymbol{L}^{2}(\Omega)}\right\} d \tau \\
\leq & \left(2 \mu_{1}\right)^{1 / 2} M_{1} \int_{-\infty}^{0}\left|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right|_{\mathcal{L}\left(\boldsymbol{Q}_{N}, \boldsymbol{H}_{p e r}\right)} d \tau \tag{6.73}
\end{align*}
$$

However, as a direct consequence of [Te4], Lemma 3.2, Chap. VIII, we have the following result: Let $\delta \in R^{1}$, and $\tau<0$, and set $k_{2}(\delta)=\delta^{\delta} e^{-\delta}$ and

$$
k_{3}(\delta)= \begin{cases}1, & \text { if } \delta<0 \\ e^{-\delta}+\frac{k_{2}(\delta)}{1-\delta} \cdot \delta^{1-\delta}, & \text { if } 0 \leq \delta<1\end{cases}
$$

Then $\left\|\left(\boldsymbol{A} \boldsymbol{Q}_{N}\right)^{\delta} e^{\tau \boldsymbol{A} \boldsymbol{Q}_{N}}\right\|$ in $\mathcal{L}\left(\boldsymbol{Q}_{N}, \boldsymbol{H}_{\text {per }}\right)$ is bounded by

$$
\begin{cases}k_{2}(\delta)|\tau|^{-\delta}, & \text { if }-\delta / \lambda_{N+1} \leq \tau<0  \tag{6.74a}\\ \lambda_{N+1}^{\delta} e^{\tau \lambda_{N+1}}, & \text { if } \tau<-\delta /(N+1)\end{cases}
$$

and, moreover, if $\delta<1$,

$$
\begin{equation*}
\int_{-\infty}^{0}\left\|\left(\boldsymbol{A} \boldsymbol{Q}_{N}\right)^{\delta} e^{\tau \boldsymbol{A} \boldsymbol{Q}_{N}}\right\|_{\mathcal{L}\left(\boldsymbol{Q}_{N}, \boldsymbol{H}_{p e r}\right)} d \tau \leq k_{3}(\delta) \lambda_{N+1}^{\delta-1} \tag{6.74b}
\end{equation*}
$$

Applying (6.74b) with $\delta=\frac{1}{2}$ to the last estimate in (6.73), we have, by virtue of the definitions of $k_{2}(\delta), k_{3}(\delta)$,

$$
\begin{align*}
\left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{0}\right)\right)\right\|_{L^{2}(\Omega)} & \leq\left(2 \mu_{1}\right)^{-1 / 2} k_{3}\left(\frac{1}{2}\right)\left(2 \mu_{1} \lambda_{N+1}\right)^{-1 / 2} M_{1}  \tag{6.75}\\
& \leq e^{-1 / 2} \mu_{1}^{-1} M_{1} \lambda_{N+1}^{-1 / 2}
\end{align*}
$$

which completes the proof of (6.72) with $b^{\prime}=e^{-1 / 2} \mu_{1}^{-1} \lambda_{N+1}^{-1 / 2}$; note that $b^{\prime}<b$ for $\lambda_{N+1}$ sufficiently large.

Lemma 6.7. Assume that

$$
\begin{equation*}
\sigma_{N}=2 \mu_{1}\left(\lambda_{N+1}-\lambda_{N}\right)-M_{2}(1+l) \lambda_{N}^{1 / 2}>0 \tag{6.76}
\end{equation*}
$$

Then for $\boldsymbol{\phi} \in H_{b, l}$ and $\boldsymbol{p}_{01}, \boldsymbol{p}_{02} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$, we have

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{T} \phi\left(\boldsymbol{p}_{01}\right)-\boldsymbol{T} \phi\left(\boldsymbol{p}_{02}\right)\right)\right\|_{L^{2}(\Omega)} \leq l^{\prime}\left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{p}_{01}-\boldsymbol{p}_{02}\right)\right\|_{L^{2}(\Omega)}, \tag{6.77}
\end{equation*}
$$

where

$$
\begin{gather*}
l^{\prime}=M_{2}(1+l) \lambda_{N+1}^{-1 / 2}\left[\left(2 \mu_{1}\right)^{-1}+\left(2 \mu_{1}-r_{N} \xi_{N}\right)^{-1}\right] e^{-1 / 2} \exp \left(\frac{r_{N} \xi_{N}}{4 \mu_{1}}\right)  \tag{6.78a}\\
r_{n}=\lambda_{N} / \lambda_{N+1}  \tag{6.78b}\\
\xi_{N}=2 \mu_{1}+M_{2}(1+l) \lambda_{N}^{-1 / 2} \tag{6.78c}
\end{gather*}
$$

Proof. Let $\boldsymbol{\phi}$ be a fixed but arbitrary element in $H_{b, l}$ and $\boldsymbol{p}_{1}=\boldsymbol{p}_{1}(t), \boldsymbol{p}_{2}=\boldsymbol{p}_{2}(t)$ solutions of the initial-value problems

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d \boldsymbol{p}_{1}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{p}_{1}+\boldsymbol{P}_{N} \boldsymbol{F}\left(\boldsymbol{u}_{1}\right)=\mathbf{0} \\
\boldsymbol{p}_{1}(0)=\boldsymbol{p}_{01}
\end{array}\right.  \tag{6.79a}\\
& \left\{\begin{array}{l}
\frac{d \boldsymbol{p}_{2}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{p}_{2}+\boldsymbol{P}_{N} \boldsymbol{F}\left(\boldsymbol{u}_{2}\right)=\mathbf{0} \\
\boldsymbol{p}_{2}(0)=\boldsymbol{p}_{02}
\end{array}\right. \tag{6.79b}
\end{align*}
$$

where $\boldsymbol{u}_{i}=\boldsymbol{p}_{i}+\boldsymbol{\phi}\left(\boldsymbol{p}_{i}\right), i=1,2$. Setting $\hat{\boldsymbol{p}}(t)=\boldsymbol{p}_{1}(t)-\boldsymbol{p}_{2}(t)$, we have

$$
\left\{\begin{array}{l}
\frac{d \hat{\boldsymbol{p}}_{2}}{d t}+2 \mu_{1} \boldsymbol{A} \hat{\boldsymbol{p}}+\boldsymbol{P}_{N}\left(\boldsymbol{F}\left(\boldsymbol{u}_{1}\right)-\boldsymbol{F}\left(\boldsymbol{u}_{2}\right)\right)=\mathbf{0}  \tag{6.80}\\
\hat{\boldsymbol{p}}(0)=\boldsymbol{p}_{01}-\boldsymbol{p}_{02}
\end{array}\right.
$$

Taking the inner product of the equation for $\hat{\boldsymbol{p}}(t)$, above, with $\boldsymbol{A}^{1 / 2} \hat{\boldsymbol{p}}$, and applying Lemma 6.5 (specifically, (6.69b)), we obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}{ }^{2}+2 \mu_{1}\left\|\boldsymbol{A}^{3 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}{ }^{2} & \geq-\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{F}\left(\boldsymbol{u}_{1}\right)-\boldsymbol{F}\left(\boldsymbol{u}_{2}\right)\right)\right\|_{L^{2}(\Omega)}\left\|\boldsymbol{A}^{3 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)} \\
& \geq-M_{2}(1+l)\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)} \cdot\left\|\boldsymbol{A}^{3 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)} . \tag{6.81}
\end{align*}
$$

However,

$$
\left\|\boldsymbol{A}^{3 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}=\left\|\boldsymbol{A}^{1 / 2} \boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)} \leq \lambda_{N}^{1 / 2}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}
$$

SO

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)} \frac{d}{d t}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}+2 \mu_{1} \lambda_{N}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}_{N}\right\|_{L^{2}(\Omega)}^{2} \geq-M_{2}(1+l) \lambda_{N}^{1 / 2}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}{ }^{2} \tag{6.82}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d}{d t}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}+\left(2 \mu_{1} \lambda_{N}+M_{2}(1+l) \lambda_{N}^{1 / 2}\right)\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)} \geq 0 \tag{6.83}
\end{equation*}
$$

From (6.83) we easily deduce that, for $\tau \leq 0$,

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}(\tau)\right\|_{L^{2}(\Omega)} \leq\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}(0)\right\|_{L^{2}(\Omega)} \exp \left(-\tau\left[2 \mu_{1} \lambda_{N}+M_{2}(1+l) \lambda_{N}^{1 / 2}\right]\right) \tag{6.84}
\end{equation*}
$$

Next, using the Lipschitz condition relative to $\boldsymbol{F}(\boldsymbol{u})$, which is given by (6.3), we estimate as follows:

$$
\begin{align*}
& \left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{01}\right)-\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{02}\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \quad \leq \int_{-\infty}^{0}\left\|\boldsymbol{A}^{1 / 4} e^{2 \mu_{1} \boldsymbol{A} \tau} \boldsymbol{Q}_{N}\left(\boldsymbol{F}\left(\boldsymbol{u}_{1}\right)-\boldsymbol{F}\left(\boldsymbol{u}_{2}\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} d \tau \\
& \quad \leq\left(2 \mu_{1}\right)^{-1 / 2} \int_{-\infty}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\| \cdot\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{F}\left(\boldsymbol{u}_{1}\right)-\boldsymbol{F}\left(\boldsymbol{u}_{2}\right)\right)\right\|_{L^{2}(\Omega)} d \tau \\
& \quad \leq M_{2}(1+l)\left(2 \mu_{1}\right)^{-1 / 2} \int_{-\infty}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\| \cdot\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}(\tau)\right\|_{\boldsymbol{L}^{2}(\Omega)} d \tau \\
& \quad \leq M_{2}(1+l)\left(2 \mu_{1}\right)^{-1 / 2}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}(0)\right\|_{\boldsymbol{L}^{2}(\Omega)} \int_{-\infty}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\| e^{\tau \lambda_{N} \xi_{N}} d t \tag{6.85}
\end{align*}
$$

where $\xi_{N}=2 \mu_{1}+M_{2}(1+l) \lambda_{N}^{-1 / 2}$; for simplicity we have written $\left|\mid 2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}| |$ instead of $\left|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right|_{\mathcal{L}\left(\boldsymbol{Q}_{N}, \boldsymbol{H}_{\text {per }}\right)}$, and we have used (6.84), which is valid for $\tau \leq 0$. We now focus our attention on the integral

$$
\int_{-\infty}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\| e^{-\tau \lambda_{N} \xi_{N}} d \tau
$$

in the last estimate of (6.85). By virtue of the bounds for $\left\|\left(\boldsymbol{A} \boldsymbol{Q}_{N}\right)^{\delta} e^{\tau \boldsymbol{A} \boldsymbol{Q}_{N}}\right\|$ which are given by (6.74a) we have, first of all, that

$$
\begin{align*}
& \int_{-\infty}^{-1 /\left(4 \mu_{1} \lambda_{N+1}\right)}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\| e^{-\tau \lambda_{N} \xi_{N}} d \tau \\
& \quad \leq \int_{-\infty}^{-1 /\left(4 \mu_{1} \lambda_{N+1}\right)}\left(2 \mu_{1} \lambda_{N+1}\right)^{1 / 2} e^{2 \mu_{1} \tau \lambda_{N+1}} e^{-\tau \lambda_{N} \xi_{N}} d \tau \\
& \quad \leq \int_{-\infty}^{-1 /\left(4 \mu_{1} \lambda_{N+1}\right)}\left(2 \mu_{1} \lambda_{N+1}\right)^{1 / 2} e^{-\tau \sigma_{N}} d \tau  \tag{6.86}\\
& \quad \leq\left(2 \mu_{1} \lambda_{N+1}\right)^{1 / 2} \frac{1}{\sigma_{N}} \exp \left[-\frac{\sigma_{N}}{4 \mu_{1} \lambda_{N+1}}\right]
\end{align*}
$$

where $\sigma_{N}$ is given by (6.76), which is, in fact, equivalent to

$$
\begin{equation*}
\sigma_{N}=\lambda_{N+1}\left(2 \mu_{1}-r_{N} \xi_{N}\right), \quad r_{N}=\lambda_{N} / \lambda_{N+1} . \tag{6.87}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \left.\int_{-\infty}^{-1 /\left(4 \mu_{1} \lambda_{N+1}\right)} \| 2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau} \| e^{-\tau \lambda_{N} \xi_{N}} d \tau  \tag{6.88}\\
& \quad \leq\left(2 \mu_{1}\right)^{1 / 2} \lambda_{N+1}^{-1 / 2} e^{-1 / 2}\left(2 \mu_{1}-r_{N} \xi_{N}\right)^{-1} \exp \left(\frac{r_{N} \xi_{N}}{4 \mu_{1}}\right)
\end{align*}
$$

In a like fashion, we have, by again using the bounds for $\left\|\left(\boldsymbol{A} \boldsymbol{Q}_{N}\right)^{\delta} e^{\tau \boldsymbol{A} \boldsymbol{Q}_{N}}\right\|$ implied by (6.74a), the series of estimates

$$
\begin{align*}
& \int_{-1 /\left(4 \mu_{1} \lambda_{N+1}\right)}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\| e^{-\tau \lambda_{N} \xi_{N}} d \tau \\
& \quad \leq \int_{-1 /\left(4 \mu_{1} \lambda_{N+1}\right)}^{0} k_{2}\left(\frac{1}{2}\right)|\tau|^{-1 / 2} e^{-\tau \lambda_{N} \xi_{N}} d \tau  \tag{6.89}\\
& \quad \leq(2 e)^{-1 / 2} \exp \left(\frac{\lambda_{N} \xi_{N}}{4 \mu_{1} \lambda_{N+1}}\right) \int_{-1 /\left(4 \mu_{1} \lambda_{N+1}\right)}^{0}|\tau|^{-1 / 2} d \tau \\
& \quad=\left(2 \mu_{1}\right)^{-1 / 2} e^{-1 / 2} \lambda_{N+1}^{-1 / 2} \exp \left(\frac{r_{N} \xi_{N}}{4 \mu_{1}}\right) .
\end{align*}
$$

Combining (6.88) with the last estimate in (6.89), we are led to the bound

$$
\begin{align*}
& \int_{-\infty}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\| e^{-\tau \lambda_{N} \xi_{N}} d \tau  \tag{6.90}\\
& \quad \leq\left[\left(2 \mu_{1}\right)^{1 / 2}\left(2 \mu_{1}-r_{N} \xi_{N}\right)^{-1}+\left(2 \mu_{1}\right)^{-1 / 2}\right] \lambda_{N+1}^{-1 / 2} e^{-1 / 2} \exp \left(\frac{r_{N} \xi_{N}}{4 \mu_{1}}\right)
\end{align*}
$$

which, in conjunction with the last estimate in (6.85), i.e.,

$$
\begin{aligned}
& \| \boldsymbol{A}^{1 / 4}\left(\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{01}\right)-\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{02}\right) \|_{\boldsymbol{L}^{2}(\Omega)}\right. \\
\leq & M_{2}(1+l)\left(2 \mu_{1}\right)^{-1 / 2}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}(0)\right\|_{L^{2}(\Omega)} \int_{-\infty}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\| e^{-\tau \lambda_{N} \xi_{N}} d \tau
\end{aligned}
$$

serves to establish (6.77) with $l^{\prime}$ given in (6.78a,b,c).
Remarks. As a direct consequence of Lemma 6.7 it follows that $\boldsymbol{T} \boldsymbol{\phi}$, as defined by (6.22), belongs to the space $H_{b, l^{\prime}}$.

Our last result in the current sequence is
Lemma 6.8. Suppose that $\sigma_{N}>0$, with $\sigma_{N}$ defined by (6.76). Then for $\boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2} \in$ $H_{b, l}$ and $\boldsymbol{p}_{0} \in \boldsymbol{P}_{N}\left(D\left(\boldsymbol{A}^{1 / 4}\right)\right)$ we have

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{T} \phi_{1}\left(\boldsymbol{p}_{0}\right)-\boldsymbol{T} \boldsymbol{\phi}_{2}\left(\boldsymbol{p}_{0}\right)\right)\right\|_{L^{2}(\Omega)} \leq L\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*} \tag{6.91}
\end{equation*}
$$

with $L=\frac{M_{2}}{2 \mu_{1}}\left(2 e^{-1 / 2} \lambda_{N+1}^{-1 / 2}-\lambda_{N}^{-1 / 2} l^{\prime}\right)$ and $\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*}$ given by (6.12).
Proof. We begin by setting

$$
\begin{equation*}
\boldsymbol{p}_{i}=\boldsymbol{p}\left(t, \boldsymbol{\phi}_{i}, \boldsymbol{p}_{0}\right), \quad \boldsymbol{u}_{i}=\boldsymbol{p}_{i}+\boldsymbol{\phi}_{i}\left(\boldsymbol{p}_{i}\right) \tag{6.92}
\end{equation*}
$$

for $i=1,2$ and $\hat{\boldsymbol{p}}=\boldsymbol{p}_{1}-\boldsymbol{p}_{2}$. For $\hat{\boldsymbol{p}}(t)$ the initial-value problem (6.80) is again applicable and, thus, so is the first estimate in (6.81). However, if we once again make use of Lemma 6.5, i.e., of (6.70b), as well as (6.71), we have

$$
\begin{align*}
& \left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{F}\left(\boldsymbol{u}_{1}\right)-\boldsymbol{F}\left(\boldsymbol{u}_{2}\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M_{2}\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}_{1}-\boldsymbol{A}^{1 / 4} \boldsymbol{u}_{2}\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq M_{2}\left(\left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{p}_{1}-\boldsymbol{p}_{2}\right)\right\|_{L^{2}(\Omega)}+\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}_{1}\left(\boldsymbol{p}_{1}\right)-\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}_{2}\left(\boldsymbol{p}_{2}\right)\right\|_{L^{2}(\Omega)}\right) \\
& \leq M_{2}\left(\left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{p}_{1}-\boldsymbol{p}_{2}\right)\right\|_{L^{2}(\Omega)}+\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}_{1}\left(\boldsymbol{p}_{1}\right)-\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}_{1}\left(\boldsymbol{p}_{1}\right)\right\|_{L^{2}(\Omega)}\right. \\
& \left.+\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}_{1}\left(\boldsymbol{p}_{2}\right)-\boldsymbol{A}^{1 / 4} \boldsymbol{\phi}_{2}\left(\boldsymbol{p}_{2}\right)\right\|_{L^{2}(\Omega)}\right) \\
& \leq M_{2}\left[(1+l)\left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{p}_{1}-\boldsymbol{p}_{2}\right)\right\|_{L^{2}(\Omega)}+\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*}\right] \\
& =M_{2}\left[(1+l)\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}+\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*}\right] \tag{6.93}
\end{align*}
$$

where $\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*}$ is given by (6.12).

Using, once more, the elementary estimate

$$
\left\|\boldsymbol{A}^{3 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}=\left\|\boldsymbol{A}^{1 / 2} \boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)} \leq \lambda_{N}^{1 / 2}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}
$$

we can now combine the first estimate in (6.81) and the last estimate in (6.93) to produce the differential inequality

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \lambda_{N}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}^{2} \\
& \quad \geq-M_{2}(1+l) \lambda_{N}^{1 / 2}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}^{2}-M_{2} \lambda_{N}^{1 / 2}\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)} \tag{6.94}
\end{align*}
$$

From (6.94) we easily obtain

$$
\begin{equation*}
\frac{d}{d t}\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)}+\left(2 \mu_{1} \lambda_{N}+M_{2}(1+l) \lambda_{N}^{1 / 2}\right)\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}\right\|_{L^{2}(\Omega)} \geq-M_{2} \lambda_{N}^{1 / 2}\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*} \tag{6.95}
\end{equation*}
$$

However, $\hat{\boldsymbol{p}}(0)=0$; so integration of (6.95) from zero to $\tau<0$ yields the estimate

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}(\tau)\right\|_{L^{2}(\Omega)} \leq M_{2} \lambda_{N}^{1 / 2}\left(\xi_{N} \lambda_{N}\right)^{-1}\left(\exp \left(-\xi_{N} \lambda_{N} \tau\right)-1\right)\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*} \tag{6.96}
\end{equation*}
$$

where $\xi_{N}=2 \mu_{1}+M_{2}(1+l) \lambda_{N}^{-1 / 2}$. From (6.93) and (6.95) we now deduce the following sequence of estimates (using, once more, the explicit representation of $\boldsymbol{T}$ given by (6.22)):

$$
\begin{aligned}
& \left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{T} \boldsymbol{\phi}_{1}\left(\boldsymbol{p}_{0}\right)-\boldsymbol{T} \boldsymbol{\phi}\left(\boldsymbol{p}_{0}\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq \int_{-\infty}^{0}\left\|\boldsymbol{A}^{1 / 4} e^{2 \mu_{1} \boldsymbol{A} \tau} \boldsymbol{Q}_{N}\left(\boldsymbol{F}\left(\boldsymbol{u}_{1}\right)-\boldsymbol{F}\left(\boldsymbol{u}_{2}\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} d \tau \\
& \left.\leq\left(2 \mu_{1}\right)^{-1 / 2} \int_{-\infty}^{0} \| 2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\|\cdot\| \boldsymbol{A}^{-1 / 4}\left(\boldsymbol{F}\left(\boldsymbol{u}_{1}\right)-\boldsymbol{F}\left(\boldsymbol{u}_{2}\right)\right) \|_{\boldsymbol{L}^{2}(\Omega)} d \tau \\
& \leq\left(2 \mu_{1}\right)^{-1 / 2} M_{2} \int_{-\infty}^{0}\left\{\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\|\right. \\
& \left.\quad \times\left[(1+l)\left\|\boldsymbol{A}^{1 / 4} \hat{\boldsymbol{p}}(t)\right\|_{\boldsymbol{L}^{2}(\Omega)}+\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*}\right]\right\} d \tau \\
& \leq\left(2 \mu_{1}\right)^{-1 / 2} M_{2}\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*} \\
& \quad \times \int_{-\infty}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\|\left[1+(1+l) \frac{M_{2}}{2 \mu_{1}} \lambda_{N}^{-1 / 2} e^{-\tau \lambda_{N} \xi_{N}}\right] d \tau
\end{aligned}
$$

$$
\begin{aligned}
\leq & \left(2 \mu_{1}\right)^{-1 / 2} \boldsymbol{M}_{2}\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*} \\
\times & {\left[\int_{-\infty}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\| d \tau\right.} \\
& \left.+\int_{-\infty}^{0}\left\|\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{Q}_{N}\right)^{1 / 2} e^{2 \mu_{1} \boldsymbol{A} \tau}\right\|(1+l) \frac{M_{2}}{2 \mu_{1}} \lambda_{N}^{-1 / 2} e^{-\tau \lambda_{N} \xi_{N}} d \tau\right] .
\end{aligned}
$$

Applying (6.90) and the bounds for $\left\|\left(\boldsymbol{A} \boldsymbol{Q}_{N}\right)^{\delta} e^{\tau \boldsymbol{A} \boldsymbol{Q}_{N}}\right\|$ expressed by (6.74a), to the last estimate above, we deduce that

$$
\begin{align*}
& \left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{T} \boldsymbol{\phi}_{1}\left(\boldsymbol{p}_{0}\right)-\boldsymbol{T} \boldsymbol{\phi}_{2}\left(\boldsymbol{p}_{0}\right)\right)\right\|_{L^{2}(\Omega)} \\
& \leq\left(2 \mu_{1}\right)^{-1 / 2} M_{2}\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*} \\
& \quad \times\left[2 e^{-1 / 2}\left(2 \mu_{1}\right)^{-1 / 2} \lambda_{N+1}^{-1 / 2}+\left(\left(2 \mu_{1}\right)^{1 / 2}\left(2 \mu_{1}-\lambda_{N} \xi_{N}\right)^{-1}\right.\right.  \tag{6.97}\\
& \left.\left.\quad+\left(2 \mu_{1}^{-1 / 2}\right)\right) e^{-1 / 2} \lambda_{N+1}^{-1 / 2} e^{r_{N} \xi_{N} /\left(4 \mu_{1}\right)}\right]
\end{align*}
$$

or

$$
\begin{align*}
& \left\|\boldsymbol{A}^{1 / 4}\left(\boldsymbol{T} \boldsymbol{\phi}_{1}\left(\boldsymbol{p}_{0}\right)-\boldsymbol{T} \boldsymbol{\phi}_{2}\left(\boldsymbol{p}_{0}\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \quad \leq \frac{M_{2}}{2 \mu_{1}}\left(2 e^{-1 / 2} \lambda_{N+1}^{-1 / 2}+\lambda_{N} l^{\prime}\right)\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*}  \tag{6.98}\\
& \quad=L\left\|\boldsymbol{\phi}_{1}-\boldsymbol{\phi}_{2}\right\|_{*}
\end{align*}
$$

where

$$
L=\frac{M_{2}}{2 \mu_{1}}\left(2 e^{-1 / 2} \lambda_{N+1}^{-1 / 2}+\lambda_{N}^{-1 / 2} l^{\prime}\right)
$$

and $l^{\prime}$ is given by (6.78a).
With Lemmas 6.4-6.8 in hand, we are now ready to state and prove the main result of this subsection, namely, that the map $\boldsymbol{T}$, as defined by (6.22), satisfies $\boldsymbol{T}: H_{b, l} \xrightarrow{\text { into }} H_{b, l}$ and is, in fact, a strict contraction on $H_{b, l}$.
Theorem 6.3. Let $H_{b, l}$ be the space of Lipschitz maps $\boldsymbol{\phi}: \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right) \rightarrow$ $\boldsymbol{Q}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$ that satisfy $(6.10 \mathrm{a}, \mathrm{b})$ and $(6.11)$, where $b>0, l>0$. Define the mapping $\boldsymbol{T}$ by (6.22) with $\boldsymbol{\phi} \in H_{b, l}, \boldsymbol{p}_{0} \in \boldsymbol{P}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$ and where $\boldsymbol{q}\left(0 ; \boldsymbol{\phi}, \boldsymbol{p}_{0}\right) \in$ $\boldsymbol{Q}_{N} D\left(\boldsymbol{A}^{1 / 4}\right)$ is the value at $t=0$ of the unique continuous solution of (6.19) and $\boldsymbol{p}(t)$ is the unique solution of the initial-value problem (6.14). Then $\exists$ constants $k_{1}>0, k_{2}>0$ such that if
(i) $\lambda_{N+1}^{1 / 2}-\lambda_{N}^{1 / 2} \geq k_{1} / 2 \mu_{1}$ (Spectral Gap Condition),
(ii) $\lambda_{N}^{1 / 2} \geq k_{2} / 2 \mu_{1}$,
then $\boldsymbol{T}: H_{b, l} \xrightarrow{\text { into }} H_{b, l}$ and is a strict contraction on $H_{b, l}$.
Proof. Choose $l$ so that $0<l<1$. We will show that if conditions (i) and (ii) of the theorem are satisfied with

$$
\begin{equation*}
k_{1}=2 M_{2}(1+l) l^{-1}, \quad k_{2}=2 M_{2}\left(2 e^{-1 / 2}+l\right) \tag{6.99}
\end{equation*}
$$

( $M_{2}>0$ the constant in (6.70b)) then $\sigma_{N}>0\left(\sigma_{N}\right.$ given by (6.76)), $l^{\prime}$ as defined by (6.78a,b,c) satisfies $l^{\prime}<l$, and $L \leq \frac{1}{2}(L>0$ the constant appearing in (6.91)). It will then follow directly from (6.91) that $\boldsymbol{T}$ is a strict contraction on $H_{b, l}$. We note that the positivity of $\sigma_{N}$ will enable us to deduce that the estimate (6.98) is valid while $l^{\prime}<l$, coupled with (6.77), yields the fact that $\boldsymbol{T} \boldsymbol{\phi} \in H_{b, l}$ if $\boldsymbol{\phi} \in H_{b, l}$. We begin with the sign of $\sigma_{N}$ and note the inequality

$$
\sigma_{N}=2 \mu_{1}\left(\lambda_{N+1}-\lambda_{N}\right)-M_{2}(1+l) \lambda_{N}^{1 / 2}>0
$$

is equivalent to the statement that

$$
\begin{equation*}
2 \mu_{1}-r_{N} \xi_{N}>0 \tag{6.100}
\end{equation*}
$$

where $r_{N}$ and $\xi_{N}$ are given, respectively, by (6.78a,b,c). If (6.100) holds, however, then

$$
\begin{align*}
l^{\prime} & =M_{2}(1+l) \lambda_{N+1}^{-1 / 2}\left[\left(2 \mu_{1}^{-1}+\left(2 \mu_{1}-r_{N} \xi_{N}\right)^{-1}\right] e^{-1 / 2} e^{r_{N} \xi_{N} /\left(4 \mu_{1}\right)}\right. \\
& \leq M_{2}(1+l) \lambda_{N+1}^{-1 / 2}\left[\left(2 \mu_{1}\right)^{-1}+\left(2 \mu_{1}-r_{N} \xi_{N}\right)^{-1}\right] \tag{6.101}
\end{align*}
$$

in which case, to deduce that $l^{\prime}<l$, it suffices to show that

$$
\begin{equation*}
\left(2 \mu_{1}\right)^{-1} M_{2}(1+l) \lambda_{N+1}^{-1 / 2}<l / 2 \tag{6.102a}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{2}(1+l) \lambda_{N+1}^{-1 / 2} \leq \frac{1}{2} l\left(2 \mu_{1}-r_{N} \xi_{N}\right) \tag{6.102b}
\end{equation*}
$$

Now, (6.102a) can be written in the form

$$
\begin{equation*}
\left(2 \mu_{1}\right)^{-1} k_{1} \leq \lambda_{N+1}^{1 / 2}, \quad k_{1}=2 M_{2}(1+l) l^{-1} \tag{6.103}
\end{equation*}
$$

and if (6.103) holds then (6.102b) can be written as

$$
k_{1} \lambda_{N+1}^{-1 / 2} \leq 2 \mu_{1}-r_{N} \xi_{N}
$$

or, equivalently, as

$$
\begin{equation*}
k_{1} \lambda_{N+1}^{-1 / 2}-2 \mu_{1}+2 \mu_{1} r_{N}+M_{2}(1+l) \lambda_{N+1}^{-1 / 2} r_{N}^{1 / 2} \leq 0 \tag{6.104}
\end{equation*}
$$

Assuming that condition (i) of the theorem holds or, equivalently, that

$$
\begin{equation*}
2 \mu_{1} r_{N}^{1 / 2}+k_{1} \lambda_{N+1}^{-1 / 2} \leq 2 \mu_{1} \tag{6.105}
\end{equation*}
$$

we find that (6.104) is valid, i.e.,

$$
\begin{align*}
& k_{1} \lambda_{N+1}^{-1 / 2}-2 \mu_{1}+2 \mu_{1} r_{N}+M_{2}(1+l) \lambda_{N+1}^{-1 / 2} r_{N}^{1 / 2} \\
& \quad \leq k_{1} \lambda_{N+1}^{-1 / 2}-2 \mu_{1}+2 \mu_{1} r_{N}+k_{1} \lambda_{N+1}^{-1 / 2} r_{N}^{1 / 2}  \tag{6.106}\\
& \quad \leq k_{1} \lambda_{N+1}^{-1 / 2}-2 \mu_{1}+2 \mu_{1} r_{N}^{1 / 2} \leq 0 .
\end{align*}
$$

However, it is easily seen that both (6.100) and (6.103) are direct consequences of the spectral gap condition as expressed by hypothesis (i) of the Theorem 6.3; thus, if this condition holds then both $\sigma_{N}>0$ and $l^{\prime}<l$. Denoting the spectral gap condition expressed by condition (i) of the theorem as SGC, the precise consequence of the steps delineated above may be ordered as follows:
(a) $\mathrm{SGC} \Rightarrow(6.100) \Rightarrow l^{\prime}<l$ if $(6.102 \mathrm{a}, \mathrm{b})$ hold,
(b) $\mathrm{SGC} \Rightarrow(6.103) \Leftrightarrow(6.102 \mathrm{a})$,
(c) $\mathrm{SGC} \Leftrightarrow(6.105) \Rightarrow(6.104) \Leftrightarrow(6.102 \mathrm{~b})$.

Finally, in order to show that $L<1$, so that $\boldsymbol{T}$ is, by virtue of the estimate (6.98), a contraction map on the complete metric space $H_{b, l}$, it suffices to demonstrate that

$$
\begin{equation*}
L=\frac{M_{2}}{2 \mu_{1}}\left(2 e^{-1 / 2} \lambda_{N+1}^{-1 / 2}+\lambda_{N}^{-1 / 2} l^{\prime}\right)<\frac{1}{2} . \tag{6.107}
\end{equation*}
$$

Since $l^{\prime}<l$, however, and $\lambda_{N+1}^{1 / 2} \geq \lambda_{N}^{1 / 2}$,

$$
\begin{equation*}
L<\frac{M_{2}}{2 \mu_{1}}\left(2 e^{-1 / 2}+l\right) \lambda_{N}^{-1 / 2}<\frac{1}{2} \tag{6.108}
\end{equation*}
$$

by virtue of the hypothesis (ii) of the theorem and the explicit form of $k_{2}$ as given in (6.99).

Remarks. The validity of the spectral gap condition (SGC) with respect to the operator $\boldsymbol{A}$, as defined by (5.349)-(5.351), where $\Omega=[0, L]^{n}, L>0, n=2,3$, and $V_{p e r}(\Omega)$ is given by (5.348), is considered in Appendix C. It is, in fact, proven in C that condition (i) of Theorem 6.3 (the SGC) is satisfied for the bipolar problem in $\operatorname{dim} n=2$, for arbitrary $\mu_{1}>0$, if $N$ is sufficiently large; in $\operatorname{dim} n=3$, however, SGC is satisfied only for $\mu_{1}$ sufficiently large.

As a direct consequence of Theorem 6.3, namely, that the mapping $\boldsymbol{T}$ is a contraction map of the complete metric space $H_{b, l}$ into itself, it follows that $\boldsymbol{T}$ has a fixed point $\boldsymbol{\phi}^{*} \in H_{b, l}$. From the analysis in Sect. 6.2.5 it follows that $\mathcal{M}=\operatorname{graph} \boldsymbol{\phi}^{*}$ is a finite-dimensional Lipschitz manifold and it is a simple exercise to show directly that $\mathcal{M}$ is invariant under the action of the solution operator $\boldsymbol{S}_{\mu_{1}}$, i.e., $\boldsymbol{S}_{\mu_{1}}(t) \mathcal{M} \subset \mathcal{M}$. In the following subsection, therefore, we need only prove that $\boldsymbol{\mathcal { M }}$ attracts, exponentially, all orbits of the modified initial-value problem (6.9), (5.361b).

### 6.2.6 Existence of the Inertial Manifold $\mathcal{M}$

To complete the proof of the existence of an inertial manifold $\mathcal{M}$, for the bipolar viscous fluid flow problem governed by (5.2a,b), (5.3a), (5.4), we set $\mathcal{M}=$ graph $\boldsymbol{\phi}^{*}, \boldsymbol{\phi}^{*}$ the unique fixed point of $\boldsymbol{T}$ in $H_{b, l}$, and show that $\exists t_{0}>0$ such that, for $t \geq t_{0}$ and $\boldsymbol{u}_{0} \in D\left(\boldsymbol{A}^{1 / 4}\right)$, all orbits of the intial-value problem (6.9), (5.361b) are attracted exponentially by $\boldsymbol{\mathcal { M }}$. We have, in fact, the following specific result:
Theorem 6.4. Let $\boldsymbol{\mathcal { M }}=\operatorname{graph} \boldsymbol{\phi}^{*}$, where $\boldsymbol{\phi}^{*} \in H_{b, l}$ is the unique fixed point of $\boldsymbol{T}$ in $H_{b, l}$ whose existence is guaranteed by Theorem 6.3 and the completeness of the space $H_{b, l}$ with respect to the norm specified in (6.12). Then $\exists t_{0}>0$ such that for $\boldsymbol{u}_{0} \in D\left(\boldsymbol{A}^{1 / 4}\right)$ and $t \geq t_{0}$

$$
\begin{equation*}
d\left(\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) \leq \exp \left(\frac{-t}{2 t_{0}} \ln 2\right) d\left(\boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) \tag{6.109}
\end{equation*}
$$

Proof. We begin by noting that it is a straightforward matter to establish a squeezing property for orbits of the modified problem (6.9), (5.361b) which is entirely analogous to the one proven in Theorem 6.3 for the initial-value problem $(5.361 \mathrm{a}, \mathrm{b})$; more specifically, for solutions $\boldsymbol{u}(t), \boldsymbol{v}(t)$ of (6.9), (5.361b) satisfying (6.5), for some $M>0$, if we are given $\gamma>0$, then for any $t \in[0, T]$ and every $N, \exists \bar{c}_{i}, i=1,2$ such that either (6.6) holds or (6.7) does (with $\bar{c}_{i}$ replacing $c_{i}, i=1,2$ ). For the orbits of (6.9), (5.361b) satisfying (6.5), for some $M>0$, (6.52) will also hold, with $C_{M}$ replaced by some $\bar{C}_{M}>0$ for $t \in[0, T]$; thus, setting

$$
\begin{equation*}
t_{0}=\min \left(\frac{\mu_{1} \ln 2}{\bar{C}_{M}^{2}}, \frac{T}{2}\right) \tag{6.110}
\end{equation*}
$$

we obtain, from this modified version of (6.52), the estimate

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{L^{2}(\Omega)} \leq 2\left\|\boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(0)-\boldsymbol{v}(0))\right\|_{L^{2}(\Omega)}, \quad t<2 t_{0} . \tag{6.111}
\end{equation*}
$$

If we set $\gamma=\frac{1}{8}$ and choose $N>N_{0}$, where $N_{0}$ satisfies

$$
\begin{equation*}
\lambda_{N_{0}+1} \geq\left(\bar{c}_{1} \mu_{1} t_{0}\right)^{-1} \ln \left(2 \bar{c}_{2}\right) \tag{6.112}
\end{equation*}
$$

then from the modified forms of (6.6), (6.7) we will have either

$$
\begin{equation*}
\left\|\boldsymbol{Q}_{N} \boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq \frac{1}{8}\left\|\boldsymbol{P}_{N} \boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{\boldsymbol{L}^{2}(\Omega)} \tag{6.113}
\end{equation*}
$$

or

$$
\begin{equation*}
\left\|\boldsymbol{A}^{-1 / 4}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{L^{2}(\Omega)} \leq \frac{1}{2}\left\|A^{-1 / 4}(\boldsymbol{u}(0)-\boldsymbol{v}(0))\right\|_{L^{2}(\Omega)} \tag{6.114}
\end{equation*}
$$

where $\boldsymbol{u}_{0}, \boldsymbol{v}_{0} \in D\left(\boldsymbol{A}^{1 / 4}\right),\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}(0)\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M,\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{v}(0)\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq M$, and $t_{0} \leq t \leq 2 t_{0}$.

We now denote the distance between any point $\boldsymbol{w}$ in the absorbing ball $B_{r_{2}}$ in $D\left(\boldsymbol{A}^{1 / 4}\right)$ and the manifold $\boldsymbol{\mathcal { M }}$ by

$$
\begin{equation*}
d(\boldsymbol{w}, \mathcal{M})=\inf _{v \in \mathcal{M}}\left\{\| \boldsymbol{A}^{-1 / 4}\left(\boldsymbol{w}-\boldsymbol{v} \|_{L^{2}(\Omega)}\right\}\right. \tag{6.115}
\end{equation*}
$$

To show that $\boldsymbol{\mathcal { M }}$ attracts all orbits of the modified intial-value problem (6.9), (5.361b) exponentially, it suffices to prove that $\mathcal{M}$ attracts, exponentially, all orbits contained in the absorbing ball $B_{r_{2}}$, i.e., all orbits $\boldsymbol{u}(t)$ such that $\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{u}(t)\right\|_{L^{2}(\Omega)} \leq$ $r_{2}, t \in[0, \infty)$. Therefore, let $\boldsymbol{v}(0)=\boldsymbol{v}_{0} \in \mathcal{M}, \boldsymbol{v}_{0}=\boldsymbol{P}_{N} \boldsymbol{v}_{0}+\boldsymbol{\phi}\left(\boldsymbol{P}_{N} \boldsymbol{v}_{0}\right)$, be such that

$$
\begin{equation*}
\left.\operatorname{dist}(\boldsymbol{u}(0), \mathcal{M})=\| \boldsymbol{A}^{-1 / 4} \boldsymbol{u}(0)-\boldsymbol{v}(0)\right) \|_{L^{2}(\Omega)} \tag{6.116}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
\left\|\boldsymbol{P}_{N} \boldsymbol{A}^{1 / 4} \boldsymbol{v}(0)\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq r_{2} \tag{6.117}
\end{equation*}
$$

so that, with $b>0$,

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{v}(0)\right\|_{L^{2}(\Omega)} \leq r_{2}+b \tag{6.118}
\end{equation*}
$$

in which case, for $t \geq 0$,

$$
\begin{equation*}
\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{v}(t)\right\|_{L^{2}(\Omega)}=\left\|\boldsymbol{A}^{1 / 4} \boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}(0)\right\|_{L^{2}(\Omega)} \leq r_{2}+b, \quad \forall t \geq 0 \tag{6.119}
\end{equation*}
$$

Choosing $M$ (in the statement of the squeezing property for the orbits of (6.9), (5.361b)) to be $M=r_{2}+b$, we apply the estimates recorded in (6.113), (6.114) to $\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}$ and $\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{v}_{0}$, with $t_{0} \leq t_{1} \leq 2 t_{0}$ : if (6.114) applies, then

$$
\begin{align*}
d\left(\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) & \leq\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}-\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{v}_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq \frac{1}{2}\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{u}_{0}-\boldsymbol{v}_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}=\frac{1}{2} d\left(\boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) . \tag{6.120}
\end{align*}
$$

On the other hand, if (6.113) holds, then we have the following sequence of estimates:

$$
\begin{align*}
& d\left(\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) \\
& \quad \leq\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}-\left(\boldsymbol{P}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{v}_{0}+\boldsymbol{\phi}\left(\boldsymbol{P}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{v}_{0}\right)\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \quad \leq\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{Q}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}-\boldsymbol{\phi}\left(\boldsymbol{P}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{v}_{0}\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \quad \leq\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{Q}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}-\boldsymbol{Q}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{v}_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}  \tag{6.121}\\
& \quad \leq\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{\phi}\left(\boldsymbol{P}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}-\boldsymbol{\phi}\left(\boldsymbol{P}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{v}_{0}\right)\right)\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \quad \leq\left(l+\frac{1}{8}\right)\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{P}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}-\boldsymbol{P}_{N} \boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{v}_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}
\end{align*}
$$

Taking $l=\frac{1}{8}$ in the last estimate, we find that

$$
\begin{align*}
d\left(\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) & \leq \frac{1}{4}\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{u}_{0}-\boldsymbol{S}_{\mu_{1}}\left(t_{1}\right) \boldsymbol{v}_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}  \tag{6.122}\\
& \leq \frac{1}{4} \cdot 2\left\|\boldsymbol{A}^{-1 / 4}\left(\boldsymbol{u}_{0}-\boldsymbol{v}_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq \frac{1}{2} d\left(\boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right)
\end{align*}
$$

for $t_{0} \leq t_{1} \leq 2 t_{0}$. Iterating upon the procedure delineated above we have, therefore, for $t_{0} \leq t_{1} \leq 2 t_{0}$,

$$
\begin{equation*}
d\left(\boldsymbol{S}_{\mu_{1}}\left(n t_{1}\right) \boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) \leq\left(\frac{1}{2}\right)^{n} d\left(\boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) \rightarrow 0 \tag{6.123}
\end{equation*}
$$

as $n \rightarrow \infty$. For arbitrary $t \geq t_{0}$ we may write $t=n t_{1}$ for some $t_{1}, t_{0} \leq t_{1} \leq 2 t_{0}$, in which case

$$
\begin{align*}
d\left(\boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) & \leq\left(\frac{1}{2}\right)^{n} d\left(\boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right) \\
& \leq \exp \left(-\frac{t}{t_{1}} \ln 2\right) d\left(\boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right)  \tag{6.124}\\
& \leq \exp \left(-\frac{t}{2 t_{0}} \ln 2\right) d\left(\boldsymbol{u}_{0}, \boldsymbol{\mathcal { M }}\right)
\end{align*}
$$

thus establishing the required exponential convergence of orbits of the modified initial-value problem (6.9), (5.361b) and, hence, of the original problem (5.361a,b), to the manifold $\boldsymbol{\mathcal { M }}$ that is generated as the graph of the unique fixed point of $\boldsymbol{T}$. The proof of the existence of an inertial manifold for the space-periodic version of the nonlinear, incompressible, bipolar viscous model is now complete.

### 6.3 The $L^{\mathbf{2}}$ Squeezing Property for Bipolar Viscous Fluids

### 6.3.1 Introduction

In Sect. 6.2 we established, in conjunction with the proof of the existence of an inertial manifold for the incompressible bipolar viscous fluid satisfying periodic boundary conditions, i.e., for (5.2a,b), (5.3b), (5.4), a squeezing property for orbits; the abstract formulation of the problem assumes the form $(5.361 \mathrm{a}, \mathrm{b})$, where $\boldsymbol{A}$ is the linear, positive self-adjoint operator defined by (5.350), (5.351), with $a(\boldsymbol{u}, \boldsymbol{v})$ given by (5.349), while $\boldsymbol{R}(\boldsymbol{u})$ is defined by (5.360), with $\boldsymbol{A}_{p} \boldsymbol{u}$ and $\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})$ given, respectively, by (5.358), (5.359). The precise statement of this squeezing property for the orbits of the problem $(5.361 \mathrm{a}, \mathrm{b})$ is, essentially, the content of Theorem 6.2; this result holds in both dimensions $n=2$, 3 , when $1<p \leq 2$, and says that provided two solutions $\boldsymbol{u}(t), \boldsymbol{v}(t)$ of (5.361a,b), satisfying initial conditions $\boldsymbol{u}(0)=\boldsymbol{u}_{0}, \boldsymbol{v}(0)=\boldsymbol{v}_{0}$, obey (5.39) for some $M>0$, either (6.6) or (6.7) must hold.

Although it is the squeezing property represented by (6.6), (6.7) which is naturally adopted to establishing the existence of the inertial manifold $\mathcal{M}$ in 6.2, it is of interest to inquire as to whether or not a more basic, i.e., $\boldsymbol{L}^{2}$ form of the squeezing property holds with respect to the orbits of the incompressible bipolar problem (5.2a,b), (5.3b), (5.4); this question will be answered in the affirmative in this section. In particular, if for $\boldsymbol{u} \in D(\boldsymbol{A})$ we set

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{V}}=(\boldsymbol{A} \boldsymbol{u}, \boldsymbol{u})_{\boldsymbol{L}^{2}(\Omega)}^{1 / 2} \tag{6.125}
\end{equation*}
$$

then it will be shown that for solutions $\boldsymbol{u}(t), \boldsymbol{v}(t)$ of $(5.361 \mathrm{a}, \mathrm{b})$ such that $\|\boldsymbol{u}\|_{V} \leq M$, $\|\boldsymbol{v}\|_{V} \leq M$, for some $M>0, \exists \bar{c}_{i}>0, i=1,2$, depending only on $M, T, \boldsymbol{f}, \mu_{0}$, $\mu_{1}, \epsilon$, and $\Omega$ such that for every $N$, and all $t \in[0, T]$, either

$$
\begin{equation*}
\left\|\boldsymbol{Q}_{N}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq\left\|\boldsymbol{P}_{N}(\boldsymbol{u}(t)-\boldsymbol{v}(t))\right\|_{L^{2}(\Omega)} \tag{6.126}
\end{equation*}
$$

or

$$
\begin{equation*}
\|\boldsymbol{u}(t)-\boldsymbol{v}(t)\|_{\boldsymbol{L}^{2}(\Omega)}{ }^{2} \leq \bar{c}_{1} e^{-\bar{c}_{2} \mu_{1} \lambda_{N+1} t}\|\boldsymbol{u}(0)-\boldsymbol{v}(0)\|_{\boldsymbol{L}^{2}(\Omega)}{ }^{2} \tag{6.127}
\end{equation*}
$$

where $\boldsymbol{P}_{N}$ is the projection operator defined in Sect. 6.2.2 and $\boldsymbol{Q}_{N}=\boldsymbol{I}-\boldsymbol{P}_{N}$. The proof of this $\boldsymbol{L}^{2}$ squeezing property hinges on a more careful study of the nonlinear viscosity term, embodied in the nonlinear operator $\boldsymbol{A}_{p}$ defined by (5.358), than that which was required in Sect. 6.2 and will proceed via a series of lemmas.

### 6.3.2 An Estimate for Nonlinear Viscosity

Our goal in this subsection is to derive (what will turn out to be) a suitable estimate for the $L^{2}(\Omega)$ norm of the difference $\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})$, where $\boldsymbol{A}_{p}$ is the nonlinear operator given by (5.358), $\boldsymbol{u}, \boldsymbol{v}$ satisfy $\boldsymbol{u} \in \boldsymbol{H}^{2}(\Omega), \boldsymbol{v} \in \boldsymbol{H}^{3}(\Omega)$, respectively, and $1<p \leq 2$.
Lemma 6.9. For $\boldsymbol{u} \in \boldsymbol{H}^{2}(\Omega), \boldsymbol{v} \in \boldsymbol{H}^{3}(\Omega)$, and $1<p \leq 2$,

$$
\begin{align*}
& \left|\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-2}{2}} \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{u})-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-2}{2}} \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})\right| \\
& \leq \epsilon^{\frac{p-2}{2}}\left|\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right|  \tag{6.128}\\
& \quad+\left|\frac{p-2}{2}\right| \epsilon^{\frac{p-4}{2}}\left(\sum_{k, l}\left|e_{k l}(\boldsymbol{u}+\boldsymbol{v})\right|\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|\right)\left|\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})\right|
\end{align*}
$$

Proof. As $1<p \leq 2$, for fixed $i, j$ (no sum on $j$ )

$$
\begin{aligned}
& \left|\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-2}{2}} \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{u})-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-2}{2}} \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})\right| \\
& \quad=\left\lvert\,\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-2}{2}}\left(\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{u})-\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+\left[\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-2}{2}}-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-2}{2}}\right] \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v}) \right\rvert\,  \tag{6.129}\\
\leq & \epsilon^{\frac{p-2}{2}}\left|\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right| \\
& +\left|\left[\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-2}{2}}-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-2}{2}}\right] \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})\right| .
\end{align*}
$$

By the mean-value theorem in the form

$$
\begin{equation*}
(\epsilon+a)^{\frac{p-2}{2}}-(\epsilon+b)^{\frac{p-2}{2}}=\left(\frac{p-2}{2}\right)(\epsilon+s)^{\frac{p-2}{4}}(a-b) \tag{6.130}
\end{equation*}
$$

for some $s, a<s<b$, we infer the existence of $s^{*}$,

$$
\begin{equation*}
\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})<s^{*}<\sum_{k, l} e_{k l}^{2}(\boldsymbol{v}) \tag{6.131}
\end{equation*}
$$

such that, in the second term on the right-hand side of the last estimate in (6.129),

$$
\begin{align*}
& \left|\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-2}{2}}-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-2}{2}}\right| \\
& \quad \leq\left|\frac{p-2}{2}\right|\left(\epsilon+s^{*}\right)^{\frac{p-4}{2}}\left|\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})-\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right|  \tag{6.132}\\
& \quad \leq\left|\frac{p-2}{2}\right| \epsilon^{\frac{p-4}{2}} \sum_{k, l}\left|e_{k l}(\boldsymbol{u}+\boldsymbol{v})\right|\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|
\end{align*}
$$

In (6.132) we have used the fact that

$$
\begin{aligned}
\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})-\sum_{k, l} e_{k l}^{2}(\boldsymbol{v}) & =\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})-e_{k l}^{2}(\boldsymbol{v}) \\
& =\sum_{k, l}\left(e_{k l}(\boldsymbol{u})+e_{k l}(\boldsymbol{v})\right)\left(e_{k l}(\boldsymbol{u})-e_{k l}(\boldsymbol{v})\right) \\
& =\sum_{k, l} e_{k l}(\boldsymbol{u}+\boldsymbol{v}) e_{k l}(\boldsymbol{u}-\boldsymbol{v})
\end{aligned}
$$

Combining (6.129) with (6.132) then yields (6.128).

The second basic estimate that we need in this subsection, before we can state and prove the required bound for $\left\|\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right\|_{L^{2}(\Omega)}$, is embodied in the following
Lemma 6.10. For $\boldsymbol{u} \in \boldsymbol{H}^{2}(\Omega), \boldsymbol{v} \in \boldsymbol{H}^{3}(\Omega)$, and $1<p \leq 2$, it follows that for fixed $i, j$ (no sum on $j$ ) we have the estimate

$$
\begin{align*}
\mid(\epsilon & \left.+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u})\left(\sum_{k, l} e_{k l}(\boldsymbol{u}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u})\right) \\
& \left.-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v})\left(\sum_{k, l} e_{k l}(\boldsymbol{v}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right) \right\rvert\, \\
\leq & \epsilon^{\frac{p-2}{2}} \sum_{k, l}\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right| \\
& +\left|\frac{p-4}{2}\right| \epsilon^{\frac{p-4}{2}} \sum_{k, l} \sum_{m, n}\left|e_{m n}(\boldsymbol{u}+\boldsymbol{v})\right|\left|e_{m n}(\boldsymbol{u}-\boldsymbol{v})\right|\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right| \\
& +\epsilon^{\frac{p-4}{2}} \sum_{k, l}\left(\left|e_{i j}(\boldsymbol{u})\right| \cdot\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|+\left|e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right| \cdot\left|e_{k l}(\boldsymbol{v})\right|\right)\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right| \tag{6.133}
\end{align*}
$$

Proof. We begin with the set of elementary estimates

$$
\begin{align*}
& \left\lvert\,\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u})\left(\sum_{k, l} e_{k l}(\boldsymbol{u}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u})\right)\right. \\
& \left.\quad-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v})\left(\sum_{k, l} e_{k l}(\boldsymbol{v}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right) \right\rvert\, \\
& =\left\lvert\, \sum_{k, l}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u})\right.\right.  \tag{6.134}\\
& \left.\quad-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right] \mid \\
& \leq \\
& \leq \sum_{k, l}\left|\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|
\end{align*}
$$

$$
+\sum_{k, l}\left|\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right|\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right|
$$

where in going from the first to the second expression on the right-hand side of (6.134) we have added and subtracted the term

$$
\sum_{k, l}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v}) .
$$

We now work on the expression

$$
\left|\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right|
$$

which appears in the second term on the right-hand side of the last estimate in (6.134). We begin by noting that, for fixed $i, j, k, l$,

$$
\begin{align*}
\left|e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})\right| & \leq \frac{1}{2} e_{i j}^{2}(\boldsymbol{u})+\frac{1}{2} e_{k l}^{2}(\boldsymbol{u})  \tag{6.135}\\
& \leq \frac{1}{2}|\boldsymbol{e}(\boldsymbol{u})|^{2}+\frac{1}{2}|\boldsymbol{e}(\boldsymbol{u})|^{2}=|\boldsymbol{e}(\boldsymbol{u})|^{2} .
\end{align*}
$$

Now, suppose that $|\boldsymbol{e}(\boldsymbol{u})|^{2} \leq|\boldsymbol{e}(\boldsymbol{v})|^{2}$; then

$$
\begin{align*}
& \mid(\epsilon\left.+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right) \left.^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v}) \right\rvert\, \\
& \leq\left|\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}}-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-4}{2}}\right] e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})\right|  \tag{6.136}\\
&+\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}}\left|e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})-e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right|
\end{align*}
$$

where we have added and subtracted the expression

$$
\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u}) .
$$

By the mean-value theorem, $\exists \xi^{*}$, with

$$
|\boldsymbol{e}(\boldsymbol{u})|^{2} \leq \xi^{*} \leq|\boldsymbol{e}(\boldsymbol{v})|^{2}\left(\text { as }|\boldsymbol{e}(\boldsymbol{u})|^{2} \leq|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)
$$

such that

$$
\begin{align*}
\mid(\epsilon & \left.+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right) \left.^{\frac{p-4}{2}}-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-4}{2}} \right\rvert\, \\
& \left.=\left.\left|\frac{p-4}{2}\right|\left(\epsilon+\xi^{*}\right)^{\frac{p-6}{2}}| | \boldsymbol{e}(\boldsymbol{u})\right|^{2}-|\boldsymbol{e}(\boldsymbol{v})|^{2} \right\rvert\,  \tag{6.137}\\
& \left.\leq\left.\left|\frac{p-4}{2}\right|\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-6}{2}}| | \boldsymbol{e}(\boldsymbol{u})\right|^{2}-|\boldsymbol{e}(\boldsymbol{v})|^{2} \right\rvert\,
\end{align*}
$$

by virtue of the fact that $\xi^{*} \geq|\boldsymbol{e}(\boldsymbol{u})|^{2}$ and $1<p \leq 2$. Combining (6.135)-(6.137) we find that, for fixed $i, j, k, l$,

$$
\begin{align*}
&\left|\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})-\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right| \\
& \leq\left.\left|\frac{p-4}{2}\right|\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-6}{2}}| | \boldsymbol{e}(\boldsymbol{u})\right|^{2}-\left.|\boldsymbol{e}(\boldsymbol{v})|^{2}| | \boldsymbol{e}(\boldsymbol{u})\right|^{2} \\
&+\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-4}{2}}\left|e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})-e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right| \\
&= \left.\left.\left|\frac{p-4}{2}\right| \frac{|\boldsymbol{e}(\boldsymbol{u})|^{2}}{(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|)^{2}}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}}| | \boldsymbol{e}(\boldsymbol{u})\right|^{2}-|\boldsymbol{e}(\boldsymbol{u})|^{2} \right\rvert\,  \tag{6.138}\\
&+\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-4}{2}}\left|e_{i j}(\boldsymbol{u}) e_{k l}(\boldsymbol{u})-e_{i j}(\boldsymbol{v}) e_{k l}(\boldsymbol{v})\right| \\
& \leq\left|\frac{p-4}{2}\right| \epsilon^{\frac{p-4}{2}}\left|\sum_{m, n} e_{m n}^{2}(\boldsymbol{u})-\sum_{m, n} e_{m n}^{2}(\boldsymbol{v})\right| \\
&+\epsilon^{\frac{p-4}{2}}\left(\left|e_{i j}(\boldsymbol{u})\right|\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|+\left|e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right|\left|e_{k l}(\boldsymbol{v})\right|\right) .
\end{align*}
$$

In a similar manner, it is easily demonstrated that the last estimate in (6.138) also holds in the case where $|\boldsymbol{e}(\boldsymbol{u})|^{2} \geq|\boldsymbol{e}(\boldsymbol{v})|^{2}$. In view of (6.134) and (6.138) we now have, for fixed $i, j$,

$$
\begin{aligned}
& \left\lvert\,\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u})\left(\sum_{k, l} e_{k l}(\boldsymbol{u}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u})\right)\right. \\
& \quad-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v})\left(\sum_{k, l} e_{k l}(\boldsymbol{v}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right)
\end{aligned}
$$

$$
\begin{align*}
\leq & \sum_{k, l}\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-4}{2}}|\boldsymbol{e}(\boldsymbol{u})|^{2}\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right| \\
& +\left|\frac{p-4}{2}\right| \epsilon^{\frac{p-4}{2}} \sum_{k, l} \sum_{m, n}\left|e_{m n}(\boldsymbol{u}+\boldsymbol{v})\right|\left|e_{m n}(\boldsymbol{u}-\boldsymbol{v})\right|\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right| \\
& +\epsilon^{\frac{p-4}{2}} \sum_{k, l}\left(\left|e_{i j}(\boldsymbol{u})\right| \cdot\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|+\left|e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right| \cdot\left|e_{k l}(\boldsymbol{v})\right|\right)\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right| \tag{6.139}
\end{align*}
$$

from which the required conclusion, i.e., (6.133) follows immediately.
Finally, we may state the estimate for the norm of $\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})$ which has been hinted at, above; we formulate this result as

Theorem 6.5. Let $\boldsymbol{u} \in \boldsymbol{H}^{2}(\Omega), \boldsymbol{v} \in \boldsymbol{H}^{3}(\Omega)$, and assume that $p$ satisfies $1<$ $p \leq 2$. Then for $\boldsymbol{A}_{p}$ defined by (5.358), $\exists k_{i}>0, i=1,2$, independent of $\boldsymbol{u}, \boldsymbol{v}$, such that

$$
\begin{align*}
\left\|\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right\|_{L^{2}(\Omega)} \leq & k_{1}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)} \\
& +k_{2}\left(\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\right)|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)} \tag{6.140}
\end{align*}
$$

Proof. We begin by fixing $i, j$ and noting that (with $1 \leq p<2$ ) we have, directly,

$$
\begin{gather*}
\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right]=\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right] \\
=\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-2}{2}} \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{u}) \\
+(p-2)\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u})\left(\sum_{k, l} e_{k l}(\boldsymbol{u}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u})\right) \tag{6.141}
\end{gather*}
$$

(no sum on $j$ ). In a similar fashion,

$$
\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right]=\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-2}{2}} \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})
$$

$$
\begin{equation*}
+(p-2)\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v})\left(\sum_{k, l} e_{k l}(\boldsymbol{v}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right) \tag{6.142}
\end{equation*}
$$

(no sum on $j$ ). Subtracting (6.142) from (6.141) we have (with no sum on $j$ ):

$$
\begin{align*}
\frac{\partial}{\partial x_{j}} & {\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right]-\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right] } \\
= & {\left[\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-2}{2}} \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{u})-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-2}{2}} \frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})\right] } \\
& +(p-2)\left[\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{u})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{u})\left(\sum_{k, l} e_{k l}(\boldsymbol{u}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u})\right)\right. \\
& \left.-\left(\epsilon+\sum_{k, l} e_{k l}^{2}(\boldsymbol{v})\right)^{\frac{p-4}{2}} e_{i j}(\boldsymbol{v})\left(\sum_{k, l} e_{k l}(\boldsymbol{v}) \frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right)\right] \tag{6.143}
\end{align*}
$$

Therefore, if we hold $i, j$ fixed, and combine (6.128) and (6.133) with (6.143), we obtain

$$
\begin{align*}
\left\lvert\, \frac{\partial}{\partial x_{j}}\right. & { \left.\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right]-\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right] \right\rvert\, } \\
\leq & \epsilon^{\frac{p-2}{2}}\left|\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right| \\
& +\left|\frac{p-2}{2}\right| \epsilon^{\frac{p-4}{2}} \sum_{k, l}\left|e_{k l}(\boldsymbol{u}+\boldsymbol{v})\right|\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|\left|\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})\right| \\
& +|p-2| \epsilon^{\frac{p-2}{2}} \sum_{k, l}\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right| \\
& +|p-2|\left|\frac{p-4}{2}\right| \epsilon^{\frac{p-4}{2}} \sum_{k, l} \sum_{m, n}\left|e_{m n}(\boldsymbol{u}+\boldsymbol{v})\right|\left|e_{m n}(\boldsymbol{u}-\boldsymbol{v})\right|\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right| \\
& +|p-2| \epsilon^{\frac{p-4}{2}} \sum_{k, l}\left(\left|e_{i j}(\boldsymbol{u})\right|\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|+\left|e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right|\left|e_{k l}(\boldsymbol{v})\right|\right)\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right| \tag{6.144}
\end{align*}
$$

If we now apply Lemma C. 3 to the estimate (6.144) we may infer the existence of a constant $c_{1}(\Omega)>0$ such that the following estimate holds, again for fixed $i, j$ :

$$
\begin{aligned}
& {\left[\int_{\Omega} \left\lvert\, \frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right]-\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right]^{2} d \boldsymbol{x}\right.\right]^{1 / 2}} \\
& \quad \leq \epsilon^{\frac{p-2}{2}}\left[\int_{\Omega}\left|\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right|^{2} d \boldsymbol{x}\right]^{1 / 2} \\
& \quad+\left|\frac{p-2}{2}\right| \epsilon^{\frac{p-4}{2}} \sum_{k, l}\left[\int_{\Omega}\left|e_{k l}(\boldsymbol{u}+\boldsymbol{v})\right|^{2}\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|^{2}\left|\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})\right|^{2} d \boldsymbol{x}\right]^{1 / 2} \\
& \quad+|p-2| \epsilon^{\frac{p-2}{2}} \sum_{k, l}\left[\int_{\Omega}\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|^{2} d \boldsymbol{x}\right]^{1 / 2} \\
& \quad+|p-2| \frac{p-4}{2} \left\lvert\, \epsilon^{\frac{p-4}{2}} \sum_{k, l} \sum_{m, n}\left[\int_{\Omega}\left|e_{m n}(\boldsymbol{u}+\boldsymbol{v})\right|^{2}\left|e_{m n}(\boldsymbol{u}-\boldsymbol{v})\right|^{2}\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right|^{2} d \boldsymbol{x}\right]^{1 / 2}\right. \\
& \quad+|p-2| \epsilon^{\frac{p-4}{2}} \sum_{k, l}\left[\int_{\Omega}\left|e_{i j}(\boldsymbol{u})\right|^{2}\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|^{2}\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right|^{2} d \boldsymbol{x}\right]^{1 / 2} \\
& \quad+|p-2| \epsilon \frac{p-4}{2} \sum_{k, l}\left[\int_{\Omega}\left|e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right|^{2}\left|e_{k l}(\boldsymbol{v})\right|^{2} d \boldsymbol{x}\right]^{1 / 2} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& {\left[\int_{\Omega}\left|\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right]-\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right]\right|^{2} d \boldsymbol{x}\right]^{1 / 2}} \\
& \quad \leq c_{1} \epsilon^{\frac{p-2}{2}}\left|e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right|_{H^{1}(\Omega)} \\
& \quad+c_{1}\left|\frac{p-2}{2}\right| \epsilon^{\frac{p-4}{2}} \sum_{k, l}\left|e_{k l}(\boldsymbol{u}+\boldsymbol{v})\right|_{H^{1}(\Omega)}\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|_{H^{1}(\Omega)}\left|\frac{\partial}{\partial x_{j}} e_{i j}(\boldsymbol{v})\right|_{H^{1}(\Omega)} \\
& \quad+c_{1}|p-2| \epsilon^{\frac{p-2}{2}} \sum_{k, l}\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|_{H^{1}(\Omega)} \\
& \quad+\left.c_{1}|p-2| \frac{p-4}{2}\left|\epsilon^{\frac{p-4}{2}} \sum_{k, l} \sum_{m, n}\right| e_{m n}(\boldsymbol{u}+\boldsymbol{v})\right|_{H^{1}(\Omega)}\left|e_{m n}(\boldsymbol{u}-\boldsymbol{v})\right|_{H^{1}(\Omega)}\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right|_{H^{1}(\Omega)} \\
& \quad+c_{1}|p-2| \epsilon^{\frac{p-4}{2}} \sum_{k, l}\left|e_{i j}(\boldsymbol{u})\right|_{H^{1}(\Omega)}\left|e_{k l}(\boldsymbol{u}-\boldsymbol{v})\right|_{H^{1}(\Omega)}\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right|_{H^{1}(\Omega)}
\end{aligned}
$$

$$
+c_{1}|p-2| \epsilon^{\frac{p-4}{2}} \sum_{k, l}\left|e_{i j}(\boldsymbol{u}-\boldsymbol{v})\right|_{H^{1}(\Omega)}\left|e_{k l}(\boldsymbol{v})\right|_{H^{1}(\Omega)}\left|\frac{\partial}{\partial x_{j}} e_{k l}(\boldsymbol{v})\right|_{H^{1}(\Omega)} .
$$

Thus, for some constant $c_{2}(\Omega)>0$,

$$
\begin{align*}
& {\left[\int_{\Omega}\left|\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right]-\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right]\right|^{2} d \boldsymbol{x}\right]^{1 / 2}} \\
& \quad \leq c_{2} \epsilon^{\frac{p-2}{2}}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)} \\
& \quad+c_{2}\left|\frac{p-2}{2}\right| \epsilon^{\frac{p-4}{2}}\|\boldsymbol{u}+\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)} \\
& \quad+c_{2}|p-2| \epsilon^{\frac{p-2}{2}}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)} \\
& \quad+\left.c_{2}|p-2|\left|\frac{p-4}{2}\right| \epsilon^{\frac{p-4}{2}}\|\boldsymbol{u}+\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\left|\|\boldsymbol{u}+\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\right| \boldsymbol{v}\right|_{\boldsymbol{H}^{3}(\Omega)} \\
& \quad+\left.c_{2}|p-2| \epsilon \frac{\frac{p-4}{2}}{}\left|\boldsymbol{u}\left\|_{\boldsymbol{H}^{2}(\Omega)}\right\| \boldsymbol{u}-\boldsymbol{v} \|_{\boldsymbol{H}^{2}(\Omega)}\right| \boldsymbol{v}\right|_{\boldsymbol{H}^{3}(\Omega)} \\
& \quad+c_{2}|p-2| \epsilon \frac{p-4}{2}\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)} \\
& \leq c_{2}(1 \\
& +|p-2|) \epsilon^{\frac{p-2}{2}}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)} \\
& \quad+c_{2}|p-2| \epsilon \frac{\frac{p-4}{2}}{2}\left(\frac{3}{2}+\left|\frac{p-4}{2}\right|\right)\left(\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\right)  \tag{6.145}\\
& \quad \times\left(\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}\right)
\end{align*}
$$

From (6.145), therefore, we infer the existence of constants $c_{3}(\Omega)>0, c_{4}(\Omega)>0$, such that

$$
\begin{align*}
& {\left[\int_{\Omega}\left|\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right]-\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right]\right|^{2} d \boldsymbol{x}\right]^{1 / 2}} \\
& \quad \leq c_{3}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}+c_{4}\left(\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\right)\left(\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}\right) \tag{6.146}
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
c_{3}=c_{2}(1+|p-2|) \epsilon^{\frac{p-2}{2}}  \tag{6.147}\\
c_{4}=c_{2}|p-2|\left(\frac{3}{2}+\left|\frac{p-4}{2}\right|\right) \epsilon^{\frac{p-4}{2}}
\end{array}\right.
$$

Now, by virtue of the definition of $\boldsymbol{A}_{p}$, i.e., (5.358), we obtain from (6.146), by summing over $i$ and $j$,

$$
\begin{align*}
& \left\|\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right\|_{L^{2}(\Omega)} \\
& =\left[\int_{\Omega} \sum_{i}\left(\sum_{j}\left[\frac{\partial}{\partial x_{j}}\left(\left(\epsilon+\mid \boldsymbol{e}(\boldsymbol{u})^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right)-\frac{\partial}{\partial x_{j}}\left(\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right)\right]^{2}\right) d \boldsymbol{x}\right]^{1 / 2} \\
& \leq \sum_{i}\left[\int_{\Omega}\left(\sum_{j}\left[\frac{\partial}{\partial x_{j}}\left(\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right)-\frac{\partial}{\partial x_{j}}\left(\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right)\right]^{2}\right) d \boldsymbol{x}\right]^{1 / 2} \\
& \leq \sum_{i, j}\left[\int_{\Omega}\left|\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{u})\right]-\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{v})|^{2}\right)^{\frac{p-2}{2}} e_{i j}(\boldsymbol{v})\right]\right|^{2} d \boldsymbol{x}\right]^{1 / 2} \\
& \leq \sum_{i, j}\left[c_{3}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}+c_{4}\left(\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{v}\|_{H^{2}(\Omega)}\right)\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}\right] \\
& \leq c_{3} n^{2}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}+c_{4} n^{2}\left(\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\right)\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)} \\
& \leq k_{1}\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}+k_{2}\left(\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\right)\|\boldsymbol{u}-\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)} \tag{6.148}
\end{align*}
$$

thus establishing the estimate (6.140) with $k_{1}=n^{2} c_{3}$ and $k_{2}=n^{2} c_{4}$.

### 6.3.3 An Estimate for the Quotient $\|u-v\|_{V} /\|u-v\|_{L^{2}(\Omega)}$

Let $\boldsymbol{u}, \boldsymbol{v}$ be, respectively, solutions of the initial-value problem (5.361a,b) corresponding to the initial data $\boldsymbol{u}(0)=\boldsymbol{u}_{0}$ and $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$. Using the definitions (5.358)-(5.360) we rewrite these two problems in the form

$$
\begin{gather*}
\frac{d \boldsymbol{u}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{u}-2 \mu_{0} \boldsymbol{A}_{p}(\boldsymbol{u})+\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{u})=\boldsymbol{f}  \tag{6.149a}\\
\boldsymbol{u}(0)=\boldsymbol{u}_{0}  \tag{6.149b}\\
\frac{d \boldsymbol{v}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{v}-2 \mu_{0} \boldsymbol{A}_{p}(\boldsymbol{v})+\boldsymbol{B}(\boldsymbol{v}, \boldsymbol{v})=\boldsymbol{f}  \tag{6.150a}\\
\boldsymbol{v}(0)=\boldsymbol{v}_{0} \tag{6.150b}
\end{gather*}
$$

where $\boldsymbol{u}_{0}, \boldsymbol{v}_{0} \in \boldsymbol{V}=\boldsymbol{V}_{\text {per }}(\Omega)$. For $\boldsymbol{u} \in \boldsymbol{V},\|\boldsymbol{u}\|_{\boldsymbol{V}}$ is given by (6.125). Also, in (6.149a,b), (6.150a,b), $\boldsymbol{f} \in L^{2}\left(Q_{T}\right)$ with $Q_{T}=\Omega \times[0, T), T>0$. We set, for $0<t<T, \boldsymbol{w}(t)=\boldsymbol{u}(t)-\boldsymbol{v}(t)$. In this section our task will be to derive an estimate for the evolution of the quotient of norms

$$
\begin{equation*}
q(t)=\|\boldsymbol{w}(t)\|_{V}^{2} /\|\boldsymbol{w}(t)\|_{L^{2}(\Omega)}^{2} . \tag{6.151}
\end{equation*}
$$

The resulting estimate will occupy a central position in the proof of the $L^{2}$ squeezing property; the precise result is the following:
Theorem 6.6. Let $\boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{V}_{\text {per }}(\Omega)$ be the unique solutions of (6.149a,b), (6.150a,b) on $[0, T), T>0$, and suppose $\exists M>0$ such that

$$
\begin{equation*}
\|\boldsymbol{u}\|_{V} \leq M, \quad\|\boldsymbol{v}\|_{V} \leq M, \quad t \in[0, T) \tag{6.152}
\end{equation*}
$$

Then $\exists \hat{c}_{2}>0, i=1,2$, such that $\boldsymbol{w}=\boldsymbol{u}-\boldsymbol{v}$ satisfies

$$
\begin{equation*}
q(\tau) \leq q(t) \exp \left(\hat{c}_{1}(\tau-t)+\hat{c}_{2} \int_{t}^{\tau}|\boldsymbol{v}(\tau)|_{\boldsymbol{H}^{3}(\Omega)}{ }^{2} d \tau\right) \tag{6.153}
\end{equation*}
$$

for $0<t<\tau<T$, where $q(t)$ is given by (6.151).
Proof. A direct calculation, which follows, e.g., the pattern of the analogous calculation in [Te4] yields the relation

$$
\begin{equation*}
\frac{d q}{d t}=\frac{2}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}}\left[\left(\boldsymbol{w}^{\prime}, \boldsymbol{A} \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)}-\left(\boldsymbol{w}^{\prime}, q \boldsymbol{w}\right)_{L^{2}(\Omega)}\right] \tag{6.154}
\end{equation*}
$$

where $^{\prime}=\frac{d}{d t}$. Subtracting (6.150a) from (6.149a) we obtain

$$
\begin{array}{r}
\frac{d \boldsymbol{w}}{d t}+2 \mu_{1} \boldsymbol{A} \boldsymbol{w}-2 \mu_{0}\left(\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right)  \tag{6.155}\\
+\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{w})+\boldsymbol{B}(\boldsymbol{w}, \boldsymbol{v})=\mathbf{0}
\end{array}
$$

Combining (6.155) with (6.154) we find that

$$
\begin{align*}
\frac{d q}{d t}= & -\frac{2}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}}\left(2 \mu_{1} \boldsymbol{A} \boldsymbol{w}-2 \mu_{0}\left(\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right), \boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w}\right)_{\boldsymbol{L}^{2}(\Omega)} \\
& -\frac{2}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}}(\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{w})+\boldsymbol{B}(\boldsymbol{w}, \boldsymbol{v}), \boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w})_{L^{2}(\Omega)} \tag{6.156}
\end{align*}
$$

However, by virtue of the definition of $q(t)$, i.e., (6.151),

$$
\begin{aligned}
(q \boldsymbol{w}, \boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w})_{L^{2}(\Omega)} & =(q \boldsymbol{w}, \boldsymbol{A} \boldsymbol{w})_{L^{2}(\Omega)}-(q \boldsymbol{w}, q \boldsymbol{w})_{L^{2}(\Omega)} \\
& =q(\boldsymbol{w}, \boldsymbol{A} \boldsymbol{w})_{L^{2}(\Omega)}-q^{2}(\boldsymbol{w}, \boldsymbol{w})_{L^{2}(\Omega)} \\
& \equiv 0
\end{aligned}
$$

so

$$
\begin{equation*}
(\boldsymbol{A} \boldsymbol{w}, \boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w})_{L^{2}(\Omega)}=\|\boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2} . \tag{6.157}
\end{equation*}
$$

Using (6.157) in (6.156), and applying the Cauchy-Schwarz inequality, we obtain the estimate

$$
\begin{align*}
& \frac{d q}{d t}+\frac{4 \mu_{1}}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2}}\|\boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2} \\
& =-\frac{2}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2}}\left(-2 \mu_{0}\left(\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right)+\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{w})+\boldsymbol{B}(\boldsymbol{w}, \boldsymbol{v}), \boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w}\right)_{L^{2}(\Omega)} \\
& \leq \frac{2\|\boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w}\|_{L^{2}(\Omega)}}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2}}\left(2 \mu_{0}\left\|\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right\|_{L^{2}(\Omega)}+\|\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{w})\|_{L^{2}(\Omega)}+\|\boldsymbol{B}(\boldsymbol{w}, \boldsymbol{v})\|_{L^{2}(\Omega)}\right) . \tag{6.158}
\end{align*}
$$

By virtue of the definition (5.359) of $\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})$, Sobolev embedding, and the equivalence relation

$$
\left\|\boldsymbol{A}^{1 / 2} \boldsymbol{u}\right\|_{\boldsymbol{L}^{2}(\Omega)} \sim\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}
$$

we have for some constants $\bar{C}(\Omega)>0, C^{\prime}(\Omega)>0$,

$$
\begin{align*}
\|\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{w})\|_{L^{2}(\Omega)} & \leq\|\boldsymbol{u}\|_{L^{2}(\Omega)}|\boldsymbol{w}|_{\boldsymbol{H}^{1}(\Omega)} \\
& \leq \bar{C}(\Omega)\|\boldsymbol{u}\|_{L^{2}(\Omega)}|\boldsymbol{w}|_{\boldsymbol{H}^{1}(\Omega)}  \tag{6.159}\\
& \leq C^{\prime}(\Omega)\|\boldsymbol{u}\|_{V}\|\boldsymbol{w}\|_{V} \\
& \leq C^{\prime}(\Omega) M\|\boldsymbol{w}\|_{V}
\end{align*}
$$

where we have also used the hypothesis (6.152). In a similar fashion

$$
\begin{equation*}
\|\boldsymbol{B}(\boldsymbol{w}, \boldsymbol{v})\|_{L^{2}(\Omega)} \leq C^{\prime}(\Omega) M\|\boldsymbol{w}\|_{V} \tag{6.160}
\end{equation*}
$$

Also, if we use (6.140), then for $t \in[0, T)$ we have, again by virtue of (6.152),

$$
\begin{align*}
\left\|\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq & k_{1}\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)} \\
& +k_{2}\left(\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{v}\|_{\boldsymbol{H}^{2}(\Omega)}\right)\|\boldsymbol{w}\|_{\boldsymbol{H}^{2}(\Omega)}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)} \\
\leq & k_{3}\|\boldsymbol{w}\|_{\boldsymbol{V}}+k_{4} M\|\boldsymbol{w}\|_{\boldsymbol{V}}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)} \tag{6.161}
\end{align*}
$$

for some $k_{i}(\Omega)>0, i=3$, 4. Combining (6.158) with (6.159)-(6.161) we find that $q(t)$ satisfies the following differential inequality:

$$
\begin{align*}
\frac{d q}{d t} & +\frac{4 \mu_{1}}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}}\|\boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w}\|_{L^{2}(\Omega)}^{2} \\
& \leq \frac{2\|\boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w}\|_{L^{2}(\Omega)}}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}}\left(2 \mu_{0} k_{3}+2 \mu_{0} k_{4} M|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}+2 C^{\prime}(\Omega) M\right) q^{1 / 2}(t) \tag{6.162}
\end{align*}
$$

Applying the elementary inequality $a b \leq \frac{\epsilon a^{2}}{2}+\frac{b^{2}}{2 \epsilon}$ to (6.162), with $\epsilon=2 \mu_{1}$, yields

$$
\begin{align*}
\frac{d q}{d t}+\frac{4 \mu_{1}}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}}\|\boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2} \leq & \frac{4 \mu_{1}\|\boldsymbol{A} \boldsymbol{w}-q \boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2}}{\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}{ }^{2}} \\
& +\frac{1}{\mu_{1}}\left(\mu_{0} k_{3}+\mu_{0} k_{4} M|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}+C^{\prime}(\Omega) M\right)^{2} q(t) \tag{6.163}
\end{align*}
$$

Therefore, with

$$
\begin{equation*}
\lambda(t)=\frac{1}{\mu_{1}}\left(\mu_{0} k_{3}+\mu_{0} k_{4} M|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}+C^{\prime}(\Omega) M\right)^{2} \tag{6.164}
\end{equation*}
$$

we have, for $0 \leq t<T$,

$$
\begin{equation*}
\frac{d q}{d t} \leq \lambda q \tag{6.165}
\end{equation*}
$$

Integration of (6.165) from $t$ to $\tau, 0<t<\tau<T$, produces

$$
q(\tau) \leq q(t) \exp \left[\int_{t}^{\tau} \lambda(s) d s\right]
$$

or

$$
\begin{equation*}
\frac{\|\boldsymbol{w}(\tau)\|_{V}^{2}}{\|\boldsymbol{w}(\tau)\|_{L^{2}(\Omega)}{ }^{2}} \leq \frac{\|\boldsymbol{w}(t)\|_{V}^{2}}{\|\boldsymbol{w}(t)\|_{L^{2}(\Omega)}{ }^{2}} \exp \left[\int_{t}^{\tau} \lambda(s) d s\right] \tag{6.166}
\end{equation*}
$$

However, by (6.164),

$$
\begin{align*}
\int_{t}^{\tau} \lambda(s) d s \leq & \frac{2}{\mu_{1}}\left(\mu_{0} k_{3}+C^{\prime}(\Omega) M\right)^{2}(\tau-t) \\
& +\left(\frac{2}{\mu_{1}}\right) \mu_{0}^{2} k_{4}^{2} M^{2} \int_{t}^{\tau}|\boldsymbol{v}(s)|_{H^{3}(\Omega)}{ }^{2} d s . \tag{6.167}
\end{align*}
$$

Combining (6.166) with (6.167) we see that (6.153) holds, for $0<t<\tau<T$, with

$$
\left\{\begin{array}{l}
\hat{c}_{1}=\frac{2}{\mu_{1}}\left(\mu_{0} k_{3}+C^{\prime}(\Omega) M\right)^{2}  \tag{6.168}\\
\hat{c}_{2}=\frac{2}{\mu_{1}} \mu_{0}^{2} k_{4}^{2} M^{2}
\end{array}\right.
$$

thus completing the proof of Theorem 6.6.
In order to derive the stated $\boldsymbol{L}^{2}$ squeezing property for the solutions of (5.361a,b) we will need to deal with the term $\int_{t}^{\tau}|\boldsymbol{v}(\tau)|_{\boldsymbol{H}^{3}(\Omega)}{ }^{2} d \tau$ in the estimate (6.153); in essence, we are in a position to do this now as a direct consequence of Lemma 5.21 in Sect.5.5.2. However, because this pivotal result is of independent interest, we will pause, in the following subsection, to give an alternative proof of the bound reflected in (5.362); this proof is based directly on the original formulation of our problem, i.e., $(5.2 \mathrm{a}, \mathrm{b}),(5.3 \mathrm{~b}),(5.4)$ as opposed to its abstract reformulation as the initial value problem (5.361a,b).

### 6.3.4 The $L^{2}\left([0, T] ; H^{3}(\Omega)\right)$ Norm of $u$ : An Alternate Derivation of the Estimate

We reconsider Lemma 5.21, positing it now in the following form:
Lemma 6.11. Let $\boldsymbol{u}(t)$ be the unique solution of (5.2a,b), (5.3b), (5.4) with $\Omega=$ $[0, L]^{n}, L>0, n=2,3$ and suppose that $\|\boldsymbol{u}\|_{V} \leq R$ for some $R>0$ and $t \in[0, T)$. Then $\exists \hat{k}>0$, depending at most on $\Omega, \mu_{0}, \mu_{1}, f, R$, and $T$, such that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \frac{\partial^{2} e_{i j}}{\partial x_{k} \partial x_{l}} \frac{\partial^{2} e_{i j}}{\partial x_{k} \partial x_{l}} d \boldsymbol{x} d t \leq \hat{k} \tag{6.169}
\end{equation*}
$$

where $\boldsymbol{e}=\boldsymbol{e}(\boldsymbol{u})$ and we sum on all repeated indices.
Proof. We begin by rewriting (5.2a) in coordinate form for the velocity field $\boldsymbol{u}$ (instead of $\boldsymbol{v}$ ) and replace the pressure field $p$ by $\tilde{p}$ (so as to avoid any possible confusion with the index $p, 1<p \leq 2$, in the nonlinear viscosity term). Fixing the index $l$, we set $w_{i}=\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}$, multiply the bipolar evolution equation by $w_{i}$, sum over $i$, and then integrate the resulting equation over $\Omega$ so as to obtain (for density $\rho=1$ ) the following identity:

$$
\begin{align*}
& \int_{\Omega} \frac{\partial u_{i}}{\partial t} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x}+2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right) \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x} \\
& -2 \mu_{0} \int_{\Omega} \frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}}\right] \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x}  \tag{6.170}\\
& \quad+\int_{\Omega} u_{j} \frac{\partial u_{i}}{\partial x_{j}} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x}+\int_{\Omega} \frac{\partial \tilde{p}}{\partial x_{l}} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x}=\int_{\Omega} f_{i} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x} .
\end{align*}
$$

In (6.170) we hold $l$ fixed and sum over the repeated indices $i, j$. We now want to integrate, by parts, in the first, second, and fifth terms on the left-hand side of (6.170); we note that

$$
\begin{equation*}
\int_{\Omega} \frac{\partial u_{i}}{\partial t} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x}=-\frac{1}{2} \frac{\partial}{\partial t}\left(\frac{\partial u_{i}}{\partial x_{l}}, \frac{\partial u_{i}}{\partial x_{l}}\right)_{L^{2}(\Omega)} \tag{6.171a}
\end{equation*}
$$

with a sum on $i$ but no sum on $l$,

$$
\begin{equation*}
\int_{\Omega} \frac{\partial \tilde{p}}{\partial x_{i}} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x}=0 \tag{6.171b}
\end{equation*}
$$

by virtue of the spatial-periodicity condition (5.3b) and let the fact that $\nabla \cdot \boldsymbol{u}=0$, and

$$
\begin{align*}
\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right) \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x} & =\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\sum_{k} \frac{\partial^{2}}{\partial x_{k}^{2}} e_{i j}\right) \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x} \\
& =-\int_{\Omega} \sum_{k}\left(\frac{\partial^{2}}{\partial x_{k}^{2}} e_{i j}\right) \frac{\partial}{\partial x_{j}}\left(\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right) d \boldsymbol{x} \\
& =\int_{\Omega} \frac{\partial}{\partial x_{l}}\left(\sum_{k} \frac{\partial^{2}}{\partial x_{k}^{2}} e_{i j}\right) \frac{\partial}{\partial x_{j}}\left(\frac{\partial u_{i}}{\partial x_{l}}\right) d \boldsymbol{x}  \tag{6.171c}\\
& =\int_{\Omega} \frac{\partial}{\partial x_{l}}\left(\sum_{k} \frac{\partial^{2}}{\partial x_{k}^{2}} e_{i j}\right) \frac{\partial}{\partial x_{l}}\left(\frac{\partial u_{i}}{\partial x_{j}}\right) d \boldsymbol{x} \\
& =\int_{\Omega} \frac{\partial}{\partial x_{l}}\left(\sum_{k} \frac{\partial^{2}}{\partial x_{k}^{2}} e_{i j}\right) \frac{\partial}{\partial x_{l}} e_{i j} d \boldsymbol{x} \\
& =-\int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) d \boldsymbol{x}
\end{align*}
$$

where in the last line on the right-hand side of (6.171c) we sum on the repeated indices $i, j, k$ but not on $l$. Thus, if we carry out the indicated integrations by parts in (6.170), and employ (6.171a,b,c), we obtain

$$
\begin{align*}
& -\frac{1}{2} \frac{\partial}{\partial t}\left(\frac{\partial u_{i}}{\partial x_{l}}, \frac{\partial u_{i}}{\partial x_{l}}\right)_{L^{2}(\Omega)}-2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) d \boldsymbol{x} \\
- & 2 \mu_{0} \int_{\Omega} \frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}\right] \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x}+\int_{\Omega} u_{j} \frac{\partial u_{i}}{\partial x_{j}} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x}=\int_{\Omega} f_{i} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x} . \tag{6.172}
\end{align*}
$$

From (6.172) we now have the series of estimates

$$
\begin{align*}
& \frac{1}{2} \frac{\partial}{\partial t}\left(\frac{\partial u_{i}}{\partial x_{l}}, \frac{\partial u_{i}}{\partial x_{l}}\right)_{L^{2}(\Omega)}+2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) d \boldsymbol{x} \\
& \leq-2 \mu_{0} \int_{\Omega} \frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}\right] \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x} \\
&+\int_{\Omega} u_{j} \frac{\partial u_{i}}{\partial x_{j}} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x}-\int_{\Omega} f_{i} \frac{\partial^{2} u_{i}}{\partial x_{l}^{2}} d \boldsymbol{x} \\
& \leq 2 \mu_{0} \int_{\Omega}\left|\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}\right]\right|\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right| d \boldsymbol{x} \\
&+\int_{\Omega}\left|u_{j}\right|\left|\frac{\partial u_{i}}{\partial x_{j}}\right|\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right| d \boldsymbol{x}+\int_{\Omega}\left|f_{i}\right|\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right|^{2} d \boldsymbol{x} \\
& \leq 2 \mu_{0}\left[\int_{\Omega} \sum_{i}\left|\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}\right]\right|^{2} d \boldsymbol{x}\right]^{1 / 2}\left[\int_{\Omega} \sum_{i}\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right|^{2} d \boldsymbol{x}\right]^{1 / 2} \\
&+\|\boldsymbol{u}\|_{L^{\infty}}[\Omega) \\
&\left.+\int_{\Omega} \sum_{i}\left|\nabla u_{i}\right|^{2} d \boldsymbol{x}\right]^{1 / 2}\left[\int_{\Omega} \sum_{i}\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right|^{2} d \boldsymbol{x}\right]^{1 / 2}  \tag{6.173}\\
&+\left[\int_{\Omega} \sum_{i}\left|f_{i}\right|^{2} d \boldsymbol{x}\right]^{1 / 2}\left[\int_{\Omega} \sum_{i}\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right|^{2} d \boldsymbol{x}\right]^{1 / 2} \cdot
\end{align*}
$$

If we set

$$
\begin{equation*}
g(|\boldsymbol{e}|)=\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-2}{2}} \tag{6.174}
\end{equation*}
$$

so that $\mu(|\boldsymbol{e}|)=\mu_{0} g(|\boldsymbol{e}|)$, then

$$
\begin{align*}
\int_{\Omega} \sum_{i} & \left|\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}\right]\right|^{2} d \boldsymbol{x}=\int_{\Omega} \frac{\partial}{\partial x_{j}}\left[g(|\boldsymbol{e}|) e_{i j}\right] \frac{\partial}{\partial x_{j}}\left[g(|\boldsymbol{e}|) e_{i j}\right] d \boldsymbol{x} \\
& =\int_{\Omega}\left[g \frac{\partial e_{i j}}{\partial x_{j}}+\frac{\partial g}{\partial x_{j}} e_{i j}\right]\left[g \frac{\partial e_{i j}}{\partial x_{j}}+\frac{\partial g}{\partial x_{j}} e_{i j}\right] d \boldsymbol{x} \\
& \leq 2 \int_{\Omega} g^{2}(|\boldsymbol{e}|) \frac{\partial e_{i j}}{\partial x_{j}} \frac{\partial e_{i j}}{\partial x_{j}} d \boldsymbol{x}+2 \int_{\Omega} \frac{\partial g}{\partial x_{j}} \frac{\partial g}{\partial x_{k}} e_{i j} e_{i k} d \boldsymbol{x} \\
& \leq 2 \epsilon^{p-2} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{j}} \frac{\partial e_{i j}}{\partial x_{j}} d \boldsymbol{x}+2 \int_{\Omega} \frac{\partial g}{\partial x_{j}} \frac{\partial g}{\partial x_{k}} e_{i j} e_{i k} d \boldsymbol{x} \tag{6.175}
\end{align*}
$$

where we sum on all repeated indices. Therefore,

$$
\begin{align*}
& \int_{\Omega} \sum_{i}\left|\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}\right]\right|^{2} d \boldsymbol{x} \\
& \leq 2 \epsilon^{\frac{p-2}{2}} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{j}} \frac{\partial e_{i j}}{\partial x_{j}} d \boldsymbol{x}+2 \int_{\Omega} \sum_{i}\left|\frac{\partial g}{\partial x_{j}} e_{i j}\right|^{2} d \boldsymbol{x} \tag{6.176}
\end{align*}
$$

However, for fixed $i$,

$$
\begin{equation*}
\sum_{j}\left|\frac{\partial g}{\partial x_{j}} e_{i j}\right|^{2} \leq 2 \sum_{j} \frac{\partial g}{\partial x_{j}} \frac{\partial g}{\partial x_{j}}+2 \sum_{j} e_{i j} e_{i j} \tag{6.177a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{\partial g}{\partial x_{j}}=\frac{p-2}{2}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{\frac{p-4}{2}} e_{m s} \frac{\partial}{\partial x_{j}} e_{m s} \quad \text { (sum on } m, s\right) \tag{6.177b}
\end{equation*}
$$

so

$$
\begin{align*}
& \sum_{j} \frac{\partial g}{\partial x_{j}} \frac{\partial g}{\partial x_{j}}=\left(\frac{p-2}{2}\right)^{2}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{p-4} \sum_{j}\left(e_{m s} \frac{\partial}{\partial x_{j}} e_{m s}\right)^{2} \\
& \leq\left(\frac{p-2}{2}\right)^{2}\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{p-4}|\boldsymbol{e}|^{2}\left(\frac{\partial}{\partial x_{j}} e_{m s} \frac{\partial}{\partial x_{j}} e_{m s}\right)  \tag{6.178}\\
& \leq\left(\frac{p-2}{2}\right)\left(\epsilon+|\boldsymbol{e}|^{2}\right)^{p-2}\left(\frac{\partial}{\partial x_{j}} e_{m s} \frac{\partial}{\partial x_{j}} e_{m s}\right) \\
& \quad \leq\left(\frac{p-2}{2}\right)^{2} \epsilon^{p-2}\left(\frac{\partial}{\partial x_{j}} e_{m s} \frac{\partial}{\partial x_{j}} e_{m s}\right) .
\end{align*}
$$

Combining (6.178) with (6.177a) yields, for fixed $i$,

$$
\begin{equation*}
\sum_{j}\left|\frac{\partial g}{\partial x_{j}} e_{i j}\right|^{2} \leq 2 \sum_{j} e_{i j} e_{i j}+\left(\frac{p-2}{2}\right)^{2} \epsilon^{p-2} \sum_{j} \frac{\partial e_{m s}}{\partial x_{j}} \frac{\partial e_{m s}}{\partial x_{j}} \tag{6.179}
\end{equation*}
$$

where, in the last term of (6.179), we also sum on $m, n$. Inserting (6.179) into (6.176) now produces the estimate

$$
\begin{align*}
\int_{\Omega} \sum_{j} \mid & \left.\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}\right]\right|^{2} d \boldsymbol{x} \\
\leq & 2 \epsilon^{\frac{p-2}{2}} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{j}} \frac{\partial e_{i j}}{\partial x_{j}} d \boldsymbol{x}+4 \int_{\Omega} e_{i j} e_{i j} d \boldsymbol{x}  \tag{6.180}\\
& +(p-2)^{2} \cdot n \cdot \epsilon^{\frac{p-2}{2}} \int_{\Omega} \frac{\partial e_{m s}}{\partial x_{j}} \cdot \frac{\partial e_{m s}}{\partial x_{j}} d \boldsymbol{x}
\end{align*}
$$

where $n$, the dimension of the physical space, is either 2 or 3 and we sum, in (6.180), over all repeated indices $i, j, m, s$. Therefore, for some constant $\tilde{C}$ depending on $\epsilon$, $p, n$ and $\Omega$, we have

$$
\begin{equation*}
\left[\int_{\Omega} \sum_{i}\left|\frac{\partial}{\partial x_{j}}\left[\left(\epsilon+|\boldsymbol{e}(\boldsymbol{u})|^{2}\right)^{\frac{p-2}{2}} e_{i j}\right]\right|^{2} d \boldsymbol{x}\right]^{1 / 2} \leq \tilde{C}\|\boldsymbol{u}\|_{V} \tag{6.181}
\end{equation*}
$$

Employing (6.181) in the last estimate of (6.173) we now find that for fixed $l$, but with summation on all other repeated indices,

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\frac{\partial u_{i}}{\partial x_{l}}, \frac{\partial u_{i}}{\partial x_{l}}\right)_{L^{2}(\Omega)}+2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) d \boldsymbol{x} \\
& \leq \\
& \quad 2 \mu_{0} \tilde{C}\|\boldsymbol{u}\|_{V}\left[\int_{\Omega} \sum_{i}\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right|^{2} d \boldsymbol{x}\right]^{1 / 2}+\tilde{C}\|\boldsymbol{u}\|_{V}^{2}\left[\int_{\Omega} \sum_{i}\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right|^{2} d \boldsymbol{x}\right]^{1 / 2}  \tag{6.182}\\
& \quad+\|\boldsymbol{f}\|_{L^{2}(\Omega)}\left[\int_{\Omega} \sum_{i}\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right|^{2} d \boldsymbol{x}\right]^{1 / 2}
\end{align*}
$$

for some $\tilde{C}_{1}(\Omega)>0$. However, $\|\boldsymbol{u}\|_{V} \leq R$, for $t \in[0, T)$, so

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\frac{\partial u_{i}}{\partial x_{l}}, \frac{\partial u_{i}}{\partial x_{l}}\right)_{L^{2}(\Omega)}+2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) d \boldsymbol{x} \\
& \quad \leq\left(2 \mu_{0} \tilde{C} R+\tilde{C}_{1} R^{2}+\rho\|\boldsymbol{f}\|_{L^{2}(\Omega)}\right)\left[\int_{\Omega} \sum_{i}\left|\frac{\partial^{2} u_{i}}{\partial x_{l}^{2}}\right|^{2} d \boldsymbol{x}\right]^{1 / 2} . \tag{6.183}
\end{align*}
$$

Summing over $l$ now in (6.183) produces the estimate:

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\frac{\partial u_{i}}{\partial x_{l}}, \frac{\partial u_{i}}{\partial x_{l}}\right)_{L^{2}(\Omega)}+2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) d \boldsymbol{x} \\
& \quad \leq \tilde{C}_{2}\left(2 \mu_{0} \tilde{C} R+\tilde{C}_{1} R^{2}+\|\boldsymbol{f}\|_{L^{2}(\Omega)}\right)\|\boldsymbol{f}\|_{V}  \tag{6.184}\\
& \quad \leq \tilde{C}_{2}\left(2 \mu_{0} \tilde{C} R+\tilde{C}_{1} R^{2}+\|\boldsymbol{f}\|_{L^{2}(\Omega)}\right) R \\
& \quad \leq \tilde{C}_{3}\left(2 \mu_{0} R^{2}+R^{3}+\|\boldsymbol{f}\|_{L^{2}(\Omega)} \cdot R\right)
\end{align*}
$$

where $\tilde{C}_{2}(\Omega), \tilde{C}_{3}(\Omega)>0$. In (6.184) we now sum on all repeated indices $i, j, k, l$. Integration of (6.184) over $[0, T)$ then produces the estimate

$$
\begin{align*}
& \frac{1}{2}\left(\frac{\partial u_{i}(T)}{\partial x_{l}}, \frac{\partial u_{i}(T)}{\partial x_{l}}\right)_{L^{2}(\Omega)}+2 \mu_{1} \int_{0}^{T} \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) d \boldsymbol{x} d t \\
& \quad \leq \frac{1}{2}\left(\frac{\partial u_{i}(0)}{\partial x_{l}}, \frac{\partial u_{i}(0)}{\partial x_{l}}\right)_{L^{2}(\Omega)}+\tilde{C}_{3}\left(2 \mu_{0} R^{3}+R^{3}\right) T+\tilde{C}_{3} R \int_{0}^{T}\|\boldsymbol{f}\|_{L^{2}(\Omega)}(t) d t \\
& \quad \leq \tilde{C}_{4} R^{3}+\tilde{C}_{3}\left(2 \mu_{0} R^{3}+R^{3}\right) T+\tilde{C}_{3} R \int_{0}^{T}\|\boldsymbol{f}\|_{L^{2}(\Omega)}(t) d t \tag{6.185}
\end{align*}
$$

for some $\tilde{C}_{4}(\Omega)>0$. However, as a direct consequence of (6.185), it follows that

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{l}}\right) d \boldsymbol{x} d t \\
& \quad \leq \frac{1}{2 \mu_{1}}\left[\tilde{C}_{4} R^{3}+\tilde{C}_{3} T\left(2 \mu_{0} R^{2}+R^{3}\right)+\tilde{C}_{3} R \int_{0}^{T}\|\boldsymbol{f}\|_{L^{2}(\Omega)}(t) d t\right] \tag{6.186}
\end{align*}
$$

which serves to establish (6.169) with $\hat{k}\left(\mu_{0}, \mu_{1}, \Omega, \boldsymbol{f}, R, T\right)$ as given by the righthand side of (6.186).

In view of the bound expressed by (6.186), and the equivalence

$$
|\boldsymbol{u}|_{\boldsymbol{H}^{3}(\Omega)}{ }^{2} \sim \int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}(\boldsymbol{u})}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}(\boldsymbol{u})}{\partial x_{l}}\right) d \boldsymbol{x}
$$

we may state the following
Theorem 6.7. Under the same hypotheses as those which apply in the statement of Lemma 6.11, $\exists k^{*}>0, k^{*}$ depending only on $\Omega, \mu_{0}, \mu_{1}, \boldsymbol{f}, R$, and $T$, such that

$$
\begin{equation*}
\int_{0}^{T}|\boldsymbol{u}|_{\boldsymbol{H}^{3}(\Omega)}^{2}(t) d t \leq k^{*} \tag{6.187}
\end{equation*}
$$

Remarks. From the manner in which $\hat{k}$ was defined at the conclusion of the proof of Lemma 6.11, it is clear that the result expressed by Theorem 6.7 is entirely equivalent to that expressed by Theorem 5.13.

### 6.3.5 The $L^{2}$ Squeezing Property for the Orbits of $S_{\mu_{1}}$

We are now in a position to prove the validity of the $\boldsymbol{L}^{2}$ squeezing property for solutions of the incomrpessible bipolar equations, under the condition of spatial periodicity of the velocity field, when $1<p \leq 2$; the crucial result in this direction is the following lemma:

Lemma 6.12. With $1<p \leq 2$, let $\boldsymbol{u}(t), \boldsymbol{v}(t)$ be two solutions of (5.2a,b), (5.3b), (5.4), corresponding to initial data $\boldsymbol{u}_{0}, \boldsymbol{v}_{0}$, such that for some $M>0,\|\boldsymbol{u}(t)\|_{V} \leq$ $M,\|\boldsymbol{v}(t)\|_{V} \leq M$, for $0 \leq t<T$. Then for any $t_{0}<T, \exists k_{1}^{\prime}>0, k_{2}^{\prime}>0$, and $\nu_{0}>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}^{2} \leq\left\|\boldsymbol{w}_{0}\right\|_{L^{2}(\Omega)}^{2} \exp \left(-\mu_{1} v_{0} t_{0} k_{1}^{\prime}+k_{2}^{\prime}\right) \tag{6.188}
\end{equation*}
$$

where $\boldsymbol{w}(t)=\boldsymbol{u}(t)-\boldsymbol{v}(t)$.
Proof. We work with the abstract formulation of (5.2a,b), (5.3b), (5.4), i.e., $\boldsymbol{u}(t)$, $\boldsymbol{v}(t)$, respectively, are assumed to satisfy $(6.149 \mathrm{a}, \mathrm{b})$ and $(6.150 \mathrm{a}, \mathrm{b})$, with $\boldsymbol{u}_{0}, \boldsymbol{v}_{0} \in \boldsymbol{V}$ and $\|\boldsymbol{u}\|_{V} \leq M,\|\boldsymbol{v}\|_{V} \leq M$ for some $M>0$ and all $t \in[0, T)$. The difference $\boldsymbol{w}(t)=\boldsymbol{u}(t)-\boldsymbol{v}(t)$ then satisfies (6.155) and $\boldsymbol{w}(0)=\boldsymbol{u}_{0}-\boldsymbol{v}_{0} \equiv \boldsymbol{w}_{0}$. If we take the inner-product, in $\boldsymbol{L}^{2}(\Omega)$, of (6.155) with $\boldsymbol{w}(t)$ we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+2 \mu_{1}\|\boldsymbol{w}\|_{\boldsymbol{V}^{2}}^{2} \\
& \leq\left(2 \mu_{0}\left\|\boldsymbol{A}_{p}(\boldsymbol{u})-\boldsymbol{A}_{p}(\boldsymbol{v})\right\|_{L^{2}(\Omega)}+\|\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{w})\|_{L^{2}(\Omega)}+\|\boldsymbol{B}(\boldsymbol{w}, \boldsymbol{v})\|_{L^{2}(\Omega)}\right)\|\boldsymbol{w}\|_{L^{2}(\Omega)} \tag{6.189}
\end{align*}
$$

Employing the estimates (6.159)-(6.161) in (6.189) we then obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+2 \mu_{1}\|\boldsymbol{w}\|_{V}^{2}  \tag{6.190}\\
& \quad \leq\left(2 \mu_{0} k_{3}+2 \mu_{0} k_{4} M|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}+2 C^{\prime}(\Omega) M\right)\|\boldsymbol{w}\|_{V}\|\boldsymbol{w}\|_{L^{2}(\Omega)}
\end{align*}
$$

so that

$$
\begin{aligned}
\frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2} & +4 \mu_{1}\|\boldsymbol{w}\|_{V}^{2} \\
& \leq\left(2 \mu_{0} k_{3}+2 \mu_{0} k_{4} M|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}+2 C^{\prime}(\Omega) M\right)\left(2\|\boldsymbol{w}\|_{V}\right)\|\boldsymbol{w}\|_{L^{2}(\Omega)}
\end{aligned}
$$

or

$$
\begin{align*}
& \frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+4 \mu_{1}\|\boldsymbol{w}\|_{V}^{2} \\
& \leq 3 \mu_{1}\|\boldsymbol{w}\|_{V}^{2}+\frac{16}{3 \mu_{1}}\left(\mu_{0}^{2} k_{3}^{2}+\mu_{0}^{2} k_{4}^{2} M^{2}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}^{2}+C^{\prime 2}(\Omega) M^{2}\right)\|\boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2} \tag{6.191}
\end{align*}
$$

If we now set

$$
\begin{equation*}
\eta(t)=\frac{16}{3 \mu_{1}}\left(\mu_{0}^{2} k_{3}^{2}+\mu_{0}^{2} k_{4}^{2} M^{2}|\boldsymbol{v}(t)|_{\boldsymbol{H}^{3}(\Omega)}^{2}+C^{\prime 2}(\Omega) M^{2}\right) \tag{6.192}
\end{equation*}
$$

we find that

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\left(\frac{\mu_{1}\|\boldsymbol{w}\|_{V}^{2}}{\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}}-\eta\right)\|\boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2} \leq 0 \tag{6.193}
\end{equation*}
$$

However, by Theorem 6.6 and Theorem 6.7 (with $R \equiv M$ ) we have, for $0<t<$ $t_{0}<T$,

$$
\begin{aligned}
\frac{\|\boldsymbol{w}(t)\|_{\boldsymbol{V}}^{2}}{\|\boldsymbol{w}(t)\|_{L^{2}(\Omega)}^{2}} & \geq \frac{\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{V}^{2}}{\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}^{2}} \exp \left(-\hat{c}_{1}\left(t_{0}-t\right)-\hat{c}_{2} \int_{t}^{t_{0}}|\boldsymbol{v}|_{\boldsymbol{H}^{3}(\Omega)}{ }^{2} d \tau\right) \\
& \geq \frac{\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{V}^{2}}{\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}^{2}} \exp \left(-\hat{c}_{1} t_{0}-\hat{c}_{2} k^{*}\right) \\
& \geq \frac{\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{V}^{2}}{\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}^{2}} \exp \left(-\hat{c}_{1} T-\hat{c}_{2} k^{*}\right)
\end{aligned}
$$

or

$$
\begin{equation*}
\frac{\|\boldsymbol{w}(t)\|_{V}^{2}}{\|\boldsymbol{w}(t)\|_{L^{2}(\Omega)}^{2}} \geq v_{0} \exp \left(-\hat{c}_{1} T-\hat{c}_{2} k^{*}\right), \quad 0<t<t_{0}<T \tag{6.194}
\end{equation*}
$$

with $\nu_{0}=\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{V}{ }^{2} /\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}{ }^{2}$. Employing (6.194) in (6.193) we obtain

$$
\begin{equation*}
\frac{d}{d t}\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2}+\left(\mu_{1} v_{0} \exp \left(-\hat{c}_{1} T-\hat{c}_{2} k^{*}\right)-\eta\right)\|\boldsymbol{w}\|_{L^{2}(\Omega)}^{2} \leq 0 \tag{6.195}
\end{equation*}
$$

We now integrate (6.195) from 0 to $t_{0}$ and find that

$$
\begin{align*}
\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}{ }^{2} & \leq\left\|\boldsymbol{w}_{0}\right\|_{L^{2}(\Omega)}{ }^{2} \exp \left[-\int_{0}^{t_{0}} \mu_{1} v_{0} \exp \left(-\hat{c}_{1} T-\hat{c}_{2} k^{*}\right) d \tau+\int_{0}^{t_{0}} \eta(\tau) d \tau\right] \\
& \leq\left\|\boldsymbol{w}_{0}\right\|_{L^{2}(\Omega)}{ }^{2} \exp \left[-\mu_{1} v_{0} t_{0} \exp \left(-\hat{c}_{1} T-\hat{c}_{2} k^{*}\right)+\int_{0}^{T} \eta(\tau) d \tau\right] \\
& =\left\|\boldsymbol{w}_{0}\right\|_{L^{2}(\Omega)}{ }^{2} \exp \left[-\mu_{1} v_{0} t_{0} k_{1}^{\prime}+\int_{0}^{T} \eta(\tau) d \tau\right] \tag{6.196}
\end{align*}
$$

with $k_{1}^{\prime}=\exp \left(-\hat{c}_{1} T-\hat{c}_{2} k^{*}\right)$. Also, by virtue of (6.192) and (6.187)

$$
\begin{align*}
\int_{0}^{T} \eta(\tau) d \tau= & \frac{16}{3 \mu_{1}}\left(\mu_{0}^{2} k_{3}^{2}+C^{\prime 2}(\Omega) M^{2}\right) T \\
& +\frac{16 \mu_{0}^{2} k_{4}^{2} M^{2}}{3 \mu_{1}} \int_{0}^{T}|\boldsymbol{v}(\tau)|_{H^{3}(\Omega)}{ }^{2} d \tau  \tag{6.197}\\
\leq & \frac{16}{3 \mu_{1}}\left(\mu_{0}^{2} k_{3}^{2}+C^{\prime 2}(\Omega) M^{2}\right) T+\frac{16 \mu_{0}^{2} k_{4}^{2} M^{2}}{3 \mu_{1}} k^{*} \\
\equiv & k_{2}^{\prime}
\end{align*}
$$

and the lemma, i.e., (6.188) now follows by combining (6.196) and (6.197).
The $\boldsymbol{L}^{2}$ squeezing property for the orbits of $\boldsymbol{S}_{\mu_{1}}$ follows (almost) immediately from Lemma 6.12; we state it as follows:

Theorem 6.8. Let $\boldsymbol{u}(t), \boldsymbol{v}(t)$ be solutions of (6.149a,b), (6.150a,b) (alternatively, (5.2a,b), (5.3b) and (5.4), corresponding to initial data $\boldsymbol{u}(0)=\boldsymbol{u}_{0}$ and $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$, respectively) such that $\|\boldsymbol{u}(t)\|_{V} \leq M,\|\boldsymbol{v}(t)\|_{\boldsymbol{V}} \leq M$, for some $M>0$ and all $t \in[0, T)$. Assume that $1<p \leq 2$ and that $\boldsymbol{u}_{0}, \boldsymbol{v}_{0}$ are in $\boldsymbol{V}$. Let $\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{N}$ be the first $N$ eigenfunctions of $\boldsymbol{A}, \boldsymbol{P}_{N}: \boldsymbol{H}_{\text {per }} \rightarrow \operatorname{span}\left\{\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{N}\right\}$ the projection operator, and $\boldsymbol{Q}_{N}=\boldsymbol{I}-\boldsymbol{P}_{N}$. Then $\exists \bar{c}_{i}>0, i=1,2$, depending only on $M, T$, $f, \mu_{0}, \mu_{1}, \epsilon$, and $\Omega$, such that for every $N$, and all $t \in[0, T)$, either (6.126) holds or (6.127) does.

Proof. Suppose that $\left\|\boldsymbol{Q}_{N} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}>\left\|\boldsymbol{P}_{N} \boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}$, which corresponds to the assumption that (6.126) does not hold; then

$$
\begin{align*}
v_{0} & \equiv \frac{\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{V}}^{2}}{\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}^{2}}=\frac{\left\|\boldsymbol{P}_{N} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{V}}^{2}+\left\|\boldsymbol{Q}_{N} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{V}}^{2}}{\left\|\boldsymbol{P}_{N} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+\left\|\boldsymbol{Q}_{N} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}}  \tag{6.198}\\
& \geq \frac{\left\|\boldsymbol{Q}_{N} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{V}}^{2}}{2\left\|\boldsymbol{Q}_{N} \boldsymbol{w}\left(t_{0}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}} \geq \frac{1}{2} \lambda_{N+1}
\end{align*}
$$

$$
\begin{equation*}
\lambda_{N+1}=\min _{w \in M_{N}^{\perp}}\left(\frac{\|\boldsymbol{w}\|_{\boldsymbol{V}}^{2}}{\|\boldsymbol{w}\|_{\boldsymbol{L}^{2}(\Omega)}{ }^{2}}\right) \tag{6.199}
\end{equation*}
$$

with $\boldsymbol{M}_{N}=\operatorname{span}\left\{\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{N}\right\}$. Using (6.198) in the estimate (6.188) we have

$$
\begin{equation*}
\left\|\boldsymbol{w}\left(t_{0}\right)\right\|_{L^{2}(\Omega)}^{2} \leq\left\|\boldsymbol{w}_{0}\right\|_{L^{2}(\Omega)}{ }^{2} \exp \left(-\frac{k_{1}^{\prime}}{2} \mu_{1} \lambda_{N+1} t_{0}+k_{2}^{\prime}\right) \tag{6.200}
\end{equation*}
$$

thus serving to demonstrate that (6.127) holds at an arbitrary $t=t_{0}<T$ with $\bar{c}_{1}=\exp \left(k_{2}^{\prime}\right)$ and $\bar{c}_{2}=\frac{1}{2} k_{1}^{\prime}$; the proof of the $L^{2}$ squeezing property for the bipolar (incompressible) fluid model, in the spatially periodic case, is now complete.

### 6.4 Existence of Maximal Compact Attractors for Incompressible Viscous Bipolar Fluids in Unbounded Channels

### 6.4.1 Introduction

In Chap. 5 we looked at the problem of the existence of maximal compact global attractors for the incompressible, nonlinear, bipolar fluid within the context of two distinct scenarios: (1) in bounded domains, with a smooth boundary, where the boundary conditions (5.3a) apply if $\mu_{1}>0$ (and only the non-slip condition $\boldsymbol{v}=\mathbf{0}$ holds for $\mu_{1}=0$ ) and (2) in the domain $\Omega=[0, L]^{n}, n=2,3, L>0$ with periodic boundary conditions. In this section we turn to the problem of existence of a maximal compact global attractor for the bipolar $\left(\mu_{1}>0\right)$ fluid in an unbounded channel; an existence theorem for this problem was established in Sect. 4.4. In order to keep the analysis in this section as self-contained as possible, in this section we review, briefly, the existence and uniqueness results established in Sect. 4.4 for the system (5.2a,b), (5.4) in an unbounded two-dimensional channel $\Omega \subseteq R^{2}$ of the form $\Omega=R \times(-a, a), a>0$; with $v$ the exterior unit normal to $\partial \Omega$; the boundary conditions are once again assumed to be of the form (5.3a). As in Sect. 4.4, we introduce the spaces

$$
\begin{equation*}
\overline{\boldsymbol{V}} \equiv \text { the closure of } \boldsymbol{J}(\Omega) \text { in } \boldsymbol{H}^{2}(\Omega) \tag{6.201a}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\boldsymbol{H}} \equiv \text { the closure of } \boldsymbol{J}(\Omega) \text { in } \boldsymbol{L}^{2}(\Omega) \tag{6.201b}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{J}(\Omega)=\left\{\boldsymbol{\varphi} \in \boldsymbol{C}_{0}^{\infty}(\bar{\Omega}) \mid \boldsymbol{\varphi}=\mathbf{0} \text { on } \partial \Omega \& \operatorname{div} \varphi=0 \text { in } \Omega\right\} \tag{6.201c}
\end{equation*}
$$

Also, as in Sect. 4.4 we let $\overline{\boldsymbol{V}}^{\prime}$ and $\overline{\boldsymbol{H}}^{\prime}$ be the dual spaces, respectively of $\overline{\boldsymbol{V}}$ and $\overline{\boldsymbol{H}}$. The inner product and the norm in $\overline{\boldsymbol{H}}$ are those inherited from $\boldsymbol{L}^{2}$, i.e., $(\cdot,)_{L^{2}(\Omega)}$ and $\|\cdot\|_{L^{2}(\Omega)}$. By duality, if $\overline{\boldsymbol{H}}^{\prime}$ is the dual of $\overline{\boldsymbol{H}}$, then the adjoint $\boldsymbol{i}^{*}$ of the identity is injective, $\boldsymbol{i}^{*}\left(\overline{\boldsymbol{H}}^{\prime}\right)$ is dense in $\overline{\boldsymbol{V}}^{\prime}$, and we can identify $\overline{\boldsymbol{H}}^{\prime}$ with a dense subspace of $\overline{\boldsymbol{V}}^{\prime}$. By identifying $\overline{\boldsymbol{H}}$ with its dual $\overline{\boldsymbol{H}}^{\prime}$ we obtain

$$
\begin{equation*}
\overline{\boldsymbol{V}} \subset \overline{\boldsymbol{H}} \equiv \overline{\boldsymbol{H}}^{\prime} \subset \overline{\boldsymbol{V}}^{\prime} \tag{6.202}
\end{equation*}
$$

where each space is dense in the following, the injection being continuous.
We also introduce the linear operator $\bar{A}$ by considering the positive definite $\overline{\boldsymbol{V}}$-elliptic symmetric bilinear form $\bar{a}(\cdot, \cdot): \overline{\boldsymbol{V}} \times \overline{\boldsymbol{V}} \rightarrow R$ given by

$$
\begin{equation*}
\bar{a}(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega} \frac{\partial e_{i j}}{\partial x_{j}} \frac{\partial e_{i j}}{\partial x_{j}} d \boldsymbol{x} \tag{6.203}
\end{equation*}
$$

As a consequence of the Lax-Milgram Lemma we obtain an isometry $\overline{\boldsymbol{A}} \in$ $\mathcal{L}\left(\overline{\boldsymbol{V}} ; \overline{\boldsymbol{V}}^{\prime}\right)$, via

$$
\begin{equation*}
\langle\overline{\boldsymbol{A}} \boldsymbol{u}, \boldsymbol{v}\rangle_{\bar{V}^{\prime} \times \overline{\boldsymbol{V}}}=\bar{a}(\boldsymbol{u}, \boldsymbol{v})=\langle\boldsymbol{f}, \boldsymbol{v}\rangle_{\bar{V}^{\prime} \times \bar{v}^{\prime}}, \quad \forall \boldsymbol{v} \in \overline{\boldsymbol{V}} \tag{6.204}
\end{equation*}
$$

with $\boldsymbol{f} \in \overline{\boldsymbol{V}}^{\prime}$, where the domain of $\overline{\boldsymbol{A}}$ is

$$
\begin{equation*}
D(\overline{\boldsymbol{A}})=\left\{\boldsymbol{u} \in \boldsymbol{V} \mid \bar{a}(\boldsymbol{u}, \boldsymbol{v})=(\boldsymbol{f}, \boldsymbol{v})_{L^{2}(\Omega)}, \boldsymbol{f} \in \overline{\boldsymbol{H}} \subset \overline{\boldsymbol{V}}^{\prime}, \quad \forall \boldsymbol{v} \in \overline{\boldsymbol{V}}\right\} \tag{6.205}
\end{equation*}
$$

Thus $\overline{\boldsymbol{A}} \in \mathcal{L}(D(\boldsymbol{A}) ; \overline{\boldsymbol{H}}) \cap \mathcal{L}\left(\overline{\boldsymbol{V}}, \overline{\boldsymbol{V}}^{\prime}\right)$.
To reformulate our problem in a Hilbert space setting, we define on $\boldsymbol{H}_{0}^{1}(\Omega)$ and, thus, on $\overline{\boldsymbol{V}}$, the trilinear continuous form $b(\cdot, \cdot, \cdot)$ by setting

$$
\begin{equation*}
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=\int_{\Omega} u_{i} \frac{\partial v_{j}}{\partial x_{i}} w_{j} d \boldsymbol{x}, \text { for } \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{H}_{0}^{1}(\Omega) . \tag{6.206}
\end{equation*}
$$

and recall that, $\forall \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{H}_{0}^{1}(\Omega)$,

$$
\begin{equation*}
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{v})=0 \text { and } b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=-b(\boldsymbol{u}, \boldsymbol{w}, \boldsymbol{v}) . \tag{6.207}
\end{equation*}
$$

For $\boldsymbol{u}, \boldsymbol{v} \in \overline{\boldsymbol{V}}$, we denote by $\overline{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v})$ the element of $\overline{\boldsymbol{V}}^{\prime}$ defined by

$$
\begin{equation*}
\langle\overline{\boldsymbol{B}}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}\rangle=b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}), \quad \forall \boldsymbol{w} \in \overline{\boldsymbol{V}} \tag{6.208a}
\end{equation*}
$$

and set

$$
\begin{equation*}
\overline{\boldsymbol{B}}(u)=\overline{\boldsymbol{B}}(\boldsymbol{u}, u) \in \overline{\boldsymbol{V}}^{\prime}, \quad \forall u \in \overline{\boldsymbol{V}} \tag{6.208b}
\end{equation*}
$$

For $\boldsymbol{u} \in \overline{\boldsymbol{V}}$, we let $\overline{\boldsymbol{N}}(\boldsymbol{u})$ be the element of $\overline{\boldsymbol{V}}^{\prime}$ defined by

$$
\begin{equation*}
\langle\overline{\boldsymbol{N}}(\boldsymbol{u}), \boldsymbol{v}\rangle=2 \int_{\Omega} \mu(\boldsymbol{u}) e_{i j}(\boldsymbol{u}) e_{i j}(\boldsymbol{v}) d \boldsymbol{x}, \quad \forall \boldsymbol{v} \in \overline{\boldsymbol{V}} . \tag{6.209}
\end{equation*}
$$

We recall the weak formulation of the problem considered in Sect.4.4, namely, given $\boldsymbol{f}$ and $\boldsymbol{v}_{0}$ satisfying $\boldsymbol{f} \in L^{2}([0, T) ; \overline{\boldsymbol{H}})$ and $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$, find $\boldsymbol{v}$ satisfying

$$
\begin{gather*}
\boldsymbol{v} \in L^{2}([0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}([0, T) ; \overline{\boldsymbol{H}}), \quad \boldsymbol{v}^{\prime} \in L^{2}\left([0, T) ; \overline{\boldsymbol{V}}^{\prime}\right),  \tag{6.210}\\
\boldsymbol{v}^{\prime}+2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{v}+\overline{\boldsymbol{N}}(\boldsymbol{v})+\overline{\boldsymbol{B}}(\boldsymbol{v})=\boldsymbol{f}  \tag{6.211}\\
\boldsymbol{v}(0)=\boldsymbol{v}_{0} . \tag{6.212}
\end{gather*}
$$

Also, it was shown in Sect. 4.4 that any $\boldsymbol{v}$ satisfying (6.210)-(6.212), for which $\boldsymbol{V}^{\prime} \in L^{2}\left([0, T) ; \overline{\boldsymbol{V}}^{\prime}\right)$, also satisfies

$$
\begin{equation*}
\left(\frac{\partial \boldsymbol{v}}{\partial t}, \boldsymbol{\phi}\right)_{L^{2}(\Omega)}+2 \mu_{1}\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\phi})}{\partial x_{k}}\right)_{L^{2}(\Omega)}+\langle\overline{\boldsymbol{N}}(\boldsymbol{v}), \boldsymbol{\phi}\rangle+b(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{\phi})=(\boldsymbol{f}, \boldsymbol{\phi}) \tag{6.213}
\end{equation*}
$$

$\forall \varphi \in \overline{\boldsymbol{V}}$, with $\boldsymbol{v} \in L^{2}([0, T) ; \overline{\boldsymbol{V}}) \cap L^{\infty}([0, T) ; \overline{\boldsymbol{H}})$ and $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$. For the abstract version of our problem, i.e., (6.210)-(6.212) the following result on existence and uniqueness was established in Sect. 4.4 (see Theorems 4.18 and 4.19): For $\boldsymbol{f} \in$ $L^{2}([0, T) ; \overline{\boldsymbol{H}})$ and $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$ there exists a unique solution $\boldsymbol{v}$ of (6.211), (6.212) for which (6.210) is satisfied.

As a consequence of the analysis in Sect. 4.4.4 it follows that the unique solution of (6.211), (6.212), satisfying (6.210), also satisfies $\boldsymbol{v} \in C([0, T] ; \overline{\boldsymbol{H}})$. As indicated in Sect.4.4, because $\Omega$ is unbounded, the embeddings $\boldsymbol{H}^{2}(\Omega) \hookrightarrow \boldsymbol{L}^{2}(\Omega)$ and $\boldsymbol{H}^{1}(\Omega) \hookrightarrow \boldsymbol{L}^{2}(\Omega)$ are not compact and, thus, the existence of solutions of (6.211), (6.212) can not be established directly by using the Galerkin method. Instead, by following the approach in $[\mathrm{BB} 1,2]$ and letting $\left\{\Omega_{N}\right\}, N=1,2, \ldots$ be an expanding sequence of simply connected bounded subdomains of $\Omega$ such that $\Omega_{N} \rightarrow \Omega$, as $N \rightarrow \infty$, with $\partial \Omega_{N}$ of class $C^{\infty}$, it was shown that there exists a convergent subsequence of approximate solutions whose limit is a solution of (6.211), (6.212).

In this section we will establish the existence of a maximal compact attractor for (6.211), (6.212); in order to accomplish this task we need to introduce the sequence of approximate problems employed in the existence and uniqueness proof in Sect. 4.4. Thus, with $\mathcal{D}\left(\Omega_{N}\right)=\boldsymbol{C}_{0}^{\infty}\left(\Omega_{N}\right)$, we set

$$
\left\{\begin{array}{l}
\Gamma_{N}^{+}=\left\{\left(x_{1}, a\right) \mid\left(x_{1}, a\right) \in \bar{\Omega}_{N}\right\}  \tag{6.214}\\
\Gamma_{N}^{-}=\left\{\left(x_{1},-a\right) \mid\left(x_{1},-a\right) \in \bar{\Omega}_{N}\right\}
\end{array}\right.
$$

$$
\begin{align*}
& \boldsymbol{J}\left(\Omega_{N}\right)=\left\{\boldsymbol{\varphi} \in \boldsymbol{J}(\Omega) \cap\left(\mathcal{D}\left(\Omega_{N}\right) \cup \Gamma_{N}^{+} \cup \Gamma_{N}^{-}\right)\right\},  \tag{6.215}\\
& \left\{\begin{array}{l}
\overline{\boldsymbol{V}}_{N}=\text { the closure of } \boldsymbol{J}\left(\Omega_{N}\right) \text { in } \boldsymbol{H}^{2}\left(\Omega_{N}\right), \\
\overline{\boldsymbol{H}}_{N}=\text { the closure of } \boldsymbol{J}\left(\Omega_{N}\right) \text { in } \boldsymbol{L}^{2}\left(\Omega_{N}\right) .
\end{array}\right. \tag{6.216}
\end{align*}
$$

and denote by $\overline{\boldsymbol{V}}_{N}^{\prime}$ and $\overline{\boldsymbol{H}}_{N}^{\prime}$, respectively, the dual of $\overline{\boldsymbol{V}}_{N}$ and $\overline{\boldsymbol{H}}_{N}$. We also define $\overline{\boldsymbol{A}}_{N}$ by

$$
\begin{equation*}
\left\langle\overline{\boldsymbol{A}}_{N} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle=\left(\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{\varphi})}{\partial x_{k}}\right)_{L^{2}(\Omega)}, \quad \forall \boldsymbol{v}, \boldsymbol{\varphi} \in \overline{\boldsymbol{V}}_{N} \tag{6.217}
\end{equation*}
$$

We recall from Sect. 4.4 that
(i) $\boldsymbol{J}\left(\Omega_{1}\right) \subset \boldsymbol{J}\left(\Omega_{2}\right) \subset \cdots \subset \boldsymbol{J}(\Omega)$.
(ii) $\forall \boldsymbol{v} \in \overline{\boldsymbol{V}}_{N}\left(\boldsymbol{v} \in \overline{\boldsymbol{H}}_{N}\right)$, if we extend $\boldsymbol{v}$ by setting $\boldsymbol{v}=\mathbf{0}$ outside $\Omega_{N}$, then $\boldsymbol{v} \in \overline{\boldsymbol{V}}_{N+j} \subseteq \overline{\boldsymbol{V}}, j=0,1, \ldots\left(\boldsymbol{v} \in \overline{\boldsymbol{H}}_{\underline{N}+j} \subset \overline{\boldsymbol{H}}, j=1,2, \ldots\right)$, i.e., $\overline{\boldsymbol{V}}_{1} \subset$ $\overline{\boldsymbol{V}}_{2} \subset \cdots \subset \overline{\boldsymbol{V}}$ (and $\left.\overline{\boldsymbol{H}}_{1} \subset \overline{\boldsymbol{H}}_{2} \subset \cdots \subset \overline{\boldsymbol{H}}\right)$.
and that the $N$ th member of the sequence of approximating problems which corresponds to (6.210), (6.211), (6.212) consists of the following: for $\boldsymbol{f}^{N} \in$ $L^{2}\left([0, T) ; \overline{\boldsymbol{H}}_{N}\right), \boldsymbol{v}_{0}^{N} \in \overline{\boldsymbol{H}}_{N}$ find $\boldsymbol{v}^{N}$ such that

$$
\begin{gather*}
\boldsymbol{v}^{N} \in L^{2}\left([0, T) ; \overline{\boldsymbol{V}}_{N}\right) \cap L^{\infty}\left([0, T) ; \overline{\boldsymbol{H}}_{N}\right), \quad\left(\boldsymbol{v}^{N}\right)^{\prime} \in L^{2}\left([0, T) ; \overline{\boldsymbol{V}}_{N}^{\prime}\right)  \tag{6.218a}\\
\left(\boldsymbol{v}^{N}\right)^{\prime}+2 \mu_{1} \overline{\boldsymbol{A}} \boldsymbol{v}^{N}+\overline{\boldsymbol{N}}\left(\boldsymbol{v}^{N}\right)+\overline{\boldsymbol{B}}\left(\boldsymbol{v}^{N}\right)=\boldsymbol{f}^{N}  \tag{6.218b}\\
\boldsymbol{v}^{N}(0)=\boldsymbol{v}_{0}^{N} . \tag{6.218c}
\end{gather*}
$$

The existence of a solution $\boldsymbol{v}^{N}$ of (6.218a,b,c) was established in Sect. 4.4; moreover, it was shown there that for any $t \in(0, T), \boldsymbol{v}^{N}$ satisfies the energy identity

$$
\begin{align*}
&\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2}+4 \mu_{1} \int_{0}^{t} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \cdot \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x} d \tau+2 \int_{0}^{t}\left\langle\mu\left(\boldsymbol{v}^{N}\right), \boldsymbol{v}^{N}\right\rangle d \tau \\
&=\left\|\boldsymbol{v}_{0}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)}{ }^{2}+2 \int_{0}^{t}\left(\boldsymbol{f}^{N}(\tau), \boldsymbol{v}^{N}\right)_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)} d \tau . \tag{6.219}
\end{align*}
$$

By virtue of Theorems 4.18 and 4.19, and the remark which follows the restatement of those theorems, above, it follows that there exists a unique solution $\boldsymbol{v} \in$ $L^{2}([0, T) ; \overline{\boldsymbol{V}}) \cap C([0, T) ; \overline{\boldsymbol{H}})$ when $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$ and $\boldsymbol{f} \in L^{2}([0, T) ; \overline{\boldsymbol{H}})$. We may then conclude that the associated solution operator $\boldsymbol{S}_{\mu_{1}}(t)$ is a continuous nonlinear map from $\overline{\boldsymbol{H}}$ into itself for each $t \in[0, T)$ and it is natural to ask whether there exists a global attractor in this case. It is easy to prove the existence of an absorbing set in $\overline{\boldsymbol{V}}$, i.e., a bounded set reached by every trajectory in a finite time; unfortunately, the injection of $\overline{\boldsymbol{V}}$ into $\overline{\boldsymbol{H}}$ is not compact, so one can not apply general
results (e.g. [Te4]) in this situation. However, following some ideas in [Ab1, 2] we are able to prove time-dependent weighted estimates for the solution $\boldsymbol{v}$ so as to establish the existence of the global attractor when the function $\boldsymbol{f}$ satisfies some suitable assumption relative to decay at infinity. In this section we start by proving the existence of absorbing sets in $\overline{\boldsymbol{H}}$ and $\boldsymbol{H}^{2}$ in Sect. 6.4.2. Then in Sect. 6.4.3 we introduce a weighted function space and prove the time-dependent weighted estimates for the solution $\boldsymbol{v}$ which serve to establish the existence of the global attractor.

### 6.4.2 The Absorbing Sets in $\overline{\boldsymbol{H}}$ and $\boldsymbol{H}^{2}$

Let $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$ and $\boldsymbol{f} \in L^{\infty}([0, \infty) ; \overline{\boldsymbol{H}})$. Also, let $\boldsymbol{v}_{0}^{N}, \boldsymbol{f}^{N}$ be, respectively, the projections of $\boldsymbol{v}_{0}$ and $\boldsymbol{f}$ on $\overline{\boldsymbol{H}}$ and let $\boldsymbol{v}^{N}$ be the unique solution of $(6.218 \mathrm{~b}, \mathrm{c})$ which satisfies (6.218a). Our first task is to establish the existence of an absorbing set in $\overline{\boldsymbol{H}}$. We begin with

Lemma 6.13. If $\boldsymbol{v}$ satisfying (6.210) is the unique solution of the initial-value problem (6.211), (6.212), with $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$ and $\boldsymbol{f} \in L^{\infty}([0, T) ; \overline{\boldsymbol{H}})$, respectively, then $\exists \beta=\beta\left(\mu_{1} ; \Omega\right)>0$ and $t_{0}=t_{0}\left(\mu_{1}, \boldsymbol{v}_{0}\right)>0$ such that $\forall t \geq t_{0}$,

$$
\begin{equation*}
\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2} \leq 2 \beta^{2}\|\boldsymbol{f}\|_{\infty}^{2} \equiv \rho \tag{6.220}
\end{equation*}
$$

where

$$
\begin{equation*}
\|\boldsymbol{f}\|_{\infty}=\sup _{[0, \infty)}\|\boldsymbol{f}\|_{L^{2}(\Omega)} \equiv\|\boldsymbol{f}\|_{L^{\infty}([0, \infty) ; \overline{\boldsymbol{H}})} \tag{6.221}
\end{equation*}
$$

Proof. We begin by taking the inner-product of (6.218b) with $\boldsymbol{v}^{N}$ so as to obtain

$$
\begin{array}{r}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)}+\left\langle\overline{\boldsymbol{N}}\left(\boldsymbol{v}^{N}\right), \boldsymbol{v}^{N}\right\rangle \\
=\left(\boldsymbol{f}^{N}, \boldsymbol{v}^{N}\right)_{L^{2}\left(\Omega_{N}\right)} \tag{6.222}
\end{array}
$$

where we have used the fact that $b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \boldsymbol{v}^{N}\right)=0$. Dropping the positive term $\left\langle\bar{N}\left(\boldsymbol{v}^{N}\right), \boldsymbol{v}^{N}\right\rangle$ in (6.222) we obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)}{ }^{2}+2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} & \leq\left(\boldsymbol{f}^{N}, \boldsymbol{v}^{N}\right)_{L^{2}\left(\Omega_{N}\right)} \\
& \leq\left\|\boldsymbol{f}^{N}\right\|_{\infty}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)} \\
& \leq\|\boldsymbol{f}\|_{\infty}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)} \tag{6.223}
\end{align*}
$$

Applying Lemma B. 2 with $\Omega=\Omega_{N}$, and letting $N \rightarrow \infty$ in the terms representing the upper and lower bounds, after extending $\boldsymbol{v}^{N}$ to all of $\Omega$ by taking $\boldsymbol{v}^{N} \equiv \mathbf{0}$ in $\Omega / \Omega_{N}$, it follows that $\exists k=k(\Omega)>0$ such that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{L}^{2}(\Omega)}{ }^{2}+2 \mu_{1} k(\Omega)\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}{ }^{2} \leq\|\boldsymbol{f}\|_{\infty}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)} \tag{6.224}
\end{equation*}
$$

so that for any $\beta>0$,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)}{ }^{2}+2 \mu_{1} k(\Omega)\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}{ }^{2} \leq \frac{\beta}{2}\|\boldsymbol{f}\|_{\infty}+\frac{1}{2 \beta}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)} \tag{6.225}
\end{equation*}
$$

If we set $\beta=\frac{1}{2 \mu_{1} k(\Omega)}$ in (6.225), then we find that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} k(\Omega)\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \leq \beta\|\boldsymbol{f}\|_{\infty} \tag{6.226}
\end{equation*}
$$

We now multiply (6.226) by $e^{2 \mu_{1} k(\Omega) t}$, and integrate from 0 to $t$, so as to obtain the estimates

$$
\begin{align*}
\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)}{ }^{2} & \leq e^{-2 \mu_{1} k(\Omega) t}\left[\left\|\boldsymbol{v}^{N}(0)\right\|_{L^{2}(\Omega)}{ }^{2}+\beta \int_{0}^{t} e^{2 \mu_{1} k(\Omega) s}\|\boldsymbol{f}\|_{\infty}{ }^{2} d s\right] \\
& \leq e^{-2 \mu_{1} k(\Omega) t}\left\{\|\boldsymbol{v}(0)\|_{L^{2}(\Omega)}{ }^{2}+\frac{\beta\|\boldsymbol{f}\|_{\infty}{ }^{2}}{2 \mu_{1} k(\Omega) t}\left[1-e^{-2 \mu_{1} k(\Omega) t}\right]\right\} \\
& \leq e^{-2 \mu_{1} k(\Omega) t}\left[\|\boldsymbol{v}(0)\|_{L^{2}(\Omega)}{ }^{2}+\beta^{2}\|\boldsymbol{f}\|_{\infty^{2}}{ }^{2}\right] . \tag{6.227}
\end{align*}
$$

It follows that there exists $t_{0}=t_{0}\left(\mu_{1} ;\left\|\boldsymbol{v}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)}\right)>0$ such that $\forall t \geq t_{0}$,

$$
\begin{equation*}
\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)}{ }^{2} \leq 2 \beta^{2}\|\boldsymbol{f}\|_{\infty}{ }^{2} . \tag{6.228}
\end{equation*}
$$

However, $\beta$ is independent of $N$, so the required result, i.e., (6.220) follows from (6.228) by letting $N \rightarrow \infty$.

Theorem 6.9. There exists an absorbing set in $\overline{\boldsymbol{H}}$ for the nonlinear semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ generated by the solution of the initial-value problem (6.211), (6.212) if $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$ and $\boldsymbol{f} \in L^{\infty}([0, T) ; \overline{\boldsymbol{H}})$.

Proof. The estimate (6.220) suffices to establish the existence of an absorbing set in $\overline{\boldsymbol{H}}$ because, if $\boldsymbol{v}_{0}$ is in a bounded set $B_{0} \subset \overline{\boldsymbol{H}}$, with $\left\|\boldsymbol{v}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq R_{0}$, for some $R_{0}>0, \boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0} \in B_{\overline{\boldsymbol{H}}}^{\rho}$, for $t \geq t_{0}\left(\mu_{1} ; R_{0}\right)$, where $\rho=2 \beta^{2}\|\boldsymbol{f}\|_{\infty}{ }^{2}$.

Having established the existence of an absorbing set in $\overline{\boldsymbol{H}}$ for the solutions of (6.211), (6.212), we now want to prove the existence of an absorbing set in $\boldsymbol{H}^{2}(\Omega)$. To this end we first prove
Lemma 6.14. Let $\boldsymbol{v}^{N}$, satisfying (6.218a), be the unique solution of ( $6.218 \mathrm{~b}, \mathrm{c}$ ) with $\boldsymbol{v}_{0}^{N}, \boldsymbol{f}^{N}$, respectively, the projections of $\boldsymbol{v}_{0}$ and $\boldsymbol{f}$ on $\overline{\boldsymbol{H}}_{N}$. Set

$$
\begin{equation*}
y_{N}(t)=\mu_{1} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x}+\int_{\Omega_{N}} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x} . \tag{6.229}
\end{equation*}
$$

Then $\exists \tilde{c}=\tilde{c}(\Omega)>0$, and independent of $N$, such that $y_{N}$ satisfies the differential inequality

$$
\begin{equation*}
\frac{d y_{N}}{d t} \leq a(t) y_{N}(t)+b(t) \tag{6.230}
\end{equation*}
$$

with

$$
\begin{equation*}
a(t)=\frac{\tilde{c}(\Omega)}{\mu_{1}}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}^{2} \text { and } b(t)=\frac{1}{2}\|\boldsymbol{f}\|_{\infty}^{2} . \tag{6.231}
\end{equation*}
$$

Proof. We take the inner-product in $\boldsymbol{L}^{2}\left(\Omega_{N}\right)$ of (6.218b) with $\frac{d \boldsymbol{v}^{N}}{d t}$, and again extend $\boldsymbol{v}^{N}$ to all of $\Omega$ by taking $\boldsymbol{v}^{N}=\mathbf{0}$ in $\Omega / \Omega_{N}$, so as to obtain the energy identity

$$
\begin{align*}
\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}(\Omega)}^{2}+2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, \frac{\partial e_{i j}\left(\frac{d \boldsymbol{v}^{N}}{d t}\right)}{\partial x_{k}}\right)_{L^{2}(\Omega)} & +\left\langle N\left(\boldsymbol{v}^{N}\right), \frac{d \boldsymbol{v}^{N}}{d t}\right\rangle+b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \frac{d \boldsymbol{v}^{N}}{d t}\right) \\
& =\left(\boldsymbol{f}^{N}, \frac{d \boldsymbol{v}^{N}}{d t}\right)_{L^{2}(\Omega)} \tag{6.232}
\end{align*}
$$

If we introduce the usual potential $\left(e_{i j}=e_{i j}\left(\boldsymbol{v}^{N}\right)\right)$,

$$
\Gamma\left(e_{i j} e_{i j}\right)=\int_{0}^{e_{i j} e_{i j}} \mu_{0}(\epsilon+s)^{-\frac{\alpha}{2}} d s
$$

so that

$$
\begin{equation*}
\frac{d \Gamma}{d t}=2 \mu\left(\boldsymbol{v}^{N}\right) e_{i j} \frac{\partial e_{i j}}{\partial t} \tag{6.233}
\end{equation*}
$$

then we have

$$
\begin{align*}
\left\langle N\left(\boldsymbol{v}^{N}\right), \frac{d \boldsymbol{v}^{N}}{d t}\right\rangle & =2 \int_{\Omega} \mu\left(\boldsymbol{v}^{N}\right) e_{i j} \frac{\partial e_{i j}}{\partial t} d \boldsymbol{x}  \tag{6.234}\\
& =\frac{d}{d t}\left\{\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}\right\}
\end{align*}
$$

From (6.232), (6.233) we obtain

$$
\begin{align*}
\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}(\Omega)}^{2} & +\frac{d}{d t}\left\{\mu_{1} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x}+\int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}\right\} \\
& =-b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \frac{d \boldsymbol{v}^{N}}{d t}\right)+\left(\boldsymbol{f}^{N}, \frac{d \boldsymbol{v}^{N}}{d t}\right)_{L^{2}(\Omega)} \\
& \leq\left|\int_{\Omega} v_{j}^{N} \frac{\partial v_{i}^{N}}{\partial x_{j}} \frac{d v_{i}^{N}}{d t} d \boldsymbol{x}\right|+\|\boldsymbol{f}\|_{\infty}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}(\Omega)} \\
& \leq\left\|v_{j}^{N}\right\|_{L^{4}(\Omega)}\left\|\frac{\partial v_{i}^{N}}{\partial x_{j}}\right\|_{L^{4}(\Omega)}\left\|\frac{d v_{i}^{N}}{d t}\right\|_{L^{2}(\Omega)}+\|\boldsymbol{f}\|_{\infty}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}(\Omega)} \tag{6.235}
\end{align*}
$$

By Lemmas 4.8 and 4.9 , there exist $\hat{c}(\Omega)$ and $\tilde{c}(\Omega)$, both positive and independent of $N$, such that

$$
\begin{align*}
\left\|v_{j}^{N}\right\|_{L^{4}(\Omega)} & \| \frac{\partial v_{i}^{N}}{\partial x_{j}}
\end{aligned}\left\|_{L^{4}(\Omega)}\right\| \frac{d v_{i}^{N}}{d t} \|_{L^{2}(\Omega)} \quad \begin{aligned}
& \quad \leq \hat{c}(\Omega)\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)}^{\frac{1}{2}}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{1}(\Omega)}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}^{\frac{1}{2}}\left\|\frac{d v_{i}^{N}}{d t}\right\|_{L^{2}(\Omega)} \\
&  \tag{6.236}\\
& \quad \leq \bar{c}(\Omega)\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}{ }^{2}\left\|\frac{d v_{i}^{N}}{d t}\right\|_{L^{2}(\Omega)}
\end{align*}
$$

Combining (6.235) and (6.236), and applying Young's inequality in conjunction with Lemma B. 2 we obtain the estimates

$$
\begin{align*}
& \frac{1}{2}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+\frac{d}{d t}\left\{\mu_{1} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x}+\int_{\Omega_{N}} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x}\right\} \\
& \quad \leq c^{2}(\Omega)\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}^{4}+\|\boldsymbol{f}\|_{\infty} \\
& \quad \leq \frac{\tilde{c}(\Omega)}{\mu_{1}}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}^{2}\left\{\mu_{1} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x}\right\}+\frac{1}{2}\|\boldsymbol{f}\|_{\infty^{2}}^{2} \tag{6.237}
\end{align*}
$$

from which (6.230), (6.231) follows.

Having established the differential inequality (6.230) we now are in a position to apply the Uniform Gronwall Lemma (Appendix A) once we prove the following:

Lemma 6.15. For the coefficients $a(t), b(t)$ defined by (6.231), there exists $r$ and $k_{i}(r), i=1,2,3$, all positive constants, independent of $N$, such that for all $t \geq$ $t_{0}\left(\mu_{1} ;\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$

$$
\begin{equation*}
\int_{t}^{t+r} a(s) d s \leq k_{1}(r), \quad \int_{t}^{t+r} b(s) d s \leq k_{2}(r), \quad \int_{t}^{t+r} y_{N}(s) d s \leq k_{3}(r) \tag{6.238}
\end{equation*}
$$

Proof. We start by choosing $r>0$ arbitrary and then integrate (6.224) from $t$ to $t+r$ so as to obtain

$$
\begin{align*}
& \frac{1}{2}\left\|\boldsymbol{v}^{N}(t+r)\right\|_{L^{2}(\Omega)}^{2}-\frac{1}{2}\left\|\boldsymbol{v}^{N}(t)\right\|_{L^{2}(\Omega)}^{2} \\
& \quad+\int_{t}^{t+r} 2 \mu_{1} k(\Omega)\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}{ }^{2} d s \leq \int_{t}^{t+r}\|\boldsymbol{f}\|_{\infty}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)} \tag{6.239}
\end{align*}
$$

An immediate consequence of (6.239) is the estimate

$$
\begin{equation*}
\int_{t}^{t+r} 2 \mu_{1} k(\Omega)\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}^{2} d s \leq \int_{t}^{t+r}\|\boldsymbol{f}\|_{\infty}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)} d s+\frac{1}{2}\left\|\boldsymbol{v}^{N}(t)\right\|_{L^{2}(\Omega)}{ }^{2} \tag{6.240}
\end{equation*}
$$

However, by virtue of the definition of $a(t)$, i.e., (6.231),

$$
\begin{aligned}
\int_{t}^{t+r} a(s) d s & =\frac{\tilde{c}(\Omega)}{\mu_{1}} \int_{t}^{t+r}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}{ }^{2} d s \\
& \equiv \frac{\tilde{c}(\Omega)}{2 \mu_{1}^{2} k(\Omega)} \int_{t}^{t+r} 2 \mu_{1} k(\Omega)\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}{ }^{2} d s
\end{aligned}
$$

so an application of (6.240) yields

$$
\begin{align*}
\int_{t}^{t+r} a(s) d s & \leq \frac{\tilde{c}(\Omega)}{2 \mu_{1}^{2} k(\Omega)}\left[\int_{t}^{t+r}\|\boldsymbol{f}\|_{\infty}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)} d s+\frac{1}{2}\left\|\boldsymbol{v}^{N}(t)\right\|_{L^{2}(\Omega)}^{2}\right] \\
& \leq \frac{\tilde{c}(\Omega)}{2 \mu_{1}^{2} k(\Omega)}\left[\|\boldsymbol{f}\|_{\infty} \rho r+\frac{1}{2} \rho^{2}\right] \equiv k_{1}(r) \tag{6.241}
\end{align*}
$$

where we have made use of (6.228) and, as in (6.220), set $\rho=2 \beta^{2}\|\boldsymbol{f}\|_{\infty}$. Also from the definition of $b(t)$, we have

$$
\begin{equation*}
\int_{t}^{t+r} b(s) d s=\int_{t}^{t+r}\|\boldsymbol{f}\|_{\infty} d s=r\|\boldsymbol{f}\|_{\infty} \equiv k_{2}(r) \tag{6.242}
\end{equation*}
$$

It remains, therefore, to show that for $t \geq t_{0}\left(\mu_{1} ;\left\|v_{0}\right\|_{L^{2}(\Omega)}\right)$,

$$
\begin{align*}
\int_{t}^{t+r} y(s) d s \mu_{1} & \int_{t}^{t+r} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x} d \tau  \tag{6.243}\\
& +\int_{t}^{t+r} \int_{\Omega} \Gamma\left(e_{i j}\left(\boldsymbol{v}^{N}\right) e_{i j}\left(\boldsymbol{v}^{N}\right)\right) d \boldsymbol{x} d \tau \leq k_{3}(r)
\end{align*}
$$

for some $k_{3}(r) \geq 0$; to this end, we integrate the last estimate in (6.223) from $t$ to $t+r$, apply (6.228), and thereby obtain

$$
\begin{align*}
& \frac{1}{2}\left\|\boldsymbol{v}^{N}(t+r)\right\|_{L^{2}(\Omega)}^{2}+2 \mu_{1} \int_{t}^{t+r} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x} d \tau \\
& \quad \leq\|\boldsymbol{f}\|_{\infty} \int_{t}^{t+r}\left\|\boldsymbol{v}^{N}(s)\right\|^{2} d s+\frac{1}{2}\left\|\boldsymbol{v}^{N}(t)\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}  \tag{6.244}\\
& \quad \leq\|\boldsymbol{f}\|_{\infty} \rho r+\frac{1}{2} \rho^{2}, \quad \forall t \geq t_{0}\left(\mu_{1} ;\left\|\boldsymbol{v}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)}\right)
\end{align*}
$$

By dropping the nonnegative term $\frac{1}{2}\left\|\boldsymbol{v}^{N}(t+r)\right\|_{L^{2}(\Omega)}{ }^{2}$ in (6.244), we obtain the bound

$$
\begin{equation*}
\mu_{1} \int_{t}^{t+r} \int_{\Omega} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d \boldsymbol{x} \leq \frac{1}{2}\|\boldsymbol{f}\|_{\infty} \rho r+\frac{1}{4} \rho^{2} \tag{6.245}
\end{equation*}
$$

As we are assuming that $1<p \leq 2$, so that $\alpha=2-p$ satisfies $0 \leq \alpha<1$, $(\epsilon+s)^{-\alpha / 2} \leq \epsilon^{-\alpha / 2}, \forall s \geq 0$, and

$$
\Gamma\left(e_{i j} e_{i j}\right)=\int_{0}^{e_{i j} e_{i j}} \mu_{0}(\epsilon+s)^{-\alpha / 2} d s \leq \mu_{0} \epsilon^{-\alpha / 2} e_{i j} e_{i j}
$$

Therefore, for $t \geq t_{0}\left(\mu_{1} ;\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right), \exists c^{\prime}(\Omega)>0$ such that

$$
\begin{align*}
\int_{t}^{t+r} \int_{\Omega} \Gamma\left(e_{i j} e_{i j}\right) d \boldsymbol{x} d s & \leq \frac{\mu_{0}}{\epsilon^{\frac{\alpha}{2}}} \int_{t}^{t+r}\left(\int_{\Omega} e_{i j} e_{i j} d \boldsymbol{x}\right) d s \\
& \leq \frac{\mu_{0} c^{\prime}(\Omega)}{\epsilon^{\frac{\alpha}{2}}} \int_{t}^{t+r}\left|\boldsymbol{v}^{N}\right|_{\boldsymbol{H}^{1}(\Omega)}{ }^{2} d s \\
& \leq \frac{\mu_{0} c^{\prime}(\Omega)}{\epsilon^{\frac{\alpha}{2}}} \int_{t}^{t+r}\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}(\Omega)}{ }^{2} d s  \tag{6.246}\\
& \leq \frac{\mu_{1} \mu_{0} c^{\prime}(\Omega)}{\tilde{c}(\Omega) \epsilon^{\frac{\alpha}{2}}} \int_{t}^{t+r} a(s) d s \\
& \leq \frac{\mu_{1} \mu_{0} c^{\prime}(\Omega)}{\tilde{c}(\Omega) \epsilon^{\frac{\alpha}{2}}} k_{1}(r)
\end{align*}
$$

where we have used (6.241). Combining (6.245) and (6.244) we now see that (6.243) holds for $t \geq t_{0}\left(\mu_{1} ;\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$ with

$$
\begin{equation*}
k_{3}(r)=\frac{1}{2}\|\boldsymbol{f}\|_{\infty} \rho r+\frac{1}{4} \rho^{2}+\frac{\mu_{1} \mu_{0} c^{\prime}(\Omega)}{\tilde{c}(\Omega) \epsilon^{\frac{\alpha}{2}}} k_{1}(r) . \tag{6.247}
\end{equation*}
$$

With the bounds displayed in (6.238) in hand, we may apply the Uniform Gronwall Lemma to (6.230) so as to conclude that, for $t \geq t_{0}\left(\mu_{1} ;\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)$,

$$
y_{N}(t+r) \leq\left(\frac{k_{3}(r)}{r}+k_{2}(r)\right) \exp \left(k_{1}(r)\right)
$$

in which case, $\forall t \geq t_{0}\left(\mu_{1} ;\|\boldsymbol{v}\|_{L^{2}(\Omega)}\right)+r$,

$$
\begin{equation*}
y_{N}(t) \leq\left(\frac{k_{3}(r)}{r}+k_{2}(r)\right) \exp \left(k_{1}(r)\right) \tag{6.248}
\end{equation*}
$$

By the definition of $y_{N}(t)$, Lemma B.2, and (6.248), there exists a constant $k(r)>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{v}^{N}(t)\right\|_{\boldsymbol{H}^{2}(\Omega)} \leq k(r), \quad \forall t \geq t_{0}\left(\mu_{1} ;\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)+r \tag{6.249}
\end{equation*}
$$

But the $k_{i}(r), i=1,2,3$ are independent of $N$ and so, therefore, is $k(r)$. Thus, we may let $N \rightarrow \infty$ in (6.249) so as to obtain the following result:
Theorem 6.10. There exists an absorbing set in $\boldsymbol{H}^{2}(\Omega)$ for the nonlinear semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ generated by the solution of the initial-value problem (6.211), (6.212), if $\boldsymbol{v}_{0} \in \overline{\boldsymbol{H}}$ and $\boldsymbol{f} \in L^{\infty}([0, T) ; \overline{\boldsymbol{H}})$.

Proof. The estimate (6.249) shows that for $\boldsymbol{v}_{0}$ in a bounded set $B_{0}^{\prime} \subset \overline{\boldsymbol{H}}$, with $\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)} \leq R_{0}^{\prime}$, for some $R_{0}^{\prime}>0, \boldsymbol{S}_{\mu_{1}}(t) \boldsymbol{v}_{0} \in B_{H^{2}(\Omega)}^{\rho^{\prime}}$ for $t \geq t_{0}\left(\mu_{1} ; R_{0}^{\prime}\right)$ where $\rho^{\prime}=k(r)$.

### 6.4.3 Existence of a Global Attractor for Flow in an Unbounded Channel

Although we have established, in Sect. 6.4.2, the existence of absorbing sets in $B_{\overline{\boldsymbol{H}}}^{\rho}$ and $B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$, because $\Omega$ is not bounded the embedding $\boldsymbol{H}^{2}(\Omega) \hookrightarrow \overline{\boldsymbol{H}}$ is not compact; thus, at this point, we can not deduce the existence of an attractor. In order to prove the existence of a maximal compact global attractor, for the orbits of the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ generated by the solutions of (6.211), (6.212), we will appeal to a result which has been proven in [Ab2], namely,

Lemma 6.16. Let $h\left(x_{1}, t\right)$ be a smooth (weight) function satisfying
(i) $h\left(x_{1}, t\right) \geq 0, \forall t \geq 0,-\infty<x_{1}<+\infty$, and $h(\boldsymbol{x}, 0)=0,-\infty<x_{1}<+\infty$,
(ii) each derivative of order $\geq 1$ of $h$ is a bounded function,
(iii) $h\left(x_{1}, t\right) \rightarrow+\infty$ as $\left|x_{1}\right| \rightarrow \infty$.

Then there exists a positive constant $C$, such that if the velocity field $v$ in (6.211), (6.212) satisfies

$$
\begin{equation*}
\sup _{t \geq \bar{t}_{0}} \int_{\Omega}\left\|\boldsymbol{v}\left(x_{1}, x_{2}, t\right)\right\|_{L^{2}(\Omega)}{ }^{2} h\left(x_{1}, t\right) d x_{1} d x_{2} \leq C \tag{6.250}
\end{equation*}
$$

for some $\bar{t}_{0}>0$ and all $\boldsymbol{v}_{0} \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$, the dynamical system defined by (6.211), (6.212) possesses a global attractor $\mathcal{A}_{\mu_{1}}$, i.e., a compact invariant set in $\overline{\boldsymbol{H}}$ which attracts every bounded set of $\overline{\boldsymbol{H}}$, and is maximal with respect to these properties.

By Lemma 6.16 it follows that to prove the existence of a maximal compact global attractor $\mathcal{A}_{\mu_{1}}$, for the problem at hand, it suffices to establish (6.250). We will prove (6.250) with a specific choice of $h\left(x_{1}, t\right)$ under some assumptions on the function $\boldsymbol{f}=\boldsymbol{f}(t)$. We begin by setting

$$
\begin{equation*}
\varphi\left(x_{1}\right)=\ln \left(2+x_{1}^{2}\right) \tag{6.251a}
\end{equation*}
$$

and

$$
\begin{equation*}
h\left(x_{1}, t\right)=\varphi\left(x_{1}\right)\left[1-\exp \left(\frac{-\left(t-\bar{t}_{0}\right)}{\varphi\left(x_{1}\right)}\right)\right] \tag{6.251b}
\end{equation*}
$$

where $\bar{t}_{0}$, independent of $N$, will be determined, below; it is a straightforward exercise to verify that (i) and (iii) of Lemma 6.16 hold for this choice of $h$. To prove (ii), we take derivatives of $\varphi$ and $h$ so as to get

$$
\begin{equation*}
\varphi^{\prime}\left(x_{1}\right)=\frac{2 x_{1}}{2+x_{1}^{2}}, \quad \varphi^{\prime \prime}=\frac{4-2 x_{1}^{2}}{\left(2+x_{1}^{2}\right)^{2}} \tag{6.252}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial h}{\partial t} & =\varphi\left(x_{1}\right)\left[-\exp \left(\frac{-\left(t-\bar{t}_{0}\right)}{\varphi\left(x_{1}\right)}\right)\right]\left(-\frac{1}{\varphi\left(x_{1}\right)}\right)  \tag{6.253}\\
& =\exp \left(\frac{-\left(t-\bar{t}_{0}\right)}{\varphi\left(x_{1}\right)}\right) \leq 1,
\end{align*}
$$

$\forall t \geq \bar{t}_{0},-\infty \leq x_{1} \leq+\infty$. Also

$$
\begin{equation*}
\frac{\partial h}{\partial x_{1}}=\varphi^{\prime}\left(x_{1}\right)\left[1-\exp \left(\frac{-\left(t-\bar{t}_{0}\right)}{\varphi\left(x_{1}\right)}\right)+\frac{\left(t-\bar{t}_{0}\right)}{\varphi^{2}\left(x_{1}\right)} \exp \left(\frac{-\left(t-\bar{t}_{0}\right)}{\varphi\left(x_{1}\right)}\right)\right] \tag{6.254}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial^{2} h}{\partial x_{1}^{2}}= & \varphi^{\prime \prime}\left(x_{1}\right)\left[1-\exp \left(\frac{-\left(t-\bar{t}_{0}\right)}{\varphi\left(x_{1}\right)}\right)+\frac{\left(t-\bar{t}_{0}\right)}{\varphi^{2}\left(x_{1}\right)} \exp \left(\frac{-\left(t-\bar{t}_{0}\right)}{\varphi\left(x_{1}\right)}\right)\right]  \tag{6.255}\\
& -\frac{\left(t-\bar{t}_{0}\right)\left(\varphi^{\prime}\left(x_{1}\right)\right)^{2}}{\varphi^{3}\left(x_{1}\right)} \exp \left(\frac{-\left(t-\bar{t}_{0}\right)}{\varphi\left(x_{1}\right)}\right)
\end{align*}
$$

From (6.253)-(6.255), we see that there is a constant $c_{1}>0$ such that

$$
\begin{equation*}
\left|\frac{\partial h}{\partial t}\right|, \quad\left|\frac{\partial h}{\partial x_{1}}\right|, \quad\left|\frac{\partial^{2} h}{\partial x_{1}^{2^{2}}}\right| \leq c_{1}, \quad \forall t \geq \bar{t}_{0}, \quad-\infty<x_{1}<+\infty . \tag{6.256}
\end{equation*}
$$

In order to prove (6.250), we will need the following Poincaré type inequality:
Lemma 6.17. Let $g \in C_{0}^{2}(\Omega)$ and $\bar{h} \in C\left(R^{1}\right)$ with $\bar{h}\left(x_{1}\right) \geq 0,-\infty<x_{1}<\infty$. Then $\exists c_{2}>0$ such that

$$
\begin{equation*}
\int_{\Omega}\left|g\left(x_{1}, x_{2}\right)\right|^{2} \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \leq c_{2} \int_{\Omega}\left|\frac{\partial^{2} g}{\partial x_{2}^{2}}\left(x_{1}, x_{2}\right)\right|^{2} \bar{h}\left(x_{1}\right) d x_{1} d x_{2} . \tag{6.257}
\end{equation*}
$$

Proof. We write $g\left(x_{1}, x_{2}\right)=\int_{-a}^{x_{2}} \frac{\partial g}{\partial \eta}\left(x_{1}, \eta\right) d \eta$. Then

$$
\begin{align*}
\left|g\left(x_{1}, x_{2}\right)\right|^{2} & =\left|\int_{-a}^{x_{2}} \frac{\partial g}{\partial \eta}\left(x_{1}, \eta\right) d \eta\right|^{2} \\
& \leq 2 a\left(\int_{-a}^{a}\left|\frac{\partial g}{\partial \eta}\left(x_{1}, \eta\right)\right|^{2} d \eta\right) \tag{6.258}
\end{align*}
$$

and

$$
\begin{align*}
\int_{-a}^{a}\left|\frac{\partial g}{\partial \eta}\left(x_{1}, \eta\right)\right|^{2} d \eta & =-\int_{-a}^{a} g\left(x_{1}, \eta\right) \frac{\partial^{2} g}{\partial \eta^{2}}\left(x_{1}, \eta\right) d \eta \\
& \leq\left(\int_{-a}^{a}\left|g\left(x_{1}, \eta\right)\right|^{2} d \eta\right)^{\frac{1}{2}}\left(\int_{-a}^{a}\left|\frac{\partial^{2} g}{\partial \eta^{2}}\left(x_{1}, \eta\right)\right|^{2} d \eta\right)^{\frac{1}{2}} \\
& \leq \frac{\epsilon}{2} \int_{-a}^{a}\left|g\left(x_{1}, \eta\right)\right|^{2} d \eta+\frac{1}{2 \epsilon} \int_{-a}^{a}\left|\frac{\partial^{2} g}{\partial \eta^{2}}\left(x_{1}, \eta\right)\right|^{2} d \eta, \quad \forall \epsilon>0 \tag{6.259}
\end{align*}
$$

From (6.258) and (6.259), we obtain, for any $\epsilon>0$,

$$
\begin{align*}
\int_{\Omega}\left|g\left(x_{1}, x_{2}\right)\right|^{2} \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \leq & 2 a \int_{\Omega}\left[\int_{-a}^{a}\left|\frac{\partial g}{\partial \eta}\left(x_{1}, \eta\right)\right|^{2} d \eta\right] \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \\
\leq & a \epsilon \int_{\Omega}\left[\int_{-a}^{a}\left|g\left(x_{1}, \eta\right)\right|^{2} d \eta\right] \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \\
& +\frac{a}{\epsilon} \int_{\Omega}\left[\int_{-a}^{a}\left|\frac{\partial^{2} g}{\partial \eta^{2}}\left(x_{1}, \eta\right)\right|^{2} d \eta\right] \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \\
= & 2 a^{2} \epsilon \int_{\Omega}\left|g\left(x_{1}, x_{2}\right)\right|^{2} \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \\
& +\frac{2 a^{2}}{\epsilon} \int_{\Omega}\left|\frac{\partial^{2} g}{\partial x_{2}^{2}}\left(x_{1}, x_{2}\right)\right|^{2} \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \tag{6.260}
\end{align*}
$$

If we now set $\epsilon=\frac{1}{4 a^{2}}$ in (6.260), we obtain the estimate

$$
\begin{equation*}
\int_{\Omega}\left|g\left(x_{1}, x_{2}\right)\right|^{2} \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \leq c_{2} \int_{\Omega}\left|\frac{\partial^{2} g}{\partial x_{2}^{2}}\left(x_{1}, x_{2}\right)\right|^{2} \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \tag{6.261}
\end{equation*}
$$

with $c_{2}=16 a^{4}$.

Lemma 6.17 can now be used to produce the following result:
Lemma 6.18. There exists a positive constant $c_{3}$ such that

$$
\begin{equation*}
\int_{\Omega}\left|\boldsymbol{v}\left(x_{1}, x_{2}\right)\right|^{2} \bar{h}\left(x_{1}\right) d x_{1} d x_{2} \leq c_{3} \int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \bar{h}\left(x_{1}\right) d x_{1} d x_{2}, \tag{6.262}
\end{equation*}
$$

$\forall \boldsymbol{v} \in \overline{\boldsymbol{V}}$ with $\bar{h}\left(x_{1}\right) \geq 0$.
Proof. As $\frac{\partial e_{11}}{\partial x_{1}}=\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}, \frac{\partial e_{22}}{\partial x_{1}}=\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}$, and $\frac{\partial v_{1}}{\partial x_{1}}+\frac{\partial v_{2}}{\partial x_{2}}=0$, we also have

$$
\frac{\partial e_{12}}{\partial x_{2}}=\frac{1}{2}\left(\frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}-\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}\right)
$$

Therefore,

$$
\begin{align*}
\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} & \geq\left|\frac{\partial e_{11}}{\partial x_{1}}\right|^{2}+\left|\frac{\partial e_{12}}{\partial x_{2}}\right|^{2}+\left|\frac{\partial e_{22}}{\partial x_{1}}\right|^{2} \\
& \geq\left|\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}\right|^{2}+\frac{1}{4}\left|\frac{\partial^{2} v_{1}}{\partial x_{2}^{2}}-\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right|^{2}+\left|\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right|^{2}  \tag{6.263}\\
& \geq \frac{3}{16}\left|\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}\right|^{2}+\left|\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right|^{2} \geq \frac{3}{16}\left[\left|\frac{\partial^{2} v_{1}}{\partial x_{1}^{2}}\right|^{2}+\left|\frac{\partial^{2} v_{2}}{\partial x_{1}^{2}}\right|^{2}\right] .
\end{align*}
$$

The estimate (6.262) is now a direct consequence of (6.263) and Lemma 6.17.
We are now in a position to establish (6.250). We will start by studying the approximate solutions $\boldsymbol{v}^{N}$.
Lemma 6.19. Let $\boldsymbol{v}^{N}$ satisfy (6.218a,b,c) where $\boldsymbol{f}^{N} \in \boldsymbol{L}^{2}\left([0, T) ; \overline{\boldsymbol{H}}_{N}\right)$ and $\boldsymbol{v}_{0}^{N} \in$ $\overline{\boldsymbol{H}}_{N}$. Then $\exists C>0$, and $\bar{t}_{0}>0$, both of which are independent of $N$, such that, for $t \geq \bar{t}_{0}$,

$$
\begin{equation*}
\int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\left(x_{1}, x_{2}, t\right)\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h\left(x_{1}, t\right) d x_{1} d x_{2} \leq C \tag{6.264}
\end{equation*}
$$

where $h\left(x_{1}, t\right)$ is given by ( 6.251 b$)$, with $\bar{t}_{0}$ as indicated below.
Proof. The divergence free condition with respect to $\boldsymbol{v}^{N}$ indicates the existence of a stream function $\varphi\left(x_{1}, x_{2}, t\right)$ such that

$$
\begin{equation*}
\boldsymbol{v}^{N}=\left(\frac{\partial \varphi^{N}}{\partial x_{2}},-\frac{\partial \varphi^{N}}{\partial x_{1}}\right) \tag{6.265}
\end{equation*}
$$

and a unique $\varphi^{N}$ can be obtained by solving the boundary-value problem

$$
\begin{cases}\Delta \varphi^{N}=-\frac{\partial v_{2}^{N}}{\partial x_{1}}+\frac{\partial v_{1}^{N}}{\partial x_{2}}, & \text { in } \Omega_{N},  \tag{6.266}\\ \varphi^{N}=0, & \text { on } \partial \Omega_{N}\end{cases}
$$

By (6.249), $\forall v_{0}^{N} \in B_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)}^{\rho^{\prime}}$, there exists $\bar{t}_{0}>0$, independent of $N$, such that

$$
\begin{equation*}
\left\|\boldsymbol{v}^{N}\right\|_{\boldsymbol{H}^{2}\left(\Omega_{N}\right)} \leq \rho^{\prime}, \quad \forall t \geq \bar{t}_{0}, \text { with } N=1,2, \ldots \tag{6.267}
\end{equation*}
$$

In fact, by virtue of (6.249), $\bar{t}_{0}=t_{0}\left(\mu_{1} ;\left\|v_{0}\right\|_{L^{2}(\Omega)}\right)+r$, with $\left\|v_{0}\right\|_{L^{2}(\Omega)}=$ $\lim _{N \rightarrow \infty}\left\|\boldsymbol{v}_{0}^{N}\right\|_{L^{2}(\Omega)}$, if we again choose $\boldsymbol{v}_{0}^{N}$ to be the projection of $\boldsymbol{v}_{0}$ on $\overline{\boldsymbol{H}}_{N}$. Therefore, as a consequence of (6.265) and (6.267), $\exists c_{4}>0$, independent of $N$, such that

$$
\begin{equation*}
\left|\varphi^{N}\right|_{H^{3}\left(\Omega_{N}\right)} \leq c_{4}, \quad \forall t \geq \bar{t}_{0} \tag{6.268}
\end{equation*}
$$

Now, let

$$
\begin{equation*}
\boldsymbol{w}=\left(w_{1}, w_{2}\right)=\left(\frac{\partial(\varphi h)}{\partial x_{2}},-\frac{\partial(\varphi h)}{\partial x_{1}}\right) . \tag{6.269}
\end{equation*}
$$

Noting that $\boldsymbol{w} \in \overline{\boldsymbol{V}}_{N}$ and taking the inner product of (6.218b) with $\boldsymbol{w}$, we obtain

$$
\begin{align*}
\left(\frac{\partial}{\partial t} v_{i}^{N}, w_{i}\right)_{L^{2}(\Omega)}+2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}\right. & \left., \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}\right)_{L^{2}(\Omega)}+\left\langle\overline{\boldsymbol{N}}\left(\boldsymbol{v}^{N}\right), \boldsymbol{w}\right\rangle \\
+ & B\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \boldsymbol{w}\right)=\left(\boldsymbol{f}^{N}, \boldsymbol{w}\right)_{L^{2}(\Omega)} \tag{6.270}
\end{align*}
$$

By (6.265) and the fact that $\frac{\partial h}{\partial x_{2}}=0$, we have

$$
\begin{equation*}
w_{1}=v_{1}^{N} h \tag{6.271a}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{2}=v_{2}^{N} h-\varphi \frac{\partial h}{\partial x_{1}} . \tag{6.271b}
\end{equation*}
$$

A direct calculation, employing (6.256) in conjunction with (6.271a,b) yields the following estimate for the first term on the left-hand side of (6.270) for some $k_{i}>0$, $i=1,2$ :

$$
\begin{align*}
\left(\frac{\partial v_{i}^{N}}{\partial t}, w_{i}\right)_{L^{2}(\Omega)}= & \frac{\partial v_{1}^{N}}{\partial t} w_{1}+\frac{\partial v_{2}^{N}}{\partial t} w_{2} \\
= & \left(\frac{\partial v_{i}^{N}}{\partial t}, v_{i}^{N} h\right)_{L^{2}(\Omega)}-\frac{\partial v_{2}^{N}}{\partial t} \frac{\partial h}{\partial x_{1}} \varphi \\
= & \frac{1}{2} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)}{ }^{2} h d x_{1} d x_{2} \\
& -\frac{1}{2} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)}{ }^{2} \frac{\partial h}{\partial t} d x_{1} d x_{2}-\frac{\partial v_{2}^{N}}{\partial t} \frac{\partial h}{\partial x_{1}} \varphi \\
\geq & \frac{1}{2} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}(\Omega)}^{2} h d x_{1} d x_{2}-k_{1}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}-k_{2} . \tag{6.272}
\end{align*}
$$

However,

$$
\begin{equation*}
\frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}}=h \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}+R_{i j k}, \tag{6.273}
\end{equation*}
$$

$R_{i j k}$ being a sum of terms which involve products of the derivatives of $h$ and $\varphi$; therefore, there exists a positive constant $k_{3}$ such that

$$
\begin{equation*}
\left\|R_{i j k}(\boldsymbol{w})\right\|_{L^{2}\left(\Omega_{N}\right)} \leq k_{3} . \tag{6.274}
\end{equation*}
$$

We also have

$$
\begin{aligned}
& 2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} \\
& \quad=2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, h \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)}+2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, R_{i j k}(\boldsymbol{w})\right)_{L^{2}\left(\Omega_{N}\right)} \\
& \quad \geq 2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, h \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)}-2 \mu_{1}\left\|\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}\right\|_{L^{2}\left(\Omega_{N}\right)}\left\|R_{i j k}(\boldsymbol{w})\right\|_{L^{2}\left(\Omega_{N}\right)}
\end{aligned}
$$

so that

$$
\begin{equation*}
2 \mu_{1}\left(\frac{\partial e_{i j}}{\partial x_{k}}\left(\boldsymbol{v}^{N}\right), \frac{\partial e_{i j}(\boldsymbol{w})}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)} \geq 2 \mu_{1}\left(\frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}, h \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}}\right)_{L^{2}\left(\Omega_{N}\right)}-k_{4} \tag{6.275}
\end{equation*}
$$

for some positive constant $k_{4}$. In a similar fashion, for some $k_{5}>0$,

$$
\begin{align*}
\left\langle\overline{\boldsymbol{N}}\left(\boldsymbol{v}^{N}\right), \boldsymbol{w}\right\rangle & =2 \int_{\Omega_{N}} \mu(\boldsymbol{e}) e_{i j}\left(\boldsymbol{v}^{N}\right) e_{i j}(\boldsymbol{w}) d x_{1} d x_{2} \\
& \geq 2 \int_{\Omega_{N}} \mu(\boldsymbol{e}) e_{i j}\left(\boldsymbol{v}^{N}\right) e_{i j}\left(\boldsymbol{v}^{N}\right) h d x_{1} d x_{2}-k_{5} . \tag{6.276}
\end{align*}
$$

Employing the fact that $\frac{\partial \boldsymbol{v}_{j}^{N}}{\partial x_{j}}=0$, we compute that

$$
\begin{aligned}
b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \boldsymbol{w}\right)= & \int_{\Omega_{N}} v_{j}^{N} \frac{\partial v_{i}^{N}}{\partial x_{j}} v_{i}^{N} h d x_{1} d x_{2}-\int_{\Omega_{N}} v_{j}^{N} \frac{\partial v_{2}^{N}}{\partial x_{j}} \varphi \frac{\partial h}{\partial x_{1}} d x_{1} d x_{2} \\
= & \frac{1}{2} \int_{\Omega_{N}} v_{j}^{N} h \frac{\partial\left(v_{i}^{N} v_{i}^{N}\right)}{\partial x_{j}} d x_{1} d x_{2}-\int_{\Omega_{N}} v_{j}^{N} \frac{\partial v_{2}^{N}}{\partial x_{j}} \varphi \frac{\partial h}{\partial x_{1}} d x_{1} d x_{2} \\
= & -\frac{1}{2} \int_{\Omega_{N}} v_{i}^{N} v_{i}^{N} \frac{\partial v_{j}^{N}}{\partial x_{j}} h d x_{1} d x_{2}-\frac{1}{2} \int_{\Omega_{N}} v_{i}^{N} v_{i}^{N} v_{j}^{N} \frac{\partial h}{\partial x_{j}} d x_{1} d x_{2} \\
& -\int_{\Omega_{N}} v_{j}^{N} \frac{\partial v_{2}^{N}}{\partial x_{j}} \varphi \frac{\partial h}{\partial x_{j}} d x_{1} d x_{2}
\end{aligned}
$$

or

$$
\begin{equation*}
b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \boldsymbol{w}\right)=-\frac{1}{2} \int_{\Omega_{N}} v_{i}^{N} v_{i}^{N} v_{j}^{N} \frac{\partial h}{\partial x_{j}} d x_{1} d x_{2}-\int_{\Omega_{N}} v_{j}^{N} \frac{\partial v_{2}^{N}}{\partial x_{j}} \varphi \frac{\partial h}{\partial x_{1}} d x_{1} d x_{2} \tag{6.277}
\end{equation*}
$$

so that, for some $k_{6}>0$,

$$
\begin{align*}
\left|b\left(\boldsymbol{v}^{N}, \boldsymbol{v}^{N}, \boldsymbol{w}\right)\right| & \leq \frac{1}{2}\left|\int_{\Omega_{N}} v_{i}^{N} v_{i}^{N} v_{j}^{N} \frac{\partial h}{\partial x_{j}} d x_{1} d x_{2}\right|+\left|\int_{\Omega_{N}} v_{j}^{N} \frac{\partial v_{2}^{N}}{\partial x_{j}} \varphi \frac{\partial h}{\partial x_{1}} d x_{1} d x_{2}\right| \\
& \leq k_{6} \tag{6.278}
\end{align*}
$$

Finally, we have, for any $\eta>0$, and some $k_{7}>0$,

$$
\begin{align*}
\left|\left(\boldsymbol{f}^{N}, \boldsymbol{w}\right)_{L^{2}\left(\Omega_{N}\right)}\right| \leq & \left|\int_{\Omega_{N}} f_{i}^{N} v_{i}^{N} h d x_{1} d x_{2}\right|+\left|\int_{\Omega_{N}} f_{2}^{N} \varphi \frac{\partial h}{\partial x_{1}} d x_{1} d x_{2}\right| \\
\leq & {\left[\left(\int_{\Omega_{N}}\left\|\boldsymbol{f}^{N}\left(x_{1}, x_{2}\right)\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h\left(x_{1}, t\right) d x_{1} d x_{2}\right)^{\frac{1}{2}}\right] } \\
& \times\left[\left(\int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\left(x_{1}, x_{2}, t\right)\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h\left(x_{1}, t\right) d x_{1} d x_{2}\right)^{\frac{1}{2}}\right]+k_{7} \\
\leq & \frac{\eta}{2} \int_{\Omega}\left\|\boldsymbol{f}^{N}\left(x_{1}, x_{2}\right)\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h\left(x_{1}, t\right) d x_{1} d x_{2} \\
& +\frac{1}{2 \eta} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\left(x_{1}, x_{2}, t\right)\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h\left(x_{1}, t\right) d x_{1} d x_{2}+k_{7} . \tag{6.279}
\end{align*}
$$

Returning to (6.270) and combining the above estimates, we obtain, $\forall \eta>0$ and some $k_{8}>0$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h d x_{1} d x_{2}+2 \mu_{1} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} h d x_{1} d x_{2} \\
& \quad+2 \int_{\Omega_{N}} \mu(\boldsymbol{e}) e_{i j}\left(\boldsymbol{v}^{N}\right) e_{i j}\left(\boldsymbol{v}^{N}\right) h d x_{1} d x_{2} \\
& \leq k_{1}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{N}\right)} \quad+k_{8}+\frac{\eta}{2} \int_{\Omega_{N}}\left\|\boldsymbol{f}^{N}\left(x_{1}, x_{2}\right)\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h\left(x_{1}, t\right) d x_{1} d x_{2} \\
& \quad+\frac{1}{2 \eta} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\left(x_{1}, x_{2}, t\right)\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h\left(x_{1}, t\right) d x_{1} d x_{2} . \tag{6.280}
\end{align*}
$$

If we now employ Lemma 6.18, taking $\bar{h}\left(x_{1}\right)=h\left(x_{1}, t\right)$ at a fixed but arbitrary $t \geq \bar{t}_{0}$, set $\eta=2 \mu_{1} c_{3}$, and then drop the term

$$
2 \int_{\Omega_{N}} \mu(\boldsymbol{e}) e_{i j}\left(\boldsymbol{v}^{N}\right) e_{i j}\left(\boldsymbol{v}^{N}\right) h d x_{1} d x_{2}
$$

in (6.280), we obtain the inequality

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h d x_{1} d x_{2}+\frac{2 \mu_{1}}{c_{3}} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h d x_{1} d x_{2} \\
\leq 2 k_{1}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)}+k_{9} \tag{6.281}
\end{align*}
$$

for some $k_{9}>0$. Therefore, $\forall t \geq \bar{t}_{0}$,

$$
\begin{array}{r}
\frac{d}{d t} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} h d x_{1} d x_{2}+\beta_{1} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h d x_{1} d x_{2} \\
\leq \beta_{2}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)}+\beta_{3}^{2} \tag{6.282}
\end{array}
$$

with $\beta_{1}=2 \mu_{1} / c_{3}, \beta_{2}=2 k_{1}$, and $\beta_{3}=k_{9}$, all independent of $N$. Next we multiply (6.282) by $e^{\beta_{1} t}$ and integrate from $t_{0}$ to $s$ so as to get, $\forall s \geq \bar{t}_{0}$,

$$
\begin{gather*}
e^{\beta_{1} s} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h\left(x_{1}, s\right) d x_{1} d x_{2}-e^{\beta_{1} t_{0}} \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}{ }^{2} h\left(x_{1}, t_{2}\right) d x_{1} d x_{2} \\
\leq \beta_{2} \int_{t_{0}}^{s} e^{\beta_{1} t}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)} d t+\beta_{3} \int_{t_{0}}^{s} e^{\beta_{1} t} d t \tag{6.283}
\end{gather*}
$$

Since $h\left(x_{1}, t_{0}\right)=0$, if we multiply both sides of (6.283) by $e^{-\beta_{1} s}$, we find that, $\forall s \geq \bar{t}_{0}$,

$$
\begin{align*}
& \int_{\Omega_{N}}\left\|\boldsymbol{v}^{N}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} h\left(x_{1}, s\right) d x_{1} d x_{2} \\
& \quad \leq \beta_{2} e^{-\beta_{1} s} \int_{t_{0}}^{s}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} d t+\frac{\beta_{3}}{\beta_{1}}\left(e^{\beta_{1} s}-e^{\beta_{1} \bar{t}_{0}}\right) e^{-\beta_{1} s} . \tag{6.284}
\end{align*}
$$

We now note that there exists a constant $\beta_{4}>0$ such that

$$
\begin{equation*}
\frac{\beta_{3}}{\beta_{1}}\left(e^{\beta_{1} s}-e^{\beta_{1} \bar{t}_{0}}\right) e^{-\beta_{1} s} \leq \beta_{4}, \quad \forall s \geq \bar{t}_{0} . \tag{6.285}
\end{equation*}
$$

To prove (6.250), it will suffice to show that there is a constant $\beta_{5}>0$ such that

$$
\begin{equation*}
e^{-\beta_{1} s} \int_{t_{0}}^{s} e^{\beta_{1} t}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} d t \leq \beta_{5}, \quad \forall s \geq \bar{t}_{0} \tag{6.286}
\end{equation*}
$$

We begin by noting that, as a consequence of our previous estimates, $\forall t \geq 0$, and some $\beta_{6}>0$,

$$
\begin{align*}
&\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)}+\frac{d}{d t}\left\{2 \mu_{1} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d x_{1} d x_{2}\right. \\
&\left.+\int_{\Omega_{N}} \Gamma\left(e_{i j} e_{i j}\right) d x_{1} d x_{2}\right\} \leq \beta_{6} . \tag{6.287}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+\frac{d}{d t} z(t) \leq \beta_{6}, \quad \forall t \geq \bar{t}_{0} \tag{6.288}
\end{equation*}
$$

with

$$
\begin{equation*}
z(t)=2 \mu_{1} \int_{\Omega_{N}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} \frac{\partial e_{i j}\left(\boldsymbol{v}^{N}\right)}{\partial x_{k}} d x_{1} d x_{2}+2 \int_{\Omega_{N}} \Gamma\left(e_{i j} e_{i j}\right) d x_{1} d x_{2} . \tag{6.289}
\end{equation*}
$$

Multiplying (6.288) by $e^{\beta_{1} t}$, and adding the term $\beta_{1} e^{\beta_{1} t} z(t)$ to both sides of the resulting inequality, we find that

$$
\begin{align*}
e^{\beta_{1} t}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2}+\frac{d}{d t}\left[e^{\beta_{1} t} z(t)\right] & \leq \beta_{1} e^{\beta_{1} t} z(t)+\beta_{6} e^{\beta_{1} t}  \tag{6.290}\\
& \leq \beta_{7} e^{\beta_{1} t} .
\end{align*}
$$

Integrating (6.290) from $\bar{t}_{0}$ to $s$, and multiplying the resulting inequality by $e^{-\beta_{1} s}$, we then obtain, $\forall s \geq \bar{t}_{0}$, the estimate

$$
\begin{align*}
e^{-\beta_{1} s} \int_{t_{0}}^{s} e^{\beta_{1} t}\left\|\frac{d \boldsymbol{v}^{N}}{d t}\right\|_{L^{2}\left(\Omega_{N}\right)}^{2} d t+z(s) & \leq e^{-\beta_{1}\left(s-t_{0}\right)} z\left(t_{0}\right)+\beta_{7} e^{-\beta_{1} s} \int_{t_{0}}^{s} e^{\beta_{1} t} d t \\
& \leq z\left(t_{0}\right)+\frac{\beta_{7}}{\beta_{1}}-\frac{\beta_{7}}{\beta_{1}} e^{-\beta_{1}\left(s-t_{0}\right)} \\
& \leq z\left(t_{0}\right)+\frac{\beta_{7}}{\beta_{1}} \equiv \beta_{5} \tag{6.291}
\end{align*}
$$

which serves to establish (6.286). If we now employ the upper bound (6.286) in (6.284) we arrive at (6.264) with $C=\beta_{5}+\frac{\beta_{3}}{\beta_{1}}$.

With Lemma 6.19 established it is now a simple matter to prove the following result:

Theorem 6.11. There exists a maximal compact global attractor $\mathcal{A}_{\mu_{1}}$ for the orbits of the semigroup $\boldsymbol{S}_{\mu_{1}}(t)$ generated by the solutions of (6.211), (6.212).

Proof. As $C>0$ in (6.264) is independent of $N$, if we let $N \rightarrow \infty$ in Lemma 6.19 we obtain the bound (6.250) with $\bar{t}_{0}=t_{0}\left(\mu_{1},\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right)+r$, where $\boldsymbol{v}_{0} \in B_{\boldsymbol{H}^{2}(\Omega)}^{\rho^{\prime}}$; the theorem now follows from Lemma 6.16.

### 6.5 Some Related Work on Attractors and Inertial Manifolds for Incompressible Bipolar and Non-Newtonian Flow

In the concluding section of this chapter, we want to survey some of the related work that has been done, to date, on analyzing the large time behavior of solutions for problems governed either by the bipolar model $(5.1 \mathrm{a}, \mathrm{b})$ or the non-Newtonian specialization thereof which corresponds to taking $\mu_{1}=0$; before doing so, however, it is appropriate to indicate the correlation between the various subsections of Chap. 5 and published work by the authors and their colleagues. Much of the work in Sect. 5.2, dealing with the linearized stability of the incompressible bipolar equations, may be found in [B14]. The essential content of Sect. 5.3, including the estimates for the Hausdorff and fractal dimensions of the global attractor $\mathcal{A}_{\mu_{1}}$, $\mu_{1}>0$, and $0 \leq \alpha<1$, was established in [BBN5]. The papers [B13, B15] cover much of the same material as that presented in Sect. 5.4 for the bipolar and non-Newtonian problems when $-1<\alpha<0$. The lower semicontinuity of the attractors for the bipolar problem, which was proven in Sect.5.5, has been presented in [B12] and was also discussed in [B15]. Almost all the material presented in Sect. 6.2 dealing with the existence of an inertial manifold for incompressible,
viscous, bipolar fluid flow is based on the Ph.D. thesis [Hao] and may also be found in [BH3]. The work in Sect. 6.3, concerning the $L^{2}$ squeezing property, is based on the paper [BH1]. Finally, much of what was presented in Sect. 6.4, concerning the existence of a maximal compact global attractor for bipolar fluid flow in an unbounded parallel-wall channel, appears in [BH5].

The bulk of the work, to date, on the existence of attractors for either the bipolar, incompressible, fluid model governed by (5.2a,b), (5.3a) or (5.3b), and (5.4)—or the special non-Newtonian case obtained by taking $\mu_{1}=0$ and, in the case of the boundary-value problem, retaining only the condition $\boldsymbol{v}=0$ in (5.3a)-has been carried out by researchers in either eastern Europe or China. We now offer a brief synposis of this work as well as some related work on similar modifications of the Navier-Stokes equations.

In $[\mathrm{BaH}]$ the existence and regularity of Young measured-valued solutions for the non-Newtonian equations (5.2a,b), with $\mu_{1}=0$ and $\mu(|\boldsymbol{e}|)$ given by (5.1d), was studied and some results on the asymptotic behavior of solutions were obtained. In a bounded domain of $R^{n}, n=2,3$, Málek and Nec̆as [MN] obtained the existence of a global finite-dimensional attractor for the non-Newtonian model using a method of short $\delta$-trajectories with initial values in the attractor. In [NP3] the authors study the asymptotic behavior of solutions for the non-Newtonian model in the whole space with zero external force; with initial data in $L^{1} \cap L^{2}$ it is shown that solutions exhibit $L^{2}$ decay in time like $t^{-1 / 4}$. Málek and Prazák [MP1] prove, for the nonNewtonian model, with space-periodic boundary conditions, the existence of a global attractor with finite fractal dimension for the case $n=2$ when $p \geq 2$ and for the case $n=3$ when $p \geq 11 / 5$. The same authors [MP2] apply the so-called method of $l$-trajectories to study the large time behavior of solutions to a class of abstract nonlinear dissipative evolution equations of the first order; their results are then extended so as to establish the existence of a finite-dimensional (exponential) attractor for a class of equations in nonlinear fluid mechanics which includes the non-Newtonian model (5.2a,b) with $\mu_{1}=0$. For the Ladyzhenskaya [La2] modification of the Navier-Stokes equations, the existence of a global attractor in the three-dimensional case was proven for a bounded domain; these results were then extended to the case of unbounded channel-like domains.

In [LWW] the authors study the large time behavior of solutions of the non-Newtonian model in $\mathbb{R}^{3}$ and obtain estimates in $L^{2}\left(\mathbb{R}^{3}\right)$ for the decay of solutions as $t \rightarrow \infty$. The large time behavior of weak solutions for the incompressible, non-Newtonian problem in $R^{2}$ is analyzed in [DL]; it is proven that weak solutions decay in the $L^{2}$ norm like $(1+t)^{-1 / 2}$ and that the decay rate is sharp in the sense that it coincides with the decay rate of a solution to the heat equation. In [LZ3] the authors consider the regularity of the global attractor for the nonNewtonian system in two-dimensional unbounded domains; it is shown that the $\boldsymbol{L}^{2}$ compact attractor and the $\boldsymbol{H}^{2}$ compact attractor of the system are the same. In a related work, Liu and Zhao [LZ2] study the long time behavior of the nonNewtonian system in two-dimensional unbounded domains and prove the existence of an $\boldsymbol{H}^{2}$ compact attractor for the system by showing that the corresponding semigroup is asymptotically compact. In [Do2] time decay rates are established for
weak solutions to the incompressible non-Newtonian problem in $\mathbb{R}^{n}$; using spectral decomposition methods, applied to the Stokes operator, optimal decay estimates of weak solutions in the $L^{2}$ norm are derived under different conditions on the initial velocity; also error estimates for the difference between the non-Newtonian flow and the corresponding Navier-Stokes flow are obtained. In a related work [Do2] the same author uses a Fourier splitting method to show that weak solutions for the nonNewtonian problem in $\mathbb{R}^{n}$ decay at the rate $(1+t)^{-n / 2}$, in the $L^{2}$ norm, as $t \rightarrow \infty$. In [DC2], the asymptotic stability of weak solutions for the non-Newtonian system in $\mathbb{R}^{2}$ is studied; even if $\left\|\boldsymbol{u}_{0}-\boldsymbol{v}_{0}\right\|_{\boldsymbol{L}^{2}\left(\mathbb{R}^{2}\right)}$ is not small, as long as a perturbed flow $\boldsymbol{v}(t)$, corresponding to the initial data $\boldsymbol{v}_{0}$, satisfies an appropriate energy inequality, it is proven that $\|\boldsymbol{u}(t)-\boldsymbol{v}(t)\|_{\boldsymbol{L}^{2}\left(\mathbb{R}^{2}\right)} \rightarrow 0$ as $t \rightarrow \infty$. The time decay rates of nonNewtonian flows, which conform to the model (5.1a,b) with $\mu_{1}=0$, are studied in $\mathbb{R}_{+}^{n}$ in [DC1] for $n \geq 3$; using the spectral decomposition of the Stokes operator, and $\boldsymbol{L}^{p}-\boldsymbol{L}^{q}$ estimates, it is shown that weak solutions decay in the $\boldsymbol{L}^{2}$ norm like $t^{-n / 2\left(\frac{1}{r}-\frac{1}{2}\right)}$, when the initial velocity $\boldsymbol{u}_{0} \in L^{2} \cap L^{r}$, for $1 \leq r<2$ and better decay rates are obtained when $\boldsymbol{u}_{0}$ satisfies an additional moment condition of the form $\int_{R_{+}^{n}}\left|x_{n} \boldsymbol{u}_{0}(\boldsymbol{x})\right|^{r} d \boldsymbol{x}<\infty, 1<r \leq 2$.

In somewhat more recent work, Zhao, Zhou, and Liao [ZZL1] discuss the long time behavior of solutions for two-dimensional flow of an incompressible non-Newtonian fluid in a bounded domain subjected to a (locally) uniformly integrable external force; they obtain results on the existence and structure of uniform attractors in the general case without restrictions on the size of the external force and then specialize to cover the case where the $L^{2}$ norm of the external force is small. In [NP2] the authors study the asymptotic time behavior of incompressible non-Newtonian fluids in the whole space assuming initial data in $L^{1}$; the analysis is focused on the behavior of weak solutions for the problem governed by (5.1a,b), with $\mu_{1}=0$, when $n=3$ and $p \geq \frac{11}{5}$. In [LZZ1] trajectory attractors and global attractors are constructed for an autonomous twodimensional non-Newtonian fluid while the same authors, in [LZZ3], discuss results for incompressible non-Newtonian flow subject to external forces which are rapidly oscillating in time but have a smooth average. Furthermore, LLi et al. [LZZ2] have recently studied the long time behavior of solutions for two-dimensional, nonautonomous, incompressible non-Newtonian flows in bounded domains when the external force is translation compact; when the $L^{2}$ norm of the forcing function is appropriately small it is shown that there exists a unique, bounded, asymptotically stable solution to the initial-boundary value problem. In [ZZ1] the authors study the so-called pullback asymptotic behavior of solutions for a non-autonomous, incompressible, non-Newtonian fluid in two-dimensional bounded domains after first proving the existence of pullback attractors; they establish regularity for the pullback attractors which, in turn, implies the (pullback) asymptotic smoothing effect of the fluid in the sense that solutions become eventually more regular than the initial data. Similar results are established in [ZZL3], this time with respect to the existence and regularity of pullback attractors for a non-Newtonian fluid
with delays. Finally, in [ZZL3], upper semicontinuity of the global attractor for an incompressible, non-Newtonian fluid, in the two-dimensional domain $\Omega=$ $R^{1} \times(-L, L)$, is proven by considering an expanding sequence $\left\{\Omega_{m}\right\}_{m=1}^{\infty}$ of simply connected, bounded, smooth subdomains of $\Omega$ such that $\Omega_{M} \rightarrow \Omega$ as $m \rightarrow \infty$; in particular, it is shown that if $\mathcal{A}$ and $\mathcal{A}_{m}$ are the global attractors of the fluid corresponding to $\Omega$ and $\Omega_{m}$, respectively, and $O(\mathcal{A})$ is a neighborhood of $\mathcal{A}$, then the global attractor $\mathcal{A}_{m} \subset O(\mathcal{A})$ for $m$ sufficiently large.

## Appendix A <br> Notation, Definitions, and Results from Analysis

## A. 1 Notation and Definitions

For $x_{i} \in R^{1}, i=1, \ldots, n$, we denote points in $R^{n}, n>1$, by $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$. When coordinates are, e.g., polar, cylindrical, etc., instead of Cartesian, this is noted explicitly in the text. Similarly, vectors will be denoted by $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right)$ and operators (mappings), whether linear or nonlinear, are also denoted by boldface letters, e.g., $\mathcal{L}, \boldsymbol{S}, \boldsymbol{A}$, etc. All inner products are explicitly defined the first time they appear and are expressed in what is now a standard formulation, e.g., for $\boldsymbol{u}, \boldsymbol{v} \in R^{n}$, $\boldsymbol{u} \cdot \boldsymbol{v}=\sum_{i=1}^{n} u_{i} v_{i}$.

For functions $u(\boldsymbol{x}), v(\boldsymbol{x})$ defined on a domain $\Omega \subseteq R^{n}$, the $L^{2}(\Omega)$ inner-product is given by

$$
(u, v)_{L^{2}(\Omega)}=\int_{\Omega} u(\boldsymbol{x}) v(\boldsymbol{x}) d \boldsymbol{x}
$$

but for vector-valued functions $\boldsymbol{u}(\boldsymbol{x}), \boldsymbol{v}(\boldsymbol{x})$ defined on $\Omega$ we employ a bold-face $L^{2}$, i.e.,

$$
(\boldsymbol{u}, \boldsymbol{v})_{L^{2}(\Omega)}=\int_{\Omega} \boldsymbol{u}(\boldsymbol{x}) \boldsymbol{v}(\boldsymbol{x}) d \boldsymbol{x}
$$

For the $L^{2}$ inner-product we assume, of course, that $\int_{\Omega} u^{2}(\boldsymbol{x}) d \boldsymbol{x}<\infty$, $\int_{\Omega} v^{2}(\boldsymbol{x}) d \boldsymbol{x}<\infty$ with the corresponding assumption in the vector-valued case being that $\int_{\Omega}\|\boldsymbol{u}(\boldsymbol{x})\|^{2} d \boldsymbol{x}<\infty, \int_{\Omega}\|\boldsymbol{v}(\boldsymbol{x})\|^{2} d \boldsymbol{x}<\infty$, where $\|\boldsymbol{u}\|^{2}=\boldsymbol{u} \cdot \boldsymbol{u}$.

For a tensor-valued function, such as the rate of deformation tensor $\boldsymbol{e}$, we write $|\boldsymbol{e}|^{2}=\sum_{i, j} e_{i j} e_{i j}$, where $i, j=1, \ldots, n$.

Standard notation is used throughout the book for the space $C^{k}(\Omega)$ of continuously differentiable functions, namely,

$$
\begin{aligned}
C(\Omega) & =\left\{u: \Omega \rightarrow R^{1} \mid u \text { is continuous }\right\} \\
C(\bar{\Omega}) & =\{u \in C(\Omega) \mid u \text { is continuous up to } \partial \Omega\} \\
C^{k}(\Omega) & =\{u \in C(\Omega) \mid u \text { is } k \text {-times continuously differentiable }\}
\end{aligned}
$$

and

$$
\begin{aligned}
C^{k}(\bar{\Omega})= & \left\{u \in C^{k}(\Omega) \mid D^{\alpha} u\right. \text { is uniformly continuous on bounded } \\
& \text { subsets of } \Omega, \forall \alpha \text { such that }|\boldsymbol{\alpha}| \leq k\}
\end{aligned}
$$

where the multi-index $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right),|\boldsymbol{\alpha}|=\alpha_{1}+\cdots+\alpha_{n}$, the $\alpha_{i}, i=1, \ldots, n$ are non-negative integers, and

$$
\boldsymbol{D}^{\boldsymbol{\alpha}} u=\frac{\partial^{|\boldsymbol{\alpha}|} u(\boldsymbol{x})}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}}
$$

with $\boldsymbol{D}=\left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right)$. These definitions easily generalize to vector-valued functions $\boldsymbol{u}(\boldsymbol{x})=\left(u_{1}(\boldsymbol{x}), \ldots, u_{n}(\boldsymbol{x})\right)$ defined on $\Omega \subset R^{n}$, e.g., $\boldsymbol{u} \in \boldsymbol{C}^{k}(\Omega)$ iff $u_{i} \in$ $C^{k}(\Omega), i=1, \ldots, n$. Also, $C^{\infty}(\Omega)=\bigcap_{k=0}^{\infty} C^{k}(\Omega)$, with the obvious extensions to the cases $C^{\infty}(\bar{\Omega}), C^{\infty}(\Omega)$ and $C^{\infty}(\bar{\Omega})$.

The $L^{p}$ spaces are also defined in the usual manner, i.e., for $1 \leq p<\infty$,

$$
L^{p}(\Omega)=\left\{u: U \rightarrow R^{1} \mid u \text { is Lebesque measurable and }\|u\|_{L^{p}(\Omega)}<\infty\right\}
$$

where

$$
\|u\|_{L^{p}(\Omega)}=\left(\int_{\Omega}|u(\boldsymbol{x})|^{p} d \boldsymbol{x}\right)^{1 / p}
$$

The generalization to the vector-valued case is denoted as $\boldsymbol{L}^{p}(\Omega)$ where

$$
\|\boldsymbol{u}\|_{L^{p}(\Omega)}=\left(\int_{\Omega}\|\boldsymbol{u}(\boldsymbol{x})\|^{p} d \boldsymbol{x}\right)^{1 / p}
$$

for $1 \leq p<\infty$; these definitions include the $L^{2}(\Omega)$ and $L^{2}(\Omega)$ cases covered, separately, above. By $L_{l o c}^{p}(\Omega)$ we denote the set of all $u: \Omega \rightarrow R^{1}$ such that $u \in$ $L^{p}(\tilde{\Omega})$ for each compact subset $\tilde{\Omega}$ of $\Omega$ with an analogous definition for $L_{l o c}^{p}(\Omega)$. For $p=\infty$ we have

$$
L^{\infty}=\left\{u: \Omega \rightarrow R^{1} \mid u \text { is Lebesque measurable and }\|u\|_{L^{\infty}(\Omega)}<\infty\right\}
$$

with

$$
\|u\|_{L^{\infty}(\Omega)}=\underset{\Omega}{\operatorname{ess} \sup }|u| .
$$

In the vector-valued case, denoted by $\boldsymbol{L}^{\infty}(\Omega)$, we have for $\boldsymbol{u}: \Omega \rightarrow R^{n}$,

$$
\|\boldsymbol{u}\|_{L^{\infty}(\Omega)}=\underset{\Omega}{\operatorname{ess} \sup }\|\boldsymbol{u}\| .
$$

For vector-valued functions $\boldsymbol{u}: \Omega \rightarrow R^{n}$ we have, for each multi-index $\boldsymbol{\alpha}$,

$$
\boldsymbol{D}^{\alpha} \boldsymbol{u}=\left(\boldsymbol{D}^{\alpha} u_{1}, \ldots, \boldsymbol{D}^{\alpha} u_{n}\right)
$$

so that

$$
\boldsymbol{D}^{k} \boldsymbol{u}=\left\{\boldsymbol{D}^{\alpha} \boldsymbol{u}| | \boldsymbol{\alpha} \mid=k\right\} .
$$

Also, for $k=1$, the gradient of the vector-valued function $\boldsymbol{u}: \Omega \rightarrow R^{n}$ in Cartesian coordinates $x_{i}$ is the tensor-valued function with components

$$
(\boldsymbol{D} \boldsymbol{u})_{i j} \equiv(\nabla \boldsymbol{u})_{i j}=\frac{\partial u_{i}}{\partial x_{j}}, \quad i, j=1, \ldots, n
$$

and

$$
\operatorname{div} \boldsymbol{u}=\nabla \cdot \boldsymbol{u}=\operatorname{tr}(\nabla \boldsymbol{u})=\sum_{i=1}^{n} \frac{\partial u_{i}}{\partial x_{i}}
$$

When non-Cartesian coordinates are used in the book, the components of expressions such as $\nabla \boldsymbol{u}, \nabla \cdot \boldsymbol{u}$, etc., are always made explicit.

To define the standard Sobolev spaces we first recall the definition of weak derivative; for $u, v: \Omega \rightarrow R^{1}$, with $u, v \in L_{l o c}^{1}(\Omega)$, and $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ a multiindex, $v$ is the $\boldsymbol{\alpha}$ th weak partial derivative of $u$, i.e., $v=\boldsymbol{D}^{\alpha} u$ if

$$
\int_{\Omega} u \boldsymbol{D}^{\alpha} \phi d \boldsymbol{x}=(-1)^{|\boldsymbol{\alpha}|} \int_{\Omega} v \phi d \boldsymbol{x}
$$

for all $\phi: \Omega \rightarrow R^{1}$ such that $\phi \in C_{0}^{\infty}(\Omega) \equiv \mathcal{D}(\Omega)$, where $C_{0}^{\infty}(\Omega)$ is the space of all infinitely differentiable functions on $\Omega$ with compact support. For $\boldsymbol{u}, \boldsymbol{v}: \Omega \rightarrow$ $R^{n}$, with $\boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{L}_{l o c}^{1}(\Omega)$, we have an analogous definition for $\boldsymbol{v}=\boldsymbol{D}^{\boldsymbol{\alpha}} \boldsymbol{u}$. If $1 \leq p<$ $\infty$, and $m$ is a non-negative integer, then the Sobolev space $W^{m, p}(\Omega)$ is defined to be the set of all $u: \Omega \rightarrow R^{1}$ such that $u \in L_{l o c}^{1}(\Omega)$ and, for each multi-index $\boldsymbol{\alpha}$ with $|\boldsymbol{\alpha}|<m$, the weak derivative $\boldsymbol{D}^{\alpha} u$ exists and is in $L^{p}(\Omega)$. For $u: \Omega \rightarrow R^{1}$ in $W^{m, p}(\Omega)$ we define, for $1 \leq p<\infty$,

$$
\|u\|_{W^{m, p}(\Omega)}=\left(\sum_{|\alpha| \leq m} \int_{\Omega}\left|D^{\alpha} u\right|^{p} d \boldsymbol{x}\right)^{1 / p}
$$

while for $p=\infty$,

$$
\|u\|_{W^{m, p}(\Omega)}=\sum_{|\alpha| \leq m} \underset{\Omega}{\operatorname{ess} \sup }\left|\boldsymbol{D}^{\alpha} u\right| .
$$

We will sometimes use the notation $\left\|\left\|\|_{m, p} \text { for }\right\|\right\|_{W^{m, p}(\Omega)}$ if there is no chance of confusion. For $\boldsymbol{u}: \Omega \rightarrow R^{n}$, with $n>1$, we will use the notation $\|\boldsymbol{u}\|_{W^{m, p}(\Omega)}$ with the obvious modifications to the definitions given above. When $p=2$ it is a common practice to write, for $u: \Omega \rightarrow R^{1}$, that $W^{m, 2}(\Omega)=H^{m}(\Omega)$, with $H^{m}(\Omega)$ a Hilbert space with inner-product

$$
(u, v)_{H^{m}(\Omega)}=\sum_{|\alpha| \leq m} \int_{\Omega} \boldsymbol{D}^{\alpha} u(\boldsymbol{x}) D^{\alpha} v(\boldsymbol{x}) d \boldsymbol{x}
$$

for $u, v: \Omega \rightarrow R^{1}$. Again, the obvious modifications to $\boldsymbol{H}^{m}(\Omega)$ and $(\boldsymbol{u}, \boldsymbol{v})_{\boldsymbol{H}^{m}(\Omega)}$ apply when $\boldsymbol{u}, \boldsymbol{v}: \Omega \rightarrow R^{n}$ and $n>1$. By the Sobolev space $W_{0}^{m, p}(\Omega)$ we indicate the closure of $C_{0}^{\infty}(\Omega)$ in $W^{m, p}(\Omega)$, so that $u: \Omega \rightarrow R^{1}$ is in $W_{0}^{m, p}(\Omega)$ iff there exists $\left\{u_{k}\right\} \subset C_{0}^{\infty}(\Omega)$ such that $u_{k} \rightarrow u$ in $W^{m, p}(\Omega)$, as $k \rightarrow \infty$. A careful discussion of the trace theorem (see, e.g., $[\mathrm{Ev}]$ and Sect. A.2.7) shows that, loosely speaking, $W_{0}^{m, p}(\Omega)$ consists of all those $u \in W^{m, p}(\Omega)$ such that $D^{\alpha} u=0$ on $\partial \Omega$, for all $\boldsymbol{\alpha}$ such that $|\boldsymbol{\alpha}| \leq m-1$. With $p=2$ we usually write $W_{0}^{m, 2}(\Omega)=H_{0}^{m}(\Omega)$. For $\boldsymbol{u}: \Omega \rightarrow R^{n}, n>1$, we use the obvious modifications of the above definitions and write $\boldsymbol{W}_{0}^{m, p}(\Omega)$ and $\boldsymbol{H}_{0}^{m}(\Omega)$, respectively. By $|u|_{H^{m}(\Omega)}$, for $u: \Omega \rightarrow R^{1}$, we denote the semi-norm given by

$$
|u|_{H^{m}(\Omega)}^{2}=\left(\sum_{|\boldsymbol{\alpha}|=m} \int_{\Omega}\left|\boldsymbol{D}^{\alpha} u(x)\right|^{2} d \boldsymbol{x}\right)^{1 / 2}
$$

with an obvious modification in order to obtain $|\boldsymbol{u}|_{\boldsymbol{H}^{m}(\Omega)}$ for $\boldsymbol{u}: \Omega \rightarrow R^{n}$ with $n>1$.

For $k \in N$, the Sobolev spaces with negative index, $W^{-k, p}(\Omega)$, are defined to be the dual spaces to $W_{0}^{k, p}(\Omega)$, where $q$ is conjugate to $p$, i.e., $\frac{1}{p}+\frac{1}{q}=1$. The elements of $W^{-k, p}(\Omega)$ are distributions. Another definition of the Sobolev spaces with negative index is

$$
W^{-k, p}(\Omega)=\left\{u \in \mathcal{D}^{\prime}(\Omega) \mid u=\sum_{|\alpha| \leq k} D^{\alpha} u_{\alpha}, \text { for some } u_{\alpha} \in L_{p}(\Omega)\right\}
$$

with the $D^{\alpha} u_{\alpha}$ computed in the sense of distributions in $\mathcal{D}^{\prime}(\Omega)$. The two definitions of $W^{-k, p}(\Omega)$, for $k \in N$, are equivalent. We note that $u \in W^{-k, p}(\Omega), k \in N$, defines a linear operator on $W_{0}^{k, q}(\Omega)$, if $\frac{1}{p}+\frac{1}{q}=1$, i.e., for $v \in W_{0}^{k, q}(\Omega)$

$$
\begin{aligned}
\langle u, v\rangle & =\sum_{|\alpha| \leq k}\left\langle\boldsymbol{D}^{\alpha} u_{\alpha}, v\right\rangle \\
& =\sum_{|\boldsymbol{\alpha}| \leq k}(-1)^{|\boldsymbol{\alpha}|}\left\langle u_{\boldsymbol{\alpha}}, \boldsymbol{D}^{\alpha} v\right\rangle=\sum_{|\boldsymbol{\alpha}| \leq k}(-1)^{|\boldsymbol{\alpha}|} \int_{\Omega} u_{\boldsymbol{\alpha}} \boldsymbol{D}^{\alpha} v d \boldsymbol{x} .
\end{aligned}
$$

Also, $W^{-k, p}(\Omega)$ is a Banach space when equipped with the followng norm: for $u \in W^{-k, p}(\Omega)$,

$$
\|u\|_{W^{-k, p}(\Omega)}=\sup _{\substack{v \in W^{k, q}(\Omega) \\\|v\|_{W^{k, q}(\Omega)} \neq 0}} \frac{|\langle u, v\rangle|}{\|v\|_{W^{k, q}(\Omega)}}
$$

where $\frac{1}{p}+\frac{1}{q}=1$.
Remarks. We leave for Sect. A. 3 the definition of the fractional Sobolev spaces, $W^{s, p}(\Omega)$, where $s \in R^{1}$ is not necessarily an integer. The spaces $W^{s, p}(\Omega)$ may be defined either by using the Fourier transform (in the sense of distributions) or by introducing the Slobodeckij seminorm defined for functions $f \in L^{p}(\Omega), 1 \leq p<$ $\infty$; it is the latter approach which is followed in Sect. A.3.

## A. 2 Basic Analysis Results

This subsection reviews the statement of a number of standard results, the proofs of which can be found in many texts covering analysis, partial differential equations, or functional analysis, e.g., [Ev, Yos, Te1], or [N2].

## A.2.1 The Hölder Inequality

Let $p>1$ and let, as in Sect. A.1, the space $L^{p}(\Omega)$ be the Banach space consisting of all measurable functions on $\Omega$ (a bounded domain in $R^{n}$ ) whose $p$-powers are integrable with $\|u\|_{L^{p}(\Omega)} \equiv\|u\|_{p}=\left(\int_{\Omega}|u|^{p}\right)^{1 / p}, p>1$. Suppose that $q$ is conjugate to $p$, i.e., $\frac{1}{p}+\frac{1}{q}=1$; then, for $u \in L^{p}(\Omega)$, and $v \in L^{q}(\Omega)$, the Hölder Inequality is

$$
\int_{\Omega} u v d \boldsymbol{x} \leq\|u\|_{L^{p}(\Omega)}\|v\|_{L^{q}(\Omega)}
$$

For $p=1, q=\infty$ and $\|v\|_{L^{\infty}(\Omega)}=$ ess sup $|v|$. Hölder's inequality is a direct consequence of Young's inequality which we state next. As a consequence of the Hölder Inequality we have the following interpolation inequality for the $L^{p}$ spaces: For $u \in L^{r}(\Omega)$, with $p \leq q \leq r$ and $\frac{1}{q}=\frac{\lambda}{p}+\frac{1-\lambda}{r}$,

$$
\|u\|_{L^{q}(\Omega)} \leq\|u\|_{L^{p}(\Omega)}^{\lambda}\|u\|_{L^{r}(\Omega)}^{1-\lambda} .
$$

## A.2.2 Cauchy's and Young's Inequalities

Cauchy's inequality with $\epsilon>0, a, b>0$ is the statement that

$$
a b \leq \epsilon a^{2}+\frac{1}{4 \epsilon} b^{2}
$$

The standard case consists of taking $\epsilon=\frac{1}{2}$. For $a, b>0$ and $1<p, q<\infty$, with $\frac{1}{p}+\frac{1}{q}=1$, Young's inequality says that

$$
a b \leq \frac{a^{p}}{p}+\frac{b^{q}}{q}
$$

If $a, b>0, \epsilon>0$, and $C(\epsilon)=(\epsilon p)^{-q / p} q^{-1}$, then we have Young's inequality with $\epsilon$,

$$
a b \leq \epsilon a^{p}+C(\epsilon) b^{q}
$$

Young's inequality is a consequence of the fact that $f(x)=e^{x}$ is a convex function (see, e.g., [Ev]) while Young's inequality with $\epsilon$ follows from Young's inequality if we write $a b=\left((\epsilon p)^{1 / p} a\right)\left(\frac{b}{(\epsilon p)^{1 / p}}\right)$.

## A.2.3 The Lax-Milgram Lemma

The Lax-Milgram Lemma is a generalization of the Riesz Representation Theorem [Yos] to bilinear forms which do not need to be symmetric; its full statement is as follows: Let $H$ be a Hilbert space with norm $\|\cdot\|_{H}$ and $B: H \times H \rightarrow R$ a bilinear map. If there exist $c_{1}>0$ and $c_{2}>0$ such that

$$
|B(u, v)| \leq c_{1}\|u\|_{H}\|v\|_{H}, \quad \forall u, v \in H
$$

and

$$
B(u, u) \geq c_{2}\|u\|_{H}^{2}, \quad \forall u \in H
$$

then, for each $f \in H^{*}, \exists v \in H$ (unique) such that $B(u, v)=f(u), \forall u \in H$.

## A.2.4 The Poincaré Inequality

There are various versions of the Poincaré inequality; we state three of the most common versions here:
(i) Let $\Omega \subseteq R^{n}$ be an open bounded subset and $u \in W_{0}^{1, p}(\Omega), 1 \leq p<n$. Then for each $q \in\left[1, p^{*}\right], p^{*}=n p / n-p$,

$$
\|u\|_{L^{q}(\Omega)} \leq C\|D u\|_{L^{p}(\Omega)}
$$

with $C=C(p, q, n ; \Omega)>0$. If $1 \leq p \leq \infty$, then

$$
\|u\|_{L^{p}(\Omega)} \leq C\|D u\|_{L^{p}(\Omega)} .
$$

(ii) Let $\Omega \subseteq R^{n}$ be an open bounded domain with $C^{1}$ boundary $\partial \Omega$. Then for any $u \in W^{1, p}(\Omega)$, with $1 \leq p<\infty$, and some $c>0$,

$$
\int_{\Omega}\left|u(\boldsymbol{x})-\frac{1}{|\Omega|} \int_{\Omega} u(\boldsymbol{y}) d \boldsymbol{y}\right|^{p} d \boldsymbol{x} \leq c \int_{\Omega} \sum_{i=1}^{n}\left|\frac{\partial u}{\partial x_{i}}\right|^{p} d \boldsymbol{x} .
$$

(iii) Let $a>0$ and

$$
\Omega \subseteq\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right)\left|\left|x_{1}\right| \leq a<\infty,-\infty<x_{i}<\infty, i=2, \ldots, n\right\}\right.
$$

then $\exists c>0, c=c(k, n)$, such that for every $u \in H_{0}^{k}(\Omega)$,

$$
\|u\|_{W^{k, 2}(\Omega)}^{2} \leq c \sum_{|\boldsymbol{\alpha}|=k}\left\|D^{\alpha} u\right\|_{L^{2}(\Omega)}{ }^{2}
$$

## A.2.5 Friedrich's Inequality

Suppose that $\Omega$ is a bounded subset of $R^{n}$ with diameter $d$ and $1 \leq p<\infty$. Then $\forall u \in W_{0}^{k, p}(\Omega)$,

$$
\|u\|_{L^{p}(\Omega)} \leq d^{k}\left(\sum_{|\alpha|=k}\left\|D^{\alpha} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

where $\boldsymbol{\alpha}=\left(\alpha, \ldots, \alpha_{n}\right)$.

## A.2.6 Fréchet Derivative

Let $\boldsymbol{X}, \boldsymbol{Y}$ be real Banach spaces and $\boldsymbol{F}$ a nonlinear operator mapping $D(\boldsymbol{F}) \subset \boldsymbol{X}$ to $R(\boldsymbol{F}) \subset \boldsymbol{Y}$ with $D(\boldsymbol{F})$ open in $\boldsymbol{X}$. Then $\boldsymbol{F}$ is Fréchet differentiable at $\boldsymbol{x}_{0} \in D(\boldsymbol{F})$ if there exists a bounded linear operator $\boldsymbol{F}^{\prime}\left(x_{0}\right)$ such that

$$
\boldsymbol{F}\left(x_{0}+\boldsymbol{h}\right)-\boldsymbol{F}\left(\boldsymbol{x}_{0}\right)=\boldsymbol{F}^{\prime}\left(\boldsymbol{x}_{0}\right) \boldsymbol{h}+\boldsymbol{w}\left(\boldsymbol{x}_{0}, \boldsymbol{h}\right)
$$

for all $\boldsymbol{h}$ with $\|\boldsymbol{h}\|<\epsilon$, for some $\epsilon>0$, where $\left\|\boldsymbol{w}\left(\boldsymbol{x}_{0}, h\right)\right\| /\|\boldsymbol{h}\| \rightarrow 0$ as $\|\boldsymbol{h}\| \rightarrow 0$. We call $\boldsymbol{F}^{\prime}\left(\boldsymbol{x}_{0}\right)$ the Fréchet derivative of $\boldsymbol{F}(\boldsymbol{x})$ at $\boldsymbol{x}_{0}$ while $\boldsymbol{d} \boldsymbol{F}\left(\boldsymbol{x}_{0}, h\right)=\boldsymbol{F}^{\prime}\left(\boldsymbol{x}_{0}\right) h$ is the corresponding Fréchet differential.

## A.2.7 $\boldsymbol{\omega}$-Limit Sets

Let $S(t)$ be a semigroup defined on some subset $\boldsymbol{X} \subseteq \boldsymbol{H}, \boldsymbol{H}$ a real-Hilbert space. The $\omega$-limit set of $\boldsymbol{X}$ consists of all the limit points of orbits through points in $\boldsymbol{X}$, i.e.,

$$
\begin{aligned}
\omega(\boldsymbol{X})= & \left\{\boldsymbol{y} \in \boldsymbol{H} \mid \exists\left\{t_{n}\right\} \subset R^{1}, \text { with } t_{n} \rightarrow \infty \text { as } n \rightarrow \infty,\right. \\
& \text { and }\left\{\boldsymbol{x}_{n}\right\} \subset \boldsymbol{H} \text { such that } \boldsymbol{S}\left(t_{n}\right) \boldsymbol{x}_{n} \rightarrow \boldsymbol{y}, \\
& \text { as } n \rightarrow \infty\} .
\end{aligned}
$$

## A.2.8 The Trace Theorem

Let $\Omega \subseteq R^{n}$ be an open bounded domain with Lipschitz boundary $\partial \Omega$. Then, the trace theorem says that there exists a bounded linear operator $T: W^{1, p}(\Omega) \rightarrow$ $L^{p}(\partial \Omega), 1 \leq p<\infty$, such that

$$
T u=\left.u\right|_{\partial \Omega}, \quad \forall u \in W^{1, p}(\Omega) \cap C(\bar{\Omega})
$$

and

$$
\|T u\|_{L^{p}(\partial \Omega)} \leq C(p, \Omega)\|u\|_{W^{1, p}(\Omega)}, \quad \forall u \in W^{1, p}(\Omega)
$$

$T u$ is called the trace of $u$. The functions in $W^{1, p}(\Omega)$ with zero trace constitute $W_{0}^{1, p}(\Omega)$, i.e., $W_{0}^{1, p}(\Omega)=\left\{u \in W^{1, p}(\Omega) \mid T u=0\right\}$ and, in fact, $W_{0}^{1, p}(\Omega)=\{u \in$ $W^{1, p}(\Omega) \mid \exists\left\{u_{n}\right\} \subset C_{0}^{\infty}(\Omega)$ such that $u_{m} \rightarrow u$ in $\left.W^{1, p}(\Omega)\right\}$; thus, for bounded $\Omega$ with Lipschitz $\partial \Omega$, trace-zero functions in $W^{1, p}(\Omega)$ can be approximated by smooth functions with compact support.

## A.2.9 Aubin's Lemma

Aubin's Lemma (sometimes termed the Aubin-Lions Lemma) is a result in the theory of Banach space-valued functions; it is a compactness criterion which is useful in studying nonlinear evolutionary differential equations. The precise statement of the lemma is as follows (the precise definitions of continuous and compactly embedded are given in Sect. A.3): Let $\boldsymbol{X}_{0} \subseteq \boldsymbol{X} \subseteq \boldsymbol{X}_{1}$ be three Banach spaces with $\boldsymbol{X}_{0}$ compactly embedded in $\boldsymbol{X}$ and $\boldsymbol{X}$ continuously embedded in $\boldsymbol{X}_{1}$; suppose, also, that $\boldsymbol{X}_{0}$ and $\boldsymbol{X}_{1}$ are reflexive. For $1<p, q<\infty$ let

$$
\boldsymbol{W}=\left\{\boldsymbol{u} \in L^{p}\left([0, T] ; \boldsymbol{X}_{0} \mid \dot{\boldsymbol{u}} \in L^{q}\left([0, T] ; \boldsymbol{X}_{1}\right)\right\} .\right.
$$

Then the embedding of $\boldsymbol{W}$ into $L^{p}([0, T] ; \boldsymbol{X})$ is also compact (see, also, Lemma A.9).

## A.2.10 Estimates for $b(u, v, w)$

The trilinear form

$$
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=\int_{\Omega} u_{i} \frac{\partial v_{i}}{\partial x_{j}} w_{j} d \boldsymbol{x}
$$

arises in studies of the Navier-Stokes equations as well as in studies of all related fluid dynamics models (e.g., the bipolar fluid) whenever the convective nonlinearity is present in the acceleration term. A wealth of estimates exist for $|b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})|$ which depend on the assumptions relative to $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}$; good references, in this regard, are [CFT1] and [Te1]; we have, for example the following result from Sect. 1.2 of [Te1]: The trilinear form $b$ is defined and (trilinear) continuous on $\boldsymbol{H}_{0}^{1}(\Omega) \times \boldsymbol{H}_{0}^{1}(\Omega) \times\left(\boldsymbol{H}_{0}^{1}(\Omega) \cap \boldsymbol{L}^{n}(\Omega)\right), \Omega$ a bounded or unbounded domain in $R^{n}$, and for some $c(n)>0$,

$$
|b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})| \leq c(n)\|\boldsymbol{u}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\left|\boldsymbol{v}\left\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \mid \boldsymbol{w}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega) \cap \boldsymbol{L}^{n}(\Omega)} .\right.
$$

Other results which have been used in this book are (see [CFT1]), e.g.,
(i) $\left|\int_{\Omega} u_{i} \frac{\partial v_{i}}{\partial x_{j}} v_{j} d \boldsymbol{x}\right| \leq\|\boldsymbol{u}\|_{L^{\infty}(\Omega)}|\boldsymbol{w}|_{\boldsymbol{H}^{1}(\Omega)}\|\boldsymbol{w}\|_{L^{2}(\Omega)}$,
(ii) $\left|\int_{\Omega} u_{i} \frac{\partial v_{i}}{\partial x_{j}} u_{j} d \boldsymbol{x}\right| \leq c_{1}(\Omega)\|\boldsymbol{v}\|_{W^{1,2}(\Omega)}\|\boldsymbol{u}\|_{W^{1,2}(\Omega)}^{2}\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{1 / 2}$, for some $c_{1}(\Omega)>0$
where the $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}$ lie in the indicated spaces. Other results are generated by using interpolation and embedding theorems for Sobolev spaces.

## A.2.11 The Uniform Gronwall Lemma

The Gronwall inequality can be written in integral as well as differential form as follows:
(i) Let $K \geq 0$ and let $f$ and $g$ be continuous nonnegative functions for $a \leq t \leq b$ which satisfy

$$
f(t) \leq K+\int_{a}^{b} f(s) g(s) d s, \quad a \leq t \leq b .
$$

Then

$$
f(t) \leq K e^{\int_{a}^{t} g(s) d s}, \quad a \leq t \leq b .
$$

An alternative form of the integral version of Gronwall is: suppose $g(t)$ is a continuous nonnegative function for $t>0$ and

$$
g(t) \leq K+C \int_{0}^{t} g(s) d s, \quad 0 \leq t \leq b
$$

with $C, K>0$. Then, for all $t \in[0, b]$

$$
g(t) \leq K e^{C t}, \quad 0 \leq t \leq b
$$

This second version follows from the first by interchanging $f$ and $g$ in the first version, assuming $|f(t)| \leq C$, and setting $a=0$.
(ii) Let $f(t)$ be a nonnegative, absolutely continuous function on $[0, b]$ which satisfies, a.e. on $[0, b]$, the differential inequality

$$
f^{\prime}(t) \leq \phi(t) f(t)+\psi(t), \quad 0<t<b
$$

with $\phi(t), \psi(t)$ nonnegative, summable functions on $[0, b]$. Then,

$$
f(t) \leq\left[f(0)+\int_{0}^{t} \psi(\tau) d \tau\right] e^{\int_{0}^{t} \phi(\tau) d \tau}, \quad 0<t<b
$$

## A. 3 Some Sobolev Space Embeddings, Estimates, and Interpolation Results

In this subsection of Appendix A we present some of the more standard results concerning continuous and compact embeddings of Sobolev spaces, the estimates implied by these embeddings, and a basic interpolation result for Sobolev spaces; various forms of the results delineated here have been used throughout this book, especially in Chaps. 4-6. Two standard, comprehensive treatises covering the material reviewed in this subsection are [Ad] and [Tr]. In all the results stated below, unless specifically indicated, $\Omega \subset R^{n}$ will be a bounded, open subset with a smooth $\left(C^{1}\right)$ boundary $\partial \Omega$. Many of the results stated hold under somewhat weaker conditions, e.g., that $\partial \Omega$ satisfy the uniform cone property (see, e.g., [McO], Sect. 6.5); a bounded domain $\Omega$ with Lipschitz continuous boundary satisfies this condition and such a weakning of the assumptions, relative to many of the results stated, below, is needed, e.g., in Sect. 3.5 where we have considered perturbations of the boundary of $\Omega$ by Lipschitz curves.

We begin by recalling that both the Sobolev spaces $W^{k, p}(\Omega)$ and the Hölder spaces $C^{k, \mu}(\bar{\Omega})$ are Banach spaces when equipped with their respective norms (the norm on $C^{k, \mu}(\bar{\Omega})$ will be reviewed below). We begin with the following definitions.

Definition A.1. Let $\boldsymbol{B}_{1}$ and $\boldsymbol{B}_{2}$ be two Banach spaces. Then $\boldsymbol{B}_{1}$ is continuously embedded into $\boldsymbol{B}_{2}$ (and we write $\boldsymbol{B}_{1} \hookrightarrow \boldsymbol{B}_{2}$ ) if $\forall \boldsymbol{u} \in \boldsymbol{B}_{1}$ we have $\boldsymbol{u} \in \boldsymbol{B}_{2}$ and, for some $c>0,\|\boldsymbol{u}\|_{\boldsymbol{B}_{2}} \leq c\|\boldsymbol{u}\|_{\boldsymbol{B}_{1}}$ where $c$ does not depend on $\boldsymbol{u} \in \boldsymbol{B}_{1}$. The embedding operator $\boldsymbol{J}: \boldsymbol{B}_{1} \rightarrow \boldsymbol{B}_{2}$ takes $\boldsymbol{u} \in \boldsymbol{B}_{1}$ into the same element $\boldsymbol{u}$ considered as an element of $\boldsymbol{B}_{2}$.

Definition A.2. If $\boldsymbol{B}_{1} \hookrightarrow \boldsymbol{B}_{2}$, and the embedding operator $\boldsymbol{J}: \boldsymbol{B}_{1} \rightarrow \boldsymbol{B}_{2}$ is a compact operator, we say that $\boldsymbol{B}_{1}$ is compactly embedded into $\boldsymbol{B}_{2}$; often this is denoted by $\boldsymbol{B}_{1} \hookrightarrow \hookrightarrow \boldsymbol{B}_{2}$.

Our results in this subsection will be stated in the form of a series of lemmas; we first note the obvious continuous embeddings for $1 \leq p<\infty$,

$$
W_{0}^{m, p}(\Omega) \hookrightarrow W^{m, p}(\Omega) \hookrightarrow L^{p}(\Omega)
$$

Lemma A. 1 (Sobolev Embedding Theorem). Suppose that $k>l, 1 \leq p<q \leq$ $\infty,(k-l) p<n$ and $\frac{1}{q}=\frac{1}{p}-\frac{(k-l)}{n}$; then

$$
W^{k, p}(\Omega) \hookrightarrow W^{l, q}(\Omega)
$$

As a special case (take $l=0$ ) we have the following result: if $k<\frac{n}{p}$ and $\frac{1}{q}=$ $\frac{1}{p}-\frac{k}{n}$, then

$$
W^{k, p}(\Omega) \hookrightarrow L^{q}(\Omega)
$$

In particular, $\exists C=C(k, p, n ; \Omega)>0$ such that

$$
\|u\|_{L^{q}(\Omega)} \leq C\|u\|_{W^{k, p}(\Omega)} .
$$

Remarks. A variation on this last lemma is the following result: if $p \leq q \leq n p / n-$ $m p$, then

$$
W^{j+m, p}(\Omega) \hookrightarrow W^{j, p}(\Omega)
$$

Remarks. An important special case of Lemma A.1, with $l=0$, arises by taking $k=1$; then, for $1 \leq p<n$, and $\frac{1}{q}=\frac{1}{p}-\frac{1}{n}$,

$$
W^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)
$$

so that for some $C=C(p, n ; \Omega)>0$,

$$
\|u\|_{L^{q}(\Omega)} \leq C\|u\|_{W^{1, p}(\Omega)} .
$$

This latter result is often established as a consequence of the following estimate (the Gagliardo-Nirenberg-Sobolev Inequality): If $\frac{1}{q}=\frac{1}{p}-\frac{1}{n}, 1 \leq p<n$, then $\forall u \in C_{0}^{1}\left(R^{n}\right)$,

$$
\|u\|_{L^{q}\left(R^{n}\right)} \leq C\|D u\|_{L^{p}\left(R^{n}\right)}
$$

where $C=C(p, n)>0$. It may also be shown (see [Ev], Sect. 5.6) that for $u \in$ $W_{0}^{1, p}(\Omega)$ with $\frac{1}{q}=\frac{1}{p}-\frac{1}{n}$, and $1 \leq p<n$, that

$$
\|u\|_{L^{q^{\prime}}(\Omega)} \leq C^{\prime}\|D u\|_{L^{p}(\Omega)}
$$

for each $q^{\prime} \in[1, q]$, where $C^{\prime}=C^{\prime}(p, q, n ; \Omega)>0$. Finally, if we take $q^{\prime}=p$ in this last estimate we find that for $u \in W_{0}^{1, p}(\Omega)$ and $1 \leq p \leq \infty$,

$$
\|u\|_{L^{p}(\Omega)} \leq \bar{C}\|D u\|_{L^{p}(\Omega)}
$$

with $\bar{C}=\bar{C}(p, n ; \Omega)>0$ (which is, of course, one form of the Poincaré Inequality).

Lemma A. 2 (Morrey's Inequality). If $\mu=1-n / p$ with $p>n$, then

$$
W^{1, p}(\Omega) \hookrightarrow C^{0, \mu}
$$

where $C^{k, \mu}(\bar{\Omega}) \subset C^{k}(\Omega)$ consists of all those functions in $C^{k}(\Omega)$ whose kth partial derivatives are $\mu$-Hölder continuous. The norm on $C^{k, \mu}(\bar{\Omega})$ is given by

$$
\|u\|_{C^{k, \mu}(\bar{\Omega})}=\|u\|_{C^{k}(\Omega)}+\sum_{|\boldsymbol{\alpha}|=k} \sup _{\boldsymbol{x} \neq \boldsymbol{y}} \frac{\left\|\boldsymbol{D}^{\alpha} u(\boldsymbol{x})-\boldsymbol{D}^{\alpha} u(\boldsymbol{y})\right\|}{\|\boldsymbol{x}-\boldsymbol{y}\|^{\mu}} .
$$

Thus, for some $C=C(n, p ; \Omega)>0$,

$$
\|u\|_{C^{0, \mu}(\bar{\Omega})} \leq C\|u\|_{W^{1, p}(\Omega)} .
$$

Remarks. As $C^{0, \mu}(\bar{\Omega}) \hookrightarrow C^{0}(\Omega)$ we observe the chain of continuous embeddings

$$
W_{0}^{1, p}(\Omega) \hookrightarrow W^{1, p}(\Omega) \hookrightarrow C^{0, \mu}(\bar{\Omega}) \hookrightarrow C^{0}(\bar{\Omega})
$$

Remarks. Lemma A. 2 is extended by either of the following two results:
(i) If $0<\lambda<m-\frac{n}{p}$, and $p>n$, then

$$
W^{j+m, p}(\Omega) \hookrightarrow C^{j, \lambda}(\bar{\Omega}) .
$$

(ii) If $\alpha \in(0,1)$ and $k-r-\alpha=\frac{n}{p}, p>n$

$$
W^{k, p}(\Omega) \hookrightarrow C^{r, \alpha}(\bar{\Omega})
$$

We now delineate a series of results concerning compact embeddings, the first of which is

Lemma A. 3 (Kondrachov Embedding Theorem). Suppose that $\Omega \subseteq R^{n}$ is a compact subset with $C^{1}$ boundary $\partial \Omega$. Then, if $k>0$, and $k-\frac{n}{p}>l-\frac{n}{q}$,

$$
W^{k, p}(\Omega) \hookrightarrow \hookrightarrow W^{l, q}(\Omega) .
$$

Remarks. If we weaken the conditions on $\Omega$ in Lemma A. 3 slightly it is possible to establish the following two results: Let $\Omega \subseteq R^{n}$ be a bounded open subset with $\partial \Omega$ of class $C^{1}$; then,
(i) If $0<n-m p$, and $j+m-\frac{n}{p} \geq j-\frac{n}{q}$,

$$
W^{j+m, p}(\Omega) \hookrightarrow \hookrightarrow W^{j, q}(\Omega) .
$$

(ii) If $m p>n$, then

$$
W^{j+m, p}(\Omega) \hookrightarrow \hookrightarrow C^{j}(\bar{\Omega})
$$

A more specialized version of Lemma A. 3 is the following result:
Lemma A. 4 (Rellich-Kondrachov Compactness Theorem). Assume that $\Omega$ is a bounded open subset of $R^{n}$ with $\partial \Omega$ of class $C^{1}$ and $1 \leq p<n$. Then for each $q^{\prime}$ such that $1 \leq q^{\prime}<q, \frac{1}{q}=\frac{1}{p}-\frac{1}{n}$,

$$
W^{1, p}(\Omega) \hookrightarrow \hookrightarrow L^{q^{\prime}}(\Omega) .
$$

In particular, if we take $q^{\prime}=p$ we have $W^{1, p}(\Omega) \hookrightarrow \hookrightarrow L^{p}(\Omega)$. Finally, as $p \rightarrow n$, $q \rightarrow \infty$ so, in fact, $W^{1, p}(\Omega) \hookrightarrow \hookrightarrow L^{p}(\Omega)$ for all $p$ such that $1 \leq p \leq \infty$.

Fractional Sobolev spaces have figured in the analysis in Chaps. 4 and 5; they can be defined by making use of the Fourier transform or, equivalently, by introducing the Slobodeckij seminorm, which is roughly analogous to the Hölder seminorm. Fractional order Sobolev spaces have also been referenced in the literature as Aronszajn spaces, Gagliardo spaces, and Slobodeckij spaces (see, e.g., [Ar, Gag], or [Slo]). For $\Omega \subseteq R^{n}$ an open bounded subset, with $C^{1}$ boundary $\partial \Omega, f \in L^{p}(\Omega)$, $1 \leq p<\infty$, and $0 \leq \theta<1$, the Slobodeckij seminorm of $f$ is defined by

$$
[f]_{\theta, p, \Omega}=\int_{\Omega} \int_{\Omega} \frac{|f(\boldsymbol{x})-f(\boldsymbol{y})|^{p}}{\|\boldsymbol{x}-\boldsymbol{y}\|^{\theta p+n}} d \boldsymbol{x} d \boldsymbol{y}
$$

Now, let $s>0$ (not an integer) and set $\theta=s-[s]$, so that $\theta \in(0,1)$; then the Sobolev-Slobodeckij space $W^{s, p}(\Omega)$ is defined as

$$
W^{s, p}=\left\{f \in W^{[s], p}(\Omega) \mid \sup _{|\alpha|=[s]}\left[\boldsymbol{D}^{\alpha} f\right]_{\theta, p, \Omega}<\infty\right\} .
$$

$W^{s, p}(\Omega)$ is a Banach space for the norm

$$
\|f\|_{W^{s, p}(\Omega)}=\|f\|_{W^{[s], p}}+\sup _{|\boldsymbol{\alpha}|=[s]}\left[\boldsymbol{D}^{\alpha} f\right]_{\theta, p, \Omega}
$$

The Sobolev-Slobodeckij spaces provide a continuous scale between the Sobolev spaces, i.e., one has the embeddings

$$
W^{k+1, p}(\Omega) \hookrightarrow W^{s^{\prime}, p}(\Omega) \hookrightarrow W^{s, p}(\Omega) \hookrightarrow W^{k, p}(\Omega)
$$

for $k \leq s \leq s^{\prime} \leq k+1$.
Remarks. The spaces $W^{s, p}(\Omega)$ coincide with the real interpolation spaces of Sobolev spaces, i.e., in the sense of equivalent norms

$$
W^{s, p}(\Omega)=\left(W^{k, p}(\Omega), W^{k+1, p}(\Omega)\right)_{\theta, p}
$$

if $k \in N, s \in(k, k+1), \theta=s-[s]$ (see [Tr] or [Ta2] for the notation and definitions).

We close this subsection by stating the following fundamental interpolation result which has been used repeatedly in this volume, especially in Chaps. 4 and 5:

Lemma A.5. If $0 \leq \theta \leq 1, \frac{1}{r}=\frac{\theta}{r_{1}}+\frac{(1+\theta)}{r_{2}}$, and $s=\theta s_{1}+(1-\theta) s_{2}$, then for some $C>0$,

$$
\|u\|_{W^{s, r}(\Omega)} \leq C\|u\|_{W^{s_{1}, r_{1}}(\Omega)}^{\theta}\|u\|_{W^{s_{2}, r_{2}}(\Omega)}^{1-\theta} .
$$

Remarks. With $H^{m}(\Omega) \equiv W^{m, 2}(\Omega)$ it follows, in particular, from Lemma A. 5 that for $m \in N$ and $0<s<1$, we may interpolate $H^{m+s}(\Omega)$ between $H^{m+1}(\Omega)$ and $L^{2}(\Omega)$.

## A. 4 Some Useful Lemmas in Functional Analysis

Lemma A.6. Suppose that $1<p<2$ and $\boldsymbol{\phi} \in \boldsymbol{W}^{1, p}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega) \cap \boldsymbol{W}^{2,2}(\Omega)$, with $\Omega \subset R^{3}$ a bounded domain with smooth boundary. Then $\exists \delta^{\prime}>0$ such that for any $\zeta>0$, and some $d_{8^{\prime}}(\Omega)>0$,

$$
\begin{equation*}
\|\boldsymbol{\phi}\|_{W^{1, p}(\Omega)}^{2} \geq \frac{\zeta^{\frac{1}{\delta^{\prime}}}}{\delta^{\prime} d_{\delta^{\prime}}}|\boldsymbol{\phi}|_{\boldsymbol{H}^{1}(\Omega)}{ }^{2}-\zeta^{\frac{1}{\delta^{\prime}\left(1-\delta^{\prime}\right)}}\left(\frac{1-\delta^{\prime}}{\delta^{\prime}}\right)\|\boldsymbol{\phi}\|_{\boldsymbol{H}^{2}(\Omega)}{ }^{2} . \tag{A.1}
\end{equation*}
$$

Proof. For $1<p<2$ interpolation estimates (see [Tr]) yield, for some $\bar{c}=\bar{c}\left(\delta^{\prime}\right)>0$,

$$
\begin{equation*}
\|\boldsymbol{\phi}\|_{W^{1,2}(\Omega)} \leq \bar{c}\left(\delta^{\prime}\right)\|\boldsymbol{\phi}\|_{W^{1, p}(\Omega)}^{\delta^{\prime}}\|\boldsymbol{\phi}\|_{W^{1,6}(\Omega)}^{1-\delta^{\prime}} \tag{A.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta^{\prime}=\frac{2 p}{6-p}=2\left(\frac{2-\alpha}{4+\alpha}\right) ; \quad p=2-\alpha \tag{A.3}
\end{equation*}
$$

From (A.3), if $1<p<2$, then $2 / 5<\delta^{\prime}<1$. By virtue of the embedding $\boldsymbol{W}^{1,2}(\Omega) \hookrightarrow \boldsymbol{L}^{6}(\Omega)$, in $\operatorname{dim} n=3, \boldsymbol{W}^{2,2}(\Omega) \hookrightarrow \boldsymbol{W}^{1,6}(\Omega)$; using this and this equivalence of the $\boldsymbol{W}^{1,2}(\Omega)$ and $\boldsymbol{H}^{1}(\Omega)$ norms, for $\boldsymbol{\phi} \in \boldsymbol{W}_{0}^{1,2}(\Omega)$, we obtain from (A.2) the estimate

$$
\begin{equation*}
\|\boldsymbol{\phi}\|_{\boldsymbol{H}^{1}(\Omega)} \leq \hat{c}_{\delta^{\prime}}(\Omega)\|\boldsymbol{\phi}\|_{W^{1, p}(\Omega)}^{\delta^{\prime}}\|\boldsymbol{\phi}\|_{\boldsymbol{H}^{2}(\Omega)}^{1-\delta^{\prime}} \tag{A.4}
\end{equation*}
$$

for some $\hat{c}_{8^{\prime}}>0$. We now apply Young's inequality to (A.4); setting $d_{8^{\prime}}(\Omega)=$ $\hat{c}_{\delta^{\prime}}^{2}(\Omega)$, we find that for any $\zeta>0$ and $q>1$,

$$
\begin{align*}
\frac{1}{d_{\delta^{\prime}}(\Omega)}|\boldsymbol{\phi}|_{\boldsymbol{H}^{1}(\Omega)}{ }^{2} & \leq\|\boldsymbol{\phi}\|_{\boldsymbol{W}^{1, p}(\Omega)}^{28^{\prime}} \cdot\|\boldsymbol{\phi}\|_{\boldsymbol{H}^{2}(\Omega)}^{2\left(1-\delta^{\prime}\right)} \\
& \leq \frac{\zeta^{q}}{q}\|\boldsymbol{\phi}\|_{\boldsymbol{H}^{2}(\Omega)}{ }^{2\left(1-\delta^{\prime}\right)}+\left[\frac{q-1}{q \zeta^{q / q-1}}\right]\|\boldsymbol{\phi}\|_{\boldsymbol{W}^{1, p}(\Omega)}^{28^{\prime} q / q-1} \tag{A.5}
\end{align*}
$$

The stated result now follows by choosing $q=1 / 1-\delta^{\prime}$ in (A.5), (as $\delta^{\prime}>2 / 5$ and $q>5 / 3)$, so that $\delta^{\prime} q /(q-1)=1$.

Lemma A.7. Let $\Omega \subset R^{n}, n=2$, 3, be a Lipschitz domain and suppose that $u, v, w \in H^{1}(\Omega)$. Then there exists a constant $C>0$, independent of $u, v, w$, such that

$$
\begin{equation*}
\left[\int_{\Omega} u^{2} v^{2} w^{2} d \boldsymbol{x}\right]^{1 / 2} \leq C|u|_{H^{1}(\Omega)}|v|_{H^{1}(\Omega)}|w|_{H^{1}(\Omega)} \tag{A.6}
\end{equation*}
$$

Proof. Employing standard results from Sobolev embedding theory (see [Ev] or Sect. A.3) we infer the existence of $c_{1}(\Omega)>0$ such that

$$
\left\{\begin{align*}
\|u\|_{L^{6}(\Omega)} & \leq c_{1}(\Omega)\|u\|_{H^{1}(\Omega)}  \tag{A.7}\\
\|v\|_{L^{6}(\Omega)} & \leq c_{1}(\Omega)\|v\|_{H^{1}(\Omega)} \\
\|w\|_{L^{6}(\Omega)} & \leq c_{1}(\Omega)\|w\|_{H^{1}(\Omega)}
\end{align*}\right.
$$

A first application of the Hölder Inequality yields

$$
\begin{equation*}
\left[\int_{\Omega} u^{2} v^{2} w^{2} d x\right]^{1 / 2} \leq\left[\int_{\Omega}|u v|^{3} d x\right]^{1 / 3}\left[\int_{\Omega}|w|^{6} d \boldsymbol{x}\right]^{1 / 6} \tag{A.8}
\end{equation*}
$$

and a second application then produces

$$
\begin{align*}
{\left[\int_{\Omega} u^{2} v^{2} w^{2} d \boldsymbol{x}\right]^{1 / 2} } & \leq\left(\int_{\Omega}|u|^{2} d \boldsymbol{x}\right)^{1 / 6}\left(\int_{\Omega}|v|^{2} d \boldsymbol{x}\right)^{1 / 6}\left(\int_{\Omega}|w|^{2} d \boldsymbol{x}\right)^{1 / 6}  \tag{A.9}\\
& \leq c_{1}^{3}(\Omega)|u|_{H^{1}(\Omega)}|v|_{H^{1}(\Omega)}|w|_{H^{1}(\Omega)}
\end{align*}
$$

by virtue of (A.7); this establishes (A.6) with $C=c_{1}^{3}(\Omega)$.
Lemma A.8. Let $\boldsymbol{X}$ be a given Banach space with dual $\boldsymbol{X}^{\prime}$ and let $\boldsymbol{u}$ and $\boldsymbol{g}$ be two functions belong to $L^{1}((a, b), \boldsymbol{X})$. The following three conditions are equivalent:
(i) $\boldsymbol{u}$ is a.e. equal to a primitive function of $\boldsymbol{g}$, i.e.,

$$
\begin{equation*}
\boldsymbol{u}(t)=\boldsymbol{\xi}+\int_{a}^{t} \boldsymbol{g}(s) d s, \quad \boldsymbol{\xi} \in \boldsymbol{X}, \text { for almost every } t \in[a, b] \tag{A.10}
\end{equation*}
$$

(ii) For each test function $\boldsymbol{\phi} \in \mathcal{D}(a, b)$,

$$
\begin{equation*}
\int_{a}^{b} \boldsymbol{u}(t) \boldsymbol{\phi}^{\prime}(t) d t=-\int_{a}^{b} \boldsymbol{g}(t) \boldsymbol{\phi}(t) d t, \quad\left(\boldsymbol{\phi}^{\prime}=\frac{d \boldsymbol{\phi}}{d t}\right) . \tag{A.11}
\end{equation*}
$$

(iii) For each $\eta \in X^{\prime}$,

$$
\begin{equation*}
\frac{d}{d t}\langle\boldsymbol{u}, \boldsymbol{\eta}\rangle=\langle\boldsymbol{g}, \boldsymbol{\eta}\rangle \tag{A.12}
\end{equation*}
$$

in the scalar distribution sense, on $(a, b)$.
If (A.10)-(A.12) are satisfied $\boldsymbol{u}$ is, in particular, a.e. equal to a continuous function from $[a, b]$ into $\boldsymbol{X}$.

## Proof. (See [Te4].)

Lemma A.9. Let $\boldsymbol{X}_{0}, \boldsymbol{X}, \boldsymbol{X}_{1}$ be three Banach spaces such that

$$
X_{0} \subset X \subset X_{1}
$$

where the injections are continuous and

$$
\begin{aligned}
& \qquad \boldsymbol{X}_{i} \text { is reflexive, } i=0,1 \\
& \text { the injection } \boldsymbol{X}_{0} \rightarrow \boldsymbol{X} \text { is compact. }
\end{aligned}
$$

Let $T>0$ be a fixed finite number, and let $\alpha_{i}>1, i=0$, 1 . If

$$
\begin{equation*}
\mathcal{Y}=\left\{\boldsymbol{v} \in \boldsymbol{L}^{\alpha_{0}}\left((0, T) ; \boldsymbol{X}_{0}\right) \left\lvert\, \boldsymbol{v}^{\prime}=\frac{d \boldsymbol{v}}{d t} \in \boldsymbol{L}^{\alpha_{1}}\left((0, T) ; \boldsymbol{X}_{1}\right)\right.\right\} \tag{A.13}
\end{equation*}
$$

then $\mathcal{Y}$ is a Banach space with the norm

$$
\begin{equation*}
\|\boldsymbol{v}\|_{\mathcal{Y}}=\|\boldsymbol{v}\|_{L^{\alpha_{1}}\left((0, T) ; \boldsymbol{X}_{0}\right)}+\|\boldsymbol{v}\|_{L^{\alpha_{1}}\left((0, T) ; \boldsymbol{X}_{1}\right)} . \tag{A.14}
\end{equation*}
$$

Furthermore

$$
\mathcal{Y} \subset L^{\alpha_{0}}((0, T) ; \boldsymbol{X}) \text { is compact. }
$$

Remarks. Lemma A. 9 is the explicit version of Aubin's Lemma, A.2.9, which has been used in this volume.

## Appendix B <br> Estimates Involving the Rate of Deformation Tensor

In this appendix we will state and prove several of the lemmas involving the rate of deformation tensor which have been used in both Chaps. 4 and 5 and which are cross-listed with the identical lemmas stated in this appendix. The first lemma is an $L^{p}$ version of the Korn inequality; for the cases of interest, $1<p<\infty$, proofs may be found in [Go1, 2], [Fu, N1], and [Te5]. Here we follow the general scheme of the proof presented in the monograph [MNRR] and we state the result only for a domain $\Omega$ which is open and bounded in $\mathbb{R}^{n}, n=2$, 3 , with smooth boundary $\partial \Omega$ (i.e., $\partial \Omega \in C^{0,1}$ ); the result also holds for $\boldsymbol{v} \in \boldsymbol{W}_{p e r}^{1, p}(\Omega)$, with $\Omega=[0, L]^{n}$, $n=2,3$, and $\boldsymbol{v}$ satisfying the conditions in (5.3b).
Lemma B.1. Let $\boldsymbol{v} \in \boldsymbol{W}_{0}^{1, p}(\Omega), 1<p<\infty$, where $\Omega$ is a bounded domain in $\mathbb{R}^{n}$, $n=2,3$, with smooth boundary $\partial \Omega \in C^{0,1}$. Then $\exists c_{1}=c_{1}(p ; \Omega), c_{1}>0$, such that

$$
\begin{equation*}
\int_{\Omega}\left[e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{v})\right]^{p / 2} d \boldsymbol{x} \geq c_{1}\|\boldsymbol{v}\|_{W^{1, p}(\Omega)}^{p} \tag{B.1}
\end{equation*}
$$

Proof. We note that (B.1) may be written in the equivalent form

$$
\begin{equation*}
\|\boldsymbol{e}(\boldsymbol{v})\|_{p} \geq c_{1}\|\boldsymbol{v}\|_{1, p} \tag{B.2}
\end{equation*}
$$

where we have used the abbreviated notation $\|\cdot\|_{p}=\|\cdot\|_{L^{p}(\Omega)}$ and $\|\cdot\|_{1, p}=$ $\|\cdot\|_{W^{1, p}(\Omega)}$. The proof of (B.2) depends upon the following general result which has been established, e.g., in [N1]: Let $\mathcal{D}(\Omega)=C_{0}^{\infty}(\Omega)$ be the usual space of test functions and $\mathcal{D}^{\prime}(\Omega)$ the space of distributions. Let $\Omega \subset R^{n}$ be an open bounded subset with $\partial \Omega \in C^{0,1}$ and $T \in \mathcal{D}^{\prime}(\Omega)$. If $T, \frac{\partial T}{\partial x_{i}} \in\left(\boldsymbol{W}_{0}^{1, q}(\Omega)\right)^{\prime}$, for some $q \in(1, \infty)$ and all $i=1,2, \ldots, n$, then $\exists \boldsymbol{u} \in \boldsymbol{L}^{q^{\prime}}(\Omega), q^{\prime}=q / q-1$, such that

$$
\begin{equation*}
\langle T, \boldsymbol{\varphi}\rangle=\int_{\Omega} \boldsymbol{u} \cdot \boldsymbol{\varphi} d \boldsymbol{x}, \quad \forall \boldsymbol{\varphi} \in \mathcal{D}(\Omega) \tag{B.3}
\end{equation*}
$$

Moreover, $\exists C>0$ such that

$$
\begin{equation*}
\|\boldsymbol{u}\|_{L^{q^{\prime}}(\Omega)}^{q^{\prime}} \leq C\left(\|T\|_{-1, q^{\prime}}^{q^{\prime}}+\sum_{i=1}^{n}\left\|\frac{\partial T}{\partial x_{i}}\right\|_{-1, q^{\prime}}^{q^{\prime}}\right) . \tag{B.4}
\end{equation*}
$$

Using the above stated result from [N1], we now proceed as follows: First, we define the space

$$
\begin{equation*}
\boldsymbol{E}(\Omega) \equiv\left\{\boldsymbol{u} \in \boldsymbol{L}^{p}(\Omega) \mid \boldsymbol{e}(\boldsymbol{u}) \in\left(\boldsymbol{L}^{p}(\Omega)\right)^{2}\right\} \tag{B.5}
\end{equation*}
$$

where $\boldsymbol{e} \in\left(\boldsymbol{L}^{p}(\Omega)\right)^{2}$ means $e_{i j} \in L^{p}(\Omega), i, j=1, \ldots, n$. We also define, on $\boldsymbol{E}(\Omega)$, the norm

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{E}(\Omega)} \equiv\|\boldsymbol{u}\|_{p}+\|\boldsymbol{e}(\boldsymbol{u})\|_{p} \tag{B.6}
\end{equation*}
$$

Then, $\boldsymbol{E}(\Omega)$ is a Banach space. Let

$$
\begin{equation*}
\boldsymbol{I}: \boldsymbol{W}^{1, p}(\Omega) \rightarrow \boldsymbol{E}(\Omega) \tag{B.7}
\end{equation*}
$$

be the identity mapping; this is clearly a continuous map and we want to show that $\boldsymbol{I}$ is, in fact, surjective. If we take $\boldsymbol{v} \in \boldsymbol{E}(\Omega)$ then, in the sense of distributions, for all $i, j, k=1,2, \ldots, n$,

$$
\begin{equation*}
\frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}}=\frac{\partial e_{i k}(\boldsymbol{v})}{\partial x_{j}}+\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}}-\frac{\partial e_{j k}(\boldsymbol{v})}{\partial x_{i}} \tag{B.8}
\end{equation*}
$$

As $\boldsymbol{e}(\boldsymbol{v}) \in\left(\boldsymbol{L}^{p}(\Omega)\right)^{2},($ B.8 ) implies that

$$
\begin{equation*}
\frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{k}} \in\left(\boldsymbol{W}_{0}^{1, p^{\prime}}(\Omega)\right)^{\prime} \tag{B.9}
\end{equation*}
$$

with $p^{\prime}=p / p-1$. Furthermore, as $\boldsymbol{v} \in \boldsymbol{L}^{p}(\Omega)$, it follows that

$$
\begin{equation*}
\frac{\partial v_{i}}{\partial x_{j}} \in\left(\boldsymbol{W}_{0}^{1, p^{\prime}}(\Omega)\right)^{\prime} \tag{B.10}
\end{equation*}
$$

By virtue of (B.3), (B.4), $\frac{\partial v_{i}}{\partial x_{j}} \in \boldsymbol{L}^{p}(\Omega)$ for $i, j=1,2, \ldots, n$ and, therefore, $\boldsymbol{v} \in \boldsymbol{W}^{1, p}(\Omega)$ and $\boldsymbol{I}$ is surjective. Thus, $\boldsymbol{W}^{1, p}(\Omega)$ coincides with $\boldsymbol{E}(\Omega)$ and the Open Mapping Theorem then implies that $\exists c(p ; \Omega)>0$ such that

$$
\begin{equation*}
\|\boldsymbol{v}\|_{1, p} \leq c(p ; \Omega)\left(\|\boldsymbol{v}\|_{p}+\|\boldsymbol{e}(\boldsymbol{v})\|_{p}\right) \tag{B.11}
\end{equation*}
$$

To prove the validity of (B.2) it is necessary only to show that $\forall \boldsymbol{v} \in \boldsymbol{W}_{0}^{1, p}(\Omega)$, $\exists \tilde{c}(p ; \Omega)>0$ such that

$$
\begin{equation*}
\|\boldsymbol{v}\|_{p} \leq \tilde{c}(p ; \Omega)\|\boldsymbol{e}(\boldsymbol{v})\|_{p} \tag{B.12}
\end{equation*}
$$

in which case (B.2) will follow with

$$
\begin{equation*}
c_{1}(p ; \Omega)=1 / c(p ; \Omega)(\tilde{c}(p ; \Omega)+1) \tag{B.13}
\end{equation*}
$$

We argue by contradiction, i.e., we assume that $\exists\left\{\boldsymbol{v}^{n}\right\}_{n=1}^{\infty} \subset \boldsymbol{W}_{0}^{1, p}(\Omega)$ such that $\left\|\boldsymbol{v}^{n}\right\|_{p}=1$ and $n\left\|\boldsymbol{e}\left(\boldsymbol{v}^{n}\right)\right\|_{p}<1$. Then, $\boldsymbol{e}\left(\boldsymbol{v}^{n}\right) \rightarrow \mathbf{0}$ in $\left(\boldsymbol{L}^{p}(\Omega)\right)^{2}$ as $n \rightarrow \infty$. Using (B.11), we infer the existence of a subsequence of $\left\{\boldsymbol{v}^{n}\right\}$, still labeled as $\left\{\boldsymbol{v}^{n}\right\}$, such that $\boldsymbol{v}^{n} \rightharpoonup \boldsymbol{v}$ in $\boldsymbol{W}^{1, p}(\Omega)$ and $\boldsymbol{v}^{n} \rightarrow \boldsymbol{v}$ in $\boldsymbol{L}^{p}(\Omega)$. Therefore, $\|\boldsymbol{v}\|_{p}=1$, $\left.\boldsymbol{v}\right|_{\partial \Omega}=\mathbf{0}$, and $\boldsymbol{e}(\boldsymbol{v})=\mathbf{0}$. However, it is known $[\mathrm{NH}]$ that a vector field $\boldsymbol{v}$ satisfying $\boldsymbol{e}(\boldsymbol{v})=\mathbf{0}$ may be written in the form $\boldsymbol{v}=\boldsymbol{a}+\boldsymbol{b} \times \boldsymbol{x}$ for some vectors $\boldsymbol{a}, \boldsymbol{b}$. However, $\boldsymbol{v}$ satisfies the homogeneous boundary condition, in which case $\boldsymbol{v} \equiv \mathbf{0}$; this contradicts $\|\boldsymbol{v}\|_{p}=1$ and serves to establish the lemma.

The next result is another (more elementary) inequality of the Korn variety; although a standard proof may be known, because we could not find a specific reference in which it is established, we will provide the simple proof here.
Lemma B.2. If $\boldsymbol{v} \in \boldsymbol{W}^{2,2}(\Omega) \cap \boldsymbol{W}_{0}^{1,2}(\Omega), \Omega \subset \mathbb{R}^{n}, n=2,3$, a bounded domain with smooth boundary, then $\exists c_{2}=c_{2}(\Omega)>0$ such that

$$
\begin{equation*}
\int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} d \boldsymbol{x} \geq c_{2}\|\boldsymbol{v}\|_{W^{2,2}(\Omega)}^{2} \tag{B.14}
\end{equation*}
$$

Proof. Following the procedure used to establish (6.263) in the two-dimensional case, a direct calculation yields, for some $\hat{c}_{2}>0$,

$$
\begin{equation*}
\frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \geq \hat{c}_{2} \sum_{i} \sum_{k}\left(\frac{\partial^{2} v_{i}}{\partial x_{k}^{2}}\right) \tag{B.15}
\end{equation*}
$$

where we sum, on the left-hand side of (B.15) over $i, j, k$ and where the value of $\hat{c}_{2}$ depends on whether $n=2$ or 3 . However, for each $i$,

$$
\begin{equation*}
\sum_{k}\left(\frac{\partial^{2} v_{i}}{\partial x_{k}^{2}}\right)^{2} \geq \frac{1}{2}\left(\Delta v_{i}\right)^{2} \tag{B.16}
\end{equation*}
$$

so that, for some $\bar{c}_{2}>0$,

$$
\begin{equation*}
\int_{\Omega} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} \frac{\partial e_{i j}(\boldsymbol{v})}{\partial x_{k}} d \boldsymbol{x} \geq \bar{c}_{2} \int_{\Omega} \sum_{i}\left(\Delta v_{i}\right)^{2} d \boldsymbol{x} \tag{B.17}
\end{equation*}
$$

and (B.14) now follows from standard regularity results for elliptic equations, e.g., [Ev].

The result stated in the next lemma is absolutely critical for the analysis of the initial-boundary value problem (5.2a,b), (5.3a), (5.4) because in doing integrations by parts, involving the higher-order derivatives in (5.1a), when $\mu_{1} \neq 0$, we need to make use of the fact that the higher-order boundary conditions in (5.3a) imply the vanishing of $\tau_{i j k} e_{i j} \nu_{k}$ on $\partial \Omega \times[0, T)$; the specific statement of this important result is the following lemma which is also valid for a bounded domain in $\mathbb{R}^{2}$ :
Lemma B.3. Let $S \subseteq \mathbb{R}^{3}$ be a smooth surface and $\boldsymbol{v}(\cdot)$ a divergence free $C^{2}$ vector field defined on a neighborhood of $S$, with $\boldsymbol{v}=\mathbf{0}$ on $S$. If $\tau_{i j k}(\boldsymbol{v}) v_{j} v_{k}-$ $\left.\tau_{j k l} \nu_{j} v_{k} \nu_{l} \nu_{i}\right|_{S}=0$, for $i=1,2,3$, where $v$ is the exterior unit normal on $S$, then $\left.\tau_{i j k}(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) \nu_{k}\right|_{S}=0$.
Proof. As $\tau_{i j k}$ and $e_{i j}$ are both symmetric in $i$ and $j$ :

$$
\begin{equation*}
\tau_{i j k} e_{i j} v_{k}=\tau_{i j k} \frac{\partial v_{i}}{\partial x_{j}} v_{k} . \tag{B.18}
\end{equation*}
$$

Let $\boldsymbol{p} \in S$ and let $(\boldsymbol{t}, \boldsymbol{\tau})$ be a pair of orthonormal vectors at $\boldsymbol{p}$ which lie in the tangent plane to $S$ at $\boldsymbol{p}$; thus, $(\boldsymbol{t}, \boldsymbol{\tau}, \boldsymbol{v})$ form an orthonormal triplet at $\boldsymbol{p}$. Define the vectors $\lambda^{(i)}, i=1,2,3$, by

$$
\begin{equation*}
\lambda_{j}^{(i)} \equiv \frac{\partial v_{i}}{\partial x_{j}}=\alpha^{(i)} v_{j}+\beta^{(i)} t_{j}+\gamma^{(i)} \tau_{j} \tag{B.19}
\end{equation*}
$$

However, by virtue of (B.18), (B.19) it follows that

$$
\begin{align*}
\left.\tau_{i j k}(\boldsymbol{v}) e_{i j} v_{k}\right|_{p}= & \left.\tau_{i j k}(\boldsymbol{v}) \lambda_{j}^{(i)} v_{k}\right|_{p} \\
= & \left.\alpha^{(i)} \tau_{i j k}(\boldsymbol{v}) v_{j} v_{k}\right|_{p}  \tag{B.20}\\
& +\left.\beta^{(i)} \tau_{i j k}(\boldsymbol{v}) t_{j} v_{k}\right|_{p}+\left.\gamma^{(i)} \tau_{i j k}(\boldsymbol{v}) \tau_{j} v_{k}\right|_{p}
\end{align*}
$$

We now choose curves $\boldsymbol{\eta}_{1}(\xi) \subset S, \boldsymbol{\eta}_{2}(\xi) \subset S,|\xi| \leq \bar{\xi}$, such that $\boldsymbol{\eta}_{1}(0)=\boldsymbol{\eta}_{2}(0)=$ $\boldsymbol{p}$ and $\boldsymbol{\eta}_{1}(0)=\boldsymbol{t}, \boldsymbol{\eta}_{2}(0)=\boldsymbol{\tau}$. As $\left.\boldsymbol{v}\right|_{S}=\mathbf{0}, v_{i}\left(\boldsymbol{\eta}_{1}(\xi)\right)=v_{i}\left(\boldsymbol{\eta}_{2}(\xi)\right)=0,|\xi| \leq \xi$, for $i=1,2,3$; thus

$$
\left\{\begin{array}{l}
\left.\frac{d v_{i}}{d \xi}\right|_{\eta_{i}} \equiv \frac{\partial v_{i}}{\partial x_{j}}\left(\boldsymbol{\eta}_{1}(\xi)\right) \frac{d x_{j}}{d \xi}=0  \tag{B.21}\\
\left.\frac{d v_{i}}{d \xi}\right|_{\boldsymbol{\eta}_{2}} \equiv \frac{\partial v_{i}}{\partial x_{j}}\left(\boldsymbol{\eta}_{2}(\xi)\right) \frac{d x_{j}}{d \xi}=0
\end{array} \quad(i=1,2,3)\right.
$$

Setting $\xi=0$ in (B.21) we have

$$
\begin{equation*}
\left.\frac{\partial v_{i}}{\partial x_{j}}\right|_{p} \cdot t_{j}=\left.\frac{\partial v_{i}}{\partial x_{j}}\right|_{p} \cdot \tau_{j}=0, \quad i=1,2,3 \tag{B.22}
\end{equation*}
$$

However, by virtue of (B.19), $\beta^{(i)}=\frac{\partial v_{i}}{\partial x_{j}} t_{j}$ and $\gamma^{(i)}=\frac{\partial v_{i}}{\partial x_{j}} \tau_{j}$, for $i=1,2,3$. Thus, at $\boldsymbol{p}, \gamma^{(i)}=\beta^{(i)}=0$, for $i=1,2,3$, so that by (B.20), and the higher-order boundary conditions in (5.3a)

$$
\begin{equation*}
\left.\tau_{i j k}(\boldsymbol{v}) e_{i j} v_{k}\right|_{p}=\left.\alpha^{(i)} v_{i} \tau_{l j k}(\boldsymbol{v}) v_{l} v_{j} v_{k}\right|_{p} \tag{B.23}
\end{equation*}
$$

But, as $\beta^{(i)}=\gamma^{(i)}=0, i=1,2,3,($ B.19) reduces to

$$
\begin{equation*}
\lambda_{j}^{(i)}=\frac{\partial v_{i}}{\partial x_{j}}=\alpha^{(i)} v_{j} . \tag{B.24}
\end{equation*}
$$

Therefore, setting $i=j$ in (B.24), summing on $i$, and using the fact that $v$ is a solenoidal vector field, we obtain

$$
\begin{equation*}
\frac{\partial v_{i}}{\partial x_{i}} \equiv \nabla \cdot \boldsymbol{v}=\alpha^{(i)} v_{i}=0 \tag{B.25}
\end{equation*}
$$

in which case (B.23) yields the required result, i.e., $\left.\tau_{i j k}(\boldsymbol{v}) e_{i j} v_{k}\right|_{p}=0$.
Remarks. Lemma B. 3 has been used, repeatedly, in the text to effectuate the following integration by parts computation: for $v$ sufficiently smooth and satisfying (5.3a)

$$
\begin{align*}
\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right) v_{i} d \boldsymbol{x} & =\int_{\Omega}\left[\frac{\partial}{\partial x_{j}}\left(\Delta e_{i j} v_{i}\right)-\Delta e_{i j} \frac{\partial v_{i}}{\partial x_{j}}\right] d \boldsymbol{x} \\
& =\oint_{\partial \Omega} \Delta e_{i j} v_{i} v_{j} d S-\int_{\Omega} \frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{k}}\right) \frac{\partial v_{i}}{\partial x_{j}} d \boldsymbol{x} \\
& =-\int_{\Omega}\left[\frac{\partial}{\partial x_{k}}\left(\frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial v_{i}}{\partial x_{j}}\right)-\frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial v_{i}}{\partial x_{j} \partial x_{k}}\right] d \boldsymbol{x}\left(\text { as }\left.\boldsymbol{v}\right|_{\partial \Omega}=\mathbf{0}\right) \\
& =-\oint_{\partial \Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial v_{i}}{\partial x_{j}} v_{k} d S+\int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \tag{B.26}
\end{align*}
$$

so

$$
\begin{align*}
2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right) v_{i} d \boldsymbol{x} & =-\oint_{\partial \Omega} \tau_{i j k} e_{i j} v_{k} d S+2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \\
& \left.=2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x} \quad \text { (as }\left.\tau_{i j k}(\boldsymbol{v}) e_{i j} v_{k}\right|_{\partial \Omega}=0\right) \tag{B.27}
\end{align*}
$$

Remarks. In (B.27), $\left.\tau_{i j k} e_{i j} \nu_{k}\right|_{\partial \Omega}=0$ is a consequence of the boundary conditions (5.3a) which, by (1.127), apply whenever $M_{k} \tau_{k}=0$ on $\partial \Omega$; in particular, $\left.\tau_{i j k} e_{i j} \nu_{k}\right|_{\partial \Omega}=0$ if $M_{i}=0$, on $\partial \Omega, i=1,2,3$.

Suppose, however, that $M_{k} \tau_{k} \neq 0$ on $\partial \Omega$. Then by virtue of (B.20) with $\beta^{(i)}=$ $v^{(i)}=0$, at any $\boldsymbol{p} \in \partial \Omega$

$$
\begin{equation*}
\left.\tau_{i j k}(v) e_{i j} v_{k}\right|_{p}=\left.\alpha^{(i)} \tau_{i j k} v_{j} v_{k}\right|_{p} . \tag{B.28}
\end{equation*}
$$

However, if $M_{k} \tau_{k} \neq 0$, then by (1.127),

$$
\tau_{i j k}(\boldsymbol{v}) v_{j} v_{k}-\left(\tau_{l j k}(\boldsymbol{v}) v_{l} v_{j} v_{k}\right) \nu_{i}=\left(M_{k} \tau_{k}\right) \tau_{i}
$$

at each $\boldsymbol{p} \in \partial \Omega$, and (B.28) becomes

$$
\begin{equation*}
\left.\tau_{i j k}(\boldsymbol{v}) e_{i j} v_{k}\right|_{p}=\alpha^{(i)}\left[\left(\tau_{l j k} v_{l} v_{j} v_{k}\right) v_{i}-\left(M_{k} \tau_{k}\right) \tau_{i}\right]_{p} . \tag{B.29}
\end{equation*}
$$

From (B.24) we obtain

$$
\begin{equation*}
\alpha^{(i)}=\frac{\partial v_{i}}{\partial x_{j}} v_{j}=\frac{\partial v_{i}}{\partial v}, \text { on } \partial \Omega . \tag{B.30}
\end{equation*}
$$

Also

$$
\begin{equation*}
\alpha^{(i)} v_{i}=\nabla \cdot v=0 . \tag{B.31}
\end{equation*}
$$

Combining (B.29), (B.30), and (B.31) we obtain, at each $\boldsymbol{p} \in \partial \Omega$,

$$
\begin{align*}
\tau_{i j k}(\boldsymbol{v}) e_{i j} v_{k} & =\left(M_{k} \tau_{k}\right) \alpha^{(i)} \tau_{i} \\
& =\left(M_{k} \tau_{k}\right) \tau_{i} \frac{\partial v_{i}}{\partial \boldsymbol{v}} \tag{B.32}
\end{align*}
$$

in which case the last result in (B.27) becomes

$$
\begin{equation*}
2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}\right) v_{i} d \boldsymbol{x}=2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}} \frac{\partial e_{i j}}{\partial x_{k}} d \boldsymbol{x}-\oint_{\partial \Omega}\left(M_{k} \tau_{k}\right) \tau_{i} \frac{\partial v_{i}}{\partial \boldsymbol{v}} d S . \tag{B.33}
\end{equation*}
$$

In this calculation, $e_{i j}$ is based on the velocity field $\boldsymbol{v}$. In Sect. 4.2 we have multiplied the bipolar equations (4.1) through by the $i$ th component $\psi_{i}$ of a test function $\psi \in$ $W^{1,2}((0, \infty) ; \boldsymbol{H})$ and summed on $i$, where $\boldsymbol{H}$ is given by (4.12); in this case, it is easily seen that (B.33) is to be replaced by

$$
\begin{equation*}
2 \mu_{1} \int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\Delta e_{i j}(\boldsymbol{v})\right) \psi_{i} d \boldsymbol{x}=2 \mu_{1} \int_{\Omega} \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{v}) \frac{\partial e_{i j}}{\partial x_{k}}(\boldsymbol{\psi}) d \boldsymbol{x}-\oint_{\partial \Omega}\left(M_{k} \tau_{k}\right) \tau_{i} \frac{\partial \psi_{i}}{\partial \boldsymbol{v}} d S . \tag{B.34}
\end{equation*}
$$

Our next result provides a simple lower bound for the integral $\int_{\Omega} \boldsymbol{w} \cdot \boldsymbol{e}(\boldsymbol{U}) \cdot \boldsymbol{w} d \boldsymbol{x}$ whenever $\Omega \subseteq \mathbb{R}^{3}$ is a bounded domain, with smooth boundary $\partial \Omega, \boldsymbol{w} \in L^{2}(\Omega)$, and $\boldsymbol{U} \in \boldsymbol{W}^{1,2}(\Omega)$; the specific result is
Lemma B.4. Let $\Omega \subseteq \mathbb{R}^{3}$ be a bounded domain with smooth boundary $\partial \Omega$. Then for any $\boldsymbol{w} \in \boldsymbol{L}^{2}(\Omega)$, and $\boldsymbol{U} \in \boldsymbol{W}^{1,2}(\Omega), \exists \Lambda(\boldsymbol{U})>0$ such that

$$
\begin{equation*}
\|\boldsymbol{w}\|_{L^{2}(\Omega)}{ }^{2} \geq-\left(\frac{1}{\Lambda}\right) \int_{\Omega} \boldsymbol{w} \cdot \boldsymbol{e}(\boldsymbol{U}) \cdot \boldsymbol{w} d \boldsymbol{x} . \tag{B.35}
\end{equation*}
$$

Proof. Let $\boldsymbol{x} \in \Omega$ and refer the (symmetric) rate of deformation tensor $e_{i j}(\boldsymbol{U})$ to its principal axes at $\boldsymbol{x}$. Then, at $\boldsymbol{x}$,

$$
\begin{equation*}
\boldsymbol{w} \cdot \boldsymbol{e}(\boldsymbol{U}) \cdot \boldsymbol{w}=e_{i j}(\boldsymbol{U}) w_{i} w_{j} \geq\|\boldsymbol{w}\|^{2} \min _{1 \leq j \leq 3}\left[e_{j j}(\boldsymbol{U})\right] \tag{B.36}
\end{equation*}
$$

where $\|\boldsymbol{w}\|=\left(w_{i} w_{i}\right)^{\frac{1}{2}}$ is the Euclidean norm on $\mathbb{R}^{3}$ and the $e_{i i}(\boldsymbol{U}), i=1,2,3$, are the (real) eigenvalues of $\boldsymbol{e}(\boldsymbol{U})$ at $\boldsymbol{x}$. As

$$
\begin{equation*}
\operatorname{div} \boldsymbol{U}=\operatorname{tr} e(\boldsymbol{U}) \equiv \sum_{j=1}^{3} e_{j j}(\boldsymbol{U})=0 \tag{B.37}
\end{equation*}
$$

at least one of the $e_{i i}(\boldsymbol{U}), i=1,2,3$ must be negative at $\boldsymbol{x}$. We denote the largest (in magnitude) negative eigenvalue of $\boldsymbol{e}(\boldsymbol{U})$ at $\boldsymbol{x} \in \Omega$ by $\Lambda(\boldsymbol{x}, \boldsymbol{U})=-|\Lambda(\boldsymbol{x}, \boldsymbol{U})|$. However, $\Lambda(\cdot, \boldsymbol{U})$ is continuous on $\bar{\Omega}$, which is compact on $\mathbb{R}^{3}$; thus, if we set

$$
\begin{equation*}
\Lambda(\boldsymbol{U})=\max _{\boldsymbol{x} \in \bar{\Omega}}|\Lambda(\boldsymbol{x}, \boldsymbol{U})| \tag{B.38}
\end{equation*}
$$

then, as a direct consequence of (B.36),

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{w} \cdot \boldsymbol{e}(\boldsymbol{U}) \cdot \boldsymbol{w} d \boldsymbol{x} \geq-\Lambda(\boldsymbol{U}) \tag{B.39}
\end{equation*}
$$

which is equivalent to (B.35).
Remarks. Lemma B. 4 has an analogous statement in space $\operatorname{dim} n=2$. Also, as pointed out in Sect. 5.2.2, this result retains its validity, with obvious modifications, if $w_{i}, U_{i} \in \mathbb{C}, \boldsymbol{L}^{2}(\Omega)$ is replaced by its complex counterpart $\boldsymbol{L}_{c}^{2}(\Omega)$, etc., and

$$
\begin{gather*}
\|\boldsymbol{w}\|_{\boldsymbol{L}_{c}^{2}(\Omega)}^{2}=\int_{\Omega} w_{i} w_{i}^{*} d \boldsymbol{x},  \tag{B.40a}\\
\boldsymbol{w} \cdot \boldsymbol{e}(\boldsymbol{U}) \cdot \boldsymbol{w}=e_{i j}(\boldsymbol{U}) w_{i} w_{j}^{*} \tag{B.40b}
\end{gather*}
$$

where $e_{i j}=\frac{1}{2}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}^{*}}{\partial x_{i}}\right)=e_{j i}^{*}$, the asterisk denoting complex conjugation.
Our final result in this appendix is the following:
Lemma B.5. Suppose that $\boldsymbol{u}(t), \boldsymbol{v}(t)$ are the unique solutions of (5.2a,b), (5.3a), (5.4) which correspond, respectively, to initial data $\boldsymbol{u}(0)=\boldsymbol{u}_{0}$ and $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$. Then, for $1<p \leq 2$,

$$
\begin{equation*}
\int_{\Omega}\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right]\left[e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right] d \boldsymbol{x} \geq 0 \tag{B.41}
\end{equation*}
$$

where $\gamma(\boldsymbol{v})=\mu(|\boldsymbol{e}(\boldsymbol{v})|)$.
Proof. With $\alpha=2-p$ we have introduced the potential (see, e.g., (5.92))

$$
\Gamma\left(e_{i j} e_{i j}\right)=\int_{0}^{e_{i j} e_{i j}} \mu_{0}(\epsilon+s)^{-\alpha / 2} d s
$$

so that

$$
\begin{equation*}
\frac{\partial \Gamma}{\partial e_{i j}}=\gamma(\boldsymbol{e}) e_{i j} \tag{B.42}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& {\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right]\left[e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right]} \\
& \quad=\int_{0}^{1} \frac{d}{d \lambda}\left(\frac{\partial \Gamma\left(e_{i j}(\boldsymbol{u})+\lambda\left(e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right)\right.}{\partial e_{i j}}\right) d \lambda \times\left[e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right] \\
& =\int_{0}^{1}\left\{\frac { \partial ^ { 2 } \Gamma } { \partial e _ { i j } \partial e _ { k l } } \left(e_{i j}(\boldsymbol{u})+\lambda\left(e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right)\left[e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right]\right.\right.  \tag{B.43}\\
& \left.\quad \times\left[e_{k l}(\boldsymbol{v})-e_{k l}(\boldsymbol{u})\right]\right\} d \lambda
\end{align*}
$$

However, it is easily seen that the potential $\Gamma$ (e.g., see [MNRR], Chap. 5, estimate (1.8)) satisfies

$$
\begin{equation*}
\frac{\partial^{2} \Gamma(\boldsymbol{e})}{\partial e_{i j} \partial e_{k l}} \eta_{i j} \eta_{k l} \geq c_{1}(1+|\boldsymbol{e}|)^{p-2}|\boldsymbol{\eta}|^{2} \tag{B.44}
\end{equation*}
$$

for $p>1$ and some $c_{1}>0$. Combining (B.43) and (B.44) one obtains

$$
\begin{align*}
& {\left[\gamma(\boldsymbol{v}) e_{i j}(\boldsymbol{v})-\gamma(\boldsymbol{u}) e_{i j}(\boldsymbol{u})\right]\left[e_{i j}(\boldsymbol{v})-e_{i j}(\boldsymbol{u})\right]} \\
& \quad \geq c_{1}|\boldsymbol{e}(\boldsymbol{v})-\boldsymbol{e}(\boldsymbol{u})|^{2} \int_{0}^{1}(1+|\boldsymbol{e}(\boldsymbol{u})+\lambda(\boldsymbol{e}(\boldsymbol{v})-\boldsymbol{e}(\boldsymbol{u}))|)^{p-2} d \lambda \tag{B.45}
\end{align*}
$$

with $|\boldsymbol{e}|=\sqrt{e_{i j} e_{i j}}$, and (B.41) follows as an immediate consequence.
Lemma B. 6 (Korn inequality for the Exterior Problem in the Plane). For some $c>0$,

$$
\iint \sum_{i, j}\left|e_{i j}(\boldsymbol{u})\right|^{2-\alpha} d \boldsymbol{x} \geq c\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2-\alpha}}^{2-\alpha} .
$$

Proof. For a proof see the volume [HN].

## Lemma B.7.

$$
\int_{\Omega} e_{i j}(\boldsymbol{v}) e_{i j}(\boldsymbol{v}) d \boldsymbol{x} \geq \frac{1}{2}\|\boldsymbol{v}\|_{\boldsymbol{H}^{1}(\Omega)}{ }^{2}, \quad \forall \boldsymbol{v} \in \boldsymbol{H}_{0}^{1}(\Omega) .
$$

Proof. The proof is an elementary exercise based on the definition of $e_{i j}(\boldsymbol{v})$ and the $\boldsymbol{H}^{1}(\Omega)$ norm, as well as the "vanishing" of elements of $\boldsymbol{H}_{0}^{1}(\Omega)$ on $\partial \Omega$.

## Appendix C <br> The Spectral Gap Condition

We examine, here, the validity of the spectral gap condition (SGC) with respect to the operator $\boldsymbol{A}$ defined by (5.349)-(5.351), where $\Omega=[0, L]^{n}, L>0, n=2,3$ and $\boldsymbol{V}_{p e r}(\Omega)$ is given by (5.348). We consider, in $\boldsymbol{V}_{p e r}(\Omega)$, the eigenvalue problem

$$
\begin{array}{r}
\Delta \Delta \boldsymbol{u}+\nabla p=\lambda \boldsymbol{u}  \tag{C.1}\\
\nabla \cdot \boldsymbol{u}=0 .
\end{array}
$$

Definition C.1. The number $\lambda$ is an eigenvalue of $\boldsymbol{A}$ if $\exists \boldsymbol{u} \in \boldsymbol{V}_{\text {per }}(\Omega), \boldsymbol{u} \neq 0$, such that

$$
\begin{equation*}
\int_{\Omega} \Delta \boldsymbol{u} \cdot \Delta \boldsymbol{v} d \boldsymbol{x}=\lambda \int_{\Omega} \boldsymbol{u} \cdot \boldsymbol{v} d \boldsymbol{x}, \forall \boldsymbol{v} \in \boldsymbol{V}_{p e r}(\Omega) \tag{C.2}
\end{equation*}
$$

As is standard, $\boldsymbol{u}$ is then called an eigenfunction of $\boldsymbol{A}$ corresponding to the eigenvalue $\lambda$.

We begin with the case $n=3$.
Lemma C.1. If $n=3$, then the numbers

$$
\left\{\left.\frac{16 \pi^{4}}{L^{4}}\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right) \neq 0 \right\rvert\, n_{i}, i=1,2,3 \text { nonnegative integers }\right\}
$$

are eigenvalues of $\boldsymbol{A}$.
Proof. Let $n_{1}, n_{2}, n_{3}$ be three nonnegative integers with $n_{1}^{2}+n_{2}^{2}+n_{3}^{2} \neq 0$. We first show that $\lambda=\left(16 \pi^{4} / L^{4}\right)\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right)$ is an eigenvalue of $\boldsymbol{A}$ with corresponding eigenfunction $\boldsymbol{u}$ of the form

$$
\begin{equation*}
u_{i}=\sum_{j=1}^{8} C_{i j} f_{j}\left(x_{1}, x_{2}, x_{3}\right), \quad i=1,2,3 \tag{C.3}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
f_{1}\left(x_{1}, x_{2}, x_{3}=\cos \frac{2 \pi n_{1}}{L} x_{1} \cos \frac{2 \pi n_{2}}{L} x_{2} \cos \frac{2 \pi n_{3}}{L} x_{3},\right.  \tag{C.4}\\
f_{2}\left(x_{1}, x_{2}, x_{3}=\cos \frac{2 \pi n_{1}}{L} x_{1} \cos \frac{2 \pi n_{2}}{L} x_{2} \sin \frac{2 \pi n_{3}}{L} x_{3},\right. \\
f_{3}\left(x_{1}, x_{2}, x_{3}=\cos \frac{2 \pi n_{1}}{L} x_{1} \sin \frac{2 \pi n_{2}}{L} x_{2} \cos \frac{2 \pi n_{3}}{L} x_{3},\right. \\
f_{4}\left(x_{1}, x_{2}, x_{3}=\cos \frac{2 \pi n_{1}}{L} x_{1} \sin \frac{2 \pi n_{2}}{L} x_{2} \sin \frac{2 \pi n_{3}}{L} x_{3},\right. \\
f_{5}\left(x_{1}, x_{2}, x_{3}=\sin \frac{2 \pi n_{1}}{L} x_{1} \cos \frac{2 \pi n_{2}}{L} x_{2} \cos \frac{2 \pi n_{3}}{L} x_{3},\right. \\
f_{6}\left(x_{1}, x_{2}, x_{3}=\sin \frac{2 \pi n_{1}}{L} x_{1} \cos \frac{2 \pi n_{2}}{L} x_{2} \sin \frac{2 \pi n_{3}}{L} x_{3},\right. \\
f_{7}\left(x_{1}, x_{2}, x_{3}=\sin \frac{2 \pi n_{1}}{L} x_{1} \sin \frac{2 \pi n_{2}}{L} x_{2} \cos \frac{2 \pi n_{3}}{L} x_{3},\right. \\
f_{8}\left(x_{1}, x_{2}, x_{3}=\sin \frac{2 \pi n_{1}}{L} x_{1} \sin \frac{2 \pi n_{2}}{L} x_{2} \sin \frac{2 \pi n_{3}}{L} x_{3} .\right.
\end{array}\right.
$$

By direct calculation, (C.3) and (C.4) lead to

$$
\begin{align*}
& \frac{\partial u_{i}}{\partial x_{1}}=\frac{2 \pi n_{1}}{L}\{ -C_{i 1} f_{5}-C_{i 2} f_{6}-C_{i 3} f_{7}-C_{i 4} f_{8}  \tag{C.5}\\
&\left.+C_{i 5} f_{1}+C_{i 6} f_{2}+C_{i 7} f_{3}+C_{i 8} f_{4}\right\}, \\
& \frac{\partial u_{i}}{\partial x_{2}}=\frac{2 \pi n_{2}}{L}\{ -C_{i 1} f_{3}-C_{i 2} f_{4}+C_{i 3} f_{1}+C_{i 4} f_{2}  \tag{C.6}\\
&\left.-C_{i 5} f_{7}-C_{i 6} f_{8}+C_{i 7} f_{5}+C_{i 8} f_{6}\right\}, \\
& \frac{\partial u_{i}}{\partial x_{3}}=\frac{2 \pi n_{3}}{L}\left\{-C_{i 1} f_{2}+C_{i 2} f_{1}-C_{i 3} f_{4}-C_{i 4} f_{3}\right.  \tag{C.7}\\
&\left.C_{i 5} f_{6}+C_{i 6} f_{5}-C_{i 7} f_{8}+C_{i 8} f_{7}\right\},
\end{align*}
$$

so that for $i, j=1,2,3$ it is easily verified that

$$
\begin{equation*}
\frac{\partial^{2} u_{i}}{\partial x_{j}^{2}}=-\left(\frac{2 \pi n_{j}}{L}\right)^{2} u_{i} \tag{C.8}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\Delta \Delta u_{i}=\left(\frac{2 \pi}{L}\right)^{4}\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right)^{2} u_{i}, \quad i=1,2,3 . \tag{C.9}
\end{equation*}
$$

Now, employing (C.5)-(C.7), we have

$$
\begin{align*}
\nabla \cdot \boldsymbol{u} \equiv \sum_{i=1}^{3} \frac{\partial u_{i}}{\partial x_{i}}= & \frac{2 \pi}{L}\left(n_{1} C_{15}+n_{2} C_{23}+n_{3} C_{32}\right) f_{1} \\
& +\frac{2 \pi}{L}\left(n_{1} C_{16}+n_{2} C_{24}-n_{3} C_{31}\right) f_{2} \\
& +\frac{2 \pi}{L}\left(n_{1} C_{17}-n_{2} C_{21}+n_{3} C_{34}\right) f_{3} \\
& +\frac{2 \pi}{L}\left(n_{1} C_{18}-n_{2} C_{22}-n_{3} C_{33}\right) f_{4}  \tag{C.10}\\
& +\frac{2 \pi}{L}\left(-n_{1} C_{11}+n_{2} C_{27}+n_{3} C_{36}\right) f_{5} \\
& +\frac{2 \pi}{L}\left(-n_{1} C_{12}+n_{2} C_{28}-n_{3} C_{35}\right) f_{6} \\
& +\frac{2 \pi}{L}\left(-n_{1} C_{13}-n_{2} C_{25}+n_{3} C_{38}\right) f_{7} \\
& +\frac{2 \pi}{L}\left(-n_{1} C_{14}-n_{2} C_{26}+n_{3} C_{37}\right) f_{8} .
\end{align*}
$$

For $n_{1}^{2}+n_{2}^{2}+n_{3}^{2} \neq 0$ the condition $\nabla \cdot \boldsymbol{u}=0$ yields the algebraic system

$$
\left\{\begin{array}{l}
n_{1} C_{15}+n_{2} C_{23}+n_{3} C_{32}=0  \tag{C.11}\\
n_{1} C_{16}+n_{2} C_{24}-n_{3} C_{31}=0 \\
n_{1} C_{17}-n_{2} C_{21}+n_{3} C_{34}=0, \\
n_{1} C_{18}-n_{2} C_{22}-n_{3} C_{33}=0 \\
-n_{1} C_{11}+n_{2} C_{27}+n_{3} C_{36}=0, \\
-n_{1} C_{12}+n_{2} C_{28}-n_{3} C_{35}=0 \\
-n_{1} C_{13}-n_{2} C_{25}+n_{3} C_{38}=0 \\
-n_{1} C_{14}-n_{2} C_{26}+n_{3} C_{37}=0
\end{array}\right.
$$

Since (C.11) is a homogeneous system of eight equations in twenty-four unknowns, it follows that $\left(16 \pi^{4} / L^{4}\right)\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right)$ is an eigenvalue of $\boldsymbol{A}$ with sixteen corresponding independent eigenfunctions of the form given by (C.3)-(C.4). Next, if $n_{1}=0$ but $n_{2}^{2}+n_{3}^{2} \neq 0$, then by virtue of (C.10) we will have $f_{5}=f_{6}=f_{7}=$ $f_{8}=0$. By virtue of (C.9), $\nabla \cdot \boldsymbol{u}=0$ now implies that

$$
\left\{\begin{array}{l}
n_{2} C_{23}+n_{3} C_{32}=0  \tag{C.12}\\
n_{2} C_{24}-n_{3} C_{31}=0 \\
-n_{2} C_{21}+n_{3} C_{34}=0 \\
-n_{2} C_{22}-n_{3} C_{33}=0
\end{array}\right.
$$

Therefore, as a consequence of (C.9) and (C.12) it follows that, with $n_{1}=0$ and $n_{2}^{2}+n_{3}^{2} \neq 0,\left(16 \pi^{4} / L^{4}\right)\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right)$ is an eigenvalue of $\boldsymbol{A}$ with eight corresponding independent eigenfunctions of the form (C.3). In an entirely analogous manner we can show that if $n_{2}=0, n_{1}^{2}+n_{3}^{2} \neq 0$, or $n_{3}=0, n_{1}^{2}, n_{2}^{2} \neq 0$, then $\left(16 \pi^{4} / L^{4}\right)\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right)$ is still an eigenvalue of $\boldsymbol{A}$ with eight corresponding independent eigenfunctions of the form (C.3). Finally, if $n_{1}=n_{2}=0, n_{3} \neq 0$, then $f_{3}=f_{1}=f_{5}=f_{7}=f_{8}=0$, while $\nabla \cdot \boldsymbol{u}=0$ implies that

$$
\begin{equation*}
n_{3} C_{32}=0 .-n_{3} C_{31}=0 \Leftrightarrow C_{32}=C_{31}=0 . \tag{C.13}
\end{equation*}
$$

Thus, for $n_{1}=n_{2}=0$ and $n_{3} \neq 0,\left(16 \pi^{4} / L^{4}\right)\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right)$ is an eigenvalue of $\boldsymbol{A}$ with four corresponding, independent, eigenfunctions of the form (C.3); the analogous result holds for the remaining two cases, i.e., $n_{1}=n_{3}=0, n_{2} \neq 0$, or $n_{2}=n_{3}=0, n_{1} \neq 0$, and the proof of the lemma is complete.

Lemma C.2. The set of numbers

$$
\left\{\left.\frac{16 \pi^{4}}{L^{4}}\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right) \neq 0 \right\rvert\, n_{i}, i=1,2,3 \text { nonnegative integers }\right\}
$$

exhaust all of the eigenvalues of $\boldsymbol{A}$.
Proof. Suppose that $\lambda$ is an eigenvalue of $\boldsymbol{A}$ and $\boldsymbol{u} \neq 0$ is a corresponding eigenfunction (in $\boldsymbol{V}_{\text {per }}(\Omega)$ ). Then $\boldsymbol{u}$ possesses the Fourier expansion

$$
\begin{equation*}
\boldsymbol{u}=\sum_{\substack{n_{1}, n_{2}, n_{3} \\ \text { nonnegative integers }}} \boldsymbol{u}_{\left(n_{1}, n_{2}, n_{3}\right)} \tag{C.14}
\end{equation*}
$$

with each $\boldsymbol{u}_{\left(n_{1}, n_{2}, n_{3}\right)}$ of the form (C.3), (C.4). If $\boldsymbol{u} \in \boldsymbol{V}_{\text {per }}(\Omega)$, then

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{u} d \boldsymbol{x}=\mathbf{0} \tag{C.15}
\end{equation*}
$$

and $\forall \boldsymbol{n} \neq \mathbf{0}, \boldsymbol{n}=\left(n_{1}, n_{2}, n_{3}\right)$, we also have

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{u}_{\left(n_{1}, n_{2}, n_{3}\right)} d \boldsymbol{x}=\mathbf{0}, \quad \boldsymbol{n} \neq \mathbf{0} . \tag{C.16}
\end{equation*}
$$

Therefore, by virtue of (C.14) and (C.15),

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{u}_{(0,0,0)} d \boldsymbol{x}=\int_{\Omega} \boldsymbol{u} d \boldsymbol{x}-\int_{\Omega} \sum_{\boldsymbol{n} \neq \mathbf{0}} \boldsymbol{u}_{\left(n_{1}, n_{2}, n_{3}\right)} d \boldsymbol{x} \tag{C.17}
\end{equation*}
$$

so that

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{u}_{(0,0,0)} d \boldsymbol{x}=\mathbf{0} \tag{C.18}
\end{equation*}
$$

Since $\boldsymbol{u}_{(0,0,0)}$ is a constant vector, it follows from (C.18) that $\boldsymbol{u}_{(0,0,0)}=\mathbf{0}$. Also, since we require that $\nabla \cdot \boldsymbol{u}=0, \forall \boldsymbol{n}=\left(n_{1}, n_{2}, n_{3}\right)$, with the $n_{j}$ nonnegative integers, $\nabla \cdot \boldsymbol{u}_{\left(n_{1}, n_{2}, n_{3}\right)}=0$; that this last statement is true follows from the fact that

$$
\begin{align*}
\nabla \cdot \boldsymbol{u}=\mathbf{0} & \Rightarrow \int_{\Omega}(\nabla \cdot \boldsymbol{u})^{2} d \boldsymbol{x}=0 \\
& \Rightarrow \sum_{\boldsymbol{n}=\left(n_{1}, n_{2}, n_{3}\right)} \int_{\Omega}\left(\nabla \cdot \boldsymbol{u}_{\left(n_{1}, n_{2}, n_{3}\right)}\right)^{2} d \boldsymbol{x}=0 \tag{C.19}
\end{align*}
$$

as well as the fact that, by virtue of (C.3) and (C.4), for $\boldsymbol{n} \neq \boldsymbol{n}^{\prime}$,

$$
\begin{equation*}
\int_{\Omega}\left(\nabla \cdot \boldsymbol{n}_{\left(n_{1}, n_{2}, n_{3}\right)}\right) \cdot\left(\nabla \cdot \boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)}\right) d \boldsymbol{x}=0 \tag{C.20}
\end{equation*}
$$

Since $\nabla \cdot \boldsymbol{u}_{\left(n_{1}, n_{2}, n_{3}\right)}=0$, a.e. in $\Omega$, we have $\boldsymbol{u}_{\left(n_{1}, n_{2}, n_{3}\right)} \in \boldsymbol{V}_{\text {per }}(\Omega), \forall \boldsymbol{n} \neq \mathbf{0}$. However, $\boldsymbol{u} \neq \mathbf{0}$ implies that there exists $\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right) \neq \mathbf{0}$ such that $\boldsymbol{u}_{\left(n_{1}, n_{2}, n_{3}\right)} \neq \mathbf{0}$. We now claim that $\lambda$ must be of the form

$$
\lambda=\frac{16 \pi^{4}}{L^{4}}\left(n_{1}^{\prime 2}+n_{2}^{\prime 2}+n_{3}^{\prime 2}\right) .
$$

To see this we note that, by virtue of the definition given above,

$$
\int_{\Omega} \Delta \boldsymbol{u} \cdot \Delta \boldsymbol{v} d \boldsymbol{x}=\lambda \int_{\Omega} \boldsymbol{u} \cdot \boldsymbol{v} d \boldsymbol{x}, \quad \forall \boldsymbol{v} \in \boldsymbol{V}_{p e r}(\Omega)
$$

so, taking $\boldsymbol{v}=\boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)}$, we obtain

$$
\begin{equation*}
\int_{\Omega} \Delta \boldsymbol{u} \cdot \Delta \boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)} d \boldsymbol{x}=\lambda \int_{\Omega} \boldsymbol{u} \cdot \boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)} d \boldsymbol{x} \tag{C.21}
\end{equation*}
$$

Integrating the first term on the left-hand side of (C.21) by parts, and using the fact that $\boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)}$ satisfies (C.9), we have

$$
\begin{align*}
\int_{\Omega} \Delta \boldsymbol{u} \cdot \Delta \boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)} d \boldsymbol{x} & =\int_{\Omega} \boldsymbol{u} \cdot \Delta \Delta \boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)} d \boldsymbol{x} \\
& =\frac{16 \pi^{4}}{L^{4}}\left(n_{1}^{\prime 2}+n_{2}^{\prime 2}+n_{3}^{\prime 2}\right) \int_{\Omega} \boldsymbol{u} \cdot \boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)} d \boldsymbol{x} \tag{C.22}
\end{align*}
$$

so, by (C.21), (C.22)

$$
\begin{equation*}
\left[\frac{16 \pi^{4}}{L^{4}}\left(n_{1}^{\prime 2}+n_{2}^{\prime 2}+n_{3}^{\prime 2}\right)-\lambda\right] \int_{\Omega} \boldsymbol{u} \cdot \boldsymbol{u}_{\left(n_{1}^{\prime 2}, n_{2}^{\prime 2}, n_{3}^{\prime 2}\right)} d \boldsymbol{x}=0 . \tag{C.23}
\end{equation*}
$$

However, using (C.14) in conjunction with (C.3), (C.4), we get

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{u} \cdot \boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)} d \boldsymbol{x}=\int_{\Omega}\left|\boldsymbol{u}_{\left(n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}\right)}\right|^{2} d \boldsymbol{x} \neq 0 \tag{C.24}
\end{equation*}
$$

and the required result follows directly from (C.24).
Remarks. The case $N=2$ may be handled in a manner similar to the case $n=3$. We consider functions of the form

$$
\begin{equation*}
u_{i}=\sum_{i=1}^{4} C_{i j} f_{j}\left(x_{1}, x_{2}\right), \quad i=1,2 \tag{C.25}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
f_{1}\left(x_{1}, x_{2}\right)=\cos \frac{2 \pi n_{1}}{L} x_{1} \cos \frac{2 \pi n_{2}}{L} x_{2},  \tag{C.26}\\
f_{2}\left(x_{1}, x_{2}\right)=\cos \frac{2 \pi n_{1}}{L} x_{1} \sin \frac{2 \pi n_{2}}{L} x_{2}, \\
f_{3}\left(x_{1}, x_{2}\right)=\sin \frac{2 \pi n_{1}}{L} x_{1} \cos \frac{2 \pi n_{2}}{L} x_{2}, \\
f_{4}\left(x_{1}, x_{2}\right)=\sin \frac{2 \pi n_{1}}{L} x_{1} \sin \frac{2 \pi n_{2}}{L} x_{2} .
\end{array}\right.
$$

The result for $n=2$, which corresponds to Lemmas C. 1 and C. 2 for $n=3$, is
Lemma C.3. For $n=2$, the set of numbers

$$
\left\{\left.\frac{16 \pi^{4}}{L^{4}}\left(n_{1}^{2}+n_{2}^{2}\right) \neq 0 \right\rvert\, n_{1}, n_{2} \text { nonnegative integers }\right\}
$$

contains all the eigenvalues of $\boldsymbol{A}$.
Remarks. Once we have shown that for nonnegative integers $n_{i}(i=1,2,3)$ the eigenvalues of $\boldsymbol{A}$ consist of the numbers

$$
\begin{gathered}
\lambda=\frac{16 \pi^{4}}{L^{4}}\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right) \neq 0 \quad(n=3), \\
\lambda=\frac{16 \pi^{4}}{L^{4}}\left(n_{1}^{2}+n_{2}^{2}\right) \neq 0 \quad(n=2)
\end{gathered}
$$

the validity of the spectral gap condition is a consequence of standard known results on the difference of consecutive numbers which can be expressed as the sum of squares of nonnegative integers, e.g. [Ric]; in fact, as a consequence of such results it follows that, for the bipolar problem, condition (i) of Theorem 6.3 is satisfied, in $\operatorname{dim} n=2$, for arbitrary $\mu_{1}>0$, if $N$ is sufficiently large, but in $\operatorname{dim} n=3$ only when $\mu_{1}$ is sufficiently large (see, also, [Me]).

## References

[Ab1] Abergel, F.: Attractor for a Navier-Stokes flow in an unbounded domain. RAIRO Modél. Math. Anal. Numér. 23, 357-370 (1989)
[Ab2] Abergel, F.: Existence and finite dimensionality of the global attractor for evolution equations on unbounded domains. J. Differ. Equat. 83, 85-108 (1990)
[AB] Akyildiz, F.T., Bellout, H.: The extended Gratz problem for dipolar fluids. Int. J. Heat Mass Transf. 47, 2747-2753 (2004)
[Ad] Adams, R.: Sobolev Spaces. Academic, New York (1975)
[ADN] Agmon, S., Douglis, A., Nirenberg, L.: Estimates near the boundary for solutions of elliptic partial differential equations satisfying general boundary conditions. Comm. Pure Appl. Math. 12, 623-727 (1959)
[Ar] Aronszajn, N.: Boundary values of functions with finite Dirichlet integral. Techn. Report, vol. 14, pp. 77-94, University of Kansas (1955)
[AzP] Azer, K., Peskin, C.: A one-dimensional model of blood flow in arteries with friction and convection based on the Womersley velocity profile. Cardiovasc. Eng. 7, 51-73 (2007)
[BaA] Babin, A.V.: The attractor of a Navier-Stokes system in an unbounded channel-like domain. J. Dynam. Differ. Equat. 4, 555-584 (1992)
[BaG] Batchelor, G.K.: An Introduction to Fluid Dynamics. Cambridge University Press, Cambridge (1967)
$[\mathrm{BaH}]$ Bae, H.: Existence, regularity, and decay rate of solutions of non-Newtonian flow. J. Math. Anal. Appl. 231, 467-491 (1999)
[BaI] Babuška, I.: Stability of the domain under perturbation of the boundary in fundamental problems in the theory of partial differential equations, principally in connection with the theory of elasticity. Czech. Math. J. 11, 165-203 (1961)
[BaJ] Ball, J.M.: A version of the fundamental theorem for young measures. In: Rascle, M., Serre, D., Slemrod, M. (eds.) PDEs and Continuum Models of Phase Transitions. Lecture Notes in Physics, vol. 344, pp. 207-215. Springer, New York (1988)
[BdV1] Beirăo da Veiga, H.: On non-Newtonian p-fluids: the pseudo-plastic case. J. Math. Anal. Appl. 344, 175-185 (2008)
[BdV2] Beirăo da Veiga, H.: On the construction of suitable weak solutions to the Navier-Stokes equations via a general approximation theorem. J. Math. Pures Appl. 64, 321-334 (1985)
[BdV3] Beirăo da Veiga, H.: On the suitable weak solutions to the Navier-Stokes equations in the whole space. J. Math. Pures Appl. 64, 77-86 (1985)
[BB1] Bellout, H., Bloom, F.: Steady plane Poiseuille flows of incompressible multipolar fluids. Int. J. Nonlinear Mech. 28, 503-518 (1993)
[BB2] Bellout, H., Bloom, F.: On the uniqueness of plane Poiseuille solutions of the equations of incompressible bipolar fluids. Int. J. Eng. Sci. 31, 1535-1549 (1993)
[BB3] Bellout, H., Bloom, F.: Existence and asymptotic stability of time-dependent Poiseuille flows of isothermal bipolar fluids. Appl. Anal. 15, 1-15 (1993)
[BB4] Bellout, H., Bloom, F.: On the higher-order boundary conditions for incompressible nonlinear bipolar fluid flow. Quart. Appl. Math. 2013, 12 (in press)
[BBN1] Bellout, H., Bloom, F., Nec̆as, J.: Phenomenological behavior of multipolar viscous fluids. Quart. Appl. Math. L, 559-583 (1992)
[BBN2] Bellout, H., Bloom, F., Nec̆as, J.: Weak and measure-valued solutions for incompressible non-Newtonian fluids. C.R. Acad. Sci. Paris 317, 795-800 (1993)
[BBN3] Bellout, H., Bloom, F., Nec̆as, J.: Young measure solutions for non-Newtonian incompressible viscous fluids. Comm. P.D.E. 19, 1763-1803 (1994)
[BBN4] Bellout, H., Bloom, F., Nečas, J.: Existence, uniqueness, and stability of solutions to the initial-boundary value problem for bipolar viscous fluids. Differ. Integr. Equat. 8, 453-464 (1995)
[BBN5] Bellout, H., Bloom, F., Nec̆as, J.: Bounds for the dimensions of the attractors of nonlinear bipolar viscous fluids. Asymptotic Anal. 11, 1-37 (1995)
[BG] Bleustein, J.L., Green, A.E.: Dipolar fluids. Int. J. Eng. Sci. 5, 323-340 (1967)
[BH1] Bloom, F., Hao, W.: The $L^{2}$ squeezing property for nonlinear bipolar viscous fluids. Differ. Equat. Dynam. Syst. 6, 513-542 (1994)
[BH2] Bloom, F., Hao, W.: Steady flows of nonlinear bipolar viscous fluids between rotating cylinders. Quart. Appl. Math. LIII, 143-171 (1995)
[BH3] Bloom, F., Hao, W.: Inertial manifolds of incompressible nonlinear bipolar viscous fluids. Quart. Appl. Math. LIV, 501-539 (1996)
[BH4] Bloom, F., Hao, W.: Regularization of a non-Newtonian fluid in an unbounded channel: existence and uniqueness of solutions. Nonlinear Anal. TMA 44, 281-309 (2001)
[BH5] Bloom, F., Hao, W.: Regularization of a non-Newtonian system in an unbounded channel: existence of a maximal compact attractor. Nonlinear Anal. TMA 43, 743-766 (2001)
[BHTV] Barnard, A., Hunt, W., Timlake, W., Varley, E.: A theory of fluid flow in compliant tubes. Biophys. J. 6, 717-724 (1966)
[BK] Brutyan, M.A., Krapivsky, P.L.: Collapse of spherical bubbles in fluids with nonlinear viscosity. Quart. J. Appl. Math. LI, 745-749 (1993)
[Blo] Bloemberger, N.: Nonlinear Optics. W.A. Benjamin, New York (1965)
[B11] Bloom, F.: Mathematical Problems of Classical Nonlinear Electromagnetic Theory. Monographs and Surveys in Pure and Applied Mathematics, vol. 63. Longman Scientific \& Technical, Essex (1993)
[B12] Bloom, F.: Lower semicontinuity of the attractors of non-Newtonian fluids. Dynam. Syst. Appl. 4, 567-580 (1995)
[B13] Bloom, F.: Attractors of non-Newtonian fluids. J. Dynam. Differ. Equat. 7, 109-140 (1995)
[B14] Bloom, F.: Linearized stability of the viscous incompressible bipolar equations. Nonlinear Anal. TMA 27, 1013-1030 (1996)
[B15] Bloom, F.: Attractors of bipolar and non-Newtonian viscous fluids. In: Lakshmikantham, V. (ed.) Proceedings of the First World Congress of Nonlinear Analysts, vol. 1, pp. 583-596. Walter de Gruyter, New York (1996)
[B16] Bloom, F.: Bubble stability in a class of non-Newtonian fluids with shear dependent viscosities. Int. J. Nonlinear Mech. 37, 527-539 (2002)
[B17] Bloom, F.: Mathematics Problems of Classical Nonlinear Electromagnetic Theory. Longman Group, London (1993)
[BMW] Batchelor, G., Moffat, H., Worster, M.: Perspectives in Fluid Mechanics, A Collective Introduction to Current Research. Cambridge University Press, Cambridge (2003)
[BN] Bellout, H., Nečas, J.: The exterior problem in the plane for a non-Newtonian incompressible bipolar fluid. Rocky Mt. J. Math. 26, 1245-1260 (1996)
[BNR] Bellout, H., Nec̆as, J., Rajagopal, K.R.: On the existence and uniqueness of flows of multipolar fluids of Grade 3 and their stability. Int. J. Eng. Sci. 37, 75-96 (1999)
[BR] Blum, H., Rannacher, R.: On the boundary value problem of the Biharmonic operator on domains with angular corners. Math. Meth. Appl. Sci. 2, 556-581 (1980)
[Bre] Brezis, H.: Analyse Functionnelle. Dunrod, Paris (1999)
[BV1] Babin, A.V., Vishik, M.I.: Attractors of Partial Differential Evolution Equations and Estimates of Their Dimension. Russ. Math. Surv. 38(4), 151-213 (1983)
[BV2] Babin, A.V., Vishik, M.I.: Attractors for the Navier-Stokes system and for parabolic equations and estimates of their dimension. J. Sov. Math. 28, 619-627 (1983)
[BV3] Babin, A.V., Vishik, M.I.: Regular attractors of semigroups and evolution equations. J. Math. Pures Appl. 62, 441-491 (1983)
[BV4] Babin, A.V., Vishik, M.I.: Attractors of partial differential evolution equations in an unbounded domain. Proc. Roy. Soc. Edinb. Sect. A 116, 221-243 (1990)
[BV5] Babin, A.V., Vishik, M.I.: Attractors of Evolution Equations. North-Holland, Amsterdam (1992)
[BW] Bellout, H., Wills, S.: Perturbation of the domain and regularity of the solutions of the bipolar fluid equations in polygonal domains. Int. J. Nonlinear Mech. 30, 235-262 (1995)
[CF] Constantin, P., Foias, C.: Navier-Stokes Equations. The University of Chicago Press, Chicago (1988)
[CFH1] Chen, S., Foias, C., Holm, D.D., Olson, E., Titi, E.S., Wynne, S.: Camassa-Holm equations as a closure model for turbulent channel and pipe flow. Phys. Rev. Lett. 81, 5338-5341 (1998)
[CFH2] Chen, S., Foias, C., Holm, D.D., Olson, E., Titi, E.S., Wynne, S.: The Camassa-Holm equations and turbulence. Physica D 133, 49-65 (1999)
[CFH3] Chen, S., Foias, C., Holm, D.D., Titi, E.S., Wynne, S.: A connection between the Camassa-Holm equations and turbulent flow in channels and pipes. Phys. Fluids 8, 23432353 (1999)
[CFMT] Constantin, P., Foias, C., Manly, O., Temam, R.: Determining modes and fractal dimension of turbulent flows. J. Fluid Mech. 150, 427-440 (1985)
[CFNT1] Constantin, P., Foias, C., Nicolaenko, B., Temam, R.: Integral Manifolds and Inertial Manifolds for Dissipative Partial Differential Equations. Springer, New York (1989)
[CFNT2] Constantin, P., Foias, C., Nicolaenko, B., Temam, R.: Spectral barriers and inertial manifolds for dissipative partial differential equations. J. Dynam. Differ. Equat. 1, 45-73 (1989)
[CFT1] Constantin, P., Foias, C., Temam, R.: Attractors Representing Turbulent Flows. American Mathematical Society, Providence (1985)
[CFT2] Constantin, P., Foias, C., Temam, R.: On the dimension of the attractors in twodimensional turbulence. Physica D 30, 284-296 (1988)
[CKN] Caffarelli, L., Kohn, R., Nirenberg, L.: Partial regularity of suitable weak solutions of the Navier-Stokes equations. Comm. Pure Appl. Math. 35, 771-831 (1982)
[CM] Chorin, A.J., Marsden, J.E.: A Mathematical Introduction to Fluid Mechanics, 3rd edn. Springer, New York (2000)
[CMN] Coleman, B.D., Markovitz, H., Noll, W.: Viscometric Flows of Non-Newtonian Fluids. Springer Tracks in Natural Philosophy, vol. 5. Springer, Berlin (1966)
[CN] Coleman, B.D., Noll, W.: The thermodynamics of elastic materials with heat conduction and viscosity. Arch. Ration. Mech. Anal. 13, 167-178 (1963)
[Con1] Constantin, P.: A construction of inertial manifolds. In: The Connection Between Infinite-Dimensional and Finite-Dimensional Dynamical Systems. Contemp. Math., vol. 99, pp. 27-62. American Mathematical Society, Providence (1989)
[Con2] Constantin, P.: Some open problems and research directions in the mathematical study of fluid dynamics. In: Engquist, B., Schmid, W. (eds.) Mathematics Unlimited-2001 and Beyond, pp. 353-360. Springer, New York (2001)
[Cow] Cowin, S.C.: The theory of polar fluids. Adv. Appl. Mech. 14, 279-347 (1974)
[Cr] Cross, J.J.: Mixtures of fluids and isotropic solids. Arch. Mech. 25, 1025-1039 (1973)
[CV1] Chepyzhov, V.V., Vishik, M.I.: Attractors for Equations of mathematical Physics. Amer. Math. Soc. Colloq. Pub. AMS, Providence (2002)
[CV2] Chepyzhov, V.V., Vishik, M.I.: Non-autonomous Navier-Stokes system with a simple global attractor and some averaging problems. E.I.J. ESAIM 8, 467-487 (2002)
[CVW] Chepyzhov, V.V., Vishik, M.I., Wendland, W.L.: On non-autonomous Sine-Gordon type equations with a simple global attractor and some averaging. Discrete Cont. Dynam. Syst. 12, 27-38 (2005)
[DC1] Dong, B., Chen, Z.: Time decay rates of non-Newtonian flows in $R_{+}^{n}$. J. Math. Anal. Appl. 324, 820-833 (2006)
[DC2] Dong, B., Chen, Z.: Asymptotic stability of non-Newtonian flows with large perturbation in $\mathbb{R}^{2}$. Appl. Math. Comput. 173, 243-250 (2006)
[Dek] Devlin, K.: The Millennium Problems. Basic Books, New York (2002)
[DL] Dong, B., Li, Y.: Large time behavior to the system of fluids in $\mathbb{R}^{2}$. J. Math. Anal. Appl. 298, 667-676 (2004)
[Do1] Dong, B.: Decay of solutions to equations modelling incompressible bipolar nonNewtonian fluids. Electron. J. Differ. Equat. 2005, 1-13 (2005)
[Do2] Dong, B.: Time decay rates of the isotropic non-Newtonian flows in $\mathbb{R}^{n}$. Acta Math. Appl. Sinica 23, 99-106 (2005)
[DS] Dunford, N., Schwartz, J.: Linear Operators: Part I: General Theory. Wiley, New York (1988)
[Duff] Duff, G.F.D.: Derivative estimates for the Navier-Stokes equations in a three dimensional region. Acta Math. 164, 145-210 (1990)
[DuG] Du, Q., Gunzburger, M.D.: Analysis of a Ladyzhenskaya model for incompressible viscous flow. J. Math. Anal. Appl. 155, 21-45 (1991)
[Ed] Edwards, R.I.: Functional Analysis. Holt, Rinehart, and Winston, New York (1965)
[EFNT] Eden, A., Foias, C., Nicolaenko, B., Temam, R.: Inertial Sets for Dissipative Evolution Equations. Preprint, University of Minnesota, Minneapolis (1990): cf. Ensembles inertials pour des équations d'évolution dissipatives. C.R. Acad. Sci. Paris Sér 1 Math. 310, 559-562 (1990)
[Ev] Evans, L.C.: Partial Differential Equations. AMS, Providence (1998)
[EZ1] Efendiev, M., Zelik, S.V.: The attractor for a nonlinear reaction-diffusion system in an unbounded domain. Comm. Pure Appl. Math. LIV, 625-688 (2001)
[EZ2] Efendiev, M., Zelik, S.V.: Attractor of the reaction-diffusion systems with rapidly oscillating coefficients and their homogenization. Ann. Instit. H. Poincaré 19, 961-989 (2002)
[EZ3] Efendiev, M., Zelik, S.V.: The regular attractor for the reaction-diffusion systems rapidly oscillating in time and its averaging. Adv. Differ. Equat. 8, 673-732 (2003)
[Fe] Fefferman, C.L.: Existence and smoothness of the Navier Stokes equation. http://www. claymath.org/millenium/Navier-Stokes_Equations/ (2001)
[FiS] Finn, R., Smith, D.R.: On the stationary solutions of the Navier-Stokes equations in two dimensions. Arch. Rat. Mech. Anal. 25, 26-39 (1967)
[FG] Fogler, H.S., Goddard, J.D.: Collapse of spherical cavities in viscoelastic fluids. Phys. Fluids 13, 1135-1141 (1970)
[FHT1] Foias, C., Holm, D.D., Titi, E.S.: The Navier-Stokes -alpha model of fluid turbulence. Physica D 152, 505-519 (2001)
[FHT2] Foias, C., Holm, D.D., Titi, E.S.: The three dimensional viscous Camassa-Holm equations and their relation to the Navier-Stokes equations and turbulence theory. J. Dynam. Differ. Equat. 14, 1-35 (2002)
[FoS] Foias, C., Sell, G.R.: Inertial manifolds for nonlinear evolutionary equations. J. Differ. Equat. 73, 309-353 (1988)
[FP] Foias, C., Prodi, G.: Sur le comportement global des solutions non stationnaires des équations de Navier-Stokes en dimension 2. Rend. Sem. Math. Univ. Padova 39, 1-34 (1967)
[FPa] Friedlander, S., Pavlović, N.: Remarks concerning modified Navier-Stokes equations. Discrete Cont. Dynam. Syst. 10, 260-288 (2004)
[FS1] Friedlander, S., Serre, D. (eds.): Handbook of Mathematical Fluid Dynamics, vol. I. North-Holland, Amsterdam (2002)
[FS2] Friedlander, S., Serre, D. (eds.): Handbook of Mathematical Fluid Dynamics, vol. II. North-Holland, Amsterdam (2003)
[Fr] Friedman, A.: Partial Differential Equations of Parabolic Type. Prentice-Hall, Englewood Cliffs (1964)
[FR] Fosdick, R.L., Rajagopal, K.R.: Thermodynamics and stability of fluids of third grade. Proc. Roy. Soc. Lond. A339, 351-377 (1990)
[Fu] Fuchs, M.: On stationary incompressible Norton fluids and some extensions of Korn's inequality. Zeitschr. Anal. Anwendungen 13, 191-197 (1994)
[FGT] Foias, C., Guillope, C., Temam, R.: New a priori estimates for Navier-Stokes equations in dimension 3. Comm. P.D.E. 6, 323-359 (1981)
[FST] Foias, C., Sell, G.R., Titi, E.: Exponential tracking and approximation of inertial manifolds for dissipative nonlinear equations. J. Dynam. Differ. Equat. 1, 199-244 (1989)
[FT] Foias, C., Temam, R.: The connection between the Navier-Stokes equations, dynamical systems, and turbulence theory. In: Directions in Partial Differential Equations, pp. 5573. Academic, New York (1987)
[Ga1] Galdi, G.P.: An Introduction to the Mathematical Theory of Navier-Stokes Equations, vol. 1. Springer Tracts in Natural Philosophy, vol. 38. Springer, New York (1994)
[Ga2] Galdi, G.P.: An introduction to the Navier-Stokes initial-boundary value problem. http:// numerik.iwr.uni-heidelberg.de/Seminar/Galdi_Navier_Stokes_Notes.pdf
[Gag] Gagliardo, E.: Proprietà di alcune classi di funzioni in più variabili. Ricerche Mat. 7, 102-137 (1958)
[GHR] Galdi, G., Heywood, J., Rannacher, R. (eds.): Fundamental Directions in Mathematical Fluid Mechanics. Advances in Mathematical Fluid Mechanics. Birkhäuser, Boston (2000)
[GO] Goldstein, S.: Modern Developments in Fluid Mechanics, vol. 1. Oxford University Press, Oxford
[GN1] Green, A.E., Naghdi, P.M.: A new thermoviscous theory for fluids. J. Non-Newtonian Fluid Mech. 54, 289-306 (1995)
[GN2] Green, A.E., Naghdi, P.M.: An extended theory for incompressible viscous fluid flow. J. Non-Newtonian Fluid Mech. 66, 233-258 (1996)
[GN3] Green, A.E., Naghdi, P.M.: A note on dipolar inertia. Quart. Appl. Math. 28, 458-460 (1970)
[GRa] Girault, V., Raviart, P.: Finite Element Methods for Navier-Stokes Equations. Springer, New York (1986)
[Gr1] Grisvard, P.: Elliptic Problems in Nonsmooth Domains. Monographs and Studies in Mathematics, vol. 24. Pitman, London (1985)
[Gr2] Grisvard, P.: Singularities in Boundary Value Problems. Research Notes in Applied Mathematics, vol. 22. Springer, New York (1992)
[GrR1] Green, A.E., Rivlin, R.S.: Simple force and stress multipoles. Arch. Rat. Mech. Anal. 16, 325-353 (1964)
[GrR2] Green, A.E., Rivlin, R.S.: Multipolar continuum mechanics. Arch. Rat. Mech. Anal. 17, 113-147 (1964)
[GRo] Galdi, G., Robertson, A.: Mathematical Modeling of non-Newtonian Fluids with Applications (in press)
[GRRT] Galdi, G., Rannacher, R., Robertson, A., Turek, S.: Hemodynamical Flows: Modeling, Analysis, and Simulation. Birkhauser, Basel (2008)
[GT] Ghidaglia, J.M., Temam, R.: Attractors for damped nonlinear hyperbolic equations. J. Math Pures et Appl. 66, 273-319 (1987)
[Go1] Gobert, J.: Une inéquation fondamontale de la théorie de l'élasticité. Bull. Soc. Roy. Sci. Liége 3-4, 182-191 (1962)
[Go2] Gobert, J.: Sur une inégalité de coercivité. J. Math. Anal. Appl. 34, 518-528 (1971)
[Gu] Guillopé, C.: Comportement à l'infini des solutions des équations de Navier-Stokes et propriétée des ensembles functionnels invariants ou attracteurs. Ann. Inst. Fourier (Grenoble) 32, 1-37 (1982)
[GVW] Gurtin, M.E., Vianello, M., Williams, W.O.: On fluids of grade $n$. Meccanica-J. Ital. Assoc. Theoret. Appl. Mech. 21, 179-181 (1986)
[GZ] Guo, B.L., Zhu, P.C.: Partial regularity of suitable weak solutions to the system of incompressible non-Newtonian fluids. J. Differ. Equat. 178, 281-297 (2002)
[Hal] Hale, J.K.: Asymptotic Behavior of Dissipative Systems. American Mathematical Society, Providence (1988)
[Hao] Hao, W.: Long-time behavior of the nonlinear, incompressible, bipolar equations, Ph.D. Thesis, Northern Illinois University, August 1994
[HB] Heron, B.: Quelques proprietes des applications de traces dans les espaces de champs de vecteurs a divergense nulle. Comm. P.D.E. 6, 1301-1334 (1981)
[He1] Heywood, J.G.: On some paradoxes concerning two-dimensional stokes flow past an obstacle. Indiana Univ. Math. J. 24, 443-450 (1974)
[He2] Heywood, J.G.: Open Problems in the Theory of Navier-Stokes Equations for Viscous Incompressible Flow. Lecture Notes in Mathematics, vol. 1431, pp. 1-22. Springer, New York (1990)
[Hen] Henry, D.: Geometric Theory of Semilinear Parabolic Equations. Lecture Notes in Mathematics, vol. 840. Springer, New York (1993)
[HK] Hale, J., Koc̆ak, H.: Dynamics and Bifucations. Springer, New York (1991)
[HN] Hlavacek, I., Nec̆as, J.: Mathematical Theory of Elastic and Elasto-Plastic Bodies. Elsevier, New York (1981)
[Ho1] Hopf, E.: On nonlinear partial differential equations. In: Symposium on Partial Differential Equations, pp. 1-29, Berkeley, 1955 (Ed: The University of Kansas) (1957)
[Ho2] Hopf, E.: Über die Anfangswertaufgabe für die Hydrodynamischen Grundgleichungen. Math. Nachr. 4, 213-231 (1950/1951)
[HR] Heywood, J.G., Rannacher, R.: On the question of turbulence modeling by approximate inertial manifolds and the nonlinear Galerkin method. SIAM J. Numer. Anal. 30, 1603-1621 (1993)
[Jo1] Joseph, D.D.: Stability of Fluid Motions I, II. Springer, New York (1996)
[Jo2] Joseph, D.D.: Fluid Dynamics of Viscoelastic Liquids. Springer, New York (1990)
[JP1] Jordan, P.M., Puri, P.: Exact solutions for the flow of a dipolar fluid on a suddenly accelerated flat plate. Acta Mech. 137, 183-194 (1999)
[JP2] Jordan, P.M., Puri, P.: Stokes' first problem for a dipolar fluid with nonclassical heat conduction. J. Eng. Math. 36, 219-240 (1999)
[JP3] Jordan, P.M., Puri, P.: Wave structure in Stokes' second problem for a dipolar fluid with nonclassical heat conduction. Acta Mech. 133, 145-160 (1999)
[JP4] Jordan, P.M., Puri, P.: Exact solutions for the unsteady plane Couette flow of a dipolar fluid. Proc. Roy. Soc. A 458, 1245-1272 (2002)
[JP5] Jordan, P.M., Puri, P.: Some recent findings concerning unsteady dipolar fluid flows. In: Proceedings of 4th International Conference on Dynamical Systems and Differential Equations, May 24-27, 2002, pp. 459-468. Discrete and Continuous Dynamical Systems, Wilmington, N.C., Supplement (2003)
[Ju] Ju, N.: Existence of a global attractor for the three-dimensional modified Navier-Stokes equations. Nonlinearity 14, 777-786 (2001)
[Kan] Kaniel, S.: On the initial-value problem for an incompressible fluid with nonlinear viscosity. J. Math. Mech. 19, 681-707 (1970)
[Kat] Kato, T.: Perturbation Theory for Linear Operators. Springer, New York (1966)
[Ke] Keldysh, M.V.: On the solvability and stability of the Dirichlet problem. Translated by R.N. Gross (English) Am. Math. Soc., Transl., II, Ser. 51, 1-73 (1966): translation from Usp. Mat. Nauk 8, 171-231 (1941)
[Ko] Kondratiev, V.A.: Boundary problems for elliptic equations with conical or angular points. Trans. Moscow Math. Soc. 16, 227-313 (1967)
[KL] Kiselev, A., Ladyzhenskaya, O.A.: On the existence and uniqueness of the solution of the nonstationary problem for a viscous incompressible fluid. Izv. Akad. Nauk SSSR Ser. Mat. 21, 655-680 (1957)
[KM] Krieger, I.M., Maron, S.H.: Direct determination of the flow curves of non-Newtonian fluids. III. Standardized treatment of viscometric data. J. Appl. Phys. 25, 72-75 (1954)
[KO] Kellogg, R.B., Osborn, J.E.: A regularity result for the stokes problem in a convex polygon. J. Funct. Anal. 21, 397-431 (1996)
[Kw] Kwak, M.: Finite-dimensional inertial forms for the 2D Navier-Stokes equations. Indiana Univ. Math. J. 41, 927-981 (1993)
[La1] Ladyzhenskaya, O.: The mathematical theory of viscous incompressible flow. Gordon and Breach, New York (1965)
[La2] Ladyzhenskaya, O.A.: New equations for the description of the viscous incompressible fluids and solvability in the large of the boundary value problems for them. In: Boundary Value Problems of Mathematical Physics V. AMS, Providence (1970)
[La3] Ladyzhenskaya, O.A.: A dynamical system generated by the Navier-Stokes equations. J. Soviet Math. 3, 458-479 (1975)
[La4] Ladyzhenskaya, O.A.: Attractors for Semigroups and Evolution Equations. Cambridge University Press, Cambridge (1991)
[La5] Ladyzhenskaya, O.A.: Nonstationary Navier-Stokes equations. Amer. Math. Soc. Transl. 25, 151-160 (1962)
[La6] Ladyzhenskaya, O.A.: On some modifications of the Navier-Stokes equations for large gradients of velocity. Zapsiki Neuchnich Seminarov LOMI7, 126-154 (1968)
[La7] Ladyzhenskaya, O.A.: Some results on modifications of three-dimensional NavierStokes equations. Nonlinear Analysis and Continuum Mechanics (Ferrara, 1992), vol. 73-84. Springer, New York (1998)
[Lam] Lamb, H.: Hydrodynamics, 6th edn. Cambridge University Press, Cambridge (1932)
[Le1] Leráy, J.: Étude de diverses équations intégrales non linéaires et de quelques problémes que pose l'Hydrodynamique. J. Math Pures Appl. 12, 1-82 (1933)
[Le2] Leráy, J.: Sur le mouvement d'un liquide visqueux emplissant l'espace. Acta Math. 63, 193-248 (1934)
[Lin] Lin, F.-H.: A new proof of the Caffarelli-Kohn-Nirenberg theorem. Comm. Pure Appl. Math. 51, 241-257 (1998)
[Lio1] Lions, J.L.: Quelques methodes de resolution des Problemes aux Limites Nonlineaires. Dunrod, Paris (1969)
[Lio2] Lions, J.L.: Quelques résultats d'existence dans des équations aux dérivées partielles non linéares. Bull. Soc. Math. France 87, 245-273 (1959)
[LL] Landau, L.D., Lifshitz, E.M.: Fluid Mechanics. Pergamon Press, New York (1968)
[LM] Lions, J.L., Magenes, E.: Problemes aux limites nonhomogenes et applications. Dunrod, Paris (1968)
[LP] Lions, J.L., Prodi, G.: Un théorème d'existence et unicité dans les équations de NavierStokes en dimension 2. C.R. Acad. Sci. Paris 248, 3519-3521 (1959)
[LRRH] Ladd, D.M., Rohr, J.J., Reidy, L.W., Hendricks, E.W.: The effect of Riblets on laminar to turbulent transition. Exp. Fluids 14, 1-9 (1993)
[LS1] Luskin, M., Sell, G.R.: Parabolic regularization and inertial manifolds, IMA Preprint. University of Minnesota, Minneapolis (1989)
[LS2] Luskin, M., Sell, G.R.: The construction of inertial manifolds for reaction-diffusion equations by elliptic regularization, IMA Preprint. University of Minnesota, Minneapolis (1989)
[LuZ1] Lukáčová-Medvidóvá, M., Zaušková, A.: Numerical modeling of shear-thinning nonNewtonian flows in compliant vessels. Int. J. Numer. Meth. Fluids 56, 1409-1415 (2008)
[LuZ2] Lukáčová-Medvidóvá, M., Zaus̆ková, A.: On the existence and uniqueness of nonNewtonian shear-dependent flow in compliant vessels, TUHH Preprints. https://www. mat.tu-harburg.de/ins/forschung/publikationen.php
[LWW] Liu, H., Wang, Z., Wu, L.: Large time behavior for the non-Newtonian flow in $\mathbb{R}^{3}$. ZAMP 59, 619-633 (2008)
[LWZ] Lu, S., Wu, H., Zhong, C.: Attractors for nonautonomous 2D Navier-Stokes equations with normal external forces. Discrete Cont. Dynam. Syst. 13, 701-719 (2005)
[LZ1] Li, Y., Zhao, C.: Global attractor for a non-Newtonian system in two-dimensional unbounded domains. Acta Anal. Funct. Appl. 4, 343-349 (2002)
[LZ2] Li, Y., Zhao, C.: $H^{2}$ compact attractor for a non-Newtonian system in two-dimensional unbounded domains. Nonlinear Anal. TMA 56, 1091-1103 (2004)
[LZ3] Li, Y., Zhao, C.: A note on the asymptotic smoothing effect of solutions to a nonNewtonian system in 2-D unbounded domains. Nonlinear Anal. 60, 476-483 (2005)
[LZZ1] Li, Y., Zhao, C., Zhou, S.: Trajectory attractor and global attractor for a two-dimensional incompressible non-Newtonian fluid. J. Math. Anal. Appl. 325, 1350-1362 (2007)
[LZZ2] Li, Y., Zhao, C., Zhou, S.: Uniform attractor for a two-dimensional nonautonomous incompressible non-Newtonian fluid. Appl. Math. Comput. 201, 688-700 (2008)
[LZZ3] Li, Y., Zhao, C., Zhou, S.: Theorems about the attractor for incompressible nonNewtonian flow driven by external forces that are rapidly oscillating in time but have a smooth average. J. Comput. Appl. Math. 220, 129-142 (2008)
[Ma1] Marion, M.: Approximate inertial manifolds for reaction-diffusion equations in higher space dimensions. J. Dynam. Differ. Equat. 1, 245-267 (1989)
[Mar1] Markovitz, H.: Rheological Behavior of Fluids. A film produced by Educational Services, Inc. (Watertown, MA), For the National Committee for Fluid Mechanics Films under a grant from the National Science Foundation (1965)
[Mar2] Markovitz, H.: Rheological behavior of fluids, notes. http://www.chem.mtu.edu/~ fmorriso/cm4650/Markovitz.pdf (1968)
[MaN] Maz'ya, V.G., Nazarov, S.A.: Paradoxes of limit passage in solutions of boundary value problems involving the approximation of smooth domains by polygonal domains. Math. USSR Izvestiya 29, 511-533 (1987)
[McO] McOwen, R.: Partial Differential Equations, Methods and Applications, 2nd edn. Prentice Hall/Pearson Education, Inc., Englewood Cliffs (2003)
[Me] Métivier, J.: Valeurs propres d'expérateurs définis sur la restriction de systémes variationnels á des sous-espaces. J. Math. Pures Appl. 57, 133-156 (1928)
[Mon] Montz, A.: Some bipolar viscous fluid flow problems in rigid and compliant domains, Ph.D. Dissertation. Northern Illinois University, DeKalb, IL (2013)
[MN] Malek, J., Nečas, J.: A finite dimensional attractor for three-dimensional flow of incompressible fluids. J. Differ. Equat. 127, 498-518 (1996)
[MNN] Malek, J., Nec̆as, J., Novotný, A.: Measure-valued solutions and asymptotic behavior of a multipolar model of a boundary layer. Czech. Math. J. 42, 549-576 (1992)
[MNR1] Málek, J., Nec̆as, J., Rüz̆ic̈ka, M.: On the non-Newtonian incompressible fluids. Math. Models Meth. Appl. Sci. 3, 35-63 (1993)
[MNR2] Málek, J., Nec̆as, J., Rüžǐc̈ka, M.: On weak solutions to a class of non-Newtonian incompressible fluids in bounded three-dimensional domains. Adv. Differ. Equat. 6, 257-302 (2001)
[MNRR] Málek, J., Nečas, J., Rokyta, M., Rüz̆ic̈ka, M.: Weak and Measure-Valued Solutions to Evolutionary PDE's. Chapman \& Hall, New York (1996)
[Mo] Moffatt, H.K.: The asymptotic behavior of solutions of the Navier-Stokes equations near sharp corners. In: Approximation Methods for Navier-Stokes Problems. Lecture Notes in Mathematics, vol. 771, pp. 371-380. Springer, New York (1979)
[MP1] Malek, J., Prazák, D.: Finite fractal dimension of the global attractor for a class of nonNewtonian fluids. Appl. Math Lett. 13, 105-110 (2000)
[MP2] Malek, J., Prazák, D.: Large time behavior via the method of $l$-trajectories. J. Differ. Equat. 181, 243-279 (2002)
[MR] Malek, J., Rajagopal, K.R.: Mathematical issues concerning the Navier-Stokes equations and some of their generalizations. In: Dafermos, C., Feireisl, E. (eds.) Handbook of Differential Equations: Evolution Equations, vol. 2, pp. 371-459. Elsevier, Amsterdam (2005)
[N1] Nec̆as, J.: Sur les normes équivalentes dans $W_{p}^{(k)}(\Omega)$ et sur la coercivité des formes formellement positives. Équations aux Derivées Partielles. Presse Univ. Montréal, Montréal (1965)
[N2] Nečas, J.: Les methodes Directes en Theorie des Équations Elliptiques. Masson, Paris (1967)
[N3] Nečas, J.: Theory of multipolar viscous fluids. In: Proceedings of the 2nd International Conference on Finite Element Methods. Brunel University, Middlesex (1990)
[N4] Nečas, J.: Theory of multipolar viscous fluids. In: Whiteman, J.R. (ed.) The Mathematics of Finite Elements and Applications VII, MAFELAP, pp. 233-244. Academic, New York (1991)
[Na] Navier, M.: Mémoire sur les lois du mouvemont des fluides. M'em. de l'Acad. d. Sci. 6, 389-416 (1927)
[NeN] Nec̆asová, S., Novotný, A.: Measure-valued solution for non-Newtonian compressible monopolar fluid. Acta. Appl. Math. 37, 109-128 (1994)
[NeP] Neustupa, J., Penel, P. (eds.): Mathematical Fluid Mechanics: Recent Results and Open Questions. Advances in Mathematical Fluid Mechanics. Birkhäuser, Boston (2001)
[Ni] Nikuradse, J.: Stromungsgesetze in Rauhen Rohren. Forschg. Arb. Ing. Wes. 361 (1933)
[NH] Nečas, J., Hlavác̆ek, I.: Mathematical Theory of Elastic and Elastic-Plastic Bodies. Elsevier, Amsterdam (1981)
[NN] Nec̆as, J., Novotný, A.: Some qualitative properties of the viscous compressible multipolar heat conductive flow. Comm. P.D.E. 16, 197-220 (1991)
[NNS1] Nečas, J., Novotný, A., Silhavý, M.: Global solution to the ideal compressible heat conductive multipolar fluid. Comm. Math. Univ. Carol. 30, 551-564 (1989)
[NNS2] Nečas, J., Novotný, A., S̆ilhavý, M.: Global solution to the compressible isothermal multipolar fluid. J. Math. Anal. Appl. 162, 223-241 (1991)
[NNS3] Nečas, J., Novotný, A., S̆ilhavý, M.: Solutions to the viscous compressible baratropic multipolar gas. Theor. Comput. Fluid Dynam. 4, 1-11 (1992)
[Noll] Noll, W.: A mathematical theory of the behavior of continuous media. Arch. Rat. Mech. Anal. 2, 119-226 (1957)
[Nov] Novotný, A.: Viscous multipolar fluids - physical background and mathematical theory. Fortschritte der Physik 40, 445-517 (1992)
[NP1] Nec̆asova, S., Penel, P.: $L^{2}$ decay for weak solutions to equations of non-Newtonian incompressible fluids in the whole space. Nonlinear Anal. TMA 47, 4181-4192 (2000)
[NP2] Nečasova, S., Penel, P.: Incompressible non-Newtonian fluids: time asymptotic behavior of weak solutions. Math. Meth. Appl. Sci. 29, 1615-1630 (2006)
[NP3] Nec̆asova, S., Penel, P.: Remark on the $L^{2}$ decay for weak solutions to the equations of non-Newtonian incompressible fluids in the whole space. Annali Dell' Universita Di Ferrara 46, 197-207 (2000)
[NR] Nečas, J., Rüzic̈ka, M.: Global solution to the incompressible viscous-multipolar material. J. Elasticity 29, 175-202 (1992)
[NS1] Nečas, J., S̆ilhavý, M.: Multipolar viscous fluids. Quart. Appl. Math. 49, 247-265 (1991)
[NS2] Nec̆as, J., S̆ilhavý, M.: Some qualitative properties of the viscous compressible heatconductive multipolar fluid. Comm. P.D.E. 16, 197-220 (1991)
[Oe] Oertel, H. (ed.): Prandtl's Essentials of Fluid Mechanics, 2nd edn. Springer, New York (2004)
[OOL] Ottesen, J., Olufsen, M., Larsen, J.K.: Applied Mathematical Models in Human Physiology. Monographs on Mathematical Modeling and Computation, vol. 9. SIAM, Philadelphia (2004)
[OS] Osborn, J.: Regularity of the solutions of the Stokes problem in a polynomial domain. In: Hubbard, B. (ed.) Symposium on Numerical Solutions of Partial Differential Equations III, pp. 393-411. Academic Press, New York (1975)
[OS1] Ou, Y.-R., Sritharan, S.S.: Analysis of regularized Navier-Stokes equations I. Quart. Appl. Math. XLIX, 651-685 (1991)
[OS2] Ou, Y.-R., Sritharan, S.S.: Analysis of regularized Navier-Stokes equations II. Quart. Appl. Math. XLIX, 687-728 (1991)
[Pe] Perko, L.: Differential Equations and Dynamical Systems, 3rd edn. Springer, New York (2001)
[PL] Lions, P.-L.: Mathematical Topics in Fluid Mechanics, Volume 1: Incompressible Models. Oxford Science Publications. Oxford University Press, New York (1996)
[PM] Plesset, M., Mitchell, T.: On the stability of the spherical shape of a vapor cavity in a liquid. J. Soc. Indust. Appl. Math. XIII, 419-430 (1956)
[Po] Porkormý, M.: Cauchy problem for the incompressible viscous non-Newtonian fluids. Apl. Mat. 41, 169-201 (1996)
[PP] Plesset, M., Prosperetti, A.: Bubble dynamics and cavitation. Ann. Rev. Mech. 9, 145185 (1977)
[ Pr ] Prosperetti, A.: Generalization of the Rayleigh-Plesset equation of bubble dynamics. Phys. Fluids 25, 409-410 (1982)
[QF] Quarteroni, A., Formaggia, L.: Mathematical modelling and numerical simulation of the cardiovascular system. In: Ciarlet, P.G., Lions, J.L. (eds.) Modelling of Living Systems. Handbook of Numerical Analysis Series. Elsevier, Amsterdam (2002)
[QS] Quintanilla, R., Straughan, B.: Bounds for some non-standard problems in porous flow and viscous Green-Naghdi Fluids. Proc. Roy. Soc. Series A 461, 3159-3168 (2005)
[Raj] Rajagopal, K.R.: Mechanics of non-Newtonian fluids. In: Galdi, G.P., Nečas, J. (eds.) Recent Developments in Theoretical Fluid Dynamics. Pitman Research Notes in Mathematics, Series 291, pp. 129-162. Longman Scientific and Technical Pub., Essex (1993)
[Ric] Richards, I.: On the gap between numbers which are the sum of squares. Adv. Math. 46, 1-2 (1982)
[Ro] Robinson, J.C.: Infinite-Dimensional Dynamical Systems. Cambridge University Press, Cambridge (2001)
[Ru] Ruelle, D.: The turbulent fluid as a dynamical system. In: Sirovich, L. (ed.) New Perspectives in Turbulence. Springer, New York (1991)
[RE] Rivlin, R.S., Ericksen, J.L.: Stress deformations for isotropic materials. J. Rat. Mech. Anal. 4, 323-425 (1955)
[RR] Renardy, M., Rogers, R.: An Introduction to Partial Differential Equations. Springer, New York (1993)
[Sam] Samohýl, I.: Symmetry groups in the mass conserving second grade materials. Arch. Mech. 33, 983-987 (1981)
[Sap] Sapondzhyan, O.M.: Bending of a freely supported polygonal plate. Izv. Akad. Nauk Armyan SSR., Ser. Fiz.-Mat. Estestv. Tekhn. Nauk. 5, 29-46 (1952)
[ScG] Schlichting, H., Gersten, G.: Boundary-Layer Theory, 8th edn. Springer, New York (2000)
[Sj] Singler, J.R.: Sensitivity Analysis of Partial Differential Equations with Applications to Fluid Flow. Diss. Virginia Polytechnic Institute and State University (2005)
[Slo] Slobodeckij, L.N.: Generalized Sobolev spaces and their applications to boundary value problems of partial differential equations. Gos. Ped. Inst. Uc̆ep. Zap. Leningrad 197, 54-112 (1958)
[Sch] Scheffer, V.: Turbulence and Hausdorff dimension. In: Turbulence and the Navier-Stokes Equations. Lecture Notes in Mathematics, vol. 565, pp. 94-112. Springer, Berlin (1976)
[Se] Serrin, J.: Mathematical principles of classical fluid mechanics. Handbuch der Physik VIII/1. Springer, New York (1959)
[Sh] Shinbrot, M.: Lectures on Fluid Mechanics. Gordon and Breach, New York (1973)
[SM] Sell, G.R., Mallet-Paret, J.: Inertial manifolds for reaction diffusion equations in higher space dimensions. J. Am. Math. Soc. 1, 805-866 (1988)
[Sma] Smagorinsky, J.: Some historical remarks on the use of nonlinear viscosities. In: Large Eddy Simulation of Complex Engineering and Geophysical Flows. Cambridge University Press, Cambridge (1993)
[Smi] Smiley, M.W.: Global attractors and approximate inertial manifolds for nonautonomous dissipative equations. Appl. Anal. 50, 217-241 (1993)
[So] Sohr, H.: The Navier-Stokes Equations, An Elementary Functional Analytic Approach. Birkhäuser Advanced Texts. Birkhäuser, Boston (2001)
[Sp] Spencer, A.J.M.: In: Eringen, A.C. (ed.) Theory of Invariants. Continuum Physics, vol. I. Academic, New York (1971)
[SY1] Sell, G.R., You, Y.: Inertial manifolds: the nonselfadjoint case. J. Differ. Equat. 96, 203255 (1992)
[SY2] Sell, G.R., You, Y.: Dynamics of Evolutionary Equations. Springer, New York (2002)
[Sto] Stokes, G.G.: On the theories of internal friction of fluids in motion, and of the equilibrium and motion of elastic solids. Trans. Camb. Phil. Soc. 8, 287-319 (1849)
[Ta1] Tartar, L.: The compensated compactness method applied to systems of conservation laws. In: Ball, J.M. (ed.) Systems of Nonlinear Partial Differential Equations. NATO ASI Series, vol. CIII. Reidel Pub., Amsterdam (1982)
[Ta2] Tartar, L.: An Introduction to Sobolev Spaces and Interpolation. Springer, New York (2007)
[Tao] Tao, T.: Why global regularity for Navier-Stokes is hard. http://terrytao.wordpress.com (2007)
[Te1] Temam, R.: Navier-Stokes Equations, Theory and Numerical Analysis. Elsevier, Amsterdam (1984)
[Te2] Temam, R.: Induced trajectories and approximate inertial manifolds. RAIRO Modél Math. Anal. Numér. 23, 541-561 (1989)
[Te3] Temam, R.: Navier-Stokes Equations and Nonlinear Functional Analysis, 2nd edn. SIAM, Philadelphia (1995)
[Te4] Temam, R.: Infinite Dimensional Dynamical Systems in Mechanics and Physics. Springer, New York (1997)
[Te5] Temam, R.: Mathematical Problems in Plasticity. Gauthier Villars, Paris (1985)
[Th] Theofanous, T.G.: Bubble dynamics: an illustration of dynamically coupled rate processes. Module C6.1, A.I.Ch.E. 1-8 (1986)
[Ti] Titi, E.: On approximate inertial manifolds for the Navier-Stokes equations. J. Math. Anal. Appl. 149, 540-557 (1990)
[TN] Truesdell, C., Noll, W.: In: Flügge, S. (ed.) The Non-Linear Field Theories of Mechanics. Handbuch der Physik III/3. Springer, Berlin (1965)
[To] Toupin, R.A.: Theories of elasticity with couple stress. Arch. Rat. Mech. Anal. 17, 85112 (1964)
[Tr] Triebel, H.: Interpolation Theory, Function Spaces, and Differential Operators. VED Deutscher Verlag der Wissenschaften (1978)
[Wa] Walsh, M.J.: In: Bushnell, D.M., Hefner, J.N. (eds.) Viscous Drag Reduction in Boundary Layers. AIAA Progress in Aeronautics and Astronautics, pp. 203-261. AIAA, Reston, Va. (1990)
[Ya] Yaiamanchili, R.C.: Flow of non-Newtonian fluids in corrugated channels. Int. J. NonLinear Mech. 28, 535-548 (1993)
[You] Young, L.C.: Lectures on the Calculus of Variations and Optimal Control Theory. Saunders, New York (1969)
[Yos] Yosida, K.: Functional Analysis, 5th edn. Springer, Berlin (1978)
[YKRA] Yeleswarapu, K., Kameneva, M., Rajagopal, K., Antaki, J.: The flow of blood in tubes: theory and experiments. Mech. Res. Comm. 25, 257-262 (1998)
[ZZ1] Zhao, C., Zhou, S.: Pullback attractors for a non-autonomous incompressible nonNewtonian fluid. J. Differ. Equat. 238, 394-425 (2007)
[ZZ2] Zhao, C., Zhou, S.: Trajectory attractor and general global attractor for a threedimensional non-Newtonian system, preprint
[ZZL1] Zhao, C., Zhou, S., Li, Y.: Uniform attractor for a two-dimensional nonautonomous incompressible non-Newtonian fluid. Appl. Math. Comput. 201, 688-700 (2008)
[ZZL2] Zhao, C., Zhou, S., Li, Y.: Existence and regularity of pullback attractors for an incompressible non-Newtonian fluid with delays. Quart. Appl. Math. 67, 503-540 (2009)
[ZZL3] Zhao, C., Zhou, S., Li, Y.: Regularity of trajectory attractor and upper semicontinuity of the global attractor for a 2D non-Newtonian fluid. J. Differ. Equat. 247, 2331-2363 (2009)

## Index

Absolute temperature, 13
Absorbing set, 347, 364, 367, 368, 370, 373, 375, 376, 399-402, 406, 407, 424, 425, 432, 493-496, 500
Adjoint operator, 339, 388, 419
Alternating tensor, 14
Analytic continuation, 224
Angular velocity, 139-141, 148
Approximate inertial manifold, 435
Approximate solution, 240, 284, 295, 298
Approximating problem, 296, 298, 492
Arithmetic-geometric mean inequality, 449, 450
Artificial viscosity, 52, 312, 322-325
Asymptotic behavior of solutions, 200, 217, 436, 511
Asymptotic stability, 123, 241, 313, 512
Asymptotically compact, 511
Asymptotically stable, 124, 239
Asymptotically stable focus, 181
Asymptotically stable node, 181
Attractor, 347, 364, 367
Aubin's Lemma, 329, 331, 523
$b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}), 524$
Backwards heat equation, 317
Balance of angular momentum, 14, 22
Balance of energy, 14
Balance of momentum, 14, 55
Basin of attraction, 367
Basis, 193, 229, 242, 298, 330, 390, 391, 420
Bernoulli equation, 46
Bilinear form, 324
Bipolar linear viscous fluid, 23
Bipolar viscous fluids, 10, 12, 28, 49, 435

Blood flow, 8, 51
Blow-up time, 315
Bochner space, 255
Body force/mass, 3, 38, 55, 59, 187, 348
Boundary shear stress, 58, 70
Boundary-layer theory, 29
Bounded support, 219, 233
Bubble stability, 166, 167, 172
Bubble/fluid interface, 173
$C^{2}$ submanifold, 201
Camassa-Holm equations, 56, 61, 67, 69, 75, 313, 337
Cauchy stress tensor, 3, 13, 79
Cauchy's inequality, 520
Cauchy's Theorem, 230
Cauchy-Schwarz inequality, 207, 208, 212, $213,215,329,366,449,450,479$
Cavity/fluid interface, 167, 168
Channel flow, 69
Characteristic equation, 220, 221
Classical electromagnetic theory, 9
Classical Poiseuille flow, 72
Classical solution, 4, 104-108, 127, 132, 134
Classical viscosity, 30, 59
Clausius-Duhem inequality, 12-15, 17-19, 24, 27, 30, 53, 55, 335
Compact embedding, 260, 523, 526
Compact global attractor, 322, 407
Compact support, 242, 248, 316
Complex-valued Hilbert space, 358
Concentric rotating cylinders, 138
Conservation of momentum in Eulerian coordinates, 3
Constant pressure gradient, 93, 110
Constitutive parameter, $38,97,110,137$

Constraint of incompressibility, 12, 27, 31, 313, 408
Continuous dependence, $39,47,81,84,89$, 158
Continuous embedding, 260, 523, 525, 526
Continuous nonlinear operator, 365
Contraction, 442, 454, 461-464
Convective derivative, 14
Curvature variations, 11
Cut-off function, 439, 453
Cylindrical coordinates, 63, 141, 144
d'Alembert 'paradox', 2, 138
Decay rate, 512
Degenerate nonhyperbolic equilibrium, 183
Density, 13, 55
Density argument, 330, 367
De Rham Theorem, 195, 217, 218
Diagonal process, 197, 308
Dielectric permittivity, 9
Differential inequality, $129,372,381,384$, $385,404,405,411-414,416,417$, 432, 433, 460, 480, 496, 498
Dimensional analysis, 90
Dipolar constant, 64
Dipolar equations, 61
Dipolar flow, 56, 67
Dipolar fluid, 27, 54, 55, 58, 61, 64, 69
Dipolar inertia tensor, 55
Dipolar (microscopic) body force/mass, 55
Dipolar stress tensor, 55, 62
Dipolar traction, 56
Dirac measure, 255, 269, 270, 273, 277, 280, 281
Directional derivative, 211, 214, 215
Dissipation, 12, 15, 316
Dissipative evolutionary equation, 435
Dissipative nonlinear evolutionary equation, 347, 435, 437
Divergence theorem, 33, 112
Dominated convergence theorem, 131
Drag, 138, 198, 235
Duality, 196, 217, 255, 256, 263, 323, 491
Dual space, 285

Eigenfunction, 330, 336
Eigenvalue, 115, 116, 180, 181, 193, 242, 358, 388, 391, 393, 420, 422, 427, 438, $452,453,539,543,545,546,548$
Eigenvector, 358, 391, 393, 420, 422
Elastic nonviscous material, 12

Electric displacement, 9
Electric field vector, 9
Electromagnetic wave, 9, 10
$\overline{\boldsymbol{V}}$-elliptic symmetric bilinear form, 491
Energy bound, 315
Energy identity, 496
Entire analytic function, 223
Entropy, 12, 18
Equilibrium part of $\boldsymbol{t}^{(k)}, 17$
Equilibrium solution, 124, 134, 351, 352, 354, 355, 357, 358, 365
Equilibrium state, 180, 183, 185
Euclidean norm, 9, 290
Eulerian coordinates, 13
Even-order gradient, 23
Existence of a weak solution, 242, 243
Existence of unique regular weak solution, 255,275
Existence, uniqueness, and continuous dependence for steady Poiseuille flow, 82
Exponential attractor, 511
Exponential convergence, 467
Extended theory for incompressible viscous fluid flow, 61
Exterior problem, 138, 187, 190, 196, 197, 313, 314, 541
Exterior unit normal, 26, 36, 56, 59, 80, 110, $113,200,285,322,332,349,354$, 356, 490
External body force/volume, 80
External forcing function, 110
External rate of work, 59
External sources, 17

Far-field velocity, 91
Finite-dimensional attractor, 435, 437, 511
Finite-dimensional Hilbert space, 194
Finite-dimensional Lipschitz manifold, 437, 442, 464
Finite-time blow-up, 4
First multipolar stress tensor, 79, 241
Fixed point, 442, 453, 464, 467
Flow over a non-smooth boundary, 138
Fluctuation velocity, 68
Fluid acceleration, 3
Fluid density, 38, 139
Fluid microstructure, 56
Fluids of differential type, 53
Fluids of grade $n, 53$
Fourier expansion, 546
Fourier splitting method, 512
Fourier transform, 428

Fractal dimension, 388, 390, 391, 399, 407, 418, 422, 425, 436, 510, 511
Fractional power, 427
Fractional Sobolev space, 519, 528
Fréchet derivative, 366, 522
Fréchet differential, 366, 376, 385, 386, 388, 407, 417, 425, 522
Free energy function, 53, 335
Friction factor, 93, 97
Frictional couple, 140, 151
Frictional forces, 2
Frictional stress, 5
Friedrich's inequality, 265, 274, 522
Fundamental linear problem, 437
Fundamental system, 222

Gagliardo-Nirenberg-Sobolev Inequality, 526
Galerkin method, 193, 239, 241-243, 266, 295, $298,313,324,326-328,343,492$
Generalized Gibbs equation, 18
Generalized Reynolds numbers, 89, 90, 92
Generalized stress, 19
Generalized string equation, 321
Global attractor, 350, 367, 368, 375, 376
Gradient of temperature, 12
Grashoff number, 343
Green and Naghdi model, 61, 69
Gronwall's inequality, 245, 277, 332
Growth condition, 224, 225, 240, 315
$\boldsymbol{H}^{2}$ compact attractor, 511
Hagen-Poiseuille solution, 71
Hausdorff dimension, 316, 388, 390, 391, 399, 407, 418, 422, 425, 436, 510
Hausdorff measure, 390
Heat flux vector, $12,19,21$
Heat transfer, 170
Heisenberg-Kolmogorov similarity theory, 49
Helmholtz free energy, 12, 15
Helmholtz operator, 58
Higher-order boundary condition, $8,11,12$, $27,31,35,36,49,54,56,58,74$, $110,195,313,326,332,356,537$
Higher-order spatial derivative, 11, 49, 54, 58
Higher-order spatial gradients, 7, 12
Higher-order stress, 14
Higher-order velocity gradients, 30, 51, 75
Higher-order viscosity, 27, 53, 240, 254, 264
Higher-order viscosity coefficient, 59
$\mu$-Hölder continuous, 527
Hölder Inequality, 85, 155, 157, 160, 163, 246, 270-272, 276, 280, 283, 290, 293,

306, 329, 382, 393, 403, 414, 520, 531
Homogeneity, 57, 69
Homogeneous isotropic dipolar fluid, 61
Hydrostatic pressure, 3
Hypertractions, 32, 38

Immersed body, 138
Imperfection, 201
Incompressibility constraint, $3,7,8,12,34,35$, 39, 322, 337, 417
Incompressible, bipolar, viscous fluid, 21, 28-31, 36, 109, 137, 172, 187, 202, 254, 399, 424, 436, 437, 467, 490
Incompressible, linear, multipolar fluid, 19, 24
Incompressible, nonlinear bipolar fluid, 12
Incompressible viscous fluid flow, 52, 54, 60
Indentation, 200, 202
Induction argument, 97
Inertial manifold, 426, 430, 435-439, 442, 447, 464, 467, 510
Infinite sector, 218
Infinite strip, 219
Inner product, 340
Integrodifferential equation, 169
Interfacial tension, 167
Interior angle, 139, 201, 218, 235, 237
Interpolation estimate, 265, 268, 277, 529, 530
Invariant, 347, 437
Invariant set, 367, 501
Isothermal, 24
Isotropic linear functions, 12
Isotropic tensor, 20, 22
Isotropy, 57, 58, 69, 338
Iteration scheme, 127

Jaumann derivative, 57
$k$ th multipolar stress tensor, 17
Kinematic viscosity, 10, 26, 27, 47, 56, 60, 322
Kinetic energy, 315, 316
Kondrachov Embedding Theorem, 528
Korn inequality, 274, 351, 355, 369, 379, 393, 404, 407, 410, 412, 413, 418, 533, 541
$\boldsymbol{L}^{2}$ compact attractor, 511
$\boldsymbol{L}^{2}$ scalar product, 242
$L^{2}$ squeezing, 439, 467, 468, 478, 481, 487, 489, 490, 511
$L^{2}$ squeezing property, 426,436
$L^{2}(\Omega)$ inner-product, 515
$L^{p}$ space, 516
$L_{l o c}^{p}(\Omega), 517$
Ladyzhenskaya model, 10, 11, 50, 312, 319
Laminar flow, 47
Laminar to turbulent transition, 235
Laplace transform, 66
Laurent expansion, 219, 225
Lax-Milgram Lemma, 83, 155, 285, 324, 426, 491, 521
Lebesgue Convergence Theorem, 231
Leray projector, 339
Leráy weak solutions, 316
L'Hôpital's rule, 226
Liapunov function, 167, 184, 186
Liapunov theory, 179, 182, 183
$\omega$-limit set, 367, 522
Linear approximation, 10
Linear asymptotic stability, 134
Linear bipolar fluid, 21, 75, 312
Linear dielectric, 9
Linear, viscous multipolar fluid, 21-23
Linear viscous multipolar fluid of type ( $N, 1, K$ ), 21
Linearized asymptotic stability, 136
Linearized bipolar equation, 352, 364, 389, 420
Linearized dynamics, 178, 181, 182
Linearized initial-boundary value problem, 134, 376, 377
Linearized operator, 347
Linearized stability, 179, 180, 351, 355, 357, 358, 365, 510
Linearized steady-state problem, 216
Linearly stable solution, 358
Lipschitz boundary, 523
Lipschitz curve, 139, 201
Lipschitz domain, 530
Lipschitz function, 299, 453, 461
Lipschitz norm, 203, 205
Lipschitz property, 438, 439, 443, 446, 449, 450, 454
Liquid vaporization, 170
Local singularity, 139, 201
Locally asymptotically stable, 138, 186
Lower semicontinuity, 424, 510

Magnetic field vector, 9
Magnetic intensity, 9
Magnetic permeability, 9
Maple, 221, 222, 229, 236
Mass flux, 168, 170

Maximal compact global attractor, 347, 351, 364, 398, 399, 407, 408, 417, 422, $425,433,435,436,490,501,510$, 511
Maximal solution, 299
Maximum velocity, 90
Maxwell's equations, 9
Mean curvature, 54, 332
Mean pressure, 68
Mean velocity, 69, 90, 92, 97, 108, 109
Measure-valued solution, 240, 254, 255, 264, 511
Memory function, 169
Method of differences, 265
Micro-inertia coefficient, 55
Millennium prize problem, 312, 314, 315
Modified Bessel function of the first kind, 71, 74
Modified pressure, 57, 342
Moment on the boundary, 26
Monopolar stress tensor, 55, 62
Monopolar traction component, 56
Monotone, 165
Morrey's inequality, 527
Multi-index $\boldsymbol{\alpha}, 516$
Multipolar continua, 13
Multipolar fluid dynamics, 10, 12
Multipolar fluids of grade 3,52-54, 313, 325, 329, 337
Multipolar stress tensor, 12, 17, 20, 31, 54, 137
Multipolar viscous fluid, 12, 18
type ( $N, 1, K$ ), 19
type ( $N, M, K$ ), 15, 16, 18, 21

Navier-Stokes alpha model (NS- $\alpha$ ), 56, See also Camassa-Holm equations
Navier-Stokes equations, 2, 4, 5, 7, 8, 10, 11, 24, 26-28, 30, 44, 48, 51, 52, 58, 71, 73, 80, 137, 138, 140, 201, 281, 312-318, 323, 325, 338, 339, 345, 347, 349-351, 354, 397, 435, 511
Neumann type boundary condition, 52, 323
Newtonian fluid, 4, 8, 67
Non-dimensional variable, 65
Nonlinear dielectric, 9, 10
Nonlinear optics, 9
Nonlinear semigroup, 318, 347, 350, 364, 365, 375, 376, 386, 388, 408, 419, 424, 425, 495, 500
Nonlinear stability, 180, 183
Nonlinear viscosity, $8,10,30,49,50,56,75$, 80, 110, 114, 140, 172, 277, 292, $348,352,366,436,468,481$

Non-locality, 53
Non-Newtonian blood flow, 321
Non-Newtonian fluid, 5, 30, 49, 50, 319, 349
Nonsimple fluid, 15
Non-slip boundary condition, 4, 8, 27, 52, 139, 240, 317, 326
Non-smooth boundary, 199
Normal derivative, 35
Normal speed, 173
Normal tension, 171

Obstacle, 8
Occam's razor, 5, 7
Odd-order gradient, 23
Oldroyd-B model, 49
Open Mapping Theorem, 534
Orbit squeezing, 325, 435, 436, 439, 447, 450, 464, 466, 467
Orthogonal projection, 299, 317, 324, 364, 391, 420

Parabolic Hausdorff dimension, 317
Parabolic Hausdorff measure, 317
Parabolic initial-boundary value problem, 124, 128
Parameterization, 206
Partial Fourier transform, 219, 220
Partial regularity, 316
Perturbation of the domain, 202, 203
Perturbations of the boundary, 138, 200-202
Picard's theorem, 243, 327
Planar domain, 202
Planar dynamical systems, 179, 180
Plancherel's theorem, 220
Plane Couette flow, 12, 39
Plane Poiseuille flow, 12, 24, 27-29, 39, 47-50, 75, 90, 92, 140
Poincaré inequality, 265, 337, 339, 363,502, 521, 527
Poincaré-type estimate, 123, 133, 290
Poiseuille flow, 27
Poiseuille flow of a Green-Naghdi fluid, 73
Poisson equation, 44
Polar fluid dynamics, 49
Polygonal boundary, 216, 218
Polygonal domain, 139, 200, 201, 203, 216
Polynomial growth condition, 255, 256
Potential, 257, 320, 321, 371, 380, 409, 413, 431, 496, 540
Potential energy, 32
Power law model, 49
Prandtl ansatz, 28

Prandtl boundary-layer theory, 5, 25, 64
Pressure, 38, 55, 65, 176
Pressure drop, 90
Pressure gradient, 29, 97
Principal axis, 115
Principal of virtual work, 8
Principle of material frame-indifference, $14-16,19,21-24,27,30,58$
Probability measure, 255
Projection operator, 246, 306, 354, 439, 468, 489
Proper Couette flow, 138-140, 147, 149
Proper Poiseuille flow, 12, 39, 43-45, 49
Pullback attractor, 512

Radial cut-off function, 218
Radial liquid velocity, 167, 173
Radial strain rate, 169
Radiation condition, 112, 113, 138, 187, 314
Radon measure, 255, 256
Rate dependent incompressible homogeneous fluid, 57
Rate of change of vorticity, 58
Rate of deformation tensor, 3, 10, 16, 43, 55, $79,115,116,137,172,241,355$, 516, 533, 539
Rayleigh-Plesset equation, 166, 167, 169, 172, 176, 177
Rectangular indentation, 204-206
Rectangular riblet, 235
Reduced stress tensor, $3,6,11,17,32,50-52$, 254, 319-321
Reflexive Banach space, 260
Regular point, 317
Regularity, 120, 132, 139, 195, 197, 216-218, 235, 239, 241, 248, 251, 265, 266, 306, 312, 315, 324, 511
Regularity condition, 111, 313, 329, 330
Regularization, 51, 313, 322
Regularized Navier-Stokes system, 324
Reiner-Rivlin fluid, 49
Relaxation modulus, 169
Rellich-Kondrachov Compactness Theorem, 528
Representation theorem, 21
Residual dissipation inequality, 18,23
Residue Theorem, 66, 219, 229, 230
Reynolds averaged equations, 56, 68
Reynolds number, 5, 27, 92, 202
Rheological model, 171
Riesz representation theorem, 255
Rigid-body rotation, 150
Rivlin-Ericksen tensor, 53, 325

Rotating concentric circular cylinders, 138, 139
Rough boundary, 5, 7

Sapondzhyan-Babuška paradox, 201
Scalar product, 193, 242
Schauder basis, 326
Schauder fixed-point theorem, 84, 157
Second normal derivative, 332
Self-adjoint, 388, 419, 427, 437, 467
Self-friction, 10
Semidistance, 351, 399, 425, 426, 430, 433
Shear dependent viscosity, 49, 319
Shear stress, 93
Shear-thickening, 30, 349
Shear-thinning, 30, 349
Shear viscosity, 55
Simple fluid, 49
Singular point, 219
Singular set, 316
Singularity, 10, 219, 229, 235
Skin friction Reynolds number, 70
Slobodeckij seminorm, 528
Sobolev embedding lemma, 112, 526
Sobolev-Slobodeckij space, 528
Sobolev space, 517, 518
Solution operator, 347, 350, 365, 366, 376, 436, 437, 464, 493
Space of distributions, 533
Space-periodic condition, 30, 31, 239, 254, 345, 437, 511
Space-periodic problem, 254, 257, 264, 269, $273,275,281,284,314,320,321$, 347-351, 398, 399, 408, 420, 422, 424, 430, 435, 436
Specific entropy, 13
Specific external body force, 13
Specific internal energy, 13
Spectral decomposition, 512
Spectral gap condition, 454, 462, 463, 543, 549
Spectral theory, 242, 427
Spherical coordinate system, 168, 172
Spherical vapor cavity, $138,166,167,172$, 178, 185
Spherically symmetric, 173
Spin of vorticity vector, 59
Spin tensor, 57-59
Stability of the rest state, 335
Stable center, 182
Stable perturbation, 202
Stationary flow, 138
Steady, bipolar, viscous flow, 110
Steady channel flow, 61, 114

Steady flow, 24, 39, 43, 48
Steady plane Poiseuille flow, 28, 39, 61, 80, 109
Steady-state Navier-Stokes equations, 29
Stokes flow, 8
Stokes formula, 332
Stokes hypothesis, 6, 7, 11
Stokes Law, 4, 7, 11, 24, 27, 28, 30, 51, 64, 139, 319
Stokes operator, 339, 512
Stokes paradox, 5, 8
Stokes problem, 330
Stokesian fluid, 11
Stream function, 217
Stress tensor, 3, 38, 55, 57, 59, 137, 166, 325
Strong convergence, 205, 281
Strong monotonicity condition, 269
Strong topology, 303, 331
Suitable weak solution, 316, 317
Surface divergence operator, 334
Surface divergence theorem, 332
Surface measure, 332
Symmetric operator, 354
Symmetrization, 20
Symmetry group, 15

Tangent plane, 36
Tangent space, 36, 254, 349
Tangent vector, 354
Tangential component, 36
Tangential derivative, 35
Tangential stress, 150
Tangential velocity distribution, 150
Taylor's Formula, 212
Temperature, 12
Tensor field, 116
Test function, 127, 270, 273, 280, 323, 327, 332, 531, 533
Tetrahedron argument, 59
Thermo-mechanical process, 13
Time-dependent plane Poiseuille flow, 71, 80, 123
Time-periodic solution, 325
Trace, 196, 202
Trace theorem, 518, 523
Traction, 3, 59
$\delta$-trajectory, 511
l-trajectory, 511
Trajectory attractor, 512
Transcendental algebraic equation, 40, 89
Transformation laws, 16
Translation compact, 512
Triangular perturbation, 203, 210, 211, 216

Trilinear continuous form, 291
Truncated domain, 190, 196
Turbulent flow, 5, 47, 56, 58, 59, 67-69
Two-point boundary value problem, 220, 222

Unbounded channel, 284, 436, 490, 501
Unbounded non-Newtonian fluid, 178, 185
Uniform attractor, 512
Uniform boundedness, 385, 386, 388, 407, 417, 418, 425
Uniform compactness, 347, 367, 375, 407, 425
Uniform differentiability, 347, 351, 376, 383, 388, 407-409, 415-417, 424
Uniform Gronwall Lemma, 373, 374, 405, 406, 498, 500, 524
Uniform Lyapunov exponent, 389, 394, 419
Uniform Lyapunov number, 389, 419
Uniformly differentiable, 376, 377, 408, 415, 419, 425
Uniformly exponential, 437
Unique steady Poiseuille flow, 82
Unique strong solution, 350
Unique weak solution, 240, 257, 264, 269, 273, $275,313,314,319,320,325,350$
Unstable equilibrium state, 138
Unstable focus, 182
Unstable node, 181, 182
Unstable saddle point, 181, 182
Unsteady plane Couette flow, 61, 64, 67
Upper semicontinuity, 513
$\boldsymbol{V}$-elliptic symmetric bilinear form, 285
$V_{p e r}(\Omega)$-elliptic symmetric bilinear form, 426, 437
Vapor bubble growth, 170
Vapor pressure, 167

Variational problem, 248, 251
Velocity fluctuation, 57, 70
Virtual velocity component, 32, 34
Virtual velocity gradient, 32
Virtual velocity variation, 32
Virtual work, 12, 27, 31, 32, 52, 54
Viscoelastic fluid, 169
Viscosity, 4, 5, 10, 12, 28-30, 64
Viscous part of $\boldsymbol{t}^{(k)}, 17$
Viscous work, 12
Volume flow, 90, 92, 97, 98, 108, 109
Vorticity, 58, 59
Vorticity-stream formulation, 217
$W^{-k, p}(\Omega), 519$
$W_{0}^{1, p}(\Omega), 523$
$W^{m, p}(\Omega), 518$
$W^{s, p}(\Omega), 519$
Wave equation, 9
Weak convergence, 281
Weak formulation, 292, 294
Weak solution, 126, 127, 130, 132, 187, 190, 195, 196, 198, 203, 216, 241, 242, 248, 249, 251, 255, 266, 292, 326, 329, 331, 350
Weak * topology, 255, 296, 303, 308, 325
Weakly compact, 194
Weakly convergent, 197
Weighted function space, 494, 501
Weissenberg effect, 8,76

Young measure, 255, 264, 269, 270, 273, 280, 350
Young's inequality, $85,155,160,162,163$, 276, 300, 307, 344, 384, 411, 416, 432, 497, 520, 521, 530


[^0]:    ${ }^{1}$ Sometimes we will write $x_{1}=x, x_{2}=y, x_{3}=z$.

[^1]:    ${ }^{2}$ The variable $\sigma$ is used to denote the reduced stress tensor in [ Sh ] and, the velocity in [ Sh ] is denoted by $\boldsymbol{s}$.

[^2]:    ${ }^{3}$ Primarily due to the advent of the laser and the development of the subject of nonlinear optics [B17], [Blo].

[^3]:    There are various reasons why scientists abandon the Navier-Stokes model in favor of models employing nonlinear constitutive laws. For example, for flows of polymers or of visco-elastic or visco-plastic fluids, one generally has to use nonlinear stress-rate of strain relations. However, the models introduced by Ladyzhenskaya address a different issue, namely that the linear constitutive law used in the derivation of the Navier-Stokes equations presumes that derivatives of the components of velocity are small.

[^4]:    ${ }^{4}$ An $8.5 \%$ solution of polyisobutylene in decalin.

[^5]:    ${ }^{1}$ The sequence $\left\{\mu_{1}^{N}\right\}$ is chosen so that $\mu_{1}^{N} \rightarrow 0^{+}$, as $N \rightarrow \infty$.

[^6]:    ${ }^{2}$ We should write $\boldsymbol{v}_{\gamma}$ in (4.101), and similar estimates in the sequel, but will decline from doing so if the meaning is clear.

[^7]:    ${ }^{1}$ When there is no possibility of confusion we will often write $\mu(\boldsymbol{e})$ in lieu of $\mu(|\boldsymbol{e}|)$.

