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1
Introduction
John McCombie and Carlos Rodríguez González

1

It is not any scarcity of gold and silver, but the difficulty which
such people find in borrowing, and which their creditors find in
getting payment, that occasions the general complaint of scarcity
of money.

(A. Smith, 1776, Book IV.I)

The theory which I desiderate would deal . . . with an economy in
which money plays a part of its own and affects motives and
decisions, and is, in short, one of the operative factors in the 
situation.

(J.M. Keynes, 1973, pp. 408–9)

Money and financial issues have been studied for several centuries and
have played a central role in general discussions about the functioning of
economies. Nevertheless, there exists among economists, and will probably
continue to exist, a fierce debate over monetary relationships. Monetarists
placed money as a central determinant of economic activity, at least in
the short run, while Keynesians had already rejected the classical neutral-
ity axiom of money in both the short and long run. Today, new Keynesians
reject the classical dichotomy that has been revived in, for example, real
business cycle theory.

The chapters in this book, which contribute to this debate, are a selec-
tion of papers from the Second International Conference on ‘Developments
in Economic Theory and Policy’ held in Bilbao in July 2005. It was organ-
ized under the auspices of the Department of Applied Economics V of the
University of the Basque Country, Spain, and the Centre for Economic and
Public Policy, Department of Land Economy, University of Cambridge,
UK. As can be seen from Chapter 2, the contribution of Paul Davidson who



presents the foundations of a critique of the neoclassical view, the starting
point of the various authors is that money is not neutral. A sound mone-
tary policy and well-functioning financial markets and institutions are
crucial to promoting economic efficiency, fast growth, and high employ-
ment. Indeed, the chapters of this book try to assess to what extent current
developments in monetary policy regimes and financial institutions serve
the ultimate goal of producing rapid economic growth.

One of the major recent changes in the monetary policy of many coun-
tries has been the adoption of inflation targeting. In the context of finan-
cial deregulation and flexible exchange rates, anchors that were used for
price stability in the past are now proving ineffective. Many central banks
have therefore designed an alternative monetary policy strategy, in which
the sole objective is to keep the medium-term rate of inflation low. This is
what may be described as the current fashion, but there are also other
developments occurring. The Federal Reserve Bank (Fed) is, at least for the
moment, following its own path and, since 1999, the European Central
Bank (ECB) has been, too. These three ways of conducting monetary policy
certainly share many things in common, but there are still substantial dif-
ferences. Given the different economic performances of economies under
these different policies, it is worthwhile critically analysing them.

Chapters 3–6 raise some important questions about this topic. Is there
any clear evidence that countries pursing inflation targeting have achieved
better results for price stability than those that do not? Are the foundations
of this strategy well grounded, or does the ‘constrained discretion frame-
work’ reveal a weakness rather than a proper synthesis of the rules and
discretion approaches? What are the effects of monetary policy if the
commercial banks’ behaviour is explicitly incorporated into the analysis
of the transmission channels? Was the monetary policy of the countries
under the European Monetary System (EMS), before adopting the so-called
‘two pillar’ monetary policy of the ECB, already more oriented towards price
than output stability?

Countries have experienced a rapid change in the financial field. The
financial liberalization promoted by international and national agencies
has induced lenders and borrowers to take advantage of increased oppor-
tunities to make profits and access funds. At the end of the day, however,
there is no certainty that liberalized financial markets have led to a more
efficient allocation of capital and faster growth. Market failures in the
form of recurrent currency crises, bankruptcy, tax havens, capital flights
and exclusion of the poor from financial resources are all clear indicators
of the serious risks that are ignored by the proponents of financial deregu-
lation. These advocates disregard the problems posed by severe uncertainty,
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information asymmetries, transaction costs and market power, despite their
high prevalence in financial markets. The authors of Chapters 7–9 are well
aware of these and other market failures when they analyse the hedging and
other strategies used by firms to reduce risk and the functioning of banks
in emerging economies. Hedging decisions by non-financial firms may
lead to the establishment of hedge funds such as Long-Term Capital
Management, which collapsed in 1998 with severe consequences and
necessitated a bailout coordinated by the Federal Reserve Bank. Financial
liberalization in Latin America has made banks more profitable, but this
may be due to their increased market power through increased concen-
tration and to the widening of their margins. Government intervention
may be required in the initial stages to finance development in poor
countries, because private banks are unwilling to bear the risk, as exempli-
fied by events in South Korea and India.

In Chapter 2, Paul Davidson starts with the argument that, under capit-
alism, governments have an important role to play in order to avoid major
economic crises. Investors’ desire for liquidity as the preferable way to carry
savings into an uncertain (non-ergodic) future could create financial crisis
and lead to permanent unemployment. Therefore, the visible hand of the
government has to provide liquidity and ensure full-employment demand
through, if necessary, budget deficit policies. Despite its ideological com-
mitment to laissez-faire, this is, in fact, what the Federal Reserve did after
the 9/11 attacks, when it pumped $45 billion into the banking system to
match the liquidity demand generated in the wake of an event that her-
alded an increasingly uncertain future. In the same vein, an orderly solution
to the huge US current account deficit will require the help of the G-7, or
better still, the G-24, governments to create a new international financial
architecture in line with the author’s proposed International Money
Clearing Unit plan.

Alvaro Angeriz and Philip Arestis, in Chapter 3, consider that, after
more than a decade of inflation targeting (IT), there is enough experience
and ample empirical evidence to assess its merits. In their review of the
literature, mainly dated after 2000, they grouped studies according to their
findings concerning inflation persistence, inflation expectations, sacrifice
ratios, monetary policy performance, and several other economic variables,
including exchange rates. The empirical evidence for the developed and
emerging countries is clearly rather mixed. It is true that IT countries have
achieved low inflation rates, but so to have non-IT central banks. In the light
of the empirical studies that they review, therefore, the answer to the
important question of whether or not a country needs to adopt IT to
deflate and maintain price stability is clearly no.

John McCombie and Carlos Rodríguez González 3



4 Introduction

In Chapter 4, Emmanuel Carré very convincingly reveals a major contro-
versy underlying ideas regarding the functioning of the economy that is
occurring behind an apparently semantic problem of ‘transparency’ versus
‘openness’ in monetary policy. There is an ongoing debate between two
schools of thought. On the one hand, there are those who believe in the
existence of the natural rate of unemployment economic model (i.e., the
New Classical Macroeconomic model) from which they draw simple rules
for the conduct of monetary policy. On the other hand, there are those who
are well aware, at least in practice, that we are living in a non-ergodic world,
where monetary policy evolves in a radically uncertain environment. They
therefore argue that decisions at all times must, in fact, be discretional, and
depend on the evaluation of the currently changing circumstances.

Meanwhile, the New Monetary Consensus of the new Keynesians (at the
risk of over-simplifying) claims that the true position is somewhere in
between. They advocate a synthetic strategy for the conduct of monetary
policy (IT) for which such seemingly paradoxical terms as ‘constrained
discretionary framework’ have been coined. In these three different con-
texts, the interplay between the central bank and agents in the implemen-
tation of monetary policy implies three different meanings of transparency.
For the New Classical Macroeconomics, transparency means simply the pub-
lishing of a form of the k per cent monetary growth rule and the announce-
ment of a mandate solely to combat inflation. Transparency is actually less
important than reputation, which guarantees credibility and eliminates
time-inconsistency problems.

Transparency in inflation targeting is more important, but in a somewhat
perverse sense: it is a way of manipulating inflation expectations. In fact,
it is the only way to reconcile the anchoring of long-run, low level, inflation
expectations with short-run divergences between the current and target
inflation rates, as a result of an unexpected economic shock (i.e., it is a pol-
icy of constrained discretion). This manipulation of transparency is due to
central banks, despite what they say, trying to hide their concern about
employment, which would be adversely affected in the short run if they
were to neutralize an adverse shock. Carré advocates a Fed-style openness
strategy instead of transparency: ‘in radical uncertainty, with unpredictable
shocks, it is not easy to believe in a “true” model of the economy – it is open
to discussion’. The good performance of the Fed in the Greenspan era, with
its dual mandate and no explicit inflation target, is seen as the result of
extensive communication, shared comprehension of the uncertain model,
and confidence (the so-called ‘3C strategy’).

Edwin Le Heron, in Chapter 5, explains the theory behind the effects on
the economy of a contractionary monetary policy, once the reaction of
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commercial banks to such a shock has worked its way through the trans-
mission channels. This is the novelty of his contribution, because bank
behaviour is neglected in the standard literature, where banks, despite their
active role, are considered simply as the drivers behind the transmission
mechanism. His approach is to generalize Keynes’s liquidity preference
theory to banks. He shows how, at the microlevel, the liquidity prefer-
ence of banks limits their profitability and increases their solvency risk. At
the macrolevel, their liquidity preference influences long-term interest rates
through its effect on risk premiums.

Consequently, an increase in short-term interest rates, due to the central
bank reducing asset values and increasing liability costs and lenders’
risk, provokes an increase in the banks’ liquidity preference. This, in turn,
leads to a decrease in bank profitability. This may trigger a solvency crisis
in the banking system, especially during a speculative bubble. Indeed this
transmission channel may become a vicious circle because, when liquidity
preference rises, banks try to sell equities, thus pushing asset prices down,
further diminishing their solvency. Furthermore, an increase in the central
bank interest rate causes the risk premium to rise and leads to higher than
normal long-term interest rates.

Chapter 6, by Philip Arestis and Kostas Mouratidis, studies monetary
policy credibility with respect to price stability in several countries of the
EMS over the period 1979 to 1998. While their use of the Markov Regime-
Switching model is similar to a number of other studies, these authors
are the first to introduce two new information variables into the analysis:
namely, the output gap and inflation variability. The results of this model-
ling show, for example, that the French monetary authorities were the
ones who relied most heavily on bringing down inflation in order to
improve France’s price competitiveness. The model also indicates that, in
the cases of Italy and the Netherlands, the priority was to keep inflation
low and stable. In contrast to this, the results show that Finland and Spain,
who were already inflation targeters, displayed no significant shifts in infla-
tion. These authors end by noting that EMS countries, in general, adopted
more inflation-sensitive monetary policies.

In Chapter 7, Amrit Judge presents a critique of the empirical literature
focused on testing the various theories of hedging by non-financial firms.
This chapter argues that the lack of a general consensus regarding these
theories may be due to several issues. One critical question is how hedging
is to be defined, because there are many different risk-reducing methods.
A related problem is how hedging is measured. In many studies hedging
is simply treated as a binary variable (i.e., either there is a hedge or there is
not a hedge) because limited data make it impossible to take account of the



determinants of the level of hedging. Another point is the confusion that
may arise in studies that use only derivatives in their definition of hedging,
because these can be used for speculation as well as hedging. Sample com-
position also poses problems. Studies tend to concentrate on samples of
large firms because they are more inclined towards hedging. There is also
a tendency to fail to exclude firms that have an incentive to reduce risks,
but lack ex ante exposure. This last weakness is due to the fact that some
empirical studies include firms hedging other exposures within the non-
hedger sample, thus biasing the empirical results. In short, while the litera-
ture leaves many issues unresolved, Judge puts forward some clues for
solutions, such as the adoption of a more inclusive definition of hedging,
and the use of a sample of hedgers that hedge foreign currency only.

In Chapter 8, Georgios Chortareas, Jesus Gustavo Garza and Claudia
Girardone assess the implications of financial liberalization on banking
concentration and efficiency in Latin America since the late 1980s, in
order to explain the higher profits obtained by the banking sector. They
discuss the question of how financial liberalization may have propagated
or mitigated collusion and/or efficiency using two well-known structural
models. The implications of the two possible developments for consumers
and the economy as a whole are clear. If the higher profitability is the result
of greater concentration in the banking sector, then financial liberaliza-
tion has benefited banks at the expense of the rest of the economy. The
Structure–Conduct–Performance model provides many arguments in
support of this, and the empirical evidence includes the wave of acquisi-
tions by foreign banks of local banks. But profitability can also be due to
enhanced efficiency from increased liberalization. This would be the
‘natural’ outcome expected by the mainstream consensus, resulting in a
more efficient allocation of resources, lower interest rates, and so on. This
is also what the Efficiency–Structure model suggests, in contrast to the
previous model: indeed, the same foreign acquisitions argument may be
used to explain how managerial innovations in foreign banks (most of
them Spanish) have led to increased efficiency.

The volume concludes with Chapter 9, by Santonu Basu, who raises the
question of whether or not, in poor countries, government intervention
in the banking system will be required to facilitate economic growth and
development. Due to the presence of low-profit opportunities and high
risks for banks, the important business of financing the development
process cannot be led by private banks guided by free market forces. This is
exemplified by the case of South Korea and India, which nationalized their
major commercial banks in the 1960s. South Korea soon became a success
story, while India only started to improve in the 1980s.
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This direct intervention was not without problems, however. Regulation
concentrated on loan allocation, while overlooking the necessity of effect-
ive controls on loan repayments. The South Korean government failed to
acknowledge the credit standard issue. This is where, in the face of adverse
selection and moral hazard, the bank reduces the risk of default by asking
for collateral. The Indian government overlooked the problem of credit risk-
adjusted interest rates. These concepts were, at the time, largely unknown,
or ignored, by the advocates of financial liberalization. In consequence, the
banking systems in both countries were vulnerable to crises. It was no
wonder that when the Korean economy slowed down in 1997, it led to
a banking crisis while, in India, the whole banking system was put under
pressure due to the non-repayment of a small fraction of failed loans.
This situation was further magnified by the presence of weak bankruptcy
laws. To sum up, Basu argues that government intervention is required, but
its associated limitations need to be addressed.

As a final word, we would like to thank the University of the Basque
Country, the Basque Government and the Bilbao Bizkaia Kutxa for provid-
ing financial support for the conference and to all the participants and
contributors.
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2
Strong Uncertainty and How to
Cope with it to Improve Action
and Capacity
Paul Davidson

Introduction

The entrepreneurial system that most people call capitalism, though
imperfect, is the best system humans have yet devised for promoting
economic growth, development and prosperity. In fact, classical economic
theory in its nineteenth- and early twentieth-century version and its
modern Walras-Arrow-Debreu interpretation that is the foundation of
twenty-first century mainstream economic theory can ‘demonstrate’ that
free market capitalism is the most efficient engine possible for propelling
our society towards an economic Utopia here on earth. In such a system,
a free market coordinates the decisions of self-interested agents without
any need for government interference.

After the experience of the Great Depression and the Second World War,
however, a myriad of institutional arrangements for regulating product,
labour, exchange rate and financial markets were installed. Today’s main-
stream conventional wisdom tells us that these welfare state institutions
are now barriers to economic progress. To improve economic action and
growth capacity, we are told, all markets must be liberalized.

Logically consistent classical theory ideologues urge immediate disman-
tling of these regulatory institutions (the equivalent of the shock therapy
recommendations for nations pursuing a transition to capitalism). The
common sense of mainstream ‘Keynesian’ economists breaks into their
classical logical consistency when they urge a longer time horizon for com-
plete liberalization. For these economists the only question is: ‘How long
before complete liberalization?’ All mainstream economists theorists agree
that in the long run governments should adopt a laissez-faire stance that
encourages globalized free trade and unfettered international financial cap-
ital mobility. Perhaps for political reasons, these advocates of unhampered
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capital mobility often remain silent regarding the question of whether
governments should encourage free international labour mobility.

When asked what specific market needs most to be liberalized, especially
in the more developed nations, the response is typically the domestic
labour market. It is my understanding that economic advisers to German
politicians believe that Germany’s labour market is especially sclerotic.
Consequently, they recommend removal of legislation that (1) protects
labour unions, collective bargaining, and high minimum wages, (2) pro-
vides significant unemployment insurance, (3) restricts working hours
per week, (4) encourages ‘long’ annual vacations for workers, (5) causes
exorbitant firing costs, and (6) provides other social safety net protections.
The removal of these institutional arrangements will reduce, if not elim-
inate, the reluctance of workers to accept the free market conditions that
lead to classical theory’s Utopia.

In our world of experience, the entrepreneurial system is not as perfect
as the one classical theory describes primarily because the future cannot
be as reliably predicted as classical theory postulates. In our world, where
the economic future is uncertain, there are two ‘outstanding faults of the
economic society in which we live . . . its failure to provide full employment
and its arbitrary and inequitable distribution of income and wealth’
(Keynes, 1936, p. 372).

Keynes’s General Theory focused on the unemployment fault as his
analysis explained why labour and product market rigidities were not
to be blamed for economic maladjustments. Supply-side constraints on
prices, wages, exchange rates, and so on are neither necessary nor sufficient
conditions to cause persistent unemployment, recessions, depressions and
overall poor economic performance. Instead, these economic ills are
inevitably tied to the question of liquidity.

Keynes limited his discussion of the inequality fault to a few side com-
ments in the last chapter of The General Theory. At the end of this chap-
ter I will spend a few moments providing potential recommendations
regarding reducing existing inequalities, while explaining why classical
theory assumes that whatever inequalities exist are an inevitable out-
come of our progress towards economic Utopia.

What was revolutionary about Keynes’s analysis?

On New Year’s Day in 1935 Keynes wrote a letter to George Bernard
Shaw stating:

To understand my new state of mind, however, you have to know
that I believe myself to be writing a book on economic theory which
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will largely revolutionize not I suppose at once but in the course of the
next ten years the way the world thinks about economic problems.
When my new theory has been duly assimilated and mixed with pol-
itics and feelings and passions, I cannot predict what the final upshot
will be in its effect on actions and affairs, but there will be a great
change and in particular the Ricardian Foundations of Marxism will
be knocked away.

I can’t expect you or anyone else to believe this at the present
stage, but for myself I don’t merely hope what I say. In my own mind
I am quite sure.

Classical theory attributed unemployment and recessions to built-in
labour market institutional rigidities. Keynes (1936, p. 259) demon-
strated that this classical argument that rigidities cause unemployment
is an ignoratio elenchi (i.e., a fallacy in logic of offering a proof irrelevant
to the proposition in question). Specifically, in chapter 19 of The General
Theory, and even more directly in his published 1939 Economic Journal
response to Dunlop and Tarshis, Keynes argued that unemployment equi-
librium could still occur even if the world was one possessing flexible
wages and prices. In other words, Keynes’s general theory showed that
wage and price rigidities are neither necessary or sufficient conditions for
demonstrating the existence of involuntary unemployment equilibrium.

Keynes (1936, p. 3) called his analysis a general theory and stated that
the axioms underlying

classical theory are applicable to a special case and not to the general
case . . . the characteristics of this special case . . . happen not to be
those of the economic society in which we actually live, with the
result that its teaching is misleading and disastrous if we attempt to
apply it to the facts of experience.

In the preface to the German language edition of The General Theory
(1936b, p. ix) Keynes noted: ‘This is one of the reasons which justify my
calling my theory a general [emphasis in the original] theory . . . it is
based on fewer restrictive assumptions [“weniger enge Voraussetzunger stutz”]
than the orthodox theory’ second (emphasis added). Keynes here is claim-
ing that what makes his analytical system more general than the classi-
cal (today’s Walrasian–Arrow–Debreu general equilibrium) analysis is that
Keynes’s theory requires a smaller common axiomatic base (fewer restrict-
ive axioms). In contrast, Debreu has argued that ‘a good general theory
does not search for the maximum generality but for the right generality’
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(Weintraub, 2002, p. 113). Thus Debreu’s general equilibrium theory is a
special case that imposes additional restrictive axioms to Keynes’s
axiomatic foundation to get the ‘right generality’.1

Keynes compared those economists whose theoretical logic was
grounded on the classical special case additional restrictive axioms to
Euclidean geometers living in a non-Euclidean world,

who discovering that in experience straight lines apparently parallel
often meet, rebuke the lines for not keeping straight – as the only rem-
edy for the unfortunate collisions which are taking place. Yet, in truth,
there is no remedy except to throw over the axiom of parallels and to
work out a non-Euclidean geometry. Something similar is required
today in economics.

(Keynes, 1936, p. 16)

To throw over an axiom is to reject what the faithful believe are ‘univer-
sal truths’. The Keynesian revolution in economic theory required econ-
omists to ‘throw over’ three restrictive classical axioms from its
theoretical foundation.

Keynes’s biographer, Lord Skidelsky (1992, p. 512), wrote ‘that main-
stream economists after the Second World War treated Keynes’s theory
as a “special case” of the classical theory, applicable to conditions where
money wages and interest were “sticky”. Thus his theory was robbed of
its theoretical bite’.2

As explained below, post-war mainstream Keynesians believed the
Walrasian classical theory to be the foundation of economic analysis. In
the 1960s and early 1970s, classical monetarists led by Milton Friedman
(and later by Robert Lucas) were able to emphasize the inconsistencies of
the synthesis of mainstream Keynesian macroeconomic policies with its
neoclassical (Walrasian) microtheory. As a result, by the 1970s, orthodox
policy recommendations had regressed to reiterating the misleading and
potentially disastrous prescriptions of classical theory.

Today, 70 years after Keynes wrote of his hopes that his revolutionary
analysis would affect economic actions and affairs, we find a majority of
economists and political leaders are prisoners of classical theory in their
choice of economic policies. This classical foundation is especially obvi-
ous in the orthodox justification for outsourcing as merely an aspect of
the Ricardian law of comparative advantage. However, in the United
States the real income of those without a university degree has actually
declined significantly in the last half-dozen years as a result of outsourcing
to China and other Asian nations with their almost unlimited supply of
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unskilled, but easily trained, workers willing to work at a fraction of the
costs of comparable labour in the United States. The affected US workers
have not been re-employed to work in some other more productive
activity where the US supposedly has a comparative advantage. Instead
these workers are long-term unemployed, or have accepted part-time,
low-wage service industry jobs that can not be outsourced, or have
dropped out of the labour force entirely. These workers are unlikely to be
re-employed until their wage approaches that paid to Chinese unskilled
workers.

Classical theory versus Keynes

A sage once defined a ‘classic’ as a book that everyone cites but no one
reads. In this sense, John Maynard Keynes’s book The General Theory of
Employment, Interest and Money (1936) is truly a classic for mainstream
professional economists.

For most students who studied economics in a university in an OECD
nation during the last half of the twentieth century, Paul A. Samuelson’s
neoclassical synthesis of Keynesianism epitomized Keynes’s revolution-
ary analysis. In a forthcoming paper (Davidson, 2006) I explain that,
given the virulent anti-communist political atmosphere (McCarthyism)
that existed in the United States in the late 1940s and early 1950s, eco-
nomic textbooks that tried to provide a Keynesian General Theory analysis
were seen as ‘politically incorrect’ and banished from university campuses.
Samuelson, by using clever ‘lawyer-like’ writings (to use Samuelson’s
own phrase) in his textbook and by claiming classical microfounda-
tions, avoided this textbook witch hunt. Consequently, Samuelson
dominated the US economic textbook world with a politically correct
classical foundation Keynesianism that is logically incompatible with
Keynes’s General Theory. The result was that Samuelson prevented
Keynes’s revolutionary theory from being adopted as mainstream
macroeconomics.

In a telling interview with Colander and Landreth (1996, pp. 158–9),
Samuelson admits that when he read The General Theory while a student
at Harvard in the 1930s he found its analysis ‘unpalatable’ and not com-
prehensible (Colander and Landreth, 1996, p. 159). Samuelson said:

The way I finally convinced myself was to just stop worrying about it
(about understanding Keynes’s analysis). I asked myself: why do I
refuse a paradigm that enables me to understand the Roosevelt upturn
from 1933 till 1937? . . . I was content to assume that there was enough
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rigidity in relative prices and wages to make the Keynesian alternative
to Walras operative.

(Colander and Landreth, 1996, pp. 159–60)

In 1986, thirty years after reading The General Theory, Samuelson was still
claiming that ‘we (Keynesians) always assumed that the Keynesian
underemployment equilibrium floated on a substructure of administered
prices and imperfect competition’ (Colander and Landreth, 1996, p. 160).
When pushed by Colander and Landreth as to whether this requirement
of rigidity was ever formalized in his work, Samuelson’s response was
‘There was no need to’ (Colander and Landreth, 1996, p. 161).

It should not be surprising therefore that, in the academic literature of
the 1970s, the Monetarists easily defeated Samuelson’s neoclassical syn-
thesis Keynesianism on the grounds of logical inconsistency between its
classical microfoundations and its macroeconomic analysis and policy
prescriptions. The effect was, in the mid-1970s, to shift the emphasis for
developing domestic and international choices of policies from pre-
scriptions founded on Keynes’s General Theory to the age-old laissez-faire
policies promoted by classical theory that had dominated nineteenth-
and early twentieth-century thought. Consequently, socially acceptable
policies to prevent unemployment, to promote economic development,
and even the method to finance government social security systems
have regressed, with the result that the ‘golden age of economic devel-
opment’ experienced by both OECD nations and less developed coun-
tries (LDCs) during the more than quarter-century after the Second
World War has disappeared,3 despite the technological changes in the
study of economics.

As a result of the Monetarist victory over Samuelson’s neoclassical
Keynesianism in the 1970s, economic advisers encouraged policy mak-
ers to dance to the Panglossian siren song that ‘all is for the best in the
best of all possible worlds provided we let well enough alone’ and let lib-
eralized markets work.

The classical axioms that Keynes threw out in his revolutionary eco-
nomic theory equivalent to non-Euclidean geometry general analysis
were (1) the neutrality of money axiom, (2) the gross substitution axiom, and
(3) the axiom of an ergodic economic world.

In 1933 Keynes explicitly noted that in his analytic framework money
matters in both the long and short run (i.e., money is never neutral: Keynes,
1933, pp. 408–9). Keynes developed his theory of liquidity preference late
in his evolving analysis when he recognized that his theory of involuntary
unemployment required specifying ‘The Essential Properties of Interest



and Money’ (1936, ch. 17). These ‘essential properties’ clearly differenti-
ated his theory from classical theory and ensured that money and all other
liquid assets are never neutral. These essential properties (Keynes, 1936,
pp. 230–1) are: (1) the elasticity of production associated with all liquid
assets including money is zero or negligible, and (2) the elasticity of sub-
stitution between liquid assets (including money) and reproducible goods
is zero or negligible. The gross substitution axiom is not universally appli-
cable to all demand functions, and therefore, as Arrow and Hahn (1971,
p. 361) have demonstrated, in the absence of ubiquitous gross substitution
all existence proofs of general equilibrium are jeopardized.

A zero elasticity of production means that money does not grow on trees and
consequently workers cannot be hired to harvest money trees when the
demand for money (liquidity) increases. Or, as Keynes wrote: ‘money . . .
cannot be readily reproduced; labour cannot be turned on at will by
entrepreneurs to produce money in increasing quantities as its price
rises’ (Keynes, 1936, p. 230). Thus, when income earners, instead of
spending their entire income on the products of industry, save in the
form of money and/or other nonproducible liquid assets, effective
demand for goods declines.

The zero elasticity of substitution ensures that the portion of income
that is not spend on by the products of industry (i.e., savings) will find,
in Hahn’s (1977, p. 31) terminology, ‘resting places’ in the demand for
nonproducibles. Some 40 years after Keynes, Hahn rediscovered Keynes’s
point that a stable involuntary unemployment equilibrium could exist
even in a Walrasian system with flexible wages and prices whenever there
are ‘resting places for savings in other than reproducible assets’ (Hahn,
1977, p. 31).

Hahn rigorously demonstrated what was logically intuitive to Keynes.
Hahn (1977, p. 37) showed that the view that with ‘flexible money
wages there would be no unemployment has no convincing argument
to recommend it . . . Even in a pure tatonnement in traditional models
convergence to (a general) equilibrium cannot be generally proved’ if
savings were held in the form of nonproducibles. Hahn (1977, p. 39)
argued that ‘any non-reproducible asset allows for a choice between
employment inducing and non-employment inducing demand’. The
existence of a demand for money and other liquid nonreproducible assets
(which are not gross substitutes for the products of the capital goods pro-
ducing industries) as a store of ‘savings’ means that all income earned by
households engaging in the production of goods is not, in the short or
long run, necessarily spent on the products of industry. Households who
want to store that portion of their income that they do not consume
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(i.e., that they do not spend on the products of industry) in liquid assets
are choosing, in Hahn’s words ‘a non-employment inducing demand’
for their savings.

Just as in non-Euclidean geometry lines that are apparently parallel
often crash into each other, in the Keynes–Post Keynesian non-Euclidean
economic world, an increased demand for ‘savings’, even if it raises the
relative price of nonproducibles, will not spill over into a demand for pro-
ducible goods and hence when households save a portion of their income
they have made a choice for ‘non-employment inducing demand’.

Uncertainty and the ergodic axiom

To explain why utility-maximizing individuals would desire to store sav-
ings in the form of nonproducible durables requires the rejection of the
classical ergodic axiom. Classical theory presumes that all income earners
make optimum time preference decisions regarding allocating income
between current and future consumption over their lifetimes. This requires
each income earner to ‘know’ exactly what they will want to consume
every day in the future and by their resulting market actions today
inform entrepreneurs about their future consumption demands.

If one conceives of the economy as a stochastic process, then future
outcomes are determined via a probability distribution. Logically speaking,
for income earners to make statistically reliable forecasts about future
parameters that will affect their future consumption activities, each deci-
sion maker should obtain and analyse sample data from the future.
Since that is impossible, the assumption that the economy is an ergodic
stochastic process permits the analyst to assert that samples drawn from
past and current data are equivalent to drawing a sample from the future.
In other words, the ergodic axiom implies that the outcome at any future
date is the statistical shadow of existing market data.

In contrast, Keynes viewed the economic system as moving through
calendar time from an irrevocable past to an uncertain, not statistically
predictable, future where income spending decisions are made by people
who know that they do not know what the future will bring. This required
Keynes to reject the classical ergodic axiom for the latter specifies that 
all future events are actuarially certain: that is, the future can be accu-
rately known or reliably forecast from the analysis of existing market
data. (The ordering axiom plays the same role in classical deterministic
economic models.)

Keynes never used the term ‘ergodic’ since ergodic theory was first
developed in 1935 by the Moscow School of Probability and it did not
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become well known in the West until after the Second World War, and by
then Keynes was dead. Nevertheless Keynes’s main criticism of Tinbergen’s
econometric ‘method’ (Keynes, 1939, p. 308) was that the economic
data ‘is not homogeneous over a period of time’. This means that eco-
nomic time series are non-stationary, and non-stationary is a sufficient (but
not a necessary condition) for a non-ergodic process. Consequently Keynes,
with his emphasis on uncertainty, had (in these comments on Tinbergen)
specifically rejected what would later be called the ergodic axiom.

Nevertheless Samuelson (1970, pp. 11–12) has declared that the ergodic
axiom must be invoked if economics is to be considered a science.
Samuelson indicated that ergodic scientific models will settle ‘down to a
unique equilibrium position independently of initial conditions’. Conse-
quently, Samuelson notes, invoking the ergodic axiom means that if, in
order to reduce income inequalities, ‘the state redivided income each morn-
ing, by night the rich would be sleeping in their comfortable beds and the
poor under the bridges’ (Samuelson, 1970, p. 12). If one uses theory based
on the ergodic axiom, then Keynes’s inequality fault is really not a defect in
our economic system; it is a result of the entrepreneurial system’s relentless
efficient drive to Utopia. Given the ergodic axiom, the unequal distribu-
tion of income and wealth cannot be changed by an act of government,
any more than the legislature can change the law of gravity.

In an ergodic system (or in a deterministic model based on the order-
ing axiom), today’s income earners can reliably forecast when, and on
what, every dollar of savings will be spent at each and every future pos-
sible date. Income earned today will be entirely spent either on pro-
duced goods for today’s consumption or on buying investment goods
that will be used to produce specific goods for the (known) future con-
sumption spending pattern of today’s savers. There can never be a lack
of effective demand for things that industry can produce at full employ-
ment. The proportion of income that households save does not affect
total (aggregate) demand for producibles; it only affects the composition
of demand (and production) between consumption and investment goods.
Thus, savings create jobs in the capital goods producing industries just
as much as consumption spending creates jobs in the consumer goods
producing industries. Invoking the ergodic axiom means that since more
capital goods mean more productive capacity, savings are to be preferred
over consumption.

When Nobel Prize laureate Samuelson claims that the ergodic assump-
tion is necessary for economists to be hard-headed scientists, it is not
surprising that Keynes’s revolutionary analysis has been ignored by main-
stream economic theory since the Second World War. If we could resurrect



Keynes, or at least his theory, the argument would be that, in an uncer-
tain (non-ergodic) world, it is the desire of income earners to save in the
form of nonproducible liquid assets that is the basis of the economic
problems of the twenty-first century global economy. In such a world,
encouraging the savings propensity will not be desirable if the economy
is operating with unemployed workers.

In Keynes’s theory, as opposed to the classical theory and the scientific
approach of Professor Samuelson, people recognize the future is uncertain.
Consequently, people decide how much of current income is to be spent
on consumer goods and how much is not to be spent on consumption goods
but is instead saved by purchasing various liquid assets that can be used to
transport this store of wealth to an indefinite future time period.

Keynes devised a two-stage spending decision making process for those
who save out of current income (see Figure 2.1 overleaf). At the first stage
the income-earner decides how much of current income will be spent
today on produced goods and how much of current income will not be
spent on currently produced goods and services (i.e., how much of current
income will be saved in the form of nonproducibles). Classical economists
call this first-stage saving decision process the time preference decision since
it supposedly reflects consumers’ preference for putting off buying some
pleasure-yielding consumer goods today to obtain pleasure-yielding pro-
ducibles at some specific time in the future. In the real world, however,

an act of individual savings – so to speak – is a decision not to have
dinner to-day. But it does not necessitate a decision to have a dinner
or buy a pair of boots a week hence or a year hence or to consume any
specified thing at any specified date. Thus it depresses the business of
preparing to-day’s dinner without stimulating the business of making
ready for some future act of consumption . . . it is a net diminution of
such demand.

(Keynes, 1936, p. 210)

Keynes called this first stage decision of the allocation of income
between spending and saving the propensity to consume. In contrast to
the time preference of classical theory, Keynes’s propensity to consume
implied that income earners are willing to commit some portion of current
income to purchase consumer goods today but are uncertain about the
future and therefore do not want to commit all their income (claims) on
real resource use. Keynes’s propensity to consume and save indicates that
‘He who hesitates (to consume) is saved to make a decision (regarding
consumption) another day!’

Paul Davidson 17



18 Strong Uncertainty and How to Cope

Savers are required to make a second-stage decision, the liquidity preference
decision, where each saver must choose among the many liquid assets avail-
able which ones to utilize for moving current savings into the indefinite
future.4 To carry forward their saved (unused) spending power of current
income, savers have to decide on one or more vehicles (time machines) for
transporting this unspent income into the future. If the future is uncer-
tain and cannot be reliably predicted, then savers can never be sure as to
the future specific date(s) when they will want to utilize the spending
power of these savings. Consequently savers will look for durable time
machines that possess a minimum of carrying costs (e.g., maintenance,
repair, insurance, and warehousing costs) for the indefinite period that
this saving will be held and not spent.

In a monetary economy where ‘Money buys goods and goods buy
money; but goods do not buy goods’ (Clower, 1969, pp. 208–9), if at some
unspecified future date a saver decides to use his or her savings to purchase
some products of industry, and if the saver has not stored his or her saving
in the form of money, he or she will have to sell his or her time machine
for money in order to finance this future purchase. Thus, savers will look
for time machines that not only have negligible carrying costs, but also
incur a minimum of transactions costs of buying and reselling liquid

OTHER LIQUID
ASSETS (equities,

bonds, mutual funds, etc.)

INCOME

TIME PREFERENCE OR
PROPENSITY TO CONSUME

CONSUMPTION NON-CONSUMPTION
(SAVINGS)

LIQUIDITY
PREFERENCE

MONEY (the
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asset)

Figure 2.1 Keynesian two-stage spending decision



assets that can be easily offset by income flows received while holding
the assets plus any capital gains (or net of capital losses). In sum, savers
will use as time machines for their savings only things that have small
or negligible carrying and transactions costs.

Real assets, such as plant and equipment, consumer durables, and so
on, have relatively high carrying and transaction costs, especially the
transaction costs of reselling these durables, if these second-hand durables
can be sold at all. Real producible durable goods, therefore, are not very
useful time machines for savings, especially in a monetary economy with
a developed financial system where savers have a plethora of liquid
assets to choose from. Liquid assets are preferable time machines for carry-
ing savings into the future in any economy as long as people have trust
in their government’s monetary system.

A permanent role for government

Since it is the desire for liquidity that can create the major faults of an
entrepreneurial system, the permanent role for government is (1) to provide
whatever liquidity is necessary to maintain orderly financial markets,
and (2) to ensure that the effective demand necessary for full employment
is never lacking.

Keynes suggested (1930, p. 220) that bank ‘credit is the pavement
along which production travels, and the bankers if they knew their duty,
would provide the transport facilities to just the extent that is required
in order that the productive powers of the community can be employed
at their full capacity’.

This ‘paving stone’ aspect requires government to install a well-
understood institutional arrangement which guarantees that financial
markets will always operate in a well-organized and orderly fashion that
encourages employment hiring and economic growth. As long as indi-
viduals abide by the civil law of contracts, governments have the power to
maintain orderly domestic financial markets even when an unexpected
event creates a tremendous fear of the uncertain future in the minds of
the public.

For example, the events in New York on 11 September 2001 created
great uncertainty about the future of financial markets in the United
States. When the symbols of the great New York financial markets, the
World Trade Towers, collapsed, there was the potential for a massive fast
exit of US residents and foreigners from US bond and stock markets.
Despite its ideological bias for the liberalized laissez faire efficient finan-
cial markets of classical theory, the pragmatic side of the Federal Reserve

Paul Davidson 19



management flooded the financial system with liquidity immediately
after the 9/11 terrorist attacks. In the two days following the attack, the
Federal Reserve pumped $45 billion into the banking system.
Simultaneously, according to the Wall Street Journal (18 October 2001, p. 1):

to ease cash concerns among primary dealers in bonds – which include
investment banks that aren’t able to borrow money directly from the
Fed – the Fed on Thursday [13 September 2001] snapped up all the
government securities offered by dealers, $70.2 billion worth. On
Friday it poured even more into the system, buying a record $81.25
billion of government securities.

The Wall Street Journal also reported that just before the stock market
opened the following Monday for the first time since the terrorist attack,
investment banker Goldman Sachs, loaded with liquidity due to Fed activ-
ities, phoned the chief investment officer of a large mutual fund group
to tell him that Goldman was willing to buy any stocks the mutual fund
managers wanted to sell.

The post-9/11 activities of the Federal Reserve, flooding the banking and
financial system with liquidity, vividly demonstrate that the Monetary
Authority can ensure stable, orderly financial markets whenever the
public’s fast exit propensity threatens financial crisis. Does anyone seri-
ously believe that laissez-faire financial markets that rely on private sector
market makers to maintain orderliness could have achieve the results
that the Fed did on the days following 9/11?

After the East Asian currency crisis and the Russian bond default,
President Clinton called for a ‘new financial architecture’ to avoid future
international financial panics. Classical theorists’ response was that all
that is required is a faster liberalization of exchange rate markets until
exchange rates float freely without any government or central bank inter-
ference in the exchange rate market. To permit exchange rates to become
objects of speculation without any government institution to promote
orderliness and organization is to flirt with potential disaster.

Currently the globalized economic community faces a growing dilemma
in the currency markets that may have even more serious repercussions
than the terrorist strike on 9/11. Given the huge and growing US current
account deficits, a decline in the market value of the dollar sufficient to
make a significant reduction (even if it does not eliminate) the US trade
deficit can be a weapon of mass destruction. Can we muddle through on
the hope that, despite the uncertainty about the future, speculators in our

20 Strong Uncertainty and How to Cope
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liberalized international financial markets ‘know’ what is good for the
global economy, as the classical theory implies? Or should we wake up
our policy makers and insist that they develop contingency plans for a new
financial architecture based on Keynes’s general theory principles as an
absolute necessity to avoid this potentially devastating bursting of the
dollar standard?

Orthodox economists are almost unanimous in preaching the virtues
of floating, and its logical inevitability; yet many, perhaps most, countries
remain attached to some form of fixing. Is this a case of economists
being out of touch with reality? Or is it that reality is out of touch with
economists?

The post-Bretton Woods world has never been one of pure, generalized
floating. There is a kaleidoscope of currency arrangements ranging from
‘hard’ fixers to ‘pure’ floaters, and almost anything in between. Conven-
tional wisdom claims floaters are gaining over the currency fixers and cur-
rency rate managers and that soft pegs are unsustainable. Are we moving
towards a bipolar world where most currencies float freely and a minor-
ity, such as the Euroland nations, adopt hard pegs (cf. Fischer, 2001)?

Conventional wisdom assumes that the motives of the ‘fixers’ always
has been predominantly economic. For decades after the Second World
War, however, fixers were motivated in large part by geopolitical, rather
than purely economic, reasons. The Western European countries accepted
the dollar standard in return for military protection against communism.
Today, willingness of the Euro countries to float against the dollar can be
viewed as an assertion of political independence.5

Nevertheless, the growing financial maturity and the reduction of trade
barriers in Euroland did not lead the European countries to float against
each other; instead, it led them towards the most extreme version of hard
fixing. The Euro nations have recognized that fixed, but not necessarily
undervalued, rates should be preferred both for macroeconomic stability
and to facilitate inter-regional trade expansion. If this is true for Euroland,
is it not true for the globalized economy of the twenty-first century? But
politics make it almost certain that a supranational global central bank
is not possible. Elsewhere I (Davidson, 2002) have suggested an alterna-
tive arrangement that promotes a stabilizing new international financial
architecture that can ensure full employment without workers in the US
or Euroland being required to accept wages approaching those such as in
China or India.

It should be clear that the most vocal advocates of floating are predom-
inantly Americans, operating under the ideological spell originally cast by
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Milton Friedman’s classical theory Monetarist approach that is founded on
the long-run neutral money axiom6 where only relative prices are
important in determining the composition of output of a fully employed
economy. But, as Frank Hahn (1973, p. 14) noted, ‘practical men and ill-
trained theorists everywhere in the world do not understand what they
are claiming . . . when they claim a beneficent and coherent role for the
invisible hand’ of a market with freely flexible prices and exchange rates.

The desire of nations such as China, India, Japan and other Asian rim
countries to maintain a competitive fixity of exchange rates against the
dollar reflects the desire of these nations to pursue export-led growth,
with the US economy the ultimate primary marketing target for these
Asian nations’ export industries. Of course this Asian decision to pursue
export-led growth permits the consumers in the US to live well beyond
their means. At the same time it means that these export oriented nations
are pursuing policies that encourage significant savings in their rapidly
growing international accounts.

Taking advantage of the world’s appetite for dollars, the US has accepted
the view that other nations should bear the onus for American’s exuberant
consumption spending patterns. These other nations have a choice on
how they accept this responsibility. They can either (1) revalue their cur-
rencies, but to do so would mean they would have to accept lower rates
of real growth, or (2) they can accept dollars almost without limit to main-
tain their real economic growth and movement to prosperity. Given these
options, it is not difficult to understand why the imbalance between the
Asian creditors and the world’s largest international debtor tends to persist
despite a declining dollar. Asiatic nations recognize that their rapid export-
led economic growth policies success relies on encouraging the United
States to ‘overspend’ on its international account. The Euro nations, on
the other hand, perhaps in their desire to demonstrate their geopolitical
independence from the US, apparently prefer to impose overall lower
real economic growth on their residents.

What generalization regarding economic growth policies can we draw
from this current world situation? In essence there exist today two roads
to real economic growth. Most of the world relies on export-led growth for
achieving significant rates of real economic growth.7 On the other hand,
the road that the US travels (and Euroland apparently desires to follow)
requires significant labour productivity growth to generate real output
growth. Under the Bush Administration, despite a slight recession, there
has been a respectable rate of economic growth, while total employment
is still less than the employment levels in January 2001 when President
Bush took office. Higher real GDP with fewer workers signifies a strong
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rate of productivity growth associated with the real economic growth
experienced by the US in the twenty-first century.

To make sure that there is never a persistent lack of effective demand, the
government must develop institutional arrangements that encourage some
decision makers to spend in excess of their current income so that aggregate
spending on the products of industry will offset any excess savings propen-
sity at full employment. Years ago, when Hyman Minsky heard me express
this idea, he used to say that Davidson never saw a deficit he did not love.

The second important permanent role for governments in our entre-
preneurial system is to ‘love deficits’ which ensure that if income recipi-
ents tend to save more out of income, then others are encouraged to
increase spending in excess of their income.

In the analysis of a less than fully employed, closed economy – or an
open economy where the nation does not have to worry about current
account deficits – this love of deficits means a cheap money policy that
lowers interest rates until, if possible, the private sector deficit spends
itself to full employment. If this cheap money policy does not induce
sufficient aggregate effective demand then the federal government should
either directly, or with the cooperation of the private sector, deficit spend
sufficiently on capital account to provide additional productive capacity
and stimulate growth at full employment. Unfortunately, given free
trade and the current international payments system, most governments
find that any deficit stimulating domestic policy induces additional
spending on imports that ultimately results in a current account deficit
problem.

At the next Bretton Woods conference, ideally nations will agree on a
new financial architecture such as my International Money Clearing Unit
(IMCU: Davidson, 2002) plan. Under my IMCU proposal, nations that have
persistent and significant unemployed resources can promote domestic
spending growth without fearing they will be burdened with unmanage-
able current account deficits. Each nation can operate as if it was a closed
economy (while reaping whatever benefits of trade that exists) where the
size of the government deficits (or total government debt) relative to its
gross national income is only an accounting problem, and should not act
as a barrier towards fully and profitably employing its labour force.

The inequality fault

Finally we should say a word about reducing, if not eliminating, the sec-
ond major fault of entrepreneurial economies: the arbitrary and inequitable
distribution of income and wealth. Since many of the world’s poor are
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unemployed or underemployed, actively pursuing the paving stone and
deficit loving (in tandem with a new financial architecture) will propel the
world closer to a global full employment position. Full employment will
increase significantly the income of the previously unemployed and
underemployed, thereby contributing substantially to reducing income
inequalities. Moreover a cheap money policy should provide constraints
on the income of wealthy rentiers. As we approach full employment,
however, we may experience aggressive rent seeking activities on the part
of sellers of goods and labour services, leading to a phenomenon that 
in the mid-twentieth century was labelled wage–price inflation. To avoid
inflation at less than full employment because of these rent seeking
actions, nations should adopt a socially acceptable form of income policy
such as Sidney Weintraub’s Tax-based Incomes Policy (TIP).

Finally, even if we approach full employment and avoid inflation via
an incomes policy, the resulting distribution of income and wealth may
still exhibit levels of inequality that the majority of the citizens of a nation
may find socially undesirable. At that point fiscal policy via more progres-
sive income and estate tax rates should be considered for possible reduc-
tion in the existing inequalities of income and wealth. The additional
revenues obtained from this increase in rate progressivity can be used,
for example, to provide free public education up to and through university
level for all those having sufficient intelligence to qualify. Provision of such
educational opportunities can further enhance the income earning power
of the children of lower income classes who are at a disadvantage vis-à-vis
the children of higher income groups in obtaining a good education.

Conclusion

In the brief time allocated to me, I have not presented a comprehensive
programme for solving all the possible economic problems facing a
twenty-first century global entrepreneurial economic system. I hope,
however, I have provided some enlightenment on how we can mitigate
the two major faults of our economic system and thereby transform it
into something that more closely approaches the results that the special
case classical theory presumes already exists. I look forward to other pre-
senters at this conference addressing these issues.

Notes

1 The onus is therefore on those who add the restrictive axioms to the general
theory to justify these additional axioms. Those theorists who invoke only the



general theory axiomatic base are not required, in logic, to prove a general
negative, (i.e., they are not required to prove the additional restrictive axioms
are unnecessary).

2 Mainstream economists called this sticky interest rate argument the ‘liquidity
trap’ where at some low, but positive, rate of interest the demand to hold
money for speculative reasons was assumed to be perfectly elastic (i.e., hori-
zontal). After the Second World War, econometric investigations could find
no empirical evidence of a liquidity trap. Had mainstream economists read
The General Theory, however, they would have known that on p. 202 Keynes
specifies the speculative demand for money as a rectangular hyperbola: a
mathematical function that never has a perfectly elastic segment. Moreover
eyeball empiricism led Keynes (1936, p. 207) to indicate that he knew of no
historical example where the liquidity preference function became ‘virtually
absolute’ (i.e., perfectly elastic). In sum, from both an empirical and theoreti-
cal view, Keynes denied the existence of a liquidity trap.

3 For almost 25 years after the Second World War, governments actively pur-
sued the types of economic policies that Keynes had advocated in the 1930s
and 1940s. The result was that per capita economic growth in the capitalist
world proceeded at a rate that had never been reached in the past and has not
been matched since. The average annual per capita economic growth rate of
OECD nations from 1950 to 1973 was almost precisely double the previous
peak growth rate of the Industrial Revolution period. Productivity growth in
OECD countries was more than triple (3.75 times) that of the Industrial
Revolution era.

The resulting prosperity of the industrialized world was transmitted to the
less developed nations through world trade, aid and direct foreign invest-
ment. From 1950 to 1973, average per capita economic growth for all LDCs
was 3.3 per cent, almost triple the average growth rate experienced by the
industrializing nations during the Industrial Revolution. Aggregate economic
growth of the LDCs increased at almost the same rate as that of the developed
nations, 5.5 per cent and 5.9 per cent respectively. The higher population
growth of the LDCs caused the lower per capita income growth. (See
Davidson, 2002, pp. 1–3.)

4 In essence, liquid assets are efficient time machines that savers use to store and
transport savings to the future. Unlike savers in the classical system, real world
savers do not know exactly what they will buy, and what contractual obliga-
tions they will incur at any specific future date. As long as in the world of
experience money is that thing that discharges all contractual obligations and
money contracts are used to organize production and exchange activities, then
the possession of money (and liquid assets that have small carrying costs and
can be easily resold for money) means that savers possess the ability (1) to
demand products whenever they desire in the uncertain future and/or (2) to
meet a future contractual commitment that they have not foreseen. Liquid
assets are a saver’s security blanket, offering protection against the possibility
of hard times in the future. As Nobel Price winning economist, Sir John Hicks
(1977, p. vii) stated, income recipients know that they ‘do not know just what
will happen in the future’.

Without sufficient liquidity, today’s income earners fear they may face
insolvency, or even bankruptcy, at some point in the future. In contradiction
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to classical theory which claims people maximize their happiness when spend-
ing everything they earn, in Dickens’s David Copperfield, Mr Micawber, recog-
nizing that happiness involves not spending all one’s income, said ‘Annual
income twenty pounds, annual expenditure, nineteen nineteen six, result
happiness. Annual income twenty pounds, annual expenditure twenty
pounds ought and six, result misery.’

Mr Micawber’s misery result could only come in a world where future
expenditures and income were not known with certainty. In a classical world, 
Mr Micawber’s dictum would be declared ‘irrational’ behaviour.

5 If the Euro was pegged to the dollar, would European support for President
Bush’s intervention in Iraq be different?

6 An axiom is a doctrine that is accepted as a ‘universal truth’ for which no proof
is required.

7 I have explained why export led growth is such an attractive option in
Davidson (1996).
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3
Inflation Targeting: Assessing the
Evidence
Alvaro Angeriz and Philip Arestis

Introduction

Inflation targeting (IT) as a policy framework, designed to tame inflation,
has been with us since the early 1990s. Recent work makes the point
that a significant number of countries adopted this strategy, and the
number is growing. For example, Sterne (2002) suggests that 54 coun-
tries pursued one form or another of IT by 1998, compared with only six
in 1990. A more recent study (IMF, 2005) suggests that 21 countries 
(8 developed and 13 emerging) are now clear inflation targeters, pursu-
ing a fully-fledged IT strategy (FFIT). Indeed, a number of other coun-
tries are seriously considering the adoption of this strategy. Many
studies have attempted to examine empirically the degree and extent of
the impact of IT on inflation in various countries. We review this litera-
ture in what follows and conclude that the available empirical evidence
produces mixed results.

In pursuing an IT strategy, countries commit themselves to price stabil-
ity as the main objective of monetary policy, along with stipulating that
medium- to long-term inflation is the nominal anchor where an inflation
target is set. There are, of course, varying degrees of commitment to IT
amongst countries. In more general terms, one may distinguish between
three types of inflation targeting: the FFIT, as suggested above, the ‘Inflation
Targeting Lite’ (ITL) type, and the ‘Eclectic Inflation Targeting’ (EIT) type.1

The main distinguishing feature is the degree of clarity and institutional
commitment to price stability.2 Along with this commitment, an explicit
inflation target (either point- or range-inflation target) is set; absence of
other nominal anchors, policy instrument independence and absence of
fiscal dominance, transparency, accountability and credibility of the com-
mitment to IT by the central bank are further requirements (Mishkin
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and Schmidt-Hebbel, 2001; Carare and Stone, 2003; Stone, 2003; Kuttner,
2005: see also Porter and Yao, 2005). FFIT countries enjoy a medium to
high degree of credibility and clarity in pursuing IT, along with a transpar-
ent framework that adheres to accountability of the central bank to the
set target, and also adhering to the rest of the distinguishing features to
which we have just referred. These countries cannot achieve and maintain
low inflation without a clear commitment to IT, so that they are forced
to sacrifice output stabilization to various degrees. ITL countries enjoy a
relatively low credibility. This is a regime where central banks ‘announce
a broad inflation objective but owing to their relative low credibility
they are not able to maintain inflation as the foremost policy objective’
(Stone, 2003, p. 8). This is due essentially to their vulnerability to large
economic shocks, and to their weak institutional framework and financial
instability. EIT countries have a very high degree of credibility, which
allows them to achieve and maintain low and stable inflation without
full adherence to the rules of IT. These ingredients, combined with their
financial stability, enable these countries to pursue the output stabiliza-
tion objective along with price stability.

In this chapter we focus on those countries that pursue a FFIT strategy,
but we refer to the other two categories as necessary in what follows. The
FFIT strategy dictates that countries commit themselves to achieving a
targeted inflation rate and announce a relevant framework to achieve the
set target. This approach is based on the belief that inflation is negatively
related to economic growth in the long run, and also that high inflation
is associated with high inflation variability, which is harmful to the
economy.3 If authorities are allowed discretion in monetary policy, they
produce ‘surprise’ inflation especially so for electoral benefits, which leads
to the (well-known by now) time-inconsistency problem. Such a problem,
though, can be avoided if the government delegates to an independent
central bank responsibility for monetary policy, based on a principal–agent
relationship between the government and the central bank. The govern-
ment sets the broader goal of monetary policy, while the central bank
has complete discretion to use its instrument to achieve the target in
view of its goal. The new monetary policy framework thereby gives ‘con-
strained discretion’ to the independent central bank to respond to new
information, an important dimension of the new framework given infor-
mation asymmetries and policy lags, while at the same time putting in
place rules regarding the conduct of monetary policy.4

We proceed by reviewing the existing empirical evidence and by iden-
tifying a number of questions that emerge from this inevitably short
review. We then examine these questions, and subsequently deal with
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problems that are more specific to the emerging countries. The final sec-
tion summarizes and concludes.

Existing empirical evidence in developed countries

In the mid-1990s, Leiderman and Svensson (1995) reviewed the early
experience with IT, with, however, rather limited number of observations.
Later studies (Bernanke et al., 1999; Clifton, Hyginus and Wong, 2001;
Corbo, Landerretche and Schmidt-Hebbel, 2001, 2002; Arestis, Caporale
and Cipollini, 2002; Johnson, 2002, 2003; Neumann and von Hagen,
2002; Scott and Stone, 2005) inevitably afforded longer periods and more
data. Overall, this evidence supports the contention that IT matters. Those
countries which adopted IT managed to reduce inflation to low levels
and to curb inflation and interest rate volatility. Anecdotal evidence has
also been propounded to make the IT case. Bernanke (2003) suggests that
‘central banks that have switched to inflation targeting have generally
been pleased with the results they have obtained. The strongest evidence
on that score is that, thus far at least, none of the several dozen adopters
of inflation targeting has abandoned this approach’ (p. 1). However, and
interestingly enough, the Reserve Bank of New Zealand, the first central
bank to have introduced IT, was worried about the consequences of
volatile nominal exchange rates and has set up a new Policy Targets
Agreement (see, for example, Bollard, 2002).

This evidence, however, is marred by three weaknesses (see also Neumann
and von Hagen, 2002): the first is that the empirical studies reviewed fail
to produce convincing evidence that IT improves inflation performance and
policy credibility, and lowers the sacrifice ratio. After all, the environ-
ment of the 1990s was in general terms a stable economic environment,
‘a period friendly to price stability’ (Neumann and von Hagen, 2002,
p. 129), and inflation was on a downward trend in many countries,
especially developed countries, prior to the introduction of IT; inflation
persistence continued to drop after the introduction of IT (Sikklos,
1999), helped by the increase in the degree of risk aversion to inflation
volatility in inflation-targeting countries in the 1990s. So IT may have
had little impact over what any sensible strategy could have achieved;
indeed, non-IT countries also went through the same experience as IT
countries (Cecchetti and Ehrmann, 1999). Furthermore, Honda (2000)
finds no evidence that IT had an effect on either inflation or any other
variable in Canada, New Zealand and the UK. The second weakness is that,
despite the problem of lack of convincing evidence, the proponents
argue very strongly that non-adoption of IT puts at high risk the ability
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of a central bank to provide price stability (for example, Bernanke et al.,
1999, ‘submit a plea’ for the Fed to adopt it; also Alesina et al., 2001, make
the bold statement that the European Central Bank could improve its
monetary policy by adopting IT; neither study provides any supporting
evidence, though). And yet, both the Fed and the European Central Bank
remain highly sceptical (Gramlich, 2000, and Duisenberg, 2003, do not
actually regard IT as appropriate for the US and the Euro area, respectively).
The third weakness refers to the argument that in a number of countries
(for example, New Zealand, Canada and the UK) inflation had been
‘tamed’ well before introducing IT (Ball and Sheridan, 2003).

The studies that deal with the IT empirical evidence ask a number of
questions with the most pertinent being the following: first, whether IT
improves inflation performance and persistence; a second aspect treated
in the literature deals with the improvements in policy credibility and
the ability to predict inflation under IT; a third group of studies consider
whether the sacrifice ratio (i.e., the cost of lowering inflation) does not
increase significantly over the period of IT implementation; a fourth range
of issues stems from considering whether Central Banks’ behaviour
changes under IT regimes. Finally, the effect of the introduction of the
IT new regime on the behaviour of other relevant macroeconomic vari-
ables (for example, on the exchange rate) is assessed. We pursue this dis-
tinction in what follows below, and discuss the evidence under several
headings.

Evidence of inflation targeting’s impact on levels and
persistence of inflation

Studying the first of these issues, Mishkin and Posen (1997) find that IT
has proved an effective ‘strategy’ in the fight against inflation, especially in
maintaining the benefits of registering low inflation levels. These authors
base their argument on the premise that whenever IT was adopted, the
countries experienced inflation rates and interest rates which were lower
than the magnitudes simulated with unrestricted Vector Autoregressive
models (VARs), while no major effect is apparent on the output. Besides,
in the three IT countries considered, New Zealand, Canada and the UK,
disinflation had largely been completed when IT was adopted, but infla-
tion did not bounce back as expected with business cycle expansions as
it had in the past. The evidence produced by the same study, however,
does not enable the authors to support the contention that IT is superior
to money supply targeting (for example, the Bundesbank monetary tar-
geting between 1974 and 1998), or to the Fed’s monetary policy in the
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1980s and 1990s (which pursued neither a monetary nor an inflation
targeting policy). Similar results are provided by Debelle (1997), who
compares average inflation levels for seven IT countries with G-7 countries
excluding non-inflation targeters. This contribution finds a much steeper
decline in inflation in the case of the former group, concluding that IT
is useful for countries facing lack of anti-inflation credibility. Neumann
and von Hagen (2002) interpret similar results as a process of ‘conver-
gence’, in that on average IT countries converge to the inflation rates of
the non-IT countries in the targeting period. Corbo, Landerretche and
Schmidt-Hebbel (2002) are able to conclude that IT countries have been
able to meet their inflation targets and reduce inflation volatility.
Chortareas, Stasavage and Sterne (2002) make the important point that
central bank transparency is always important under both IT and non-
IT regimes. Indeed, the more detailed the publication of central bank
forecasts, the more it is associated with lower inflation rates.

Ball and Sheridan (2003) produce evidence that is not quite supportive
of these conclusions. They study the effects of IT on macroeconomic
performance in the case of 20 OECD countries, seven of which adopted
IT in the 1990s. After controlling for the effect of regression to the mean,
they conclude that they are unable to find any evidence that IT improves
economic performance as measured by the behaviour of inflation, output
and interest rates. As in the previous literature, they find that inflation
fell in countries which adopted IT and became more stable; and output
growth stabilized during the IT period as compared to the pre-IT period.
But the apparent benefit disappears altogether after accounting for the
effect of regression to the mean, referred to above. According to these
authors, the apparent success of IT countries is merely due to having
‘high initial inflation and large decreases, but the decrease for a given
initial level looks similar for targeters and non-targeters’ (Ball and Sheridan,
2003, p. 16). The same result prevails in the case of inflation variability and
inflation persistence. As to whether IT affects output and interest rates,
that study concludes in the same vein that IT does not affect output
growth or output variability, and neither does it affect interest rates and
their variability. In view of this evidence, the authors are suspicious of the
results reported in the rest of the literature.5 Furthermore, the evidence
collected by Pétursson (2004) for the ‘Longest History IT Countries’
(LHITCs), which include New Zealand, Canada, UK, Sweden and Australia,
reaches similar conclusions, producing only a marginally significant or
non-significant effect of IT adoption on inflation level. According to the
author this is due to the fact that IT countries had accomplished a sub-
stantial part of the disinflation process before adopting IT. This strategy
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would have been implemented, therefore, in order to lock-in previous
successes in controlling inflation rather than to facilitate disinflation.

IT may also have an impact on the relationship between current infla-
tion and its past history. Using univariate time series, Sikklos (1999) finds
that the autoregressive coefficients show a noticeable drop in the strength
of the relevant relationship for countries such as New Zealand, Canada,
Finland, Sweden and Spain. Similarly, Levin, Natalucci and Piger (2004)
find that actual inflation exhibits lower persistence in IT countries, and
that the total variance of actual inflation is only slightly higher than the
variance for shocks to the autoregressive model, whereas it is twice as big
or higher in the case of non-IT countries, thereby exposing a substantial
degree of propagation in the latter. They conclude that, as the variance
of inflation is roughly the same in both groups, low levels of inflation
persistence prevented higher levels of inflation volatility in IT countries.
Uhlig (2004) takes issue with the estimation of the autoregressive model
by Levin, Natalucci and Piger (2004). He maintains that on the assump-
tion that inflation is the sum of a trend plus noise, expected inflation
should be modelled against the trend instead of actual inflation, which
is just a noisy signal of this regressor. The result would lead to a down-
ward bias, positively correlated with IT shocks. As IT countries present
higher volatility, the bias would be larger for this group of countries.
Finally, he recommends the use of a fully specified model, including a
signal-extraction-type equation.

Opposite views are expressed by Ball and Sheridan (2003) who, as men-
tioned earlier, report no significant improvements regarding inflation per-
sistence after the adoption of IT. Further results on inflation persistence are
reported in Vega and Winkelried (2005), who find that persistence depends
on the measure selected to detrend the series of inflation. When the aver-
age across the period is selected they find that IT increases persistence
(though the estimates are not significant). Allowing for a varying mean of
inflation computed with the Hodrick–Prescott filter, IT does reduce the per-
sistence parameter. It is important to note at this stage that detrending non-
stationary series using a fixed average is not clear. The Hodrick–Prescott
filter as a detrending algorithm is criticized in the literature for its ad hoc
mechanism, which creates spurious cycles (Harvey and Jaeger, 1993).

Evidence of inflation targeting’s impact on inflation
expectations

The evidence on this front is as unclear as on the aspect as discussed
above in the last section. Pétursson (2004) compares the average standard



deviation of actual inflation in the five years previous to IT introduction
with that corresponding to the following year of IT introduction, and
suggests that adoption of IT contributes to reduced fluctuations in infla-
tion. It is also pointed out in the same study that this is also the case for
non-IT targeters, and it should not be surprising as both groups of coun-
tries present lower inflation levels. Similarly, Debelle (1997) reports a
significant decline in the spread of long bond yields in IT countries rel-
ative to the US (used as a benchmark). The author considers this change
as an indicator of enhanced credibility, but points out that other factors
may have also contributed to this apparent success. The evidence of Ball
and Sheridan (2003), however, contradicts these results. Controlling for
regression to the mean, they find that IT raises the standard deviation of
inflation in the countries included in their sample.

Johnson (2002) provides evidence that shows a significant impact on
inflation expectations following the adoption of IT regimes in developed
countries. Controlling for the business cycle and for the ongoing fall in
inflation rates, the author reports a substantial reduction in the private
expectations of inflation levels after IT announcements. In line with this
evidence, Levin, Natalucci and Piger (2004) find that a one-year ahead
expected inflation in response to actual inflation is lower in absolute
values for IT countries than for non-IT countries, so that the persistence
of inflation among IT countries is found to be lower than among non-IT
countries. More mixed, though, is the evidence gathered in the exercise
undertaken by Johnson (2003), where actual forecasts undertaken by
professional forecasters are compared with predicted forecasts according
to a model on how this expectations are built, for five consecutive 12-
month periods after the announcement of inflation targets. Predicted fore-
casts of inflation rates are determined by a number of variables: past
inflation rates, current unemployment rates (assumed to capture the
state of the domestic business cycle), current world inflation, and current
world unemployment that depicts the state of world business cycle. This
study isolates the additional effect of the announcement of inflation tar-
gets on the level of expected inflation in the case of Australia, Canada,
New Zealand, Sweden and the UK (where most of the responses on expected
inflation come from professional forecasters). Immediate reduction in
expected inflation is registered in New Zealand and Sweden with a smaller
effect and slower impact in Australia and Canada; inflation targets do not
appear to have a significant impact in the UK.

The possibility of IT anchoring significantly long-run expectations is
studied in Levin, Natalucci and Piger (2004). Private sector inflation fore-
casts of horizons of 5–10 years are uncorrelated with previous records of
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inflation in IT countries, while this is not the case for the US, Japan and
countries from the European Union (EU). Variability of expectations, how-
ever, does not decrease according to the evidence produced by Johnson
(2002). This author controls for past level and variability of inflation,
finding that neither the variability of expected inflation nor the average
absolute forecast error present significant additional reductions, beyond
the effect through the drop in inflation. By contrast, Corbo, Landerretche
and Schmidt-Hebbel (2001) find that IT has reduced inflation uncertainty
and inflation forecast errors towards the low level prevalent in non-
targeting industrial countries.

A clear success for the IT strategy is recorded in Levin, Natalucci and
Piger (2004) regarding the objective of de-linking expectations from real-
ized inflation. Their reported estimations suggest that long-term expecta-
tions have been less responsive to recorded patterns of past inflation in
IT countries than in non-IT countries. In the latter case, the relevant
estimates are insignificant at a 6–10-year horizon. This finding implies
that long-term expected inflation rates are related to shifting views of the
long-term course of monetary policy (see also Ball and Sheridan, 2003).

Finally, Pétursson (2004) finds that interest rates have fallen significantly
more than inflation for all countries and in particular for the LITHCs
where controls for business cycles and the general global fall in world
interest rates are included. This suggests that more weight is placed on
long-run developments in expectations in IT countries, and that IT is
interpreted with flexibility, considering also real and financial stability
as determinants of interest rates. Increased credibility is not, however,
immediate. The ‘announcement’ effect is shown not to be enough and
only when real progress and the will by central banks to accept a tem-
porary contraction became apparent was credibility achieved.

Evidence of inflation targeting’s impact on
disinflation costs

Bernanke et al. (1999) produce an assessment of the real output costs
related to disinflation using sacrifice ratios and parameter instability
tests. Following the method suggested by Ball (1994), they use a moving
average process with nine lags to compute a trend in inflation and assume
an ad hoc method to compute the GDP trend.6 They then compute the
sacrifice ratio and find that disinflation does not appear to be less costly
than would have been the case had IT not been adopted. They also esti-
mate Phillips curves for the periods before and after IT, rejecting the
hypothesis of instability in the parameters estimated for these functions.
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Corbo, Landerretche and Schmidt-Hebbel (2001) calculate the sacrifice
ratios as the cumulative GDP variation of a trend utilizing the
Hodrick–Prescott filter, divided by the corresponding inflation change in
any period. Inflation targeting improvements are registered with impor-
tant decreases in sacrifice ratios in Canada, Australia and the UK, but a
relevant deterioration is also reported in New Zealand and Sweden.
Corbo, Landerretche and Schmidt-Hebbel are able to conclude that sacri-
fice ratios have declined in emerging IT countries, with output volatility
having fallen in both developed and emerging countries after they had
adopted inflation targeting. The fall reached levels similar, if not lower,
to those of non-IT developed countries.

Clifton, Hyginus and Wong (2001) estimate Phillips curves that incorpo-
rate inflation expectations. They conclude that IT enhanced the credi-
bility of central banks which adopted IT. In IT countries and in the pre-IT
periods, inflation expectations were backward looking, but after the IT
adoption expectations became both backward- and forward-looking. They
also find that the unemployment–inflation trade-off improved in OECD
countries after IT. This is not clear, however in the period immediately
after its implementation, but it improves over time as monetary policy
gains in credibility. According to the authors, this pattern could explain
Bernanke et al.’s (1999) earlier results.

Evidence of inflation targeting’s impact on the conduct of
monetary policy

The evidence as to whether IT changed the way in which monetary policy
is conducted is analysed in a number of ways and the outcome is mixed.
Mishkin (2002) finds that the results of estimating Taylor rules suggest
that central banks focus more on the control of inflation after IT adoption,
in their attempt to achieve price stability. This result is supported by the
VAR evidence, which indicates that the relative importance of inflation
shocks as a source of the variance of interest rates rises after IT adoption.
Mishkin (2002), in discussing Neumann and von Hagen (2002), how-
ever, points out that since both short-term and long-term coefficients on
inflation in the Taylor rules estimated relationships are less than 1, the infla-
tion process is highly unstable. The implication here is that when inflation
rises the central bank increases the rate of interest by a smaller amount
than that required, thereby reducing the real rate of interest. This is of
course an inflationary move by the central bank when the opposite is
intended, and it is also true for the non-IT countries, such as the US. This
is a result that is contrary to Taylor’s (1993) findings. In the latter study,
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the relevant coefficient is greater than 1 in the case of the US in the post-
1979 period, when allegedly monetary policy performance improved rela-
tive to the pre-1979 period, when more emphasis was placed on
controlling inflation.

Mishkin (2002) identifies another interesting problem, which relates
directly to the VAR approach. This problem originates from the fact that
this approach does not contain any structural model of dynamics, so that
the interpretation that inflation shocks contribute to the variance of
interest rates does not necessarily imply increased focus on the control
of inflation. This is so since if inflation shocks contribute to interest rate
variability in an IT era, then inflation expectations would prevent inflation
from deviating much from the inflation target; this would imply that
the central bank is less focused on inflation, not more! Consequently, it
would clearly suggest ‘that the VAR evidence in the paper tells us little
about the impact of inflation targeting on the conduct of monetary policy’
(Mishkin, 2002, p. 150).

Cecchetti and Ehrmann (1999) and Corbo, Landerretche and Schmidt-
Hebbel (2001) also assess changes in central bank aversion to inflation,
delivering mixed results. Cecchetti and Ehrmann (1999) find that,
where an increase in central bank aversion to inflation is apparent, both
for IT countries and non-IT countries, it is within the group of IT coun-
tries that it has increased the most. Among these cases UK is an excep-
tion, not registering significant changes in these magnitudes. Corbo,
Landerretche and Schmidt-Hebbel (2001) elaborate on these measures,
discovering that inflation aversion increased among the non-industrialized
countries which applied IT, but the same cannot be said for the indus-
trialized ones.

A different approach to dealing with the question of whether improved
results in inflation are due to the way monetary policy responds is to
examine the official short-term interest rates. Following this line, Kahn and
Parrish (1998) collect high and stable values for real official short-term
interest rates, which are associated with tight monetary policies. In order
to account for changes to policy due to incoming information, they esti-
mate policy reaction functions, which regress the interest rate against
several explanatory variables. Their results are mixed. On the one hand,
they find structural breaks in New Zealand and the UK. The former pre-
sents a stronger reaction of official rates to lagged inflation and unem-
ployment, and a weaker reaction to exchange rate. The UK registers a loss
in significance for the exchange rate, most likely reflecting the changing
role of the exchange rate after the break away from the ERM. These
results however, are not clearly attributable to IT. On the other hand,



Canada, Sweden and the US (the latter considered as a benchmark) show
no significant changes.

Neumann and von Hagen (2002) also estimate monetary policy reac-
tion functions by estimating Taylor rules, incorporating a ‘smoothing’
variable for interest rates. Employing monthly data, they find substan-
tial increases in the long-run response to inflation such that, during the
post-IT period, there is convergence to the Bundesbank and the Swiss
National Bank long-run responses, thereby corroborating the findings of
Cecchetti and Ehrmann (1999) and Corbo, Landerretche and Schmidt-
Hebbel (2001, 2002). They also find that less weight is put on stabilizing
the cycle, with the exception of Sweden, which presented a more activist
policy. The contribution of inflation shocks to the variance of interest
rates is also computed using unrestricted VARs, confirming previous results.
Neumann and von Hagen (2002) also apply an event-study analysis where-
by they compare the performance of IT and non-IT central banks under
similar exogenous shocks in both cases. They examine the increases in oil
prices in the years 1978 and 1998. According to their evidence, actual
and expected inflation responses to shocks improved more in IT countries.
These gains in credibility allowed IT central banks to apply increases in
short-run interest rates, which are similar to their IT counterparts. In
comparison with the crisis starting in 1978, this represented a substantial
improvement in the management of the 1998 oil price hike. Altogether,
the authors conclude that the new IT regime has affected central bank
behaviour and credibility more than it has changed inflation outcomes,
which improved for both groups.

Corbo, Landerretche and Schmidt-Hebbel (2001) also find that the
strength in the reaction of interest rate changes to both inflation and out-
put shocks decreased significantly among IT countries, but these reduc-
tions were weaker or non-existent among non-IT industrial countries. Ball
and Sheridan (2003) conclude that IT does not affect output growth or
output variability, and neither does it affect interest rates and their vari-
ability. A related study by Bodkin and Neder (2003) examines IT in the
case of Canada for the period 1980–9 and 1990–9 (the IT period). Their
results, based on graphical analysis, clearly indicate that inflation over
the IT period did fall, but at a significant cost of unemployment and out-
put. This result leads the authors to the conclusion that a great deal of
doubt is cast ‘on the theoretical notion of the supposed long-run neutrality
of money’, an important, if not the most important, ingredient of the
theoretical IT framework. They also, suggest that the ‘deleterious real
effects (higher unemployment and . . . lower growth) during the decade
under study suggests that some small amount of inflation (say in the range
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of 3 to 5 per cent) may well be beneficial for a modern economy’ (p. 355).
Pétursson (2004), however, shows that (unconditional) growth rates are
sensibly higher in the year following IT adoption than the 5-year average
of records previous to the IT. Output fluctuations are also shown to decline,
in line with findings of Corbo, Landerretche and Schmidt-Hebbel (2001),
Neumann and von Hagen (2002) and Truman (2003).

Evidence of inflation targeting’s impact on
macroeconomic variables

Cohen Sabbán, Gonzalez Rozada and Powell (2003) consider the response
of exchange rates (both nominal and real) to real and nominal shocks in
order to assess IT benefits and sacrifices. They point out that IT regimes
developed as a way of moving away from exchange rate targets. Increased
flexibility in nominal exchange rates should, therefore, be considered as
a benefit, since it would smooth out real shocks, acting as a type of shock
absorber for the rest of the economy. In assessing the impact of IT they
compare the effect that real shocks have on nominal exchange rates
both before and after IT, and hypothesize a smaller impact as credibility
is built. IT may, instead, imply a sacrifice if real exchange rates became
more volatile with nominal shocks and purchasing power parity devia-
tions being more severe. If IT regimes build up credibility, however, it is
expected that nominal shocks would only have small and non-persistent
effects on nominal exchange rates after IT, and hence real exchange
rates would not be excessively affected. For LITHCs they produce evi-
dence, which overwhelmingly supports a positive evaluation of IT strat-
egy. First, sacrifice ratios expressed as percentage changes in nominal
exchange rates due to nominal shocks are negative in most countries
except for Australia (where no difference is registered), and in Chile and
Brazil, where positive sacrifice ratios are registered. Second, benefit ratios,
defined as the increase in the percentage of real exchange rate explained
by real shocks, increase in all LITHCs, but not for all cases examined. The
benefit ratio is negative in the case of Israel, making the case for IT in
general more dubious according to this criterion.

Inflation targeting in emerging countries

Emerging countries have had varied experience in terms of targeting. 
A number of them over the recent past have been targeting the money sup-
ply or the exchange rate, especially the latter. Money supply targeting has
been shown to be a rather unreliable means of controlling inflation in view
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of instabilities in the demand for money.7 Changes in the exchange rate
can be important in the case of emerging countries since such changes can
have major effects on inflation. They can also produce acute vulnerability
to currency crises since capital inflows can easily turn to capital outflows.
A critical factor in this process is that since these countries have much of
their debt denominated in foreign currency, depreciation of the domestic
currency increases the debt burden of domestic firms. Typically the assets
of these countries are denominated in domestic currency, so that depreci-
ation of the domestic currency results in serious decline in net worth of the
country in question. The adverse effect on investment and economic activ-
ity are evident. This may suggest that central banks of the countries that
fall within this category should target their exchange rates. This, of course,
would go against one important pillar of IT, namely that of ‘absence of
other nominal anchor’ (Mishkin and Schmidt-Hebbel, 2001). There is also
the further difficulty that the impact of changes in the exchange rate on
inflation depends on the nature of the exchange rate change: a pure
portfolio shock increases inflation, while the effect of a real shock would
depend on its nature (i.e., whether it is a demand or supply shock).8

There have been further arguments suggesting that control is limited.
The level of the exchange rate is ultimately determined by the interna-
tional demand and supply of the domestic currency vis-à-vis that of the
‘anchor’ currency, such that shifts in sentiment about the domestic cur-
rency can trigger abrupt changes in its relative value that cannot be off-
set easily by central bank actions. Related to this reason is the fact that
speculative attacks can easily materialize, which may very well force an
unintended parity change not necessarily based on economic funda-
mentals. Such controls can often be followed by financial and banking
crises and debt defaults. Another reason is that monetary autonomy is
lost in view of the delegation by the central bank of the country in ques-
tion to another country, the ‘anchor’ country, of its monetary policy.
Still another reason is that the burden of achieving the proper real
exchange rate falls entirely on the level of domestic prices. This can be
particularly costly when prices are sticky in which case it is output that
must adjust first.

It may very well be that for these reasons that a number of emerging
countries have switched to a form or another of inflation targeting as
suggested in the introduction. The evidence so far on the experience of
these countries with IT, FFIT or ITL has not been as numerous and varied
as in the case of the developed countries (Angeriz and Arestis, 2005a).
Such evidence as there is suggests that IT is a success story in emerging
countries (see, for example, IMF, 2005, and Porter and Yao, 2005; Angeriz
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and Arestis, 2005b, however, produce different results). It is associated
with a statistically significant larger reduction in the level and standard
deviation of inflation as compared to other regimes. It also leads to a
reduction in the level and volatility of inflation expectations. It is con-
ceded, nonetheless, that such experience ‘comes against a backdrop of
relatively subdued inflation worldwide’, and, indeed, it is still too early
to generalize, for it remains to be ascertained how the ‘inflation targeting
[lite] regime will fare if global inflation rises significantly, although a for-
malization of the current regime may limit any erosion of the gains
already achieved’ (Porter and Yao, 2005, p. 18). Our own evidence of IT
on emerging countries, though, suggests that non-IT central banks have
also been successful in achieving and maintaining consistently low infla-
tion rates (Angeriz and Arestis, 2005b). This evidence clearly implies that
an emerging country’s central bank does not need to pursue an IT strategy
to achieve and maintain low inflation.

A further comment on the experience of IT emerging countries is that
whatever ‘success’ they may have had ought to be set against the back-
ground of the ‘preconditions’ that need to be met before IT adoption.
IMF (2005) summarizes these pre-conditions as follows: technical cap-
ability of the central bank in implementing IT; an efficient institutional
set-up to motivate and support the commitment to low inflation, includ-
ing institutional independence; a healthy financial system; an economic
structure characterized with fully deregulated prices; and absence of fiscal
dominance. On current evidence, these preconditions admittedly do
not prevail in most, if not all cases (IMF, 2005; but see Jonas and
Mishkin, 2005, for a more neutral view on the importance of precondi-
tions). Under such circumstances, the IT framework may be highly unsuit-
able for these countries. This argument clearly strengthens the finding of
this chapter that whatever success we may attach to fighting inflation in
the IT emerging countries, it cannot be due to this strategy. Factors other
than IT must surely be responsible for the lower rates of inflation
achieved by these countries. The opposite argument may also be true.
Adoption of the IT strategy by these countries may lead to an improve-
ment of the institutional ‘preconditions’, but the experience with the
emerging IT countries is far too short for an assessment of this hypothe-
sis to be undertaken persuasively. Still, the limited available evidence
adduced from emerging countries which have pursued ‘inflation target-
ing lite’ implies that ‘even in a country with solid institutions, a lack of
fiscal dominance, and low external debt, it can take a long time before
the central bank has earned sufficient credibility to anchor expectations
for low inflation’ (Porter and Yao, 2005, p. 18).
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Two further problems, which are particularly relevant to Latin America,
are worth exploring. These relate to the government-controlled prices and
to the high incidence of pass-through from exchange rate fluctuations
in domestic prices. The first requires a high degree of co-ordination between
the monetary and fiscal authorities on the timing and magnitude of
changes in controlled prices. The second requires a great deal of vigilance
by the monetary authorities in terms of exchange rate fluctuations; this
aspect, though, is viewed as temporary, since as inflation is tamed it is
thought that the degree of pass-through is weakened (Mishkin and
Savastano, 2001). These aspects, and all the others alluded to in this
section – indeed, in the whole chapter – are important issues in the case
of emerging countries. The chapter that follows vividly demonstrates this
proposition, especially at the empirical level.

Summary and conclusions

We have attempted in this study to gauge empirical evidence for both
developed and emerging countries which adopted the new monetary
policy strategy that has come to be known as IT. It may very well be the
case that IT countries, developed and emerging, have been successful in
taming and controlling inflation. But then there is also evidence which
clearly suggests that non-IT central banks have also been successful in
achieving and maintaining consistently low inflation rates. Our overall
conclusion, then, is that the available evidence we have managed to
gauge clearly suggests that a central bank does not need to pursue an IT
strategy to achieve and maintain low inflation. Indeed, and as Friedman
(2004) suggests, acute focus on the IT strategy may very well lead to ‘the
atrophication of concerns for real outcomes, especially so in an envi-
ronment of supply-side shocks of the kind we are experiencing at this
juncture with increasing energy prices’.9

The IT strategy, however, keeps evolving. Two recent developments,
which are of paramount importance, are the following: the argument 
put forward by a number of policy makers (see, for example, King, 2005),
which emphasizes the role of price expectations and the ability 
of central banks to influence them; and the prominent dimension of com-
munication, especially in terms of the inflation forecasts reported 
by central banks, where ‘there has been a fair amount of change, at least 
for some central banks: the general trend is clearly towards report-
ing explicit forecasts over increasingly long horizons’ (Kuttner, 2005, 
p. 18). These two areas in particular need to be researched a great 
deal more, especially under the current economic conditions of serious
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supply-side shocks that central banks have to tackle in a ‘measured’, and
sensible, way.

Notes

1 Truman (2003), however, does not see much value in this classification scheme,
branding it as ‘dressed-up self-destruction’. In a recent paper, we have demon-
strated that this classification is both sensible and worth undertaking (Angeriz
and Arestis, 2006).

2 A widely-cited definition of price stability has been offered by Greenspan
(1988): ‘By price stability, I mean a situation in which households and busi-
nesses in making their saving and investment decisions can safely ignore the
possibility of sustained, generalized price increases or decreases.’

3 Further implications of the IT strategy include: a long-run vertical Phillips curve;
inflation is a monetary phenomenon in as much as it can only be tackled by
monetary policy in the long run; and NAIRU is a supply-side phenomenon
determined essentially by market flexibility, especially labour market flexibility.

4 The strategy contains the single objective of price stability for monetary policy,
and not output stabilization, to avoid the time-consistency problem and thus
the inflationary bias referred to in the text. This is consistent with the monetarist
view that in the long run monetary policy can only affect inflation and not real
variables.

5 Hyvonen (2004), however, challenges Ball and Sheridan’s (2003) conclusions
on the premise that mean reversion does not happen by itself. In the absence
of a policy framework, such reversion does not occur.

6 A problem with the Ball (1994) approach is that the model relies on the
absence of supply shocks, so that all deviations of actual output from poten-
tial output are attributed to policy-induced demand contraction (Cechetti,
1994). This could potentially have substantial effects on the results (King and
Watson, 1994).

7 Although it is true to say, as in the text, that monetary targeting has been
attempted in a number of emerging countries, Latin American countries have
not used this strategy in a similar fashion, especially in the recent past. The main
reason is the recognition of the serious possibility of instability in the demand
for money as suggested in the text, a feature not merely of Latin American
countries but also of other emerging and developed countries (Mishkin and
Savastano, 2001). As the chapter that follows shows, Brazil has been no exception
to this rule.

8 The arguments so far in this section are applicable in the case of asset prices,
such as housing and stock prices. Bernanke and Gertler (1999) suggest that IT
strategy should not target asset prices directly, but should utilize the information
provided by movements in asset prices. In this way the possibility of asset
price bubbles is less likely, thereby promoting financial stability. Arestis and
Karakitsos (2005) summarize the arguments against such a thesis and propose
targeting of net wealth instead.

9 Interestingly enough, the evidence on supply-side shocks is that when central
banks are confronted with them they do not over-react to above-target infla-
tion when it is accompanied by slow economic growth (Kuttner, 2005, p. 37).
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No-one would dare say that they were against transparency . . . it
would be like saying you were against motherhood or apple pie.

Joseph Stiglitz1

The revolution of central banking from a position of secrecy to one of
transparency has been widely observed (Goodfriend, 1986). This trend 
is considered as being desirable by proponents of what may be termed
the ‘credibility strategy’ (see, for example, Kydland and Prescott, 1977;
Svensson, 1997). In the credibility strategy, transparency is seen as the most
efficient solution to the major problem facing the effective implementa-
tion of monetary policy, namely, time inconsistency (Geraats, 2001). As a
key feature of inflation, transparency in inflation targeting has come to be
seen as increasingly important with the implementation of this monetary
policy regime.

Nevertheless, there is a debate over transparency. First, a problem arises
because its precise meaning remains elusive; different authors have different
interpretations of the concept. There is no consensus on the exact meaning
of transparency, as illustrated by the debate between Buiter (1999) and
Issing (1999); instead, there is a widespread confusion between trans-
parency, communication, information, and disclosure. Second, it is now
commonly accepted that there are limits to transparency: it is impossible
to be perfectly transparent (Bernanke, 2004; Mishkin, 2004). Third, several
authors, starting with the seminal article of Morris and Shin (2002), have
pointed out the disadvantages of transparency. Finally, a branch of the
literature concerned with the ‘confidence strategy’ shows that transparency

* My grateful thanks go to Joann Bianchini, Tony Webb and Michael Hughes for
helping me with the translation.



is not crucial for monetary policy; more important is the notion of ‘gover-
nance’. Basically, this approach advocates what may be termed the 3C
strategy (i.e., communication, common understanding and confidence),
which will be discussed in greater detail below.

The US Federal Reserve Bank, for example, is committed to the confi-
dence strategy: ‘openness is more than just useful in shaping better eco-
nomic performance. Openness is an obligation of a central bank in a free
and democratic society’ (Greenspan, 2001, p. 3).

The main contribution of this chapter is to propose an alternative to the
transparency approach with a general theory of ‘openness’ which is based
on two complementary pillars. The first is the economics of openness and
shows how this enhances monetary policy efficiency. Openness clarifies the
main concern of the confidence strategy: the effect of the expectations
transmission channel from the short-term official rate to the long-run
market-based rate. The second is the politics of openness, which analyses how
openness can build monetary policy legitimacy in a democratic society.
It shows that legitimacy requires a form of governance whereby the central
bank is accountable to elected representatives for its legislative dual man-
date. Openness is the way in which the central bank attempts to convince
the public that its strategy is consistent with its democratic mission.

Transparency in the credibility strategy

According to the credibility literature, the ‘inflation bias’ of monetary
policy results from the use of inappropriate policy: ‘they pursued the
wrong goals according to the wrong theory’ (M. Friedman, 2004, p. 1).
Policy makers are inclined to secrecy to generate surprise inflation because
only the unexpected component of policy is supposed to be effective. With
secrecy, the goal is ‘avoiding accountability on the one hand and achieving
public prestige on the other’ (M. Friedman, 1990). Transparency provides
a solution to this problem. It means: ‘do the right thing, and reveal every-
thing’. Transparency is the ‘absence of asymmetric information between
monetary policy makers and other economic agents’ (Geraats, 2002a, p. 1).

Transparency as a continuation of the credibility strategy

The macro- and microeconomic background of the credibility strategy 
is reconciliation between Monetarism and the New Classical School.
Transparency is necessary because of the danger of time-inconsistent
policies. Monetarists affirm that the long-run Phillips curve is vertical.
The rational expectations school, following Kydland and Prescott (1977),
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consolidates the Monetarist argument. Time-inconsistency is regarded
by Barro and Gordon (1983) as a game of deception between the central
bank and the agents. The government, with its shortsightedness and elect-
oral concerns, follows the ‘wrong’ model in an attempt to reduce employ-
ment: namely, it assumes that there is a trade-off between unemployment
and inflation. As central banks have complete control over inflation,
they must also assume complete responsibility for it. Surprise inflation
only offers short-term benefits, because in the long-run, with the NAIRU,
it simply increases the inflation rate without reducing unemployment
and this results in the inflation bias noted above. The ‘right’ policy is the
Monetarist policy. This is centred around the k per cent rule. An appro-
priate definition of the money supply (M1, M2 or M3) must be controlled
so that it increases no faster than the money target rate of k per cent a
year. There has been a plethora of solutions to the inflation bias: improv-
ing institutional arrangements, enhancing reputation (Barro and Gordon,
1983), a conservative central banker (Rogoff, 1985), and a contract between
the central bank and the government (Walsh, 1995). The last is a state-
contingent contract between the central bank and the government and
is supposed to be an incentive mechanism that reduces central bank’s
temptation to inflate. Transparency is the latest solution to the inflation
bias and the credibility strategy to solve the inflation bias is:

Announcement (rule), Commitment (binding agreement), Enforcement
(penalties and rewards)

Transparency in practice: a commitment to the ‘true’ natural
rate of unemployment model

Transparency and the credibility problem

The credibility strategy is based on the hypothesis that the central bank
does not tell the truth because it has an incentive to inflate the econ-
omy. There is a credibility problem that means any announcement by
the central bank as to its intentions has treated with scepticism.

In the conventional wisdom, credibility means saying what you do
and doing what you say. But in the credibility strategy you do not become
credible by telling the truth, because it does not reduce the incentive to
inflate. Credibility here does not mean telling the truth: it is rather a mat-
ter of drawing implications from the truth (the Friedman/Lucas synthesis).

Credibility implies sustaining a reputation for revealing, through one’s
actions, a commitment to the long-run macroeconomic equilibrium
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theory. Inspired by Backus and Driffill (1985), the basic article on trans-
parency of Faust and Svensson (2000a) shows how transparency can
solve the credibility problem because it is incentive-compatible. Basically,
transparency makes deceptive announcements so costly in terms of repu-
tation that the incentive to deceive disappears. The problem is that this
reputational solution is now considered obsolete in the literature.

Knowledge transparency and goal transparency

In the credibility strategy, policy making must be rule-based. Transparency
consists in publishing a form of the k per cent rule: ‘Transparency about
monetary policy in a stylised model world simply involves revealing the
central bank’s optimal policy rule’ (Winkler, 2002, p. 410). This rule-based
approach is consequently model-dependent. Transparency means the
central bank tying its hands to the ‘true’ model of the economy through
a policy commitment (i.e., through a rule or a target). Transparency shows
the public that the central bank is following the correct model. It is not
a question of communication in simply verbal terms.

It is now acknowledged that the growth of the money supply in the
form of M3 is no longer a consistent intermediate target. All that remains
is the fundamental hypothesis that there exists a ‘true’ model of the econ-
omy. Central bank transparency consists in publishing its ‘true’ model
and the corresponding inflation forecasts. ‘Knowledge transparency’ con-
sists in verifying the adoption of the ‘true’ model.

The central bank has to concentrate on inflation. It does so not only
because it can totally control inflation, but also because inflation is the
unique variable that it is supposed to influence in the long run. In line
with Backus and Driffill (1985), transparency consists of central bank ‘type’
revelations. The ‘true’ type derives from the ‘true’ model. Transparency
requires announcing that there is a unique mandate with inflation as
the ‘true’ type. The main objective is to reduce inflation and, beyond
that, ultimately to ensure zero inflation. If a democratic authority gives
the central bank a mandate consisting of multiple goals, transparency
means providing a definitive prioritization of these objectives, with the
priority given to inflation. It has also been argued, however, that with
one instrument, only one goal is possible.

Transparency and independence

Independence was the major plank of the credibility strategy in the 1980s.
Rogoff’s (1985) ‘conservative’ central banker was supposed to provide the
theoretical foundation for this independence. Transparency is complemen-
tary to independence: ‘the old legacy of independence-through-secrecy
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and the new paradigm of central bank independence-cum-transparency’
(Geraats, 2002b, p. 15). The underlying rationale is that transparency is
an ‘incentive-compatible mechanism’ that prevents the government from
exerting pressure on the central bank. The public disclosure of the rule
or a monetary target makes any government manipulation observable,
and thus costly. The combination of these two properties should permit
the promotion of central bank independence.

In the credibility strategy, transparency is considered to be an improve-
ment vis-à-vis the alternative of mystique, secrecy and constructive ambi-
guity. However, a closer analysis reveals that it is not quite as simple as
this. Secrecy, in fact, was a strategy for a dependent central bank to gain
independence. When the central bank’s targets are implicit and its deci-
sions are not published in real time, the government has some difficulty
in making the central bank accountable. In this respect, transparency is
similar to secrecy. (Transparency and secrecy are therefore similar in their
common objective of independence.)

Ambiguities in the case for transparency

The credibility strategy is ambiguous because it continues to recommend
full transparency, while acknowledging that central banks could benefit
from a degree of ambiguity (Geraats, 2005). Transparency cannot be con-
sistently relevant because the underlying model used is itself not consist-
ent. The ‘correct’ model often fails due to the presence of uncertainty.
Therefore the credibility strategy is obliged to admit that there can be
limits to transparency:

transparency is not equivalent to complete certainty or perfect infor-
mation. For instance, in the case of monetary policy, the central bank
and the private sector could both face uncertainty about the structure of
the economy; but as long as both have the same information and are
aware of it, transparency prevails.

(Geraats, 2002a, p. 2)

In short, there is no longer a focus on complete transparency, but on a
more limited concept of the maximum possible transparency. The general
scheme for transparency in the credibility strategy is:

Natural rate of unemployment model – Unique mandate – Rule-based policy –
Rational expectations – Transparency– Commitment – Reputation –
Expectations anchorage – Credibility



There are several drawbacks to transparency. First, it appears that by
‘transparency’, the credibility literature analyses the preferences, incen-
tives, announcements and publications of the central bank, but is less able
to judge the economic effects of transparency, because of problems with
the underlying model.

Second, the credibility problem is not necessarily solved by greater trans-
parency. The basic assumption of the credibility strategy is that a central
bank with low credibility needs maximum transparency, while one with
high credibility does not need much at all. Why, then, has there been an
increasing amount of literature on transparency if ambiguity is the opti-
mal policy for a high credibility central bank? Moreover, the credibility
framework does not explain how to attain credibility. This literature can
explain the result (credibility), but not how credibility is formed, because
transparency alone does not produce credibility.

Third, it is difficult to understand why transparency is sometimes
regarded as an all-or-nothing state (central banks are either transparent
or they are not) and sometimes as matter of degree (how transparent are
they?). The conclusion is straightforward: transparency is not necessar-
ily a requisite for achieving credibility. ‘Is transparency necessary for cred-
ibility? Logically, the answer is no. A central bank that consistently delivers
low and stable inflation will have credibility even if it does not publicly
acknowledge that it is its goal’ (Thornton, 2002, p. 11). The disjunction
between credibility and transparency is easy to understand: in the cred-
ibility strategy, credibility comes from reputation, rather than transparency.
It is more a question of commitment than a question of communication
of the aims and intentions of the central bank.

Transparency in the inflation targeting regime

According to both central bankers and academics, the credibility strat-
egy is an outdated attempt to construct credibility (Blinder, 2000). The new
consensus is inflation targeting. In this transition from monetary to infla-
tion targeting in the 1990s, transparency has become a key component.

In inflation targeting, there is no ‘true’ model or rule and, consequently,
there can be no possible commitment to them. But the macroeconomic
consensus remains: according to New Keynesians and the New Neoclassical
Synthesis, price stability is the best strategy to obtain sustainable long-
term growth.

Transparency is a means of helping to maintain the commitment to
price stability, whereas in the credibility strategy the commitment was to
zero inflation. Transparency alleviates the credibility problem, not because
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of reputation, but because of the imperfect knowledge of agents. In the
credibility strategy, communication was unnecessary because agents sup-
posedly possessed a perfect knowledge of the economy. Their expect-
ations were formed by the ‘true’ model. In IT, with imperfect knowledge,
the model is partly given by the central bank, so that the latter can influ-
ence the agents’ expectations via its announcements and its communi-
cations. Hence, a defining characteristic of a transparent central bank could
be the situation of having all agents knowing that the central bank is
credibly committed to price stability.

Nevertheless, transparency is but a reformulation of the credibility
strategy and IT is simply an ‘old lady in new clothes’. IT pretends to be
concerned only with inflation, but the policy will also impact on output:
there is a severe lack of clarity. Transparency, understood here to be the
matching of deeds to words, is not respected: in other words, ‘Say what
you do, without doing what you say.’

The macroeconomic background for transparency in
inflation targeting

The credibility framework once again

In IT, as in the credibility strategy, transparency is seen as a solution to the
time-inconsistency problem (Mishkin, 2000, p. 1). Monetary policy is sys-
tematic, forecast-based or ‘rule-like’.2 It is not based on a strict rule, but a
‘state contingent’ rule or contract.The medium-term horizon of monetary
policy is not really concerned with the consequence of shocks, trade-offs or
lags. It is rather a product of the New Consensus in macroeconomics. Such
a ‘divine coincidence’ (Blanchard, 2003) assumes that, in the long run, sta-
bilizing inflation is equivalent to having output at its potential level. Price
stability and maximum sustainable growth are not conflicting objectives.

Transparency is not about unveiling the ‘truth’, but the commitment
to the consensus: namely, the importance of price stability. It is a new ver-
sion of the credibility strategy, and defines price stability by a particular
inflation target which is seen as superior to the earlier aim of zero infla-
tion as the optimal outcome. There is no obligation to achieve a unique
objective, but the prioritization of the various goals remains imperative for
clarity. The failure to give price stability top priority will result in a lack
of transparency.

Transparency and the expectations transmission channel

The main transmission channel of IT is inflation expectations. It is a chan-
nel, and not a mechanism, because of uncertainty. The central bank does
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not perfectly control inflation, but it can anchor inflation expectations
that in turn determine inflation. Transparency is thus aimed at ‘shaping’
or ‘fostering’ the public’s expectations. Inflation forecasts are the major
components of this transparency which aims at perfect predictability. With
transparency, all agents have the New Neoclassical Synthesis in mind
when they form their expectations by what is known as the ‘common-
knowledge’ assumption.

Unlike the credibility literature, the IT approach investigates the eco-
nomic effects of transparency:

1 It helps the central bank to achieve its objective at lower costs and
thus lowers the sacrifice ratio. Transparency also helps to obtain the
same economic result with a lower interest rate.

2 It gives the central bank more flexibility to respond to shocks in the
short term, because transparency anchors inflation expectations in
the medium term.

3 Transparency reduces financial market volatility by reducing the cen-
tral bank’s private information. It increases the accuracy of agents’
forecasts by facilitating the inference process from the central bank’s
actions. By reducing uncertainty in the markets, it improves social
welfare.

Transparency and responsibility as twin notions

The central bank is responsible for its performance solely in terms of
controlling inflation. In the extreme case of the Reserve Bank of New
Zealand, the Governor can be fired if he does not meet the inflation tar-
get. The target is a quantification of what constitutes price stability (i.e., a
specified numerical rate of inflation). The announcement of the inflation
target is the key element of transparency. The central bank’s perform-
ance can be judged in terms of it meeting this objective and from this it
is possible to observe its commitment to price stability (Walsh, 2002).

In IT, it is generally asserted that transparency is not an independence
enhancement, but the corollary of independence. In a check and bal-
ance approach, transparency counterbalances independence, yet the rela-
tionship between independence and transparency is unclear. The inflation
target is determined by democratic authorities, so that the independ-
ence of the central bank lies only in its choice of the strategy and instru-
ment setting to achieve the target. The central bank has instrument
independence, not goal independence. However, the public disclosure of
the inflation target makes the central bank the sole body that is respon-
sible for achieving this. Thus there is a duality.
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On the one hand, transparency is different from that in the credibility
strategy. There is no political independence, as the target is defined by
the government and in this way the autonomy of the central bank is
limited to the choice of instrument in achieving this. Transparency is a
consequence of the emphasis placed on democratic accountability. On
the other hand, IT promoters provide a second argument which is close
to that found in the credibility strategy, because it is based on the political
independence of the central bank. They consider that the transparency
given by the explicit inflation target provides an element of independ-
ence of the central bank, as it would reveal any attempt by the govern-
ment to create ‘surprise inflation’ by making any such move obvious.
For the government, the transparency of the target is an incentive to
keep to its announced policy. With transparency, the target announce-
ment becomes credible, because it is publicly disclosed.

Transparency in practice: a policy framework for the
commitment to price stability

IT is based on two pillars: (1) the policy framework; and (2) a communi-
cations strategy. Together the two pillars provide a strategy of ‘constrained
discretion’. In the famous rule versus discretion debate, IT provides a
revolutionary third approach. It suggests that there is not a dichotomy,
but rather a dialectic. Transparency contributes to the synthesis of ‘rules’
and ‘discretion’. It is supposed to offer, at the same time, a commitment
to the inflation target (the constraint) and the ability to deviate from this
target (the discretion), giving constrained discretion. In IT language, trans-
parency improves the incentive to pursue price stability, while providing
the flexibility to respond to shocks.

By abandoning secrecy for transparency, central banks that adopt IT
now ‘talk’ (the second pillar). ‘Talk’ comprises various forms of communi-
cation to the public, such as inflation reports and inflation forecasts. It
differs from the credibility strategy in that the latter is averse to this type
of communication.

In IT, communication is strategic insofar as it aims to manipulate infla-
tion expectations in order to maintain price stability. Transparency intends
to show agents that any deviation from the inflation target is not syn-
onymous with an inflationary bias. Any such deviations do not result from
the incentive on the part of the central bank to inflate the economy, but
as a response to unexpected shocks.

In short, transparency acts as an enforcement mechanism that
makes the commitment to controlling inflation credible. Transparency
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may be viewed as the credibility strategy revisited in the following 
manner:

Announcement (inflation target) – Commitment (to price stability) –
Enforcement (transparency)

Transparency and uncertainty

Central bankers practising IT claim that uncertainty is crucial. Flexibility is
required in order to respond to unforeseen contingencies. Flexibility means
that the inflation target has to be achieved not in the short term, but
only in the medium-term. In the short run, there are deviations of observed
inflation from the inflation target. These deviations are gradually reduced
in order to take into account the sacrifice ratio produced by the Taylor trade-
off (Taylor, 1996) between the variance of output and inflation. It radically
differs from the credibility strategy which recommends the instantaneous
reaction of policy to the occurrence of deviations to maintain credibility.
This is because disinflation is a ‘free lunch’ with rational expectations.

The enigma of transparency is how it reduces uncertainty. Is it a result
of the credibility and commitment to the price stability that it generates?
Or does it anchor expectations through explanations of the deviations
that occur from shocks? This is the crucial question for the communications
strategy. Should transparency be about the commitment to the inflation
target, or about the inflation target itself? Put differently, in the case of
large deviations of the inflation rate from its target, should the commitment
to an announced target that is no longer credible be kept, or should the
target be changed?

If IT follows the credibility strategy, the answer is the transparency of
the commitment is what is important; that is to say, attempting to main-
tain the announced target, even if it is unachievable. In practice, central
banks prefer to change the target. In some parts of the world there are even
procedures to change the inflation target, especially in Brazil; and Mishkin
(2004) approves of this. The surprising result is that the advocates of IT
consider that credibility is sometimes produced by such changes, and not
by sticking to the target. Shocks may have to take priority over price stabil-
ity; the priority is no longer placed on price stability, which is time-varying.

Inflation targeting: limited transparency

The existence of symmetric information between the central bank and the
agents is a basic assumption of the credibility strategy. It contrasts with
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IT supporters who recognize that this is unfeasible, mainly due to the
effect of pervasive uncertainty. In IT, transparency is intrinsically limited.

The folk wisdom: ‘do what you do, but do not talk about
growth or unemployment’

In IT, transparency means exhibiting a commitment to price stability.
Multiple goals remain the ‘dirty little secret’ (Mishkin, 2004). Faust and
Henderson (2004, pp. 23–4) point out that IT pursues the traditional
selective communication of central banking: ‘they do what they do, but
only talk about inflation’. Blinder (2002, p. 32) asserts that: ‘In truth,
however, the concerns about employment are typically unstated and often
hidden – a clear violation of transparency.’

That there is a unique mandate for price stability is a fallacy. The
notions of ‘flexible’ or ‘judgemental’ inflation targeting clearly indicate
that there is a hierarchical or even a dual mandate. There are multiple goals
such as targeting inflation, output, unemployment. This lack of trans-
parency on the output goal is not understandable in light of flexible IT
which places an emphasis on a short-run Taylor trade-off and the related
gradual path of return to the inflation target. IT has found a solution to
this problem. It is necessary to abandon the discussion on short-run trade-
offs and multiple goals by focusing on the medium term and its unique
goal of controlling inflation.

This discord between theory and practice is a source of opacity: ‘in
particular that inflation targeting usefully enhances the transparency of
monetary policy are not just unproved, but false. To the contrary, as actu-
ally practised, inflation targeting is a framework not for communicating
the central bank goals but for obscuring them’ (B.M. Friedman, 2004, p. 2).

Inflation targeting’s transparency problem: can there be
too much of a good thing?

The chief problem of IT lies in discussing the limits to transparency.
Transparency about what and how much? What is the equilibrium degree
of transparency (Faust and Svensson, 2000b)? This problem emerges from
the contradiction between transparency and uncertainty. Transparency
cannot be achieved via three-year inflation forecasts, such as the Reserve
Bank of New Zealand provides, due to the existence of unpredictable
shocks. It is not feasible to seek transparency by publishing the true model
of the central bank, as it does not exist. It is unrealistic to be transparent
with respect to a targeting rule that requires an extensive use of judge-
ment. The Bank of England is the most provocative about the limits to
transparency: ‘There is surely information relevant for policy-making
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that is simply incapable of being put in the public domain’ (Vickers,
1998, p. 370).

Expectations: management and manipulation

The lack of transparency on the goal for the level of output in IT can be
attributed to the strategy for the management of expectations. The lat-
ter comes from the New Keynesian consensus underlying IT. The new
Phillips curve indicates that the lower the future inflation is expected to
be, the lower inflation actually is and thus the higher will be the actual
output, relative to its potential level. IT has an incentive to make agents
believe that inflation will be low in the future.

Transparency attempts to separate inflation expectations from observed
inflation. Put differently, inflation expectations should be shaped by the
central bank’s tactics to accommodate the shock, and not by the current
level of inflation produced by the shock (Van Der Cruijsen and Demertzis,
2005, p. 15).

Due to uncertainty, shocks and deviations, transparency is not a static,
but a dynamic, anchorage. It is not an ‘expectations anchorage’, but a
means of ‘expectations management’ (Woodford, 2004, p. 3). Trans-
parency helps to ‘educate’ the public (Bernanke et al., 1999) about the
shocks and the return path to the inflation target. But, in the most recent
analysis, this type of management is a new solution to an old question:
namely, the search for a nominal anchor for expectations.

One of the most important elements of transparency is the publica-
tion of forecasts. These explain the tactics required to return to the tar-
get within a given optimal time horizon. Yet, inflation forecasts are not
sufficient to affect expectations if they do not involve the revelation of
the underlying model of the economy from which they are produced: ‘the
forecast simply is not enough’ (Posen, 2002, p. 120). IT cannot be trans-
parent in this way, for it claims that there is no ‘true’ model of the economy
and because policymaking requires judgment to be used in the forecasts.
The transparency task is even more complicated if IT reveals its multiple
goals.

The management of expectations achieved through transparency rests on
a reductio ad absurdum of policy making. Central bank transparency could
be viewed as manipulation, and not just as expectations management:

When the central bank in fact has multiple goals but quantifies only
one – indeed, when it refuses to talk explicitly about any of the other
except in terms of how they bear on the achievement of that one, as is
normally the case under inflation targeting – one is entitled to suspect
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that the motivation is not just to manage the public’s expectations
but to manipulate them.

(B.M. Friedman, 2004, p. 8)

In IT, a hysteresis problem appears in so far as IT remains model-based.
In this respect, IT still has one foot inside the credibility camp. On
microeconomic grounds, IT vacillates between rational expectations
and adaptive learning. On macroeconomic grounds, the natural rate of
unemployment and long-run neutrality of money remain key assump-
tions of the underlying theory.

Transparency is ambiguous because there are contradictions in the
macroeconomic framework of IT. It insists that there is no ‘true’ model
of the economy, while it is committed to the New Neo-Classical Synthesis
and its price stability. This kind of transparency eludes the debate as dis-
cussion is concerned with conformity to the consensus and expectations
theory, but not about the consensus itself.

The conclusion is clear: with transparency, the policy framework hides
the macroeconomic foundations. The institutional design of transparency
produces an institutional commitment to price stability that masks the
theoretical commitment.

The confidence paradigm: openness rather than
transparency

The turning point in monetary policy towards the emphasis on confi-
dence took place in the 1990s (McCallum, 1995, 1997). It marked a break
with the credibility literature. Time inconsistency and credibility prob-
lems are no longer considered to be relevant issues. What matters is con-
fidence. Here, the basic assumption is not central bank deception, but
trust. The relationship between the central bank and the heterogeneous
agents is not a game of deception, but of confidence. In common lan-
guage, central banks ‘say what they do and do what they say’.

In the confidence approach to monetary policy, uncertainty is the defin-
ing characteristic of the policy environment; so that the central bank can-
not be fully transparent due to unpredictable shocks. The question of the
optimal degree of transparency has no relevance for two reasons. First, it
is not a question of the degree, or the extent the central bank can be
transparent; it is simply transparent or it is not. Second, due to the macro-
economic foundations (the existence of radical uncertainty, and no true
model) central banks cannot be transparent.

The confidence paradigm talks about openness rather than transparency.
Openness is broadly promoted by central banks, with the Fed taking a
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leading role. The confidence school investigates both the economic and
democratic dimensions of openness, but we will first discuss the confi-
dence regime.

Openness and the 3C Strategy

In the credibility strategy, there is assumed to be a single true economic
model of the economy, with an exogenous theory of money.

In marked contrast, in the confidence strategy, money is endogenous.
Openness means that monetary policy is also endogenous, i.e., it is pro-
duced by an interaction between the central bank and the agents. 
Co-ordination on monetary policy is not given but it is constructed.
Based on a communication strategy, openness is the will to build a consen-
sus on monetary policy through a common understanding between the
central bank and the agents: ‘A clear understanding of the policy process
builds confidence’ (Bell, 2005, p. 5). It is the 3C strategy: Communication –
Common understanding – Confidence.

Openness and communication

In the credibility strategy, with transparency and common knowledge,
there is a limited need for communication through explanation. Put sim-
ply, action is the best way to achieve reputation. The issue of communi-
cation, that is to say, the relationship between the agents and the central
bank is neglected. It is clear in the game-theoretic approach to common
knowledge and the famous prisoners’ dilemma; agents do not talk.

In the confidence strategy, however, communication matters. It plays a
role in the construction of a common understanding. The central bank
has to be open to discussion to convince agents. The monetary policy is
the production of an interactional learning process between the central
bank and the agents, based on language (Winkler, 2002, p. 423),

Openness is part of the solution to the signal extraction and co-ordination
problems. Communication becomes a critical issue because heterogeneous
agents can have different interpretations of the central bank’s actions
that lead to multiple equilibria. Communication allows for the elimination
of this equilibrium selection problem by allowing an interactional learning
process.

Openness is related to communication that conveys explanations, not
the revelation of the ‘truth’. Openness and clarity in the motivations of
central banking decisions are revolutionary ideas in central banking.
This explanatory imperative is embedded in a communications frame-
work, which is not rule-based.
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In IT, transparency is presented as a process of inferring the central
bank’s intentions, whereas openness means that the central bank itself
provides explanations, leading to a process of understanding. Commu-
nication should contain relevant information, i.e., making the central bank
understandable to the general public. There are three characteristics of
comprehensive explanations: (i) extensive explanations (‘explaining more
for greater understanding’);3 (ii) clear explanations; and (iii) forward-
looking explanations, that is, should provide a representation of the future.

Openness: the construction of a common understanding

In the credibility strategy, transparency works because agents cannot agree
to disagree. They interpret the same information the same way because
they have rational expectations and form their expectations with the same
economic model in mind. Transparency is efficient due to the efficient
market hypothesis and enhances the efficiency of the economy since it
restores the perfect information environment that was destroyed by the
central bank’s private information.

Common knowledge is synonymous with complete information. In
game theory, agents do not ‘talk’ as they are supposed to know enough
for co-ordination. They both know the ‘true’ model of the economy and
can also anticipate the central bank’s actions (rational expectations). In
this stylized model of transparency characterized by quasi certainty,
the co-ordination of the central bank’s decisions is automatic as agents
are homogeneous. Transparency is a public disclosure that increases
the co-ordination power of common knowledge. The combination of
common knowledge and transparency leads to a state which approaches
a situation of perfect information. There is no need for common under-
standing because agents know all they that they need to know for their
expectations formation.

In contrast, the confidence strategy considers that monetary policy is
embedded in a radically uncertain environment. The formation of private
expectations according to central bank signals is not automatic. The
signal extraction comes from understanding (interpretation), not from
knowledge (induction). To form their expectations, agents do not need to
know, they need to understand. Agents can know without understanding
monetary policy decisions. If they do not understand, it is unlikely that
agents would form their expectations upon monetary policy. Transparency
or common knowledge does not require the central bank to be clear.
Transparency is the opposite of secrecy, not of ambiguity.

The expectations formation is not a unilateral process stemming from
the central bank or a derivation from a unique model of the economy. It
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is rather a mutual scheme that implies that agents are capable of inter-
pretation. Common understanding is a mutual and shared comprehension
of the economic environment explaining the central bank’s actions. It is
defined as ‘how much the strategy is interpreted and understood in the
same way by the central bank and the public’ (Winkler, 2002, p. 413).

When common understanding has been reached, agents can interpret
the central bank’s decisions. They can understand and validate (or not)
short-term tactical deviations from the medium-term strategy. Common
understanding makes the public a partner in monetary policy making.

The economics of openness

Why a central bank cannot be, and should not be, transparent

Central banks should not be transparent since total transparency can lead
to a counterproductive reflexivity between the central bank and the finan-
cial markets. Unlike the credibility strategy that insists on the independ-
ence of the central bank from political authority, openness highlights
the importance of independence from financial markets: ‘this, of course,
is not to say that a central bank will never surprise the market. As I men-
tioned earlier, the most important task of a central bank is to get mon-
etary policy right. At times, getting policy right will involve taking action
unexpected by the market – for example, in its timing and magnitude’
(Ferguson, 2001, p. 5). In the confidence strategy, ‘surprise’ does not mean
deception. Surprise is used to signal a shock, loud and clear, as well as
structural or unforeseen changes in the strategy. Surprise is also intended
to quickly transmit information to the markets.

Openness and the question of confidence

A crucial issue is the connection between the official short-term rate and
the market-based long-run rate of interest. It is the latter that regulates the
economy, making the central bank a statue with feet of clay as it is ineffec-
tive without the agents’ support. The central bank is not a high-powered
institution that totally controls inflation, expectations, and the economy
in general. It has to work with the agents, as it cannot work against them.

What matters is to convince players that the central bank’s actions are
relevant, so that market participants accept and co-ordinate themselves
according to monetary policy decisions:

If the monetary policy can be more open about what it is doing and
why and about how it perceives the economic outlook, then market
participants can improve their expectations of future short rates,
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bringing the interest rates and financial prices that matter most for the
economy closer into alignment with the intentions of the central bank.

(Ferguson, 2002, p.2)

In the credibility strategy and IT, transparency is an attempt to anchor
inflation expectations in order to neutralize the expectations transmission
channel. In marked contrast, the confidence strategy is inefficient if the
channel does not work. Communication with agents is aimed at operat-
ing on the linkage between the official interest rate and the market inter-
est rate and beyond to shape the whole yield curve. Openness is related
to the expectations theory of the term structure. Openness exploits the
expectations channel in favour of flexible inflation expectations. Indeed,
it is widely admitted that long maturities of the term structure, i.e., long-
run rates, are largely determined by inflation expectations. Movements
in the long-run rate imply that inflation expectations are flexible, not
anchored. Openness is aimed at creating an ‘expectations accelerator’:
the public’s expectations strengthen the policy transmission channel
and shorten policy transmission lags.

Openness, uncertainty and efficiency

With radical uncertainty and unpredictable shocks, it is not easy to believe
in the existence of a ‘true’ model of the economy. Similarly, the goals of
the central bank are open to discussion. There is a dual mandate, not a
unique or a hierarchical mandate. Depending on the state of the economy,
the central bank weighs up the risks and prioritizes the prominent object-
ives. Monetary policy is goal symmetric, there is a priori no priority amongst
final objectives.

Regarding the definition of price stability, no number is placed on the
target rate of inflation as it is time-varying. In accordance with Greenspan,
the confidence strategy develops an expectational and psychological
theory of price stability. In order to limit the sacrifice ratio and facilitate
the understanding of the central bank’s actions, a gradualist approach is
required. As with IT, there is a medium-term strategy, with a short-term
tactic to accommodate shocks. Such flexibility and discretion make a rule-
based or rule-like monetary policy non-feasible. It does not generate a
credibility problem if agents understand and validate the central bank’s
strategy and tactics. This means that while in IT the sacrifice ratio is
reduced by the transparency of the medium-term commitment to the
inflation target, in the confidence strategy it is reduced by a common
understanding between the central bank and the agents about the goals
and strategy of monetary policy.
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The politics of openness

The politics and economics of openness are not conflicting but comple-
mentary. Politics is an integral part of economics. It insists on the regu-
lation imperative in a democratic society: statutes of delegation make it
mandatory to regulate the economy in accordance with the democratic
mandate. This is the meaning of ‘policy’ in monetary policy. It is not
considered democratic to hide the real objectives of monetary policy from
the public (cf. the situation in IT), in the name of a particular economic
model. The dual mandate is intimately related to democratic principles.
The choice of objectives is a basic principle of democracy that is not
available with a unique or a hierarchical mandate.

Openness and legitimacy

In the credibility strategy, central banking is a technical affair. Central
bankers are the experts that obtain their legitimacy from their under-
standing of the true economic (natural rate of unemployment) model.

The confidence strategy proposes a different approach. Openness, how-
ever, has to be perceived as a general characteristic of democracy. Openness
makes the actions of the central bank consistent with democracy. The
politics of openness is the quest for the construction of legitimacy. In a
representative democracy, legitimacy comes from elections. Since cen-
tral bankers are not officially elected, they obtain their legitimacy through
subservience to elected representatives, and also by explanations to the
public. Openness is a way to convince the public, through a deliberative
process, that the central bank is consistent with its democratic mandate.
A central bank practising openness in a democratic society might be called
‘communicational’.4

Openness and governance

Most central banks use the concept of ‘governance’, not ‘independence’.
This fact sheds light on the political turning-point in monetary policy at
the end of the 1990s. After the collapse of the natural rate of unemploy-
ment model, monetary policy legitimacy now comes from a democratic
authority. Full independence is now rejected. There is no isolation from
political pressure, but instead there are relationships with elected repre-
sentatives. In governance, there is no separation of power, but a delegation
of power to the monetary institution. It is not a de-politicization, but a
re-politicization of the monetary policy.

Openness embodies the idea that the central bank must now be open
to discussion with elected representatives. Openness is a reminder that

64 Transparency vs Openness in Monetary Policy



central bank is first and foremost a democratic institution that belongs
to the public. The central bank has a role to play in society. It is an institu-
tion that regulates social conflicts regarding the distribution of wealth.
This political task implies that the central bank cannot be free of all
democratic control. Governance aims at organizing the democratic
embeddedness of the central bank with accountability procedures.

Openness and effective democratic accountability

Contrary to transparency, openness does not mean that the achieve-
ment of the inflation target can necessarily be verified. Openness ‘is to
open the central bank to public scrutiny in relation to the exercise of a
delegated power’ (Archer, 2005, p. 2). The political subservience of the
central bank is the result of effective democratic accountability. It implies
two elements. First, that the central bank is accountable to elected repre-
sentatives for its mandate; and, second, that the central bank has to take
into account the claims of elected representatives. Accountability is effective
if the central bank remains subservient to the elected representatives
from which it receives its mandate. Elected representatives can change
the mandate, and punish the central bank. The Fed is a ‘creature of the
Congress’ (Meyer, 2000, p. 6), and not a creature of economic theory.

Openness to accountability is an obligation for the monetary author-
ity: ‘It cannot be acceptable in a democratic society that a group of
unelected individuals are vested with important responsibilities, with-
out being open to full public scrutiny and accountability’ (Greenspan,
1996, p.4). Accountability cannot be achieved through the transparency
of a rule or inflation target. It is based on explanations of how the strat-
egy is consistent with the legislative mandate:

Central bank openness allows the public and its elected representa-
tives to make informed judgments and constructive criticisms about
policies made by its central bank and to assess economic outcomes
relative to the specified long-run objectives.

(Ferguson, 2002, p.2).

Conclusion

The three monetary policy strategies (the credibility strategy, IT and the
confidence strategy) all agree on the idea that transparency increases the
central bank’s level of effectiveness. But a problem arises because the strat-
egies disagree about what is the correct policy action. This disagreement
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is important because it leads to radically different viewpoints on trans-
parency (see Table 4.1). Resulting from this disagreement is the distinction
between transparency (credibility strategy and IT) and openness (confi-
dence strategy).

The credibility strategy. This is based on the assumption that the ‘cor-
rect’ policy action is based on the ‘true’ model of the economy (the
Friedman/Lucas synthesis). Transparency is the revelation of the true
model. Avoiding time inconsistency requires transparency, i.e., the explicit
rejection of the traditional Phillips curve: there is no trade-off between
inflation and unemployment. There is no co-ordination problem among
agents as they have common (perfect) knowledge. This implies that they
all know the correct model of the economy. Transparency is associated
with a rule-based policy – in other words, a rule that derives from the
model. Transparency also consists of the announcements and publications
of the central bank. We cannot talk about openness because the ‘correct’
action is not open to discussion. That is why there is no communication
between the central bank and the agents. The credibility strategy’s approach
to transparency is best conveyed by the expression ‘do the right thing, and
all will be clear’.

Inflation targeting. There is no ‘true’ model of the economy due to
the presence of uncertainty. The central bank has to provide the ration-
ale for its policy framework and its decisions. Transparency is aimed at
showing that the central bank is pursuing the ‘correct’ policy. Commu-
nication becomes a critical issue. The communication problem arises for
a number of reasons. First, as there is no natural ‘correct’ action, there is
a need to show the relevance of the central bank’s actions. Second, due
to uncertainty, there are unforeseen contingencies that generate short-
run tactical shifts in the medium-term strategy. These changes ought 
to be justified in order to keep inflation expectations anchored. Since
shocks generate deviations from the inflation target, transparency intends
to show that these are not due to time-inconsistency, but to a tactic to
keep to the inflation target in the medium term. Third, the absence of a
‘correct’ model and the presence of uncertainty make it impossible to
propose a rule-based monetary policy and a fortiori rule-based transparency.

The management of expectations is achieved by a communications
strategy. There is no longer common knowledge, but rather adaptive
learning. Nevertheless, because it is partly based on the outdated cred-
ibility literature, IT has an unclear theory of transparency. The question
is how to be transparent when there is no ‘correct’ action. When there is
uncertainty, how can you reveal a ‘correct’ model that does not exist?
This paradox emerges because IT contains parts of the Friedman/Lucas
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Table 4.1 Transparency in the different monetary policy regimes

Credibility strategy Confidence strategy

‘Soft’ confidence strategy. ‘Hard’ confidence strategy.
Inflation targeting regime: Confidence strategy:

Transparency problematic Transparency problematic Openness problematic
1. Disclosure: ‘do the right thing, 1. Publicity: ‘Do what you do, but talk 1. Openness: ‘say what you do and do

and all will be clear’. only about inflation’. what you say’.
2. Credibility enhancement. 2. Nominal anchor. 2. Democratic legitimacy, economic 
3. Institutionalization of a 3. Institutionalization of a common efficiency.

stability culture. definition of price stability. 3. Institutionalization of 
4. Commitment to the natural rate of 4. Reduction of the imperfect knowledge prosperity and democratic cultures.

unemployment model. of the economy. 4. Arbitration of social conflicts.
5. Unique mandate for price stability. 5. Clear prioritization of the objectives 5. No prioritization of the objectives 
6. To solve the problem of asymmetric of the hierarchical mandate: primacy of the dual mandate.

information between the central to price stability. 6. Understood as an attempt to build a
bank and the agents. 6. Understood as an attempt to build a common understanding between

7. Transparency as a solution to time common knowledge of the announced the central bank and agents about
inconsistency problem. target as a nominal anchor. the strategy and objectives.

8. Solution to the credibility problem. 7. Solution to signal extraction and 7. Solution to the co-ordination 
intentions inference problems; and to problem.
the credibility/flexibility dilemma. 8. Solution to the problem of the 

8. Recommendation of the forward- statute with the feet of clay.
looking aggregate supply curve.

Transparency analysis Transparency analysis Openness analysis
1. Connection of both central bank and 1. De-connection between inflation 1. Acceptation and co-ordination of 

agents on the natural ‘true’ definition  expectations and measured agents on central bank strategy, 
of price stability. inflation. tactic and objectives.

(Continued)
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Table 4.1 (Continued)

Credibility strategy Confidence strategy

‘Soft’ confidence strategy. ‘Hard’ confidence strategy.
Inflation targeting regime: Confidence strategy:

2. Pre-commitment technology to price 2. Policy framework to pursue primarily 2. Deliberative process to construct a 
stability as a unique mandate. price stability defined by the inflation consensus.

3. Enforcement mechanism of zero target. 3. Obligation to be consistent with the
inflation. 3. Enforcement mechanism of the. democratic mission.

4. Public disclosure of private announced inflation target. 4. Explanation of how the strategy is
information and of monetary 4. Communications strategy that consistent with the mandate.
control errors. gives the rationale for deviations 5. Discussion about the more 

5. Revelation of the central bank’s from the inflation target. prominent risk in the economy, and
preferences and type. 5. Exposition of the short term tactic the implied policy priority.

to return to the medium term strategy.

Transparency policy Transparency policy Openness policy
1. Optimal transparency: Full or 1. Limits to transparency, optimal 1. Limits to openness: uncertainty, 

maximum transparency. degree of transparency, equilibrium understanding and independence 
2. Transparency as an independence degree. towards markets.

enhancement and a substitute for 2. Transparency as a qui pro quo for 2. Openness as a way to be 
accountability. independence. accountable.

3. A yardstick for scrutinizing the 3. As a benchmark for monitoring 3. As procedures to make monetary 
credibility of the announcement. central bank performances. policy consistent with its legislative 

4. An incentive compatible mechanism 4. As a focal point and a nominal mandate.
5. Conformity to the ‘true’ model. anchor. 4. As a focal point, a co-ordination 
6. Permits monetary policy free lunch. 5. Predictability. standard, a consensus.

6. Reduces the sacrifice ratio, allows 5. Clarity and understandable.
for more flexibility to respond to 6. Discussing trade-offs in order to 
shocks. gain more flexibility to respond to 

shocks.



synthesis (i.e., rational expectations). It is no longer rule-based, but remains
model-dependent within the New Keynesian or New Neo-Classical
Synthesis. It holds that price stability must be the unique goal. Trans-
parency then becomes a commitment to the new consensus. It is an ‘old
lady in new clothes’.

This position leads to an ambiguous case for transparency in mon-
etary policy. IT promotes both ambiguity and transparency and is con-
tradictory because its theoretical definition of the ‘correct’ action is only
concerned with targeting inflation, while in practice the central banks
action also focuses on growth or unemployment. It pretends there is
unique mandate, while it has hierarchical or even a dual mandate. In IT,
transparency is identified as ‘say what you do, but don’t do what you say’.

The confidence strategy is based on the idea that there is no natural
‘correct’ action and it is open to discussion; that is why we talk about open-
ness. Monetary policy becomes a ‘deliberative process’ (Ferguson, 2002,
p. 4) that consists in an interactional learning process between the cen-
tral bank and the agents. The general scheme of confidence is the 3C strat-
egy: Communication-Common understanding-Confidence. Openness is
not a goal, per se. It is aimed at enhancing action. The confidence para-
digm places priority on action. Communication cannot be a substitute for
action. To sum up, ‘actions speak louder than words’, but ‘actions and
words likely speak louder than actions alone’ (Thornton, 2002, pp. 11–12).

Communication remains a crucial issue because the central bank can-
not control inflation totally. ‘Words’ do matter after all. The central bank
is not a high-powered institution (as in the credibility strategy), but a statue
with feet of clay. It needs the support of the public to be effective. Com-
munication is a difficult task because agents are assumed to be no longer
characterized by rational expectations but are capable of making differ-
ent interpretations. Openness is aimed at avoiding the misinterpret
ation of the central bank’s signals. Communication does not reveal all the
information because agents do not need to know everything; rather they
need to understand. Furthermore, openness strives to build a common
understanding between the central bank and the agents, and not com-
mon (perfect) knowledge.

Openness suits central banking practice better than transparency,
which seems to be an inappropriate application. Central banks are not
literally transparent because they cannot be. Full transparency could be
counterproductive. The Fed is a prototype of this evolution of central
banks towards more openness. Before, ‘Fedspeak’ corresponded to the
enigmatic and esoteric art of the Fed. This ‘mystique’ culture of central
banking disappears in the confidence paradigm. Nowadays, ‘Fedspeak’
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(Bernanke, 2004) means clear and extensive communication of the Fed’s
actions.

As a consequence, if there is a revolution in central banking thinking.
It is not moving from secrecy to transparency, but rather from absent or
cryptic explanations to clear and extensive explanations. It is a revolu-
tion from mystique to openness.

Notes

1 Quoted in The Financial Times, 5 October 1998.
2 ‘Behaviour is that in selecting interest rate (or other instrument) settings

month by month, the central bank is systematic in its responses to prevailing
conditions and also forward-looking enough to abstain from attempts to
exploit existing inflationary expectations’ (McCallum, 1996, p. 107)

3 Ricoeur (1985, p. 37)
4 It is related the communicational theory of Habermas (1987).
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Introduction

In Keynes’s General Theory, the ‘monetary authorities’ are considered to
act as a deus ex machina: they should resolve all the problems regarding
the creation and control of money. The banking system and financial insti-
tutions are analysed solely in terms of central bank activities.1 The supply
of money is fixed exogenously by the central bank. An endogenous the-
ory of the demand for money co-exists with an endogenous theory of
the interest rate (liquidity preference).2

Most Post Keynesians prefer to think of an endogenous money supply,
determined by the demand for funds in the banking sector. They then use
an exogenous theory of the interest rate: a short-term rate fixed by the
monetary policy of the central bank. This ‘horizontalist’3 approach was
developed by Moore (1979) and Kaldor (1985). ‘Horizontalism’ views banks
as intermediaries between the central bank, which fixes the price of money,
and borrowers, who adjust their demand according to industrial, commer-
cial and financial needs. However, in this case there is no place for Keynes’s
theory of liquidity preference and for his ‘finance motive’ (Keynes, 1937).

For other Post Keynesians (Kregel, 1984; Le Heron, 1984, 1986, 2002;
Wray, 1989, 1992), private banks can impose a monetary constraint inde-
pendently of the central bank, in that they are producers of money within
a framework of fundamental (non-probabilistic) uncertainty. By their
own anticipation of effective demand, commercial banks can influence
growth and employment. While the money supply cannot be higher

* I would like to thank Roy Rotheim and John McCombie for helping me with the
translation.



than the demand for it, it can be lower and thus restrain demand. Under
the influence of the central bank and the effective demand of entrepre-
neurs, the money supply and the interest rate are endogenous; they are
largely determined by banking behaviour. These considerations require
that the liquidity preference of banks should be integrated4 into the Post
Keynesian framework.

In my previous work, I have tried to make Keynes’s approach (endogen-
ous money and theory of liquidity preference) compatible with an
endogenous theory of the money supply. For that purpose, the principle
of liquidity preference is generalized to encompass a competitive bank-
ing framework. It is important to understand the reason for monetary
rationing: that is to say, a ‘desired scarcity’ of finance.5 The behaviour of
private banks determines the supply of money and, to a certain extent,
the long-term interest rate. This application of liquidity preference to com-
mercial banks allows us to preserve the main part of the Post Keynesian
theory of money: namely, that the demand for money is endogenous6

and the short-term interest rate is exogenously determined.
From an examination of the theory of bank liquidity preference, the

following phenomena become apparent:

1 There can be an insufficient supply of money: that is to say, a supply
that is lower than that which is demanded by firms. Banks can worsen
unemployment by rationing the financing of demand and, hence, by
slowing down growth.

2 Endogenous long-term interest rates are determined not only by mon-
etary policy (by exogenous short-term interest rates and anticipated
inflation), but also by the behaviour of private banks in periods of
uncertainty, so the liquidity preference of banks influences long-term
interest rates.

3 In a global economy with strong financial markets, well-structured
accounting practices of banks often become essential.

4 Banking and financial instability often explain economic cycles and
their crises (Minsky, 1975).

The purpose of this chapter is to analyse the consequences of a monetary pol-
icy shock on the behaviour of banks and so on the level of money supply.

The channels of transmission of monetary policy originate in changes
in the short-term interest rate. Usually, the focus is on the links between
monetary policy and firms or households. Banks are considered merely
as the ‘drive belt’ of these fluctuations in interest rates and are assumed to
have a neutral effect on the process.
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Nevertheless, banks, which may be regarded as entrepreneurs in the
money production process, are also subjected to monetary shocks. Their
reactions modify the quantity and the structure of financing, as well as
having a significant effect on the determination of long-term interest
rates. Banking behaviour can amplify a recession or affect the growth of
the economy. A monetary policy shock can also induce solvency and liq-
uidity crises in the banking system and these crises can spread throughout
the whole economy. On the one hand, there is uncertainty; yet, on the
other hand, the financial structures of banks play a prominent part in
our understanding of the consequences of a particular monetary policy.

In an attempt to understand how banking behaviour can lead to the
deterioration in the global economic situation, this chapter tries to clarify
the dynamic process between monetary policy and the banks. Even if, 
as in the Post Keynesian approach, the anticipations of entrepreneurs
remain the most fundamental element in the economic process, the gen-
eralization of liquidity preference to include that of the banks – and so
the effect of their anticipations – can provide a further explanation of
the causes of involuntary unemployment. Monetary policies, then, can
be a release mechanism for the difficulties faced by banks in light of mon-
etary shocks. With fundamental uncertainty, the ‘artless optimism’ of
standard Keynesian policies becomes untenable.

First, we generalize liquidity preference to include the commercial
banks in order to determine their role in the financing of the economy.
Second, we examine the transmission channels of a contractionary mone-
tary policy on banking behaviour to understand the dynamic process
that occurs between the monetary policy of the central bank and the
reactions of the commercial banks.

Liquidity preference generalized to private banks

All production must be financed. However, current production is financed
by the working capital of entrepreneurs (from retained earnings) and by
funds contracted from the banks and rolled over at the current rate of
interest. These two factors constitute a shock absorber to possible mon-
etary rationing by banks. These credits and short-term securities ‘disap-
pear’ within the period of production. We therefore do not need to take
them into account in analysing banking behaviour, unless, of course,
banks choose either to cut off the funds or renegotiate the terms on which
they are loaned.

Furthermore, for simplicity’s sake, we consider that households have a
constant liquidity preference. We are essentially limiting our study to the
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effects that monetary policy might have on new financing for invest-
ment, growth of production, and financial strategies of entrepreneurs.7

Let us proceed to examine the supply of finance by banks (OF), that is
to say, the new flow of money, as opposed to the existing stock of money,
Mo. Also, there is a stock of money demand, MD, equal to the transaction,
precautionary and speculative motives, whereas the finance demand for
money (DF) represents the new flow of finance required by firms and the
government (the finance motive). Assuming a closed economy, this flow
demand for money can be satisfied by banks, either by the stock markets
or by credit. At the end of the period, net financing demand, DF, can be
constrained by the net money supply from the banks, OF (new finance
less the loans paid off). OF determines the amount of monetary creation
in the period.

Bank liquidity preference operates on three levels:

1 The first level is at the microeconomic level of the commercial banks.
2 The second level is at the macroeconomic level of banks and includes

the relation between the banks and the central bank.
3 The third level is at the level of the central banks 8 in open economies.

The liquidity preference of private banks tries to reduce both risks of
microeconomic crisis: that is, a banking liquidity crisis (BLC) and a solv-
ency crisis (SC).

We should not, however, confuse a banking liquidity crisis and a mar-
ket liquidity crisis, which is a macroeconomic crisis. A market liquidity
crisis (MLC) occurs when market makers are no longer prepared to 
buy securities. Security prices fall, depriving capital assets of liquidity. As
Davidson (1972) summarizes so well, liquidity is defined as the ability to
invert a decision at any time and at the lowest possible cost. Moreover,
the ability to liquidate financial assets without serious capital losses is
also reduced. The increase of market assets in bank balance sheets makes
the banking system more exposed to this crisis. Unlike a BLC, an MLC
involves banks only indirectly.

A banking liquidity crisis occurs when there is a mismatch between
banks’ liquid monetary liabilities (i.e., demand deposits) and their illiquid
assets. Any massive liquidation of deposits may lead to bankruptcy of a
bank through a shortage of high-powered money. This potential for bank-
ruptcy may occur either because assets are not ‘mobilized’ quickly enough,
or because this mobilization of assets comes at a very high cost and does
not generate the necessary reserves to offset the withdrawals. This prob-
lem is referred to as the so-called ‘banking transformation’.
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Finally, a solvency crisis occurs when there is insufficient profitability
of banks. An imbalance of assets and liabilities can lead to bankruptcy.

Naturally, there may be significant interactions between these three
kinds of crises. Liquidity crises can induce a solvency crisis if the necessary
mobilization of assets is made at the wrong time, and involves a loss of
capital value and increased transaction costs. This means that bank prof-
itability cannot be guaranteed. Added to this, management errors that
lower bank profitability can provoke fear and a flight to higher quality
institutions by account holders, triggering a further liquidity crisis. As such,
it is clear that the impact of a monetary policy shock on asset prices can
be significant, provoking a severe market liquidity crisis. Consequently,
the fall in asset values can produce a solvency crisis in the banking sec-
tor. The loss of confidence and the consideration of the liquidity preference
on the part of banks can contribute to an explanation of a subsequent
crisis in the production sector.

First level: banking microeconomics

What, then, are the links between a liquidity crisis and a solvency crisis?
By protecting itself against the risk of lack of liquidity, we will see that
the liquidity preference of banks leads them to increase their solvency risk.
Here, a reduction of solvency risk is ensured by a reduction of their high-
risk long-term financing, which has detrimental effects on the financing
of the economy.

Lender’s risk and financial choices

In deciding whether or not to make a loan, banks examine firms’ produc-
tion and financial expectations and also their financial structure. This
investigation is made according to their confidence in the state of long-
term expectations of yields on capital assets, influencing what Keynes
referred to as ‘animal spirits’ (Keynes, 1973, p. 162).

Banks know that there is a lender’s risk (lr), when they underwrite
finance9 and create money. It includes three fundamental risks: default
risk, liquidity risk, and market risk. To avoid liquidity and solvency crises,
banks want to manage their uncertainty by choosing the kind of finan-
cing according to an arbitrage between yield and risk. They look for the
method that will give them the easiest possibility of reversing their deci-
sions at the smallest cost, and this imposes a particular balance sheet
structure on the banks. The liquidity preference theory is generalized to
the banks as follows.

First, the risk of default (rd) corresponds to the bank’s perception regard-
ing the borrower’s likelihood of failure to repay the claim. It concerns



the bank assets and can involve a crisis of solvency. To limit the possi-
bility of default risk, banks can require that borrowers provide the fol-
lowing: a maximum ratio of debt to capital stock; a quick return on
investment; and/or collateral to limit the possibility of moral hazard. If
banks’ animal spirits about the prospective yields on capital assets of bor-
rowers are unfavourable, they are more likely to favour low-risk borrow-
ers and short-term financing. They will prefer short-term credit and
short-term securities (STS) to long-term loans (L), bonds (O), and equi-
ties (E). (STS are the Treasury bills, B, issued by the government and the
commercial paper, CP, issued by firms.)

Next there is the risk of liquidity (rl). Liquidity entails the ability to
reverse a decision at any moment at the smallest possible cost. It is dan-
gerous to confuse ‘reversibility’ (the capacity to invert a decision at any
moment) and ‘liquidity’ (at the smallest cost). Often, a misunderstand-
ing about the nature of liquidity in financial markets comes from a con-
fusion of these two variables. Liquidity risk corresponds not only to the
irreversibility of some decisions, but also to the occasional high cost of
the reversibility (the depreciation of stocks and the high costs of trans-
action). This risk is the foundation of liquidity crises and, to reduce it,
banks make their liabilities less liquid (by the issue of securities and also
by developing the illiquid saving) and their assets more liquid. To avoid
a BLC, market assets assume greater importance in the structure of bank
balance sheets. This may be summarized as follows:

Assets: [Bonds (O), short-term securities (STS), Treasury bills (B),
commercial paper (CP) � Short-term credit � Equities
(E) � Long-term loan (L)]

Liabilities: [Banks securities � Non-current liabilities � Money
(Mo)]

Finally, the market risk (rm) corresponds to unanticipated changes in
the various financial markets (the stock exchange, money market, and
foreign exchange market). Market risk can be split into other risks,
which are described below.

Fluctuations in capital asset prices modify their value and explain cap-
ital risk (rK), which is very high for market assets, in particular, equities
and fixed-yield bonds. For the fixed-yield bonds (OF), capital risk, rK, is
inversely proportional to interest rates. We should make a distinction
between market assets, for which financial news is sought by the issuer,
and loans, for which the information should be looked for by the lender.
For banks, loans correspond to a specific activity (in Williamson’s sense).
Information collected by banks brings an added value to these claims.
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From then on, loans provide a good yield and stability of their valuation
on the assets side. Banks prefer loans and bonds at variable rates (OV) to
OF and equities.

Uncertainty also concerns the yield of capital assets. Risk of income (ry)
mainly concerns the highly uncertain dividends of shares and the vari-
able rates bonds and loans, which combine to give the risk rate. Equities
carry a particularly high risk of income loss and banks thus require high
premiums from firms, and will only provider finance when high profits
are projected. As for bonds (OV) and loans at variable rates, the income risk
is low as, on the one hand, they are on both the assets and liabilities sides
of the balance sheet and, on the other hand, banks are able to manage it.

Monetary policy involves a money market risk (rMP) when fluctuations
in the money interest rates (icb) occur. The cost of changes in high-powered
money (HPM) changes on the asset side. Liability costs change also, because
yields are linked sometimes to the short-term interest rate. Market risks
thereby involve both solvency and liquidity crises.

Lender’s risk (lr) is the sum of these three risks: namely, lr � rd � rl � rm

(with rm � rk � ry � rMP).
By examining the various risks, we can establish a hierarchy of financing

as well as the following management of assets and liabilities. In the case
of liquidity risks, it is better to develop bonds and STS on the assets side,
and certificates of deposits (CD), securities and stable saving (SS) on the
liabilities side. However the opposite is true with regard to the solvency
risk. So the choice of a financial-market economy, rather than an over-
draft economy, can seem effective in avoiding liquidity crises, yet may at
the same time create a more serious solvency risk. A financial-market econ-
omy increases asset valuation volatility and raises liability costs, since
banks and firms compete to get household savings. Here, a solvency crisis
could easily involve a liquidity crisis (even if a guarantee of deposits 
limits this danger). As such, the preference for short-term financing,
which works against both kinds of crisis, is one expression of a strong
liquidity preference of banks.

Banking behaviour and balance sheet structure

The natural global constraint is that the yield on assets exceeds the costs of
the liabilities. The asset side generates income from long-term interest
rates (iLT), while the liability side reflects the costs of short-term interest
rates (iST). So, when the yield curve of the various interest rates takes its
normal shape,10 the spread (iLT � iST � 0) should determine the mark-up
of banks. Banks buy equities only with a very expected high-risk premium
(iEa � iL � 0). Given that loans are some specific assets of banks, there is
a standard yield curve and the market risks are perceived to be higher
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globally than the risk of liquidity. In this instance, the hierarchy of the
yields should be as follows:

iAssets � iLiabilities

Assets: iE � iOF � iOV � iL � iCB Liabilities: iSS � iCD � iMo � iCB

The supply of bank financing depends on non-financial agents’
demands (both are flows). On the other hand, the distribution of finan-
cing flows between securities and loans should take into account the
desired structure of the balance sheet, and therefore the stocks. Liquidity
preference of banks (LPB) involves a portfolio arbitrage considered to be
optimal between loans, securities and long-term saving to avoid liquid-
ity and solvency crises while allowing the highest possible banking net
profits.

Banks try to maximize their net income. To make a profit, they finance
the economy and agree to become less liquid. By making the almost irre-
versible decisions of financing, they are subject to lender’s risk and so to
solvency and liquidity crises. They can hope for large profits only by
lowering their LPB. We need to take into account the risk from monetary
policy.11

Economic activity also depends on the animal spirits of banks. 
The scarcity of finance can only be the consequence of a deliberate
choice. ‘Desired scarcity’ of financing is the sign of banks’ liquidity pref-
erence. From an optimal structure of their balance sheet (Table 5.1),12

the banks’ net income obtained by monetary financing will be the 
following:

PB � ib�1 � B�1 � iCP�1 � CP�1 � iOF�1 � OF�1 � iOV�1 � OV�1

� iL�1 � L�1 � Pde � iMo�1 � Mo�1 � iCB�1 � REF�1

where the associated risks are:

ib�1 � B�1 (rd � rM)
iCP�1 � CP�1 (rd � rM)
iOF�1 � OF�1 (rd � rY � rM)
iOV � 1 � OV�1 (rd � rY � rM)
iL � 1 � L�1 (rd � rl)
Pde (rd � rl � rm � rM)
iMo� 1 � Mo�1 (rl � rMP)
iCB�1 � REF�1 (rMP)
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Second level: monetary policy and banking macroeconomics

Banking interest rate

Monetary authorities determine rates on the money markets (exogenous
rate, iCB

13). In 1936, Keynes asserted that this rate is usually determined by
convention.14 While central banks fix the short-term rates, private banks’
liquidity preference determines the banking base rate (il) (the short-term,
medium-term and long-term interest rates). The long-term interest rates
(iL) are of especial significance for growth and financing (credit). The link
between short-term and long-term interest rates is complex. The macro-
economic banking interest rates (il) are the production costs of money of the
commercial banks plus a risk premium. The first element corresponds to
functioning costs (wages, investment, fixed assets); payment costs for mon-
etary liabilities (subjected to the firms’ competition for households savings)
and the cost of high-powered money determined by the central bank (iCB);
to a margin 	 corresponding to the standard profits of banks. The produc-
tion costs of money are equal to iCB plus a relatively constant mark-up (	).

Risk premiums are not constant because they are a function of the banks’
liquidity preference. It covers lender’s risk (lr). Five types of expectations
strongly influence risk premiums:

(a) anticipations about productivity growth, economic evolution
(growth, employment) and the budget: we can summarize these by
the expected national product (Ya);

(b) expected inflation (
a);
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Table 5.1 Simplified structure of banks’ balance sheet

Assets Yield Risk Liabilities Yield Risk

Long-term iL rd � rl Money (Mo) iMo rl � rMP

credit (L)
Medium-term iLMT rd � rl

credit (LMT)
Short-term iLST rd

credit (LST)

Equities (E) iE (Pde) rd � rl � rm � rMP Certificates of iCB rMP

deposits and
Bonds (OV, OF) iOF, iOV rd � rm � rMP banking securities
STS (B, CP) iB, iCP rd � rMP (market rates)
High powered iCB rMP Illiquid liabilities iSS rMP

money (HPM) or stable saving 
(administered rates)



(c) the level of future short-term rates of interest (‘theory of anticipa-
tion’15) (iCaB);

(d) financial markets’ evolution and capital assets’ prices (pe
a);

(e) foreign long-term rates (present ifLT and future ifaLT).

Long-term interest rates are given by:

iL � iCB � lr � 	

with lr � Ho(Ya, 
a, iCaB, pe
a, ifLT, iafLT)

The values of iCB and 	 are sufficient to explain the short-term interest
rates (iB or iCP). Lender’s risk (lr) is the primary variable that explains
long-term interest rates (iL, iOF, iOV). lr can be negative and reduces the
mark-up, 	. Once determined, these rates will be applied to all credit,
after an allowance for microeconomic risk16 resulting from the credit-
worthiness of borrowers has been incorporated into these current rates.
This marginal lender’s risk corresponds to all classes of risk. Rating agen-
cies give a valuation of these. Banks can demand a greater degree of col-
lateral rather than increasing the interest rate. Thus long-term interest rates
include the average lender’s risk and not the marginal lender’s risk. (This
is shown by the dotted line in Figure 5.1. The marginal lender’s risk
explains the banks’ decision, not the price iL.) At a certain level of risk,
the banks will reduce the amount they are willing to finance, limiting
this first through pricing (via increasing the lending rates, iL, or a greater
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degree of collateral) and then by quantity rationing (with a maximum
level of financing given by OBmax).

The supply of finance is first horizontal, then ascending and finally
becomes vertical when the marginal lender’s risk becomes too high. Of
course, the supply of money is predetermined by the demand for money.
There is not a money market with two independent curves (supply and
demand). The supply of money cannot be higher than the demand for
money.

Figure 5.1 considers the various types of the supply of finance. Com-
mercial banks can finance firms by buying equities (AB), bonds (B�C) or
by granting loans (COBmax). (BB�) represents the amount of government
bonds bought by the banks. Financing by equities, bonds and loans is
simultaneous; there is not a single hierarchy. The higher risk premium is
on the equities. Thus the expected yield on equities (iea) must be higher
than the interest rate of bonds (io) and loans (iL). Loans and bonds as a
source of finance may seem very close; yet, since bonds and short-term
securities are market assets, they are not bound by just one rate but inte-
grate a risk premium into the yield. The rating agencies play an impor-
tant part in the assessment of the financial risks; a bank can refuse a loan
but agree to finance the same firm by a purchase of bonds. The higher the
lender’s risk, the more banks prefer a bond (which are often better paid
and more liquid) to a loan. From government bonds (icb) to ‘junk bonds’,
the range of interest rates can be very wide. The curve increases up to the
level where the marginal risk seems too high in regards to the yield.
Banks only finance projects they consider profitable, but confidence in
their judgement is variable and can justify various strategies.

The curve of banking financing

In Figure 5.1, the thick line represents the curve of banking financ-
ing. Government bonds are considered to have no possibility of default
and no liquidity risk (rd � 0, rl � 0). Banks will give limitless credit to
government at the current rate, iCB. We have to add the amount of gov-
ernment securities, B, bought by banks (BB�) to that bought from firms
(namely, B�C) to obtain banking finance by bonds, commercial papers
and Treasury bills:

BC � BB� � B�C

Firms’ financing is fundamental in a monetary economy of production.
Firms begin by being self-financed then turn to external finance (equities,
bonds and loans). Equities and bonds correspond to a securities supply
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by firms. Banks may agree to buy them on the financial market accord-
ing to their criteria of yield, risk and structure of balance. Banks finance
the amount (AB) and (B�C) in Figure 5.1 because firms’ financial risk is
already incorporated, whereas financing by loan may be the object of
much deliberation. Banks estimate the level of effective demand, as do
firms. After the study of the expected production, the anticipated return
on capital and the marginal lender’s risk, bankers will refuse to finance
more than the amount (COBmax). Of course, this maximum OBmax only
makes sense given the total demand of firms (Figure 5.2).

However, we should also integrate the firm’s borrowing risk. Firms
begin by being self-financed (OA) then turn to external finance (i.e.,
from the banks). The marginal borrower’s risk (dotted line) begins with
the external finance and reduces the marginal efficiency of capital that
is measured without the financial risk.

Figure 5.2 extends Figure 5.1 to incorporate the demand for finance by
firms as well as the supply finance of firms by the commercial banks.
The various components of the supply of finance are given by:

0A � Self-financing of firms. Borrower’s risk begins after
OA

AOF* � Firms’ financing by banks (creation of money)
AB� � Banking finance by purchase of equities E
B�C � Banking finance by purchase of bonds O and com-

mercial papers CP
AC � Banking finance on financial markets: E � O � CP
COF* � Banking finance by loans L
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0OF* � I � Total finance (internal and external finance) of
firms taking into account the financial risks of the
firms and the banks

I � Effective investment
0IDE � Total firms’ demand of finance taking into account

financial risks
IDE � Desired investment
AOBmax � Maximal banks’ supply of finance with marginal

lender’s risk
0E � Level of the ‘standard’ investment theory. Without

financial risks, the marginal efficiency of capital is
equal to the interest rate: MEC � iCB

OF*IDE � I-IDE � Finance constraint by commercial banks

Effective loan supplies are made when marginal borrower’s risk is
equal to the finance supply of banks. If the marginal borrower’s risk cuts
the supply in the horizontal part, the financial constraint comes only
from firms (the ‘horizontalist’ case: IDE). If it cuts the supply in its
increasing (marginal lender’s risk higher than average lender’s risk) or
vertical part, the financial constraint comes also from the banks (OF*).

A finance constraint issued from banks is shown in Figure 5.2 where
OF* � IDE: that is to say, the total financing of firms taking into account
firms’ and the banks’ financial risks is less than the total financing of firms
taking into account of only firms’ financial risk. All the demand for finance
of the firms is not satisfied by the commercial banks at the normal condi-
tions, iL. Banks impose harsher conditions (e.g., more collateral, a shorter
loan term, a risk premium). However, a dynamic analysis is now a neces-
sity, as the banking sector acts on the basis of a given convention. Change
in banks’ liquidity preference and therefore in lender’s risk could origi-
nate from two factors (from within and outside the banking sector):

(a) a change in the banks’ prevailing convention (e.g., banks’ revised
expectations of firms’ performance and of the economic situation);

(b) an exogenous reason, such as a monetary policy shock.

The state of confidence of banks summarizes these factors.

Dynamic analysis of monetary policy shock on 
banking behaviour

We often give too much importance to the central bank, and yet it can-
not directly prevent monetary creation, while private banks are able to
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impose rationing on effective demand financing. The central bank
directly influences competitive banks and indirectly influences the
economy by fixing interest rates in the money market (iCB). A ‘shock of
monetary policy’ is understood as ‘a change of intervention rates’:17 it
modifies the demand for money, the production costs of money and 
the expectations of inflation. Money is credit-driven and demand-
determined. Central banks influence the state of confidence of entre-
preneurs, households and banks. Channels of monetary policy trans-
mission become complicated and uncertain. This uncertainty about the
transmission mechanism makes the monetary authorities very cautious
in their interest rate changes (Goodhart, 1989). The channels of trans-
mission to banks proceed directly through: interest rates iCB and iL; assets
price pe; the exchange rate;18 the structure and value of the banks’ bal-
ance sheets; their off-balance sheet commitments and their expected
inflation (
a). In particular the banks analyse the effect on non-financial
agents.

We examine the consequences of a monetary policy shock on banking
behaviour and try to understand the dynamic process. We analyse an
increase in the interest rate.

Thus, monetary policy has an effect on economies19 through the
demand for money, the expectations of all economic agents and the banks’
behaviour (money supply). The impact on the demand for money through
the money channel, the assets price channel and the balance sheet chan-
nel (of firms, households and government) is very well known, so we
analyse only the consequences on banks’ behaviour.20

The monetary authorities need to make decisions in a situation of
uncertainty about the demand for money, about the link between the
short-term and long-term interest rates, about the risk and the type of liq-
uidity crises,21 and about the channels of monetary policy transmission.

A monetary policy shock modifies the valuation of assets, liabilities costs
and lender’s risk: that is to say, the banks’ liquidity preference (LPB).
Solvency, banking-liquidity and market-liquidity crises could occur and
afterwards, the monetary policy shock (a rise in iCB) could correspond
with a rise of banks’ liquidity preference. Interest rate policy has three
kinds of consequence:

(a) the modification of bank profitability, analysed as a flow effect;
(b) the modification of capital assets’ valuation (size and structure of

banks’ balance sheet may change, and this would be analysed as a
stock effect);

(c) the possible release of off-balance sheet commitments.
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Bank profitability

Bank profitability may deteriorate with an increase in the short-term
interest rate. First, high-powered money is more expensive. Second, 
liability costs are determined mainly by short-term interest rates and the
spread between short-term and long-term interest rates could diminish.
The structure of the bank balance sheet (the ratio between fixed and
variable rates, loans and equities) is important. Third, the maturity of
assets and liabilities partly explains risk sensitivity.

The first impact is on high-powered money costs. When iCB rises, banks
pay more to satisfy their needs for high-powered money (MHP). Zero-
reserve requirements policies, such as in Canada, could strengthen the
banks’ dependency on the central bank. Banks must include these costs
in iL to stabilize their profitability and iL also rises.

Interest rates on the liabilities side are determined mainly by money
markets, either directly or through administered rates, and thus liability
costs are strongly connected to iCB. There are two features that explain a
lower bank profitability. The first one is the ratio of variable rate of 
liabilities to assets (RIND); banks acknowledge a monetary policy risk rMP

when this ratio is unbalanced.

RIND � Percentage of indexing on liabilities (liabilities with variable
interest rate divided by total of liabilities) / Percentage of
indexing on assets (assets with variable interest rate divided
by total of assets)

RIND � (Mo � CD/Mo � CD � SS)/
(B � CP � OV � LV � MHP/B � CP � O � L � e.pe � MHP)

If RIND � 1, banks’ profitability deteriorates when the money market
rate falls. This is the French case with 25 per cent on the assets side and
17 per cent on the liabilities side. If RIND � 1, banks’ profitability deteri-
orates when there is an increase in the rate. This is shown schematically
in equation (5.1):

iCB ↑ ⇒ If RIND � 1 ⇒ � [Liabilities’ cost] � � [Assets’ yield]
⇒ Banks’ profitability ↓ (5.1)

The second one is that the liquidity of the liabilities side, in compari-
son with that of assets, can also involve a monetary policy risk, rMP.
Long-term commitments are always higher on assets than on liabilities,
as liability costs are connected to short-term interest rates (iCB and iLST)
and assets to long-term rates iL. The spread (iLLT � iLST) partly justifies
banks’ income. An increase in iCB will cause the banks’ profitability to
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deteriorate in the short term, because iCB increases faster than iLLT. An
inverse curve of interest rates (iLLT � iLST) is bad news for the banks’ mark-
up. The link between the short-term and long-term rates explains the
impact of monetary policy shock on banks’ profitability. Therefore, the
lender’s risk premium (lr) is fundamental. The banks’ state of confidence
explains banks’ expectations about national product (Ya); expected
inflation (
a); expected short-term interest rates (iCB

a ); expected capital
assets’ prices (Pe

a) and expected foreign long-term rates (ifaLT).
As a general rule, the stronger confidence in monetary policy is, the

narrower the spread between the short and the long-term interest rate is.
Indeed a bank’s greater confidence in monetary policy explains lower
expected inflation (
a), lower expected short-term interest rates (iCaB) and
therefore higher expected national product (Ya) and expected capital
assets’ prices (Pe

a). Lender’s risk premium, lr, decreases with this higher
bank’s confidence, as shown in the following:

iL � iCB � lr � 	 ⇒ � iLLT � � iLST

with lr ↓ � H°{ Ya ↑, 
 a ↓, iCB
a ↓, Pe

a, ifLT, ifLT
a }

We can summarize the effect of a higher short-term interest rate on
bank’s profitability as:

iCB ↑ ⇒ iLST ↑ ⇒ If there is confidence in monetary policy, 
a and
iLLT are stable ⇒ Spread (iLLT � iLST) ↓ ⇒ Banks’ profitability ↓

(5.2)

Lastly, the maturity of fixed rate bonds (OF) must be taken into
account. The shorter the maturity of fixed rate securities, the higher the
exposure to a falling interest rate, iCB. The longer this maturity is, the
higher the exposure to rising interest rate, iCB.

In contrast to market securities, loans and current liabilities are not
revalued when their yield changes. In the case of loans, variable rate
bonds and current liabilities, the monetary policy risk impacts on the
banks’ income (a flow) and not the balance sheet valuation (a stock).
Fees must also be taken into account. For French banks, fees account for
25 per cent of banks’ net income, but 40 per cent in the United States.
Even if monetary policy has an effect on banks’ profitability, we should
not over-state its importance.

Value of banks’ assets

To escape the risk resulting from an increase in interest rates and a banking-
liquidity crisis, banks hold more and more equities in portfolio. Income
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coming from equities is largely unaffected by interest rates, and market
assets are supposed to be liquid since they can actually be sold at any
time. During the 1990s, the proportion of market assets in the banks’ bal-
ance sheet increased rapidly, particularly with global assets. Nevertheless,
a monetary policy shock modifies the valuation of market assets, namely,
equities, fixed-rate bonds, Treasury bills, and so on. The value of these
assets is mainly marked to market in banks’ balance sheets, the valuation
of which is thus under the influence of financial markets.

To take this further, at the macroeconomic level financial market liq-
uidity is often exaggerated, particularly as regards equities. Certainly, their
liquidity allows banks to shorten their decision horizons, but the hope
of financial markets liquidity is based on the confusion between reversibil-
ity and liquidity. When markets are bullish or when there is a speculative
bubble, reversibility and liquidity keep pace thanks to capital earnings.
On the other hand, as soon as many banks want to obtain this liquidity,
the market becomes bearish (the bubble deflates) and this provokes equi-
ties depreciation. The hope of high liquidity in the financial markets
suddenly fades and this can trigger crises of both liquidity and solvency.

The values of fixed-rate bonds and equities deteriorate with an increase
in the short-term interest rate, iCB. The impact of a monetary policy shock
on asset prices may provoke a market-liquidity crisis. Then, the fall in
asset values could produce a solvency crisis in the banking sector. The loss
of confidence and the generalization of liquidity preference can explain
a crisis in the production sector (e.g., the recent experience of Japan).
Thus to escape banking-liquidity crises and inverse interest curves, banks
have developed market assets portfolios and now encounter even more
dangerous market-liquidity and systemic crises.

With a more restrictive central bank policy, an increase in iCB accentuates
that of iL. This increase propagates in the curve of the bonds iO (iL being
the minimum yield of bonds without risk and iCB that of the commercial
papers, certificates of deposits and Treasury bills). An increase in ‘assets-
without-risk’ yield enforces that of equities, ie. As, ceteris paribus, divi-
dends are constant, the increase of ie will be obtained by the decline of
the price of equities. With the increase of iO, the price of the old fixed-
rate bonds POF�1 falls. This chain of events may be summarized as:

iCB ↑ ⇒ iB, iCP ↑ ⇒ iL ↑ ⇒ iO ↑ ⇒ Assets price POF�1 ↓, Pe ↓
⇒ ie ↑ (a flow)

However, in the short term, the decline of equities price generates a loss
in the value of capital (�e.pe ↓) and accentuates depreciation. In the short
term, the yield of equities (ie) could fall. We can then observe a cumulative
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process destabilizing the financial market, especially if the value of divi-
dends is small in the expected income (iea). From then on, an increase of
iCB in a speculative market22 could provoke destabilization and a crisis of
liquidity in the financial markets. It could also possibly provoke a crisis
of solvency of the banking system by the rapid deflation of its assets
(equities and fixed rate bonds), and a decline in its collateral value. Lenders’
risks suddenly rise and the banks’ financing constraint becomes high.
So, even a contractionary monetary policy applied to a speculative market
can have catastrophic consequences. Conversely, a decline in iCB explains
an increase in the prices of existing fixed-rate bonds and of the equities,
though during a market-liquidity crisis this interest-rate policy is inef-
fective. The central bank is obliged to change from being the lender-of-
last-resort to the market-maker-of-last-resort.

In a Post Keynesian world, rationality is essentially autoreferential.
Financial instability is a fundamental Post Keynesian hypothesis (Minsky,
1975). Three vicious circles arising from a monetary policy shock on the
financial market can explain a market-liquidity crisis. These involve a
decrease in banks’ assets value, a flight to quality and the self-fulfilling
notifications from the rating agencies. The various cumulative processes
are shown below in equations (5.3–5):

iCB ↑ ⇒ POF�1 ↓, Pe ↓ ⇒ Valuation of banks’ assets ↓, equities appreciation ↓

⇑ ⇓
Equities ⇐ Banks’ liquidity ⇐ risk of solvency ⇐ Lender’s
purchases ↓ preference LPB ↓ crisis ↑ risk lr ↑

(5.3)

iCB ↑ ⇒ Pe ↓ ⇒ Valuation of firms’ assets ↓, equities appreciation ↓

⇑ ⇓
Equities ⇐ Flight ⇐ Lender’s  ⇐  Indebtedness ratios
purchases ↓ to quality risk lr ↑ of firms ↑ (5.4)

iCB ↑ ⇒ Pe↓, POF�1 ↓ ⇒ Valuation of banks’ and ⇒ Notations ↓ from
firms’ assets ↓ rating agencies

⇑ ⇓
Equities ⇐  iL ↑ and banks’ financing ⇐ Lender’s and
purchases ↓ constraint ↑ borrower’s risk ↑

(5.5)

Off-balance sheet channel

A monetary policy shock could have two off-balance sheet effects: a col-
lateral effect and off-balance sheet release of commitments. First, increases
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in central bank interest rates decrease equities’ prices and existing fixed-
rate bond prices and the value of securities lodged as collateral decreases,
raising lender’s risk levels and increasing banks’ liquidity preference. Lack
of confidence encourages banks to seek high quality borrowers; and insti-
tutional investors withdraw from risky markets. Moreover, if the pur-
chases of equities held as security were financed by means of variable-rate
loans, borrowers would experience a double-negative effect. When iCB

increases, financing costs also increase, whereas the value of guarantees
falls. A vicious circle could result thus:

iCB ↑ ⇒ POF�1 ↓, Pe ↓ ⇒ ‘Collateral’ valuation ↓ ⇒ Lender’s risk lr ↑

⇑ ⇓
Equities purchases ↓ ⇐ ‘Flight to quality’ ⇐ Banks’ liquidity 

preference LPB ↑ (5.6)

Second, a monetary policy shock can release off-balance sheet commit-
ments: hidden options, guarantee of forward repurchase price when
takeover bids or mergers are paid for with new securities, and so on.

The expectations channel

There is uncertainty about the link between short-term and long-term
interest rates. For instance, if private banks are confident that a monetary
policy can lower short-term interest rates (no anticipated inflation 
a,
a higher growth so weaker risk premium, lr, and future short-term rates
held at a low level), long-term rates (iL)will decrease as well. Otherwise, if
they do not expect that this will happen (an expectation of higher future
inflation will lead to expected short-term rates going up again and there-
fore will increase the bank’s liquidity preference), long-term rates will rise.
There are thus many different scenarios.

Consequences of monetary policy shock on banks’ financing

These four vicious circles given by equations (5.3–6) above show that a
monetary policy shock (iCB↑) during a speculative bubble may be very
dangerous. An increase in banks’ interest rates and in the level of finance
rationing makes the firms’ and households’ financing difficult: institu-
tional investors withdraw from risky markets.

Figure 5.3 corresponds to the horizontalist case: the commercial banks
are completely accommodating and the supply of finance follows the
demand. As a consequence of the monetary policy shock, interest rates
increase. The only channel of transmission passes through the demand. In
Figure 5.4, there is a strong increase of banks’ liquidity preference (LPB), but
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the state of confidence of firms does not change. The lender’s risk increases
markedly. In Figure 5.5, both firms’ (LPF) and banks’ liquidity preference
(LPB) worsen. The marginal efficiency of capital and the firms’ self-finance
falls. The marginal borrower’s and lender’s risks increase. The demand
for money of firms falls just like the finance supply by banks.

With the strong increase of banks’ liquidity preference (LPB), we get
the following effects shown in Figure 5.4 and Figure 5.5:

(a) a rise in the long-run interest rate iL following the increase in iCB and
in lr;

(b) a growing risk premium demanded for equities: that is, � (iea � iL) � 0;
(c) a falling rate of yield accepted for bonds, because this rate corresponds

to a risk level and there is a ‘flight to quality’: �(iO � iL) � 0;
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(d) a growing marginal lender’s risk lr, so OBMAX moves towards the left
and a credit crunch can occur;

(e) financial rationing is stronger in Figure 5.4 than in Figure 5.5. If the
state of confidence falls more in the firms than in the commercial
banks, financial rationing can disappear.

Financial rationing appears, explained by an increase in banks’ liquid-
ity preference. Following a monetary policy shock, the transition from
Figure 5.3 to Figure 5.4 is obviously exceptional. This is because a change
in banks’ liquidity preference is hardly possible without a change in
effective demand (�mec � 0) and in firms’ borrowing risk (� rb � 0). If
we take into account the effects on firms of a monetary policy shock
(Le Heron, 1986), the state of financing would be closer to Figure 5.5 as the
vicious circles are reinforced. After the market-liquidity crisis has started,
even the firm’s self-financing (OA) will be reduced. Banking behaviour is
not neutral but, after a few years of finance rationing, the indebtedness
ratios will decrease justifying a falling lender’s risk. The crisis will stop.

Conclusion

All the measures aimed at ensuring safety and liquidity for bank financing
go against both the ‘animal spirits’ of entrepreneurs and against growth.
The most adventurous entrepreneurs can even be completely excluded
from financing. This ‘desired scarcity’, the result of the banks’ liquidity
preference, can restrict the level of production and employment. Growth
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requires not only confident entrepreneurs, but also confident banks,
whilst a crisis can arise out of the pessimism of only one sector. That
strengthens the possibility of underemployment in a monetary economy
of production. To simplify, the quieter the situation is (accommodating
monetary policy, growth and high profits, weak debts, weak liquidity
preference of firms and banks), the closer we will get to the horizontalist
case. However, the more the situation is ‘animated’, the more banking
behaviour will have an influence on production and economic situation.

In 1802, Thornton was already differentiating between liquidity and
solvency crises. Today, however, a liquidity crisis does not result from a
run of depositors seeking to recover their metallic currency, and a solv-
ency crisis is no longer due to simple errors in management. Risk and its
evaluation are extremely unstable and usually self-fulfilling. Banking
conventions can rapidly change.

By modifying the valuation of financial assets, a monetary policy shock
can change a healthy banking system into one with an unbalanced struc-
ture of banks’ balance. A lender’s risk considered normal exposure sud-
denly becomes considered unbearable. The important increase of the
financial markets in the structure of banks’ balance sheets, off-balance
sheet commitments and self-fulfilling rationality risk all greatly modify
the nature of banking risk. A banking-liquidity crisis becomes a market-
liquidity crisis and can produce a ‘systemic’ crisis. The action of central
banks is not so much that of lender-of-last-resort, but much more that of
market-maker-of-last-resort, stabilizing the price of assets. Moreover, it is
often the government, rather than central bank, which makes massive
purchases of risky assets in order to maintain liquidity in the market.

It is possible to make Keynes’s approach of liquidity preference theory
compatible with an endogenous theory of money in a Post Keynesian
framework. By taking into account the behaviour of the private banks,
the importance of the central bank and of monetary policy is reduced.
On the other hand, its responsibility within framework of ‘systemic’
crises becomes of prime importance. We are far from the ‘artless’ opti-
mism of standard Keynesian monetary policy. First, fundamental uncer-
tainty makes the understanding of the impact of monetary policy very
complex. Second, banks have a great autonomy, particularly in deter-
mining long-term interest rates. The banks’ state of confidence (their
convention) is an essential factor in the understanding of a monetary econ-
omy of production.

In a forthcoming paper (Le Heron and Mouakil, 2007), we build a
Post-Keynesian stock-flow consistent macroeconomic growth model to
model the dynamic of a monetary policy shock.
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Notes

1 Keynes analyses bank behaviour and the banking sector at length in the
Treatise on Money. This detail, as in other instances, was pushed to the back-
ground in the General Theory. In fact, one of the agendas of Post-Keynesian
writers has been to elaborate on financial structures, including bank behav-
iour, within the framework established by Keynes.

2 For Roy Rotheim, Keynes was well aware of the nature and importance of an
endogenous money stock. In fact, he uses this idea as the basis for his criticism
in the 1920s of the causal mechanism between changes in the money stock
and changes in the rate of inflation.

3 Arestis (1992, pp. 201–3) summarized a ‘horizontalist’ Post-Keynesian consen-
sus on money, credit and finance. He supports six propositions (another
rather close definition is proposed by Lavoie, 1992):

1 ‘The money is credit-driven and demand-determined.’ Nothing requires the bal-
ance of supply and demand for money.

2a ‘The commercial banks are rarely constrained in terms of their reserves.’ We are in
a system of ‘divisor’ of credit. ‘The endogenous character of the money supply
implies that there can never be an excess supply of money.’

2b ‘Money supply is endogenous at the rate of interest fixed by the monetary author-
ities . . . The supply of finance is not normally expected to be a constraint: the
emphasis on the ‘finance motive’ has been greatly exaggerated.’

3 Recent financial innovations show that ‘banks are now more able to accom-
modate changes in the demand for loans with less-frequent use of the central
bank penal facilities for reserves’ and that ‘bank lending constitutes the driving
force of the money stock’.

4 If ‘it is recognized that money is credit-driven and demand-determined, the pre-
vailing exchange rate regime is of no consequence at all in terms of money supply
determination.’ This perspective is in sharp contrast with the orthodox view
(such as the Mundell–Fleming model).

5 ‘Whilst the money supply is not under the control of the monetary authorities,
interest rates are controlled by the central bank. This occurs through discount rate
adjustments or through the rate of intervention on the open market by central
bank.’

Commercial banks are important because they supply purchasing power to
entrepreneurs and determine financial innovations. Horizontalist Post Keynesians
consider that the money supply is endogenous because it is infinitely elastic
(horizontal supply curve).

4 These authors refute point 2b of the Post-Keynesian consensus proposed by
Arestis, although they accept the main parts of the other propositions. There
is, in fact, no fundamental opposition between these two approaches. Moore
(1988) accepts monetary rationing, but it is included into the demand curve
for money. Wolfson (1996) distinguishes ‘notional’ demand which corres-
ponds to the industry’s needs, and effective demand, which is satisfied. These
two authors include an analysis of money supply in the demand function.
Proposition 4 will not be discussed in this chapter.

5 See Parguez (1986).
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6 The demand for money (including the finance motive) predetermines the
money supply, so the money supply cannot be greater than the demand for
money as the functions of money supply and demand are not independent.

7 In this we follow the approach of Paul Davidson (1972). But with the previous
hypothesis, there is no radical opposition to those that take into account the
financing of total production (Parguez, 1982). Again, for simplicity’s sake, we
will not study the financing of households by banks, which might be a signifi-
cant factor in a more general model, especially where we might include the
impact that monetary policy might have on durable consumption, particularly
on the purchase of new and existing structures. But study of this would modify
neither the reasoning nor the results. A net banking finance of households
relaxes the monetary constraints on firms and, ceteris paribus, increases their
self-financing.

8 At the third level, it is necessary to examine the relations between the central
banks, the existence of many currencies, commercial and financial exchanges
and the organization of the international monetary system. This chapter
does not examine this level.

9 We will take into account the loans L (short, medium and long-term) and the
stock certificates: STS (for short-term securities) as Treasury bills B, commercial
papers CP and certificates of deposits CD, bonds (fixed-rate OF and variable-
rate OV) and equities E. To simplify, we will sometimes group together these
various assets, notably STS and bonds O.

10 The yield curve on interest rates is considered to be of normal shape when 
iLT � iST. This curve is inverted when iST � iLT.

11 The risk is not as in Knight’s sense because it is not probabilistic risk. Even
though a ‘Tobin’s theory of portfolio’ approach is often attractive (1958), in
particular for analysis of bank balance sheet (Dymski, 1988), the Post-Keynesian
framework of non-probabilistic uncertainty does not allow it to be easily applied.
The lender’s risk is developed by Minsky (1975). We will not take into account
off-balance sheet commitments, which nevertheless represent about six times
today the amount of balances in France and which may involve a high market
risk (see the Barings bankruptcy).

12 In this chapter, we will not develop the modelling of this arbitrage.
13 We could consider the central bank monetary policy as weakly endogenous

because the product and the level of the prices are in its response function
(Wray, 1992).

14 To understand this convention, we should examine central banks’ response
function.

15 According to this theory (Artus, 1997), the long-term rate of interest is a
function of all the future short-term rates.

16 Michel Kalecki, who had developed this approach of the growing risk in 1937,
had in fact returned above in 1971 with arguments close to those which would
be later developed by Stiglitz and Weiss (1981). The danger of adverse selection,
developed by Stiglitz and Weiss, shows that the integration of increasing risk
in the rates can increase exposure to risk rather than limiting it.

17 Of course, monetary policies can be something else: prudential rules, exchange
rate control, credit rationing. But in the understanding of dynamic processes,
fluctuations in short-term interest rates play a leading part. Open market
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policies and required reserves aim to modify the banks’ need of high-powered
money (central bank money: MHP) to make interest rate policies more efficient.
In this chapter, we will not explore the possibility of endogenous behaviour
in monetary policy.

18 We will not analyse this channel because banks easily neutralize its effect.
19 Monetary policy is generally more efficient in slowing down monetary growth

than accelerating it. As Kaldor (1985) says, ‘it is easier to stop a thirsty donkey
drinking than to force a donkey that is not thirsty to drink’. The recent failure
of the Japanese zero-rate monetary policy is a good illustration.

20 The money view examines the direct effect of a fluctuation in the short-term
interest rate on entrepreneurs and households. The effect on the banking
behaviour is indirect, with the change in the demand for money DM. After a
decrease in iCB, most channels will lead to an increase in the national product
Y. Exceptions come from the income effect, from capital balances with fixed
exchange rate and, in the long term, from the orthodox real-cash effect. Without
denying the relevance of these usual channels, our approach develops along
two different lines. First, we will take the endogenous money framework. This
Post-Keynesian framework often constitutes a radical criticism of the above
channels. Second, we will concentrate on the effect of a monetary policy on
the private banks.

21 The history of monetary and financial crisis in the last 30 years unquestion-
ably shows that we are in a system of credit divisor. The divisor of credit was
notably developed in 1962 by J. Le Bourva (Baslé and Lavoie, 1996). Monetary
authorities cannot accept a big liquidity crisis because they risk a collapse of
the whole financial system. In particular, they avoid putting the most
important banks in danger (the principle of ‘too big to fail’). At the same
time, a liquidity crisis is now more often a ‘market liquidity crisis’ than the
usual ‘banking liquidity crisis’. Acting as the lender-of-last-resort, a central
bank could easily resolve a banking liquidity crisis, but, for a central bank, 
it is indeed difficult to distinguish between a banking liquidity crisis 
(the responsibility of the central bank as the lender-of-last-resort) and a 
solvency crisis (the microeconomic responsibility of the private bank).
Furthermore, a market liquidity crisis needs more a ‘market-maker-of-last-resort’
than a lender-of-last-resort. However, in this case, ‘moral hazard’ can be 
very high.

22 Here ‘speculative market’ is when the expected appreciation (or depre-
ciation) of assets price is the main part of iea. On the contrary, an ‘entre-
preneur’ market’ is when expected dividends explain the expected yield of
equities.
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6
Credibility of Interest Rate Policies
in Eight European Monetary
System Countries: An Application
of the Markov Regime-Switching
of a Bivariate Autoregressive
Model
Philip Arestis and Kostas Mouratidis

Introduction

This chapter utilizes the Markov regime-switching modelling framework
to study the credibility of monetary policy, with respect to the objective
of price stability, in some member countries of the EMS throughout its life
(i.e., 1979–98). Eight countries are examined for this purpose: Austria,
Belgium, Finland, France, Italy, the Netherlands, Portugal and Spain. In
addition, Germany is used as a benchmark case.1 A number of other stud-
ies have investigated the issue of credibility during the EMS period (see
for example, Dahlquist and Gray, 2000; Arestis and Mouratidis, 2004a).
One of the main conclusions of this body of literature is that monetary
policy may go through different stages of credibility through time, in
such a way that it is perceived to be credible in some circumstances and
may lack credibility on other occasions. It is, thus, appropriate to use the
Markov regime-switching modelling framework to study this phenom-
enon. Moreover, some of these studies allow the probability of switching
between regimes to be a function of macroeconomic variables (see Engels
and Hakkio, 1996; Gray, 1996; Dahlquist and Gray, 2000; Sarantis and
Piard, 2000). In particular, most of these studies attempt to explain the
currency crises of 1992 and 1993 using as information variables in the tran-
sition probabilities a number of alternatives: the exchange rate within a
band (i.e., a target zone model framework), real exchange rates, budget
deficits, interest rate differentials, and other variables. None of these stud-
ies includes in the transition probability the two main variables that
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determine the loss function of monetary authorities, namely domestic
output-gap variability and inflation variability (the exception is Arestis
and Mouratidis, 2004a).2

A major innovation in this chapter is accounting for these two variables
in two bivariate vector autoregressive Markov regime-switching models
(MRS-BVAR). The main focus is to evaluate the preferences of the monetary
authorities of the eight EMS member countries referred to above, relating
to the stabilization of output-gap variability and of the stabilization of
inflation variability. In particular, we use two MRS-BVAR models where the
first is based on the relationship between the interest rate differential (i.e.,
between each country’s interest rate and that of Germany’s) and the infla-
tion variability; and the second is based on the relationship between the
same interest rate differential and the output-gap variability. In this way we
identify different regimes based on the behaviour of a large number of
parameters, as explained below in the sub-section ‘General observations’.

We begin, in the section that follows, with the theoretical and empir-
ical underpinnings of credibility in the EMS. The empirical methodology
adopted is explored in the subsequent section, with the empirical findings
reported and discussed in the penultimate section. The final section sum-
marizes and concludes.

Theoretical underpinnings

In recent years, most explanations of positive average inflation rates have
been based on the time-inconsistency problem. If the public expects a
low inflation rate then the central bank faces the temptation to inflate.
However, the public correctly anticipates this incentive and adjusts its
inflationary expectation to a higher level. This implies a positive average
rate of inflation that has no effect on output since it is completely antici-
pated. There is, thus, an inflation bias. The solution to the inflation bias
is achieved in the form of lost reputation in a repeated game version of the
basic Barro and Gordon (1983a, 1983b) model: that is, giving in to the
temptation to inflate in the current period negatively affects the central
banks’ reputation, making it harder to achieve low inflation in the future.
This leads the public to expect higher inflation in the future, which is the
punishment of the central bank by the public, since higher future infla-
tion lowers the central bank’s reputation. However, the evolution of the
public’s beliefs over time is based on observed outcomes of inflation, and
the central bank can affect these beliefs by its action. Consequently, a cen-
tral bank that prefers to achieve some output expansion at the cost of infla-
tion may find it optimal initially to build an anti-inflation reputation.
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This behaviour by a central bank raises the issue of the public’s uncer-
tainty in relation to the ‘type’ of central bank (see, for example, Backus
and Driffill, 1985; Barro, 1986; Ball, 1995; Muscatelli, 1998). More con-
cretely, there is uncertainty as to whether the central bank prefers to sta-
bilize inflation variability (i.e., the ‘dry’ type of central bank) or to
stabilise output-gap variability (i.e., the ‘wet’ type of central bank).

Recent theoretical research on monetary policy rules has demonstrated
the possibility of a trade-off between output-gap variability and inflation
variability. In particular, Taylor (1980, 1994) shows that a short-run trade-
off between the level of inflation and output-gap implies a long-run trade-
off between their respective variances. The link between inflation and
output-gap variabilities may be shown analytically. We follow Cecchetti
(1998) and derive the trade-off between inflation and output-gap vari-
ability by assuming that a quadratic loss function is additionally subject
to the dynamics of output and prices; it can, thus, be made a function
of the policy control variable (i.e., the interest rate) and the stochastic
processes driving the economy. In particular, we may begin by minimiz-
ing the following loss function as described in (6.1):4

(6.1)

subject to (6.2) and (6.3):

(6.2)

(6.3)

where � is the weight that the central bank attaches to inflation, relative
to output stabilization, 
 is the inverse slope of the supply curve and � is
the slope of the aggregate demand; dt and st are the demand and the sup-
ply shocks respectively.3 In this linear model the optimal policy will be
linear, that is:

(6.4)

Substituting this optimal policy into yt and pt we obtain the respective
variances �2

y and �2
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Equations (6.2) and (6.3) show that a trade-off can arise from supply
shocks. Ball (1995) assumes that the supply shocks and central bank behav-
iour follow a Markov process. We adopt this assumption in what follows,
along with another assumption: namely, that supply shocks are state
dependent. In particular, Cukierman (1999) and Olmedo (2002) show
that central bank preferences are asymmetric and depend on the state
that the economy is in. If the economy is in expansion, central banks react
more to inflationary pressures than in recession. Alternatively, a central
bank is more reactive to the deviation of output gap from its target level
when the economy is in recession than in expansion.

We assume that supply shocks occur only in a high volatility regime,
which is associated with recession.7 In the high volatility regime, inflation
expectations and the nominal interest rate are high, which have negative
effects on economic growth. This implies that in this regime economic
growth is low. Alternatively, a period with no supply shocks being present
(i.e., a low volatility regime) is associated with high economic growth. On
the basis of these assumptions we can extend the linear model described
by Cecchetti (1998) in a non-linear framework. In particular, the central
bank is hypothesized as having an asymmetric loss function, which can be
minimized subject to the standard constraints of aggregate supply and
demand curves.8 The solution to this minimization will lead to a two-state
Taylor-type rule. Following Cecchetti (1998) the solution leads to equa-
tion (6.5), which is state dependent.

In what follows, however, we do not estimate equation (6.5) in each state.
Instead, we measure the uncertainty regarding the type of central bank as
a deviation of the interest rate policy from a target level, where this target
is the interest rate of a country with low inflation reputation (Ball, 1995).
This is based on the assumption that supply shocks in Ball (1995) occur in
recession and are absent in expansion. Giavazzi and Pagano (1988) argue
that during the 1980s, the EMS countries designated the Bundesbank as
their ‘dry central bank’ by pegging their exchange rate to the German mark,
themselves becoming the ‘wet central banks’. In our case the domestic
interest rate is the interest rate of each of the eight individual countries and
the target interest rate is the German interest rate. We thus use Germany to
represent the dry type of central bank and the eight countries to represent
the wet type of central bank. We concentrate on the variability of the inter-
est rate differential between the rate of interest of the eight individual
countries and that of Germany, which reflects the risk premium for the wet
central bank to deviate from the policy pursued by the dry central bank.

Preferences of the central bank regarding the objective of price stability
could be estimated in a time-varying transition probability model, where
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the probability to switch between regimes is a function of inflation vari-
ability and output-gap variability. However, in a time-varying transition
probability model, feedback effects between the transition probabilities
and the information variables might exist (Filardo, 1998). Although in such
a case one might use the dynamic transition probability model suggested
by Chourdakis and Tzavalis (2001), we deal with this econometric prob-
lem by modelling the dependent variable and the information variables
jointly, utilizing an MRS-BVAR model. We prefer this solution since, in
the Chourdakis and Tzavalis (2001) specification of the dynamic transi-
tion probability model, no information variable can be included in the
transition probability other than its lagged value and the lagged error
term. It thus makes it impossible to evaluate whether any macroeconomic
variables affect the transition probability. The MRS-BVAR model, by con-
trast, does not suffer from this weakness.

Empirical methodology of modelling credibility: a Markov
regime-switching bivariate autoregressive model

We utilize MRS-BVAR models where the information variables and the
interest rate differential are jointly estimated. Under such specification
we avoid any econometric problems due to endogeneity between the
information variables and the unobserved state variable. Moreover, we
can still evaluate the effects of inflation variability and output-gap vari-
ability on the interest rate differential. We use two MRS-BVAR models:
the first draws on the relationship between the interest rate differential
and inflation variability; and the second draws on the relationship between
the interest rate differential and output-gap variability.

A trivariate VAR could be used to measure monetary policy preferences
based on (6.5). This has been applied by Cecchetti and Ehrmann (1999) in
a linear framework using structural VAR. In particular, Cecchetti and
Ehrmann (1999) estimate the inverse slope of a supply curve (
) using
an impulse response function, where 
 is measured as the ratio of the infla-
tion/output, gap response to the interest rate shock. The same analysis
could be applied here following Ehrmann, Ellison and Valla (2001).
However, there are two reasons why using this analysis here could be a bad
idea. First, Cecchetti and Ehrmann (1999) use the levels of inflation and
output gap in their analysis to estimate (
). This point can be taken here by
using also the levels of the series instead of their volatilities. However, the
second reason is more serious. Computation of equation (6.5) is based on
the unconditional volatilities of inflation and output gap. In our study we
are concerned with the effects of conditional volatilities on interest rate
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policy. In particular, we concentrate on the real time preferences of the cen-
tral bank. Naturally, we do not take into account data revisions for the sim-
ple reason that real time data are not available. Consequently, we cannot
use equation (6.5) to estimate a short-run trade off between inflation vari-
ability and output-gap variability.9 This implies that if we use a trivariate
MRS-VAR model, calculation of 
 is not feasible since this requires the lev-
els of inflation and output gap and not the volatilities that we employ here
to estimate the short-run preferences of the central bank.10

The estimation procedure of the MRS-VAR model is an extension of the
basic VAR model. More precisely, consider a pth order vector autoregres-
sion for yt:

(6.6)

where ut � IID(0, Σ), Σ is the variance-covariance matrix and y0, … y�p

are fixed. The most general specification of an M-state MRS(M)-VAR
model can be presented as follows:

(6.7)

where u � NID(0, In), In is the n-dimensional identity matrix, Σ1/2
it is the

square root of the variance-covariance matrix in regime i � 1, 2 . . . m
and Aji is the (n � n) matrix of the autoregressive coefficients at the jth
lag (for j � 1 . . . p) in regime i (for i � 1 . . . m).11 In our case A is a 2 � 2
matrix, and the order of VAR is one. Therefore, we can write a two-state
bivariate first order MRS model as follows:

(6.8)

where and xt denotes either inflation variability or output-

gap variability of the domestic country. Therefore (6.3) can be written as:
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where i � 1,2 indicates the current regime. In the case of regime depend-
ent variance-covariance matrix (i.e., Σ1/2

1 � Σ1/2
2 ), Krolzig (1997) gives a

comprehensive description of the Maximum Likelihood Estimation (MLE)
of (6.9) for an m number of states.

In the literature (see, e.g., Hamilton, 1993) it has been assumed that
the standard asymptotic theory also holds for the maximum likelihood
estimators of the MRS models, that is:

where stands for ‘symptotic convergence in distribution’, 
̂ is
the estimator of the true value of 
 and I�1 is the Fisher information
matrix. 
 includes all the model parameters, including �ij.i (for i, j � 1, 2),
p and Σ1/2

ij.i, where �ij.i and Σ1/2
ij.i are the co-factors of A11.i and of the vari-

ance-covariance matrix in (6.8) respectively, and p is the (2 � 2) transi-
tion probability matrix.12 The asymptotic normality of maximum likeli-
hood estimators ensures that most model specification tests known
from the time-invariant VAR models (Lutkephol, 1991, ch. 4), are appli-
cable with only a slight modification in the case of MRS-VAR models
(i.e., the number of regimes is unchanged under the null and alternative
hypotheses; see Krolzig, 1997). Dynamic specification tests (i.e., autocorre-
lation, ARCH effects, varying transition probabilities, etc.) have only applied
in univariate models (i.e., MRS-AR(p) models; see, e.g., Hamilton, 1996).

The MRS-VAR are reduced-form models, and therefore no structural
interpretation can be given to the coefficients of output-gap variability and
inflation variability on the interest rate differential. However, the signifi-
cance of these variables in the equations of interest rate differential is
based on some theoretical models regarding the effects of inflation expect-
ations on economic growth, and the uncertainty surrounding the type
of central bank behaviour. This leads to certain conclusions about the
preferences of the central bank. In particular, high inflation expect-
ations increase the ex-ante nominal interest rate which affects economic
growth negatively. Under such circumstances, the incentives for the mon-
etary authorities to inflate become stronger. In the framework of Ball
(1995) concerning the uncertainty in terms of the type of central bank,
this means that in the high volatility regime the risk premium for the
wet type of central bank to deviate from the policy pursued by the dry
type is so intense that it prefers to reveal its identity as a wet type.13 Under
such circumstances where inflation expectations affect the policy makers’
preferences and, therefore, the risk premium to deviate from a low 
inflation country, we interpret evidence of the significance of inflation

d⎯ →⎯⎯
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variability and output-gap variability in the equation of interest rate dif-
ferential in the following way.

In the low credibility regime (i.e., high volatility regime), the wet type
of central bank has an incentive to inflate. Therefore, in this regime we
expect the central bank under consideration to deviate from German mon-
etary policy, emphasizing domestic issues such as growth and unemploy-
ment rather than credibility gains. Output-gap variability, then, is expected
to be significant in the low credibility regime. This is also consistent
with the asymmetric behaviour of the central bank. In particular, within
this framework the central bank reacts more strongly to the deviation 
of output-gap from its target in recession than in expansion. Assuming,
as we mentioned in the last section, that the high volatility regime is
associated with recession, we expect the effect of output-gap variability
on the interest rate differential to be stronger in the high volatility
regime than in the low volatility regime. Alternatively, if in the high
volatility regime output-gap variability is not significant, but inflation
variability is significant, then monetary authorities place more weight
on the stabilization of inflation variability than on the stabilization of
output-gap variability. When both inflation and output-gap variability
are significant in the high volatility regime, then the credibility of mon-
etary policy regarding the objective of price stability depends on
whether the coefficient of inflation variability is higher than the coeffi-
cient of output-gap variability. If the coefficient of inflation variability
is higher than the coefficient of output-gap variability, then monetary
policy is considered credible regarding the stabilization of inflation
variability.

In the high credibility state (i.e., low volatility regime), output-gap vari-
ability is expected to be insignificant. This is so because in a free-shock
environment the wet type of central bank has no incentive to deviate
from the low inflation policy pursued by the dry type of central bank,
and therefore monetary authorities will react to the deviation of infla-
tion from its target level. This is also in line with the asymmetric behaviour
of the central bank, which prefers to be more reactive to deviation of infla-
tion from its target in expansion than in recession. Using the assumption
that expansion is associated with the low volatility regime, we expect
inflation variability to have stronger effects on the interest rate differential
in the low volatility regime than in the high volatility regime. However,
if output-gap variability is significant in the high credibility regime, while
inflation variability is not, then the monetary authority prefers to stabil-
ize the output-gap variability. Finally, if inflation variability and output-
gap variability are significant at the same time in the high credibility
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state, then we compare the size of their coefficient to reach a conclusion
regarding policy preferences.14

Database and data sources

We employ monthly data for interest rates, inflation and industrial pro-
duction for the eight Economic and Monetary Union countries included
in our sample. The interest rate data were taken from line 60b of the Inter-
national Financial Statistics (IFS) data base (Datastream). They are monthly
averages of day-to-day money rates defined by the IFS as the rate at which
short-term borrowing is effected by financial institutions. The Consumer
Price Index (CPI) is taken from line 64 and industrial production from
line 66 of the same publication. Data are used over the whole period of
the EMS (i.e., from March 1979 to December 1998). Exceptions are the
cases of Luxembourg and Portugal where data are available from January
1986 and January 1983 respectively.

The annualized inflation and output-gap are measured by (CPI � CPI12)/
CPI12 and (IP � IP12)/IP12 respectively, where CPI is the consumer price
index, and IP stands for industrial production; the subscript denotes the
lag order. We use the twelve order difference mainly because central banks
concentrate on the annual inflation rate. The output-gap series have been
measured by assuming that the trend follows a random walk process. We
also experimented with the following additional assumptions relating to
the trend: (1) a smooth stochastic process uncorrelated with the cyclical
component (Hodrick–Prescott detrending method); (2) a log-linear trend;
and (3) a linear deterministic trend uncorrelated with the cyclical part.
The empirical results under different measures of output gap were qual-
itatively similar.

Modelling strategy

In the estimation of the output-gap variability and of the inflation vari-
ability, we have employed a stochastic volatility model. This model is used
for series that, although uncorrelated, might not be independent because
of serial dependence in the second moment. In particular, if the squares
of the logarithms of inflation and of output-gap are serially correlated,
then there is evidence of non-linearity. This can be modelled as follows:

(6.10)

(6.11)� � �t t tElog (log )� �2 2

log y ht t t
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(6.12)

where yt is the log either of inflation or of output-gap, E(�t) � 0, var(�t) � 1
and the conditional variance of yt is equal to �2

t and ht � log(�2
t). Working

with logarithms ensures that �2
t is always positive.15 A practical problem

arises when some of the observations are zero, in which case the follow-
ing transformation, based on Taylor series, is undertaken (Breit and
Carriquiry, 1996):

(6.13)

where s2
y is the sample variance of yt and c is a small number (a value of 0.02

is suggested by Koopmans et al., 2000). Our estimates of the stochastic
volatility model are based on (6.13).16 We thus avoid the problem of a two-
step estimation that would arise if we based our estimate of ht, (i.e., the sys-
tematic part of logy2

t ) on (6.10). The computation of stochastic volatilities,
both for the inflation variability and for the output-gap variability, was
undertaken on STAMP 6.0 computer software (Koopmans et al., 2000).17

RATS 4.2 computer software was employed for the estimation of the MRS-
BVAR models. The estimates thus derived are reported in Tables 6.1–4.

The MRS(2)-BVAR(1) model

We specify a model where the autoregressive coefficients and the variance-
covariance matrix are state dependent, while the state vector follows a
Markov process. In this general MRS-BVAR model, an increase in the num-
ber of states leads to a statistical model with an excessively large number
of coefficients. This makes the estimation difficult and problems of con-
vergence of the MLE arise.18 Moreover, a number of lags higher than one
does not increase the value of the likelihood function. We therefore retain
only one lag. It is for these reasons that we retain eventually a first order
Bivariate model with two regimes, MRS(2)-BVAR(1).

We allow the autoregressive coefficient to be state dependent because
under such specification we can test for asymmetric effects of inflation
variability and output-gap variability in the high and low credible states.
More concretely, we can account for the fact that the impact of inflation
variability and output-gap variability on monetary policy preferences is
regime dependent.19 We also allow the variance-covariance matrix to be
regime dependent for two reasons. First, we can distinguish between a high
volatility and a low volatility regime. Second, if the variance is regime
dependent then a regime generating process affects the contemporaneous
relationship of the error term ut and, therefore, the orthogonilized impulse

log log( ) /( )y y cs cs x cst t y y t y
2 2 2 2 2 2� � � �

� � � �log (log )t tE2 2�
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response function. In this sense, regime switching affects the relationship
between the interest rate differential and inflation variability as well as the
output-gap variability. In general, in our specification we incorporate the
effects that unobserved state variables have on the autoregressive dynamics.

General observations

We begin this section by clarifying the coefficients in Tables 6.1–4. In
Tables 6.1 and 6.2, the estimated equations describe the relationship
between the interest rate differential and the inflation variability. In Tables
6.3 and 6.4, the estimated equations refer to the relationship between
the interest rate differential and the output-gap variability. The subscripts
of each coefficient have the following meanings. The first subscript before
the dot indicates the equation and the second the regressor under con-
sideration. The subscript after the dot indicates the regime. The coefficient
ci0.1 denotes the constant coefficient in the i � 1, 2 equation in the first
regime (i.e., high credible regime); the coefficient �ij.1 is the coefficient
of the j � 1, 2 regressor in the i � 1, 2 equation in the first regime.
Similarly, ci0.2 is the constant coefficient in equation i � 1, 2 in the second
regime (i.e., low credible regime); and �ij.2 the coefficient of j � 1, 2 regres-
sor in the second regime. The variance-covariance matrix Σij.1 denotes
the covariance between i � 1, 2 and j � 1, 2 in the first regime, and the
variance-covariance matrix Σij.2 is the covariance matrix in the second
regime. The transition probability, p12, denotes the transition from the high
credible regime to the low credible regime. The transition probability p21

is the transition from the low credible regime to the high credible regime.
The model is a reduced form and we concentrate only on the signifi-

cance of the information variables in the equations of interest rate dif-
ferential. In all the cases reported in Tables 6.1–4 there are four main
characteristics that separate the two regimes.20 First, the variance of the
interest rate differentials in the low credible regime (i.e., Σ11.2) is many
times greater than that in the high credible regime (i.e., Σ11.1). However,
this is not always true for the equations of inflation variability and output-
gap variability. In particular, in the cases of Italy, Spain, and Portugal the
variance of inflation variability in the high credible state is higher than
the variance in the low credible state (i.e., Σ22.1 � Σ22.2). Moreover, in
the cases of France, the Netherlands and Finland the variance of output-
gap variability in the high credible state is also higher than the variance 
in the low credible state. An important implication is that in these cases
the regime generating process of inflation variability and output-gap
variability might be independent from the regime generating the process
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Table 6.1 Parameters estimates and related statistics for MS(2)-BVAR regime-switching model: the case of inflation variability

France Italy The Netherlands Belgium Austria

c10.1 �0.382 (0.137) 0.910 (0.003) 0.375 (0.015) – �0.046 (0.858)
�11.1 0.9666 (0.000) 0.969 (0.000) 0.887 (0.000) 0.777 (0.000) 0.908 (0.000)
�12.1 �0.049 (0.112) 0.130(0.001) 0.049 (0.018) �0.144 (0.000) �0.013 (0.727)
c10.2 �5.509 (0.001) 2.163(0.398) 0.634 (0.263) – 0.465 (0.564)
�11.2 0.393 (0.024) 0.867 (0.000) 0.569 (0.007) 0.512 (0.015) 0.197 (0.203)
�12.2 �0.571 (0.002) 0.241 (0.547) 0.101 (0.189) �0.318 (0.151) 0.028 (0.778)
c20.1 �0.456 (0.000) �0.047 (0.598) �0.400 (0.004) – �0.129 (0.170)
�21.1 �0.023 (0.000) 0.0007 (0.869) �0.021 (0.444) �0.002 (0.877) 0.011 (0.605)
�22.1 0.945 (0.000) 0.995 (0.000) 0.948 (0.000) 0.990 (0.000) 0.982 (0.000)
c20.2 0.100 (0.539) 0.222 (0.175) �1.675 (0.060) – �1.175 (0.137)
�21.2 �0.0003 (0.98) �0.015 (0.007) 0.407 (0.212) 0.064 (0.501) �0.048 (0.865)
�22.2 1.025 (0.000) 1.030 (0.000) 0.789 (0.000) 0.906 (0.000) 0.859 (0.000)

Σ11.1 0.056 (0.000) 0.104 (0.000) 0.049 (0.000) 0.499 (0.000) 0.115 (0.000)

Σ12.1 �0.0005 (0.830) 0.004 (0.170) 0.005 (0.124) �0.007 (0.625) 0.007 (0.190)

Σ22.1 0.017 (0.001) 0.010 (0.000) 0.037 (0.000) 0.049 (0.000) 0.022 (0.000)

Σ11.2 3.212 (0.043) 1.390 (0.192) 0.353 (0.000) 3.684 (0.000) 0.192 (0.000)

Σ12.2 �0.139 (0.086) �0.027 (0.076) �0.021 (0.888) 0.039 (0.919) �0.037 (0.588)

Σ22.2 0.134 (0.000) 0.003 (0.007) 0.717 (0.000) 0.463 (0.000) 0.549 (0.000)
p12 0.135 (0.000) 0.052 (0.089) 0.043 (0.0266) 0.021 (0.158) 0.124 (0.001)
p21 0.459 (0.000) 0.283 (0.019) 0.156 (0.001) 0.134 (0.052) 0.434 (0.000)

Note: p-values are in brackets (i.e., the null hypothesis that the given coefficient is equal to zero).
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of the interest rate differential.21 Second, the coefficient of the lagged
value of the interest rate differential is greater in the high credibility regime
(i.e., �11.1) than in the low credibility regime (i.e., �11.2). Also, the transition
probability from the low credibility regime to the high credibility regime
(i.e., p21) is higher than the transition probability from the high cred-
ibility regime to the low credibility regime (i.e., p12).22 This implies that
high credible regimes are more persistent than low credibility regimes.
This is consistent with the Friedman and Laibson (1989) findings that
small to moderate shocks (i.e., regime of low volatility) were more per-
sistent than very large shocks (i.e., regime of high volatility). They explain
this result by referring to the regime of high inflation expectation, where
monetary authorities show their intentions to reduce these expectations
by exercising a strong pressure on short-term interest rates. This action
leads to a large but not persistent (i.e., not gradual) change in interest
rates, thereby relieving the pressure arising from the uncertainty surround-
ing inflation expectations.

Table 6.2 Parameters estimates and related statistics for MS(2)-BVAR regime-
switching model: the case of inflation variability

Finland Portugal Spain

c10.1 0.033 (0.738) 0.172 (0.664) 0.161 (0.641)
�11.1 1.001(0.000) 0.982 (0.000) 0.955 (0.000)
�12.1 0.005 (0.630) 0.031 (0.497) 0.005 (0.904)
c10.2 �0.057 (0.889) 7.095 (0.001) 3.048 (0.250)
�11.2 0.933 (0.000) 0.666 (0.000) 0.806 (0.000)
�12.2 �0.017 (0.713) 0.949 (0.009) 0.265 (0.635)
c20.1 �0.258 (0.001) 0.058 (0.755) �0.210 (0.162)
�21.1 0.011 (0.053) �0.001 (0.886) 0.003 (0.709)
�22.1 0.963 (0.000) 1.007 (0.000) 0.971 (0.000)
c20.2 �0.094 (0.733) 0.031 (0.768) �0.112 (0.441)
�21.2 0.022 (0.588) �0.004 (0.210) 0.002 (0.468)
�22.2 1.001 (0.000) 1.009 (0.000) 0.986 (0.000)

Σ11.1 0.023 (0.109) 0.055 (0.004) 0.151 (0.000)

Σ12.1 �0.002 (0.188) �0.004 (0.290) �0.003 (0.641)

Σ22.1 0.018 (0.000) 0.041 (0.000) 0.025 (0.000)

Σ11.2 0.302 (0.003) 5.490 (0.000) 5.956 (0.000)

Σ12.2 0.005 (0.774) �0.008 (0.732) �0.027 (0.499)

Σ22.2 0.308 (0.098) 0.011 (0.000) 0.016 (0.000)
p12 0.250 (0.000) 0.078 (0.015) 0.025 (0.066)
p21 0.539 (0.005) 0.084 (0.162) 0.016 (0.227)

Note: p-values are in brackets (i.e., the null hypothesis that the given coefficient is equal to
zero).
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Table 6.3 Parameters estimates and related statistics for MS(2)-BVAR regime-switching model: the case of output-gap variability

France Italy The Netherlands Belgium Austria

c10.1 �0.007 (0.956) 0.641 (0.015) 0.004 (0.980) – 1.175 (0.003)
�11.1 0.986 (0.000) 1.007 (0.000) 0.914 (0.000) 0.670 (0.000) 0.716 (0.000)
�12.1 �0.004 (0.823) 0.102 (0.002) 0.002 (0.925) 0.004 (0.159) 0.238 (0.004)
c10.2 0.728 (0.721) 10.837 (0.103) 0.295 (0.917) – �2.330 (0.710)
�11.2 0.521 (0.011) 0.744 (0.000) 0.677 (0.007) 0.641 (0.000) 0.240 (0.851)
�12.2 0.277 (0.447) 1.224 (0.130) 0.040 (0.912) 0.089 (0.000) �0.591 (0.653)
c20.1 �0.159 (0.000) �0.172 (0.312) �0.058 (0.706) – 0.070 (0.041)
�21.1 0.006 (0.329) �0.002 (0.569) 0.002 (0.913) 0.097 (0.104) �0.010 (0.004)
�22.1 0.976 (0.000) 0.973 (0.000) 0.996 (0.000) 0.994 (0.000) 1.014 (0.000)
c20.2 �0.210 (0.526) �1.613 (0.078) �0.637 (0.283) – �5.738 (0.050)
�21.2 �0.010 (0.546) 0.010 (0.647) �0.075 (0.121) �0.015 (0.136) �0.067 (0.906)
�22.2 0.983 (0.000) 0.799 (0.000) 0.899 (0.000) 1.004 (0.000) �0.232 (0.680)
Σ11.1 0.059 (0.001) 0.103 (0.000) 0.049 (0.000) 0.023 (0.000) 0.135 (0.000)
Σ12.1 0.004 (0.299) �0.002 (0.664) �0.002 (0.492) 0.0001 (0.961) 0.0002 (0.800)
Σ22.1 0.041 (0.000) 0.044 (0.000) 0.411 (0.000) 0.031 (0.000) 0.0007 (0.000)
Σ11.2 4.812 (0.045) 1.118 (0.020) 0.507 (0.002) 1.548 (0.000) 0.448 (0.288)
Σ12.2 0.002 (0.964) �0.007 (0.882) �0.029 (0.601) �0.030 (0.202) �0.085 (0.271)
Σ22.2 0.039 (0.000) 0.043 (0.007) 0.049 (0.051) 0.043 (0.000) 0.037 (0.152)
p12 0.064 (0.005) 0.052 (0.993) 0.016 (0.341) 0.042 (0.076) 0.042 (0.042)
p21 0.337 (0.006) 0.285 (0.442) 0.104 (0.124) 0.032 (0.064) 0.655 (0.011)

Note: p-values are in brackets (i.e., the null hypothesis that the given coefficient is equal to zero).
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Third, in the equation of interest rate differential and in the majority
of cases, the autoregressive coefficient of inflation variability and of output-
gap variability in the low credible state is higher than the coefficient in the
high credible state (i.e., �22.2 � �22.1). This is in line with the view that
the higher the variance of inflation variability and of output-gap vari-
ability, the longer the economy is expected to stay in the low credible
regime. Fourth, in the majority of cases, the covariances Σ12.i and Σ21.i

(with i � 1, 2) are both equal to zero. This result does not indicate that
there is no relationship between the two variables, since �12.i � 0.
However, it implies that the unobserved state variables for each equa-
tion in the BVAR-MRS model are not perfectly correlated.23

These results also show that credibility in the EMS went through 
different phases. This is demonstrated in Figures 6.1–8, which present fil-
tered probabilities. They indicate the extent to which a country is in the
high credible state. Each figure presents on the left-hand side the filtered
probability of being in the high credible state of inflation variability, and
on the right-hand side the filtered probability of being in the high 

Table 6.4 Parameters estimates and related statistics for MS(2)-BVAR regime-
switching model: the case of output-gap variability

Finland Portugal Spain

c10.1 �0.076 (0.301) �0.034 (0.866) 0.095 (0.512)
�11.1 1.006 (0.000) 0.988 (0.000) 0.959 (0.000)
�12.1 �0.009 (0.430) 0.007 (0.789) �0.005 (0.811)
c10.2 �0.137 (0.500) 2.871 (0.009) 3.162 (0.011)
�11.2 0.959 (0.000) 0.762 (0.000) 0.811 (0.000)
�12.2 �0.028 (0.389) 0.171 (0.217) 0.199 (0.113)
c20.1 �0.202 (0.095) �0.140 (0.525) �0.580 (0.001)
�21.1 �0.007 (0.502) �0.040 (0.005) �0.020 (0.000)
�22.1 0.967 (0.000) 0.968 (0.000) 0.886 (0.000)
c20.2 �0.020 (0.876) 0.257 (0.024) �0.998 (0.008)
�21.2 0.017 (0.151) �0.016 (0.025) 0.013 (0.308)
�22.2 0.997 (0.000) 1.011 (0.000) 0.905 (0.000)
Σ11.1 0.008 (0.000) 0.040 (0.000) 0.187 (0.000)
Σ12.1 �0.005 (0.018) �0.006 (0.380) �0.009 (0.203)
Σ22.1 0.055 (0.000) 0.046 (0.000) 0.047 (0.004)
Σ11.2 0.244 (0.000) 5.020 (0.000) 4.883 (0.000)
Σ12.2 0.013 (0.198) �0.086 (0.167) 0.049 (0.687)
Σ22.2 0.040 (0.000) 0.070 (0.000) 0.532 (0.000)
p12 0.155 (0.001) 0.052 (0.048) 0.091 (0.006)
p21 0.195 (0.001) 0.044 (0.085) 0.118 (0.015)

Note: p-values are in brackets (i.e., the null hypothesis that the given coefficient is equal 
to zero).
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Filtered probability of output-Gap variability: France
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Figure 6.1 Filtered probabilities of the high credible state of French inflation
variability and output-gap variability
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Figure 6.2 Filtered probabilities of the high credible state of the Italian inflation
variability and output-gap variability

Filtered probability of inflation variability: Netherlands
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Filtered probability of output-gap variability: Netherlands
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Figure 6.3 Filtered probability of the high credible state of the Dutch inflation
variability and output-gap variability
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Filtered probability of inflation variability: Belgium
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Filtered probability of output-gap variability: Belgium
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Figure 6.4 Filtered probabilities of the high credible state of Belgian inflation
variability and output-gap variability
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Filtered probability of output-gap variability: Austria
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Figure 6.5 Filtered probabilities of the high credible state of Austrian inflation
variability and output-gap variability

Filtered probability of inflation variability: Finland
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Figure 6.6 Filtered probabilities of the high credible state of Finnish inflation
variability and output-gap variability
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credible state of output-gap variability. The filtered probability of the
high credible regime is the probability that at a given point in time, the
regime process is in the high credible state, given the observations
obtained at that point in time and the knowledge of population param-
eters (see Hamilton, 1994). These figures show that the EMS countries
experienced periods of low credibility succeeded by periods of high cred-
ibility. In particular, 1979–86 represents a period where the filtered prob-
ability of being in a high credible state was reduced on many occasions.
This is consistent with the fact that during that period eleven realign-
ments took place in the EMS. During the period 1986–91, the probability
of a country being in a credible state is high because most of the conver-
gence of interest rates had taken place without any realignment. Moreover,
these figures also show that the probability of being in the high credible
state declined at exactly the time when the currency crises took place
(i.e., 1992, 1993 and 1995).
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Figure 6.7 Filtered probabilities of the high credible state of Portuguese inflation
variability and output-gap variability

Filtered probability of inflation variability: Spain
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Filtered probability of output-gap Variability: Spain
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Figure 6.8 Filtered probabilities of the high credible state of the Spanish infla-
tion variability and output-gap variability



Detailed discussion of findings by country

The second column of Table 6.1 indicates that in the case of France inflation
variability is significant only in the low credible state (i.e., �12.2). This
indicates that French monetary authorities follow a policy in line with
the objective of price stability. This is reinforced by the evidence that
output-gap variability is insignificant in all states (see the second column
of Table 6.3). It is consistent with the evidence that the unobserved state
variable of the output-gap variability might follow an independent process
from the unobserved state variable of the interest rate differential. In par-
ticular, as mentioned above, the variance of the output-gap variability in
the high credibility regime is higher than the variance in the low cred-
ibility regime. This might be due to the fact that since 1983 French mon-
etary authorities have followed a competitive disinflation policy aiming
at reducing inflation to a lower level than inflation in Germany, thereby
attempting to improve competitiveness and therefore growth. However,
this policy of competitiveness through disinflation has been successful
only at bringing down inflation and not at creating a higher level of
employment, which was lower after than before 1983 (see Blanchard
and Muet, 1993). In general terms, the results in the case of France show
that monetary policy in this country put more weight on inflation 
stabilization.

In Italy the coefficient of inflation variability in the equation of the inter-
est rate differential is significant in the high credibility state (i.e, �12.1 in
the third column of Table 6.1). Moreover, the output-gap variability is
significant in the high credible state in the equation of the interest rate
differential (see coefficient �12.1 in the second column of Table 6.3). This
implies that it is not clear whether monetary authorities in Italy put more
weight on inflation-variability stabilization than on output-gap-variability
stabilization. Although the inflation-variability significance in the high
credibility state is consistent with our theoretical priors, significance of
output-gap variability in the high credibility regime indicates a policy
driven by the objective of output-gap stabilization.24 However, the results
from the equation of inflation variability show that the coefficient of
the interest rate differential is significant in the low credibility regime (i.e.,
�21.2 in the third column of Table 6.1). This implies that in a state of high
inflation expectations (i.e., low credibility regime), the interest rate instru-
ment is used to stabilize inflation. This is consistent with the evidence that
the variance of inflation variability in the low credibility state is lower
than the variance in the high credibility state. This indicates that the pri-
ority of Italian monetary authorities was to keep inflation low and stable.
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The coefficient of inflation variability is slightly higher than the coefficient
of output-gap variability, indicating that the Italian monetary authorities
emphasize low and stable inflation.

In the case of the Netherlands, inflation variability is significant in the
high credibility state (i.e., coefficient �12.1 in the fourth column of Table 6.1)
and insignificant in the low credibility state (i.e., coefficient �12.2 in the
fourth column of Table 6.1). The significance of inflation variability only
in the high credibility state, and the small interest rate differential between
the Dutch interest rate and the German interest rate, implies a close rela-
tionship between monetary policies in the two countries.25 The fourth
column of Table 6.3 indicates that output-gap variability is not signifi-
cant in any state. This is not surprising since the variance of output-gap
variability in the high credibility state is higher than the variance in the
low credibility state, indicating that the unobserved state variables of
output-gap variability and interest rate differential might be independ-
ent of each other. In general, the significance of inflation variability and
insignificance of the output-gap variability in the equation of the inter-
est rate differential indicate that Dutch monetary authorities prefer to
stabilize inflation variability rather than output-gap variability. Therefore,
the credibility of monetary policy in the Netherlands regarding the object-
ive of price stability was high.

The fifth column of Table 6.1 shows that in Belgium inflation variabil-
ity is significant in the high credibility state (i.e., coefficient �12.1). Output-
gap variability is significant in the low credible state (see the coefficient
�12.2 in the fifth column in Table 6.3). These results are consistent with
our theoretical priors and indicate that the preferences of Belgian mon-
etary authorities regarding the stabilization of output-gap variability and
inflation variability are regime dependent. Therefore, in the low credibil-
ity regime monetary authorities concentrate on the stabilization of output-
gap variability, and in the high credibility regime on the stabilization of
inflation variability.

In Austria the results show that inflation variability is not significant
in any state (i.e., �12.1 and �12.2 in the sixth column of Table 6.1), while
the output-gap variability is significant only in the high credible state
(see the coefficient �12.1 in the sixth column of Table 6.3). These results
show that Austrian monetary authorities place more weight on the sta-
bilization of output-gap variability. This might be due to the high cred-
ibility of Austrian monetary policy in view of their success in shadowing
German monetary policy.26 This can be seen in Figure 6.5 (right-hand side)
where the filtered probability of a high credible regime, with the exception
of some cases, is close to unity during the whole period.
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In Finland inflation variability is not significant in any state (i.e., coef-
ficients �12.1 and �12.2 in the second column of Table 6.2). This result is
strange since Finland was an inflation-targeting country. The insignifi-
cance of the inflation variability variable might be due to the high cred-
ibility of low inflationary policy, thereby reducing inflationary expectations
and therefore the persistence of the low credible state. This is consistent
with the fact that the high credible state shows higher persistence than the
low credible state (i.e., p12 � p21 and �11.1 � �11.2). This implies that the
economy remained in the high credible regime for longer than in the low
credible regime. Therefore, the incentive of Finnish monetary authorities
to inflate was relatively small. This leads to a weak impact of inflation vari-
ability in the high credible state. Additionally, output-gap variability is also
insignificant in both states (i.e., coefficients �12.1 and �12.2 in the second
column of Table 6.4). This shows that the insignificant effects of inflation
variability on the interest rate differential were not due to the priority that
the Finnish central bank put on output-gap stabilization, but to the high
credibility that these authorities enjoyed over the period, with respect to
their low inflation target. The insignificance of output-gap variability in
the equation of interest rate differential might be due to the fact that the
regime-generating variables of interest rate differential and of output-gap
variability might be independent from each other. This is strengthened by
the finding that the variance of output-gap variability is higher in the
regime of high credibility than the variance in the regime of low credibility.

In Portugal only inflation variability and in the low credibility state is
significant (i.e., coefficient �12.2 in the third column of Table 6.2). The fact
that output-gap variability is not significant in any state shows the deter-
mination of the central bank to stabilize inflation irrespective of the cost
that this policy implies for the output-gap variability. There is also evi-
dence that in the equation of output-gap variability, the interest rate dif-
ferential is significant in both states (see coefficients �21.1 and �21.2 in the
fourth column of Table 6.4). Moreover, the variance of inflation variabil-
ity in the high credibility regime is higher than the variance in the low
credibility regime. This indicates that the unobserved state variable of
inflation variability is independent of the unobserved state variable of
interest rate differential. The implication is that the interest rate responds
to inflation variability in the low credibility regime and this response
increases the variance of output-gap variability. Under such circumstances
the interest rate differential and the output-gap variability are always in
the same regime and inflation variability is in the opposite regime. This
implies that the main objective of Portuguese central bank was to keep
inflation low and stable according to the Maastricht criteria.
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In Spain, as in the case of Finland, none of the inflation variability or
output-gap variability coefficients is significant in any regime (see
column 5, Tables 6.2 and 6.4 respectively). Moreover, the variance of infla-
tion variability, in the low credible state, is lower than the variance in the
high credible state. This implies that the regime-generating process of
inflation variability might be independent of the regime-generating process
of interest rate differential. This might be due to the fact that interest
rate differentials reflect changes in the exchange rate with respect to the
German mark plus a risk premium (see Froot and Rogoff, 1991). Spain
moved gradually from an exchange-rate-targeting regime to an inflation-
targeting regime.27 In particular, Spain experienced a trade-off between
retaining an exchange rate peg and concentrating on the domestic infla-
tion target. Spain did not choose to respond to exchange rate changes
that partly reflected international macroeconomic movements, and to
keep both inflation expectations and interest rate stable (see Bernanke
et al., 1999). Therefore, the response of the Spanish interest rate to domestic
inflation rather than to changes in the German interest rates might be
the reason that the regimes of inflation variability and interest rate dif-
ferential moved independently. This transition from an exchange-rate-
targeting regime to an inflation-targeting regime was accompanied by a
substantial increase in transparency and accountability. This helped the
central bank to make clear to the public the consequences of fiscal con-
solidation that took place. In general, Spanish monetary authorities
adopted a flexible inflation target accompanied by better communication
to the public. They thus managed to increase flexibility and transparency,
without experiencing any cost in terms of credibility, higher inflation
and even exchange rate instability.

Summary and conclusions

We have used two different MRS(2)-BVAR(1) models to analyse the credibil-
ity of monetary policy in a sub-set of EMS countries. In the first specification
we used an MRS(2)-BVAR(1) model between the interest rate differential of
individual EMS countries and the German interest rate and inflation vari-
ability. In the second model we used an MRS(2)-BVAR(1) model between the
same interest rate differential and the output-gap variability. We have
employed an MRS(2)-BVAR(1) model to avoid the problem of endogeneity
from which time varying transition probability models might suffer. We
have covered the entire EMS period in the case of eight EMU countries.

The evidence adduced indicates the existence of asymmetric effects,
with the output-gap variability and inflation variability having different
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effects in each state. The impact of inflation variability and output-gap
variability for most countries is significant in the high credible state and
insignificant in the low credible state. This might be due to the high
credibility of central bank monetary policy concerning future disinfla-
tionary policies. An exception to this result is the case of inflation vari-
ability in France and Portugal, where it is significant in the low credible
state. This can be explained by the negative effects on economic growth
that high inflation expectations exert in the low credible state, forcing the
monetary authorities to respond to these expectations. Moreover, in the
case of Belgium output-gap variability is significant in the low credible
state. This implies that when the Belgian authorities are faced with a high
volatile environment with a potentially negative impact on economic
activity, they prefer to stabilize output-gap variability rather than inflation
variability.

An important result is that in the cases where both inflation variability
and output-gap variability are significant, the former has greater effects
than the latter on the interest rate differential. Only in Italy and Belgium
are both output-gap variability and inflation variability significant, and
only in Italy are both of these variables significant in the same regime.
The overall conclusion of this chapter is that most of the countries under
consideration followed a monetary policy that was more sensitive to
inflation variability. However, the effects of output-gap variability and
inflation variability are not the same across the EMS countries under
consideration.

Notes

1 Ideally all twelve Economic and Monetary Union (EMU) countries should be
included in our sample of countries. Unfortunately, for Greece and Ireland
consistent data simply do not exist for the period 1979–98.

2 The difference between this study and Arestis and Mouratidis (2004a) is that
we estimate the preferences of monetary authorities in a system specification
(in the current contribution), whereas Arestis and Mouratidis estimate these
preferences in a single equation framework. Consequently, the current contri-
bution contains work further to that of Arestis and Mouratidis (2004a).

3 The loss function (6.1) includes only inflation and output and not exchange
rate. The argument for this formulation is that policy makers are not concerned
with the behaviour of intermediate targets, such as exchange rate, but with
the optimal path of output and inflation.

4 An interest rate smoothing can be introduced in (6.4) in line with Clarida et al.
(1998) and with our empirical model as per below.
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5 Equation (6.4) can be presented in the form used by Taylor (1993). This can
be accomplished by using equations 6.2 and 6.3 to express the supply shocks
in terms of output yt and inflation 
t.

6 Equation (6.5) indicates that when � � 0 (i.e. monetary authorities care only
about output variability), �2

y/�2

 � 0 and when � � 1 (i.e., monetary authorities

care only about inflation variability), �2
y/�2


 � �. Different values of � between
zero and one give the entire output-inflation variability frontier, which
depends on the slope of the aggregate supply curve and is independent of the
aggregate demand curve and the variance of supply shocks.

7 This is a rather strong assumption but it is consistent with the theoretical
argument of Ball (1995) where, as long as supply shocks are absent, the wet
type of central bank sets inflation equal to zero and inflates at the discre-
tionary level when supply shocks occur. Therefore, the high volatility regime
where the risk premium of the wet type of central bank to deviate from the
low inflation policy pursued by the dry type is high can be associated with the
presence of supply shocks which raise a trade-off between inflation variabil-
ity and output-gap variability.

8 A formulation of such a loss function can be presented as follows:

where �1 � �2 , (1 � �1) � (1 � �2) and st denotes an unobserved state vari-
able which follows a Markov process.

9 High values of 
 (i.e., a flat supply curve) imply that any move by the central
bank to put more weight on inflation will increase output gap variability.

10 Arestis and Mouratidis (2004b) show that explicit modelling that takes into
account short-run dynamics can yield useful information on the long-run rela-
tionship between output-gap and inflation variability. Arestis and Mouratidis
measure the efficiency of monetary policy taking into account the short-run
trade-off inflation and output-gap variability. In particular, using a bivariate sto-
chastic volatility model of inflation and output gap variability, Arestis and
Mouratidis (2004b) identify as supply shocks those that move the coefficient of
inflation variability and output-gap variability in the factor loading matrix in
different directions. The model has been identified using a rotation matrix in
line with Harvey, Ruiz and Shephard (1994). Arestis and Mouratidis (2004b)
measure the efficiency of monetary policy based on a perceived indifference
curve for two sub-periods. The construction of these indifference curves is based
on the estimated coefficient of factor loading matrix that corresponds to supply
shocks. The sub-periods were selected based on structural stability tests.

11 Krolzig (1997) describes MRS-BVAR model specifications, where the autore-
gressive parameters and the mean, or the intercept, are state dependent and
the error term is homoscedastic or heteroscedastic.

12 In particular, the elements pij of p give the transition probability that state i
will be followed by state j. Moreover, every column of p sum to unity

This implies that p’ 1 � 1, where 1 is a (2 � 1)

vector with unity elements.
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13 Ball (1995) shows that the wet type of central bank sets inflation equal to
zero so long as supply shocks are absent, and inflates at the discretionary
level (see text for its meaning) when supply shocks occur.

14 Significance of output-gap variability in the high credibility state might be
due to an increase in the correlation between the business cycle in an indi-
vidual EMS member country and in that of Germany. The effect of business-
cycle correlation on interest rate policy can be implemented in a
multivariate MRS model, if a proxy of business-cycle correlation is available.
This would be an interesting exercise for future research.

15 One attractive feature of stochastic volatility models is that they can be
extended to a multivariate framework (see Harvey, Ruiz and Shephard,
1994). Stochastic volatility models, based on the log of variabilities, can cap-
ture the presence of a variability trade-off between inflation and output-gap
in a way that no other multivariate model of variabilities can capture (see
Arestis, Caporale and Cipollini, 2002).

16 An alternative way to compute stochastic volatilities is as follows:

where SV is stochastic volatility, p is inflation, and y is output-gap.
17 In the case of industrial production the series of stochastic volatility was so

erratic that convergence did not take place in the estimation of the MRS-
BVAR models. We were thus forced to smooth the series by using a twelve-
order moving average.

18 Moreover, Mouratidis and Spagnolo (2003) show that the interest rate differ-
entials in a number of EMS countries is characterized by the presence of only
two states. In particular, they examine the number of states for the interest
rate differential, and, they also employ Hansen’s (1992 and 1996) standard-
ized likelihood ratio to test the hypotheses of one state against two states, and
two against three states. Moreover, they consider selection procedures based
on the ARMA representation of Markov regime-switching models. Evidence
both from Hansen tests and from the ARMA representation selection proce-
dures strongly supports the hypothesis of two states.

19 In an alternative specification, suggested by Krolzig (1997), where autore-
gressive coefficients are state-invariant and only the mean, or the intercept, is
regime dependent, it is not possible to measure the effect of inflation vari-
ability and output-gap variability on interest rate differential in different
regimes. In this case implications about the preferences of the central bank
are ignored.

20 Krolzig (1997, ch. 6), generalizing the arguments of Leroux (1992), shows
that identifiability of a MRS-VAR model requires that the VAR parameter vec-
tors in each regime are distinct, and the Markov chain associated with the
transition probability matrix is irreducible and aperiodic.
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21 See Proposition 1 of Warne (2000), for conditions under which each regime-
generating process of MRS-BVAR follows an independent process.

22 The exception to these results is the case of Belgian output-gap variability
where the autoregressive coefficient of interest rate differential in the high cred-
ible state (i.e., �11.1) is slightly higher than the autoregressive coefficient in the
low credible regime (i.e., �11.2). However, the transition probability from the
low credible regime to the high credible regime is higher than the transition
probability from the high credible regime to the low credible regime (i.e.,
p21 � p12).

23 An interesting question that arises is whether the unobserved state variables
are intertemporally perfectly correlated (Philips, 1991; Ravn and Sola, 1995;
and Sola, Spagnolo and Spagnolo, 2002). Under such a framework, there
would be four states (i.e., P1 � P2) where Pi, with i � 1,2, is the transition
probability matrix of each variable in the system. It would be sensible to esti-
mate them. However, in our specification where the autoregressive matrix
and the variance-covariance matrix are regime dependent, it would be com-
putationally demanding, if not impossible, to estimate them.

24 Significance of the output-gap variability in the high credibility regime
might reflect an increase in the business cycles correlation between Italy and
Germany. However, as we mentioned in the section on empirical methodol-
ogy, the issue of the effects of business cycles correlation on monetary policy
is better left for future research.

25 In the 1980s there was the view that the EMS included two block currency
areas: a hard-currency block which included up to 1987 only the
Deutschmark and the Dutch Guilder, and a soft-currency block which
included the other currencies that were shadowed by the French franc.

26 The Austrian interest rate differential in relation to the German interest rate
was almost close to zero during the period under investigation.

27 The central bank of Spain announced an inflation target on 28 November
1994. The announcement was made in line with the law of the Autonomy
Banco de Espana, introduced on January 1995, and it was effectively applied
in June of the same year.
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7
Why Do Firms Hedge? A Review of
the Evidence
Amrit Judge

Introduction

The academic debate on the merits of hedging has identified five main
theoretical rationales for corporate hedging:

(a) to minimize corporate tax liability;
(b) to reduce the expected costs of financial distress;
(c) to ameliorate conflicts of interest between shareholders and bond-

holders;
(d) to improve co-ordination between financing and investment policy;
(e) to maximize the value of the manager’s wealth portfolio.

These theories provide useful insights and predictions on the firm’s
hedging decision. In particular, the hedging theories imply that the bene-
fits of hedging to shareholders or managers are likely to differ across firms
in ways that depend on various firm-level financial and operating char-
acteristics. The empirical literature has confronted this theoretical debate
on the merits of hedging by investigating the relative importance of the
corporate hedging theories. This has been achieved by operationalizing
the various theoretical predictions into empirically testable implications.
Table 7.1 shows that this literature has grown considerably in the last ten
years with over twenty-five empirical studies since 1995. The majority of
these studies source data from the United States. This growth in the empir-
ical literature is largely due to the mandatory disclosure of information
on hedging practices and, in particular, the use of derivatives in annual
reports and other financial statements. In the United States the catalyst
responsible for this has been the Financial Accounting Standards Board
(FASB). The FASB has issued several ‘Statements of Financial Accounting
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Table 7.1 Empirical studies examining non-financial firms’ hedging policy and the use of derivatives (in chronological order)

Author(s) Date Area of study Source of data Type of firm Sample size Dependent Methodology Country
of study variable

Francis and 1993 All hedgers Annual Reports Financial and 434 Binary Logit USA
Stephan (1983–87) non-financial

Nance, 1993 All hedgers Survey (1986) Non-financial 169 respondents Binary Logit USA
Smith and � 31.6%
Smithson

Dolde 1995 All hedgers Survey (1992) Non-financial 244 respondents Binary Logit/OLS USA
� 51.3%

Wysocki 1996 All hedgers and Annual Reports (1993 Non-financial 403 (215 derivative Binary Logit/OLS USA/Canada
foreign exchange and 1994) users) and 807
hedgers (234 currency

derivative users)
Mian 1996 All hedgers and Annual Reports (1992) Non-financial 771 hedgers and Binary Logit USA

foreign exchange 2251 non-hedgers
and interest rate
hedgers

Berkman 1996 All hedgers Annual Reports (1994) Non-financial 116 firms on NZ Continuous Tobit New Zealand
and stock exchange
Bradbury

Tufano 1996 Commodity price Survey (1991–93) Gold mining 48 Continuous Tobit USA
hedging: gold
price hedging

Fok, Carroll 1997 All hedgers Annual Reports Non-financial 331 Binary Logit USA
and Chiou (1990–92)
Géczy, 1997 Foreign exchange Annual Reports (1991) Non-financial 372 Fortune 500 Binary Logit//Simultan- USA
Minton and hedgers eous equation
Schrand

(Continued)
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Author(s) Date Area of study Source of data Type of firm Sample size Dependent Methodology Country
of study variable

Gay and 1998 All hedgers and Proxy statement (1995) Non-financial 486 Continuous Tobit USA
Nam interest rate

hedgers
Howton 1998 All hedgers and Annual Report (1994) Non-financial 451 Fortune 500/ Continuous Tobit USA
and Perfect foreign exchange S&P 500 and 461

and interest rate random firms
hedgers

Goldberg, 1998 All hedgers and 10-K forms (1993) Non-financial 410 Binary/ Probit/Tobit/ USA
Godwin, foreign exchange Continuous OLS/Cragg
Kim and and interest rate
Tritschler hedgers

Fehle 1999 All hedgers 10-K forms and Non-financial 2,528 (7336 firm Binary Probit USA
10-K 405 (1993–1997) years)

Jalilvand 1999 All hedgers Survey Non-financial 77 Binary Logit Canada
Haushalter 2000 Commodity price Annual Report Oil and gas 100 Continuous Tobit/Cragg USA

hedging: oil and (1992–94) and producers
gas price hedging Survey (1995)

Graham 2000 Foreign exchange 10-K forms (1994–95) Financial and 531 (derived from Continuous Tobit/Cragg USA
and Rogers interest rate non-financial a random sample

hedgers of 10-K filings)
Allayannis 2001 Foreign exchange Annual Reports Non-financial 724 firm years Binary/ Probit/Tobit/ USA
and Ofek hedgers (1992–93) (S&P 500) Continuous OLS/Cragg
Graham 2002 All hedgers 10-K forms (1994–95) Financial and 442 (derived from Continuous Tobit/Simultan- USA
and Rogers non-financial a random sample eous equation

of 10-K filings) equation
Knopf, 2002 All hedgers Annual reports (1996) Non-financial 260 (S&P 500) Continuous Tobit USA
Nam and
Thornton
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Rogers 2002 All hedgers 10-K forms (1994–95) Financial and 524 (derived from Continuous Tobit/ USA
non-financial a random sample Simultaneous

of 10-K filings) equation
Hagelin 2003 Foreign exchange Survey (1997) Non-financial 101 respondents Binary/ Logit/Cragg Sweden

hedgers � 63% Continuous

Bartram, 2004 All hedgers and Annual reports Non-financial 7,309 Binary Logit 48 countries
Brown and foreign exchange, (1999–2000)
Fehle interest rate and

commodity price
hedgers

Pramborg 2005 Foreign exchange Survey (2000) Non-financial 60 Korean Binary Logit Sweden/
hedgers respondents � 16% South Korea

103 Swedish
respondents � 41%

Judge a 2005 Foreign exchange Annual reports (1995) Non-financial 366 Binary Logit UK
hedgers

Faulkender 2005 Interest rate 10-K forms (1994–1999) Chemical 133 (275 debt Binary Probit USA
hedgers industry issuances over

6-year period)
Judge b 2005 All hedgers Annual reports (1995) Non-financial 412 Binary Logit UK

OLS � Ordinary Least Squares
Note(s): Under the ‘Area of Study’ column, ‘All hedgers’ indicates that firms hedging any category of exposure were defined as hedgers.
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Standards (SFASs)’ requiring firms to disclose in their annual reports both
qualitative and quantitative information on hedging and derivatives use.

This chapter examines the literature that has focused on testing the vari-
ous theories of hedging. It begins by looking at how the empirical litera-
ture has defined hedging and measured hedging. It then examines whether
the definitions of hedging employed are appropriate indicators of hedging
or are potential proxies for speculation. This is followed by a look at some
inherent problems of single exposure hedging studies and a conclusion.

Hedging defined and measured

The ability to identify which firms hedge and don’t hedge and, for those
that do, the extent to which they hedge is vital if reliable tests of hedging
theories are to be undertaken. The empirical examination of hedging the-
ories has been hindered by the general unavailability of data on hedging
activities. Until recently, a firm’s exact position in hedging and its meth-
ods of hedging (for example, use of derivatives) was information closely
guarded by the firm because it was deemed to be of strategic importance.
It is only in the last few years that firms have been encouraged to disclose
in their annual reports information on their hedging policies and their
methods of hedging. In the absence of this information, most of the ear-
lier empirical studies used survey data to examine the determinants of cor-
porate hedging (Nance, Smith and Smithson, 1993; Dolde, 1995). In these
studies, authors surveyed firms, asking respondents whether their firm
used derivative instruments. As disclosure of hedging practices in finan-
cial reports improved, several studies searched these reports for qualita-
tive disclosures and defined hedgers as firms whose reports included
references to terms such as ‘hedging’ or ‘risk management’ or ‘deriva-
tives’, or to particular derivative instruments such as ‘interest rate swaps’
or ‘foreign currency derivatives’ (Francis and Stephan (1993), Mian
(1996), Wysocki (1996), Fok, Carroll and Chiou (1997), Géczy, Minton and
Schrand (1997)).1 Further improvements in the quality of annual report
disclosures have made it possible for recent studies to employ quantita-
tive data on derivative usage to measure the ‘extent of hedging’.2

How is hedging defined?

The question of how hedging is defined is critical to any empirical exam-
ination of the determinants of corporate hedging. In their seminal paper
formulating the economic rationale for hedging, Smith and Stulz (1985)
point out that a ‘firm can hedge by trading in a particular futures, forward,



swap or option market’ (p. 392). They also suggest that a firm can hedge
via its operating strategies: for example, a merger can generate similar
effects to those of hedging through derivatives. Other operating strate-
gies, also referred to as on-balance sheet strategies, include relocating pro-
duction facilities abroad or funding in a foreign currency. Given the
different methods a firm can employ to reduce its risks, how hedging is
defined is crucial for the purposes of precisely classifying firms as ‘hedgers’
and ‘non-hedgers’. Several studies take firms’ investment and on-balance-
sheet financing strategies as predetermined and define hedging as the
use of financial derivatives (Nance, Smith and Smithson, 1993; Dolde, 1995;
Berkman and Bradbury, 1996; Mian, 1996; Wysocki, 1996; Gay and Nam,
1998; Howton and Perfect, 1998; Graham and Rogers, 2002). Two stud-
ies (Francis and Stephan, 1993; Mian, 1996) employ key word searches.
Key words, such as ‘hedging’ or ‘derivatives’ or references to specific
types of derivatives, are used to identify hedging firms. Firms not dis-
closing the use of derivatives are classified as non-hedgers.

The failure to allow for the fact that firms can and do use other tech-
niques to manage risk is a major weakness in these studies.3 This is
because the methodologies employed in these studies do not directly
distinguish between derivatives use and risk reduction. Hedging can be
pursued through changes in the firm’s operating characteristics or other
financial policies. Recently studies have demonstrated that foreign cur-
rency debt is used in hedging firms’ foreign currency exposure (Allayannis
and Ofek, 2001; Elliott, Huffman and Makar 2003; Kedia and Mozumdar,
2003). Kedia and Mozumdar (2003) suggest that an implication of this
result is that studies of foreign currency hedging ‘need to go beyond the
firms’ derivative positions and look at other financial and operational
hedges to fully comprehend the firms’ exposures and risk management
activities’ (p. 545). Guay and Kothari (2003) also stress the importance of
considering a multifaceted approach to hedging in empirical studies of
corporate risk management. They find that derivatives usage by many US
non-financial firms is too small relative to their risk exposures. They sug-
gest that this result is potentially consistent with firms ‘using derivatives
to “fine tune” their overall risk-management program that likely includes
other means of hedging’ (p. 425). They go on to suggest that this implies
that derivatives use is a noisy proxy for firms’ risk management activ-
ities, which might explain the mixed results reported in the literature
such as those pertaining to financial distress and underinvestment costs.

Some studies, however, do include foreign currency debt use, but this
is as an exogenous variable in models explaining currency derivatives
hedging (Géczy, Minton and Schrand 1997; Hagelin, 2003; Bartram,
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Brown and Fehle, 2004). These studies report a positive coefficient for the
foreign debt variable which is consistent with foreign debt acting as a com-
plement to derivatives or creating a foreign currency exposure on aver-
age. This approach, and that of excluding alternative risk management
methods (such as choosing to finance in the currency of the firm’s assets),
fails to distinguish between foreign currency derivative use and foreign
currency risk management. For example, two firms may manage their
foreign currency exposure arising from foreign assets, one firm using a
currency swap to create a liability in the required currency, and the other
using foreign denominated debt to act as a natural hedge of foreign rev-
enues. Therefore, by equating ‘foreign currency hedger’ with ‘foreign
currency derivative user’, the former would be characterized as a
‘hedger’ and the latter, while functionally equivalent, a ‘non-hedger’.4

This approach would make it far more difficult to identify differences
between foreign currency hedgers and foreign currency non-hedgers.

Similarly, in the context of interest rate risk management, Faulkender
(2005) points out that a firm that raises fixed rate debt possesses the
same final interest rate exposure as one that issues floating rate debt and
swaps into fixed. However, most empirical studies have equated ‘interest
rate hedger’ with ‘interest rate derivative user’ and therefore the former
would be characterized as a ‘non-hedger’ and the latter as a ‘hedger’. 
As noted above, this approach fails to recognize that firms may be hedg-
ing their financial price risks by methods other than financial deriva-
tives. Faulkender goes on to say: ‘an empirical examination of whether
firms are hedging, and what the benefits are of smooth cash flows,
should examine the final interest rate exposure of the debt, not the
intermediate step of how many derivatives the firm uses’ (p. 932).

Faulkender is effectively suggesting that some firms may be naturally
hedged if they issue a debt contract that is correctly aligned with their
desired interest rate exposure. A firm may have highly variable operating
cash flows, but if its supply of cash flow is matched to its demand for cash
flow, it is naturally hedged. Thus, a firm is naturally hedged when, for
example, its ability to generate operating cashflow is positively correlated
with its investment opportunities. However, precisely classifying firms as
hedgers and non-hedgers may not be possible empirically. One way of alle-
viating this problem is to examine the use of derivatives rather than
hedging in general, and introduce variables that indicate the existence of
other hedging methods. Therefore, firms that are naturally hedged will not
be expected to use derivatives.5 Some studies attempt to take account of
hedging achieved through operational or alternative financial policies
(Tufano, 1996; Fok, Carroll and Chiou, 1997; Géczy, Minton and Schrand,

134 Why Do Firms Hedge? Evidence Reviewed



1997; Haushalter, 2000; Allayannis and Ofek, 2001; Faulkender, 2005;
Judge, 2005b; Pramborg, 2005).

Tufano’s (1996) investigation of risk management practices in the North
American gold mining industry attempts to address this problem by rec-
ognizing that risk management strategies can be implemented using
explicit derivative transactions, such as the forward sale of gold, or they can
be combined with financing activities. For example, in borrowing via a
gold or bullion loan, a mining firm combines dollar-based financing with
a forward sale of gold. Therefore, he attempts to identify both on- and
off-balance sheet risk management activity so as to avoid what he refers to
as ‘the inaccurate categorisation of functionally-equivalent financial
positions’ (p. 1,103).

Fok, Carroll and Chiou (1997) use a measure for unrelated business
line diversification and a dummy variable identifying multinational firms
which proxies for production or operational hedging. Only the multi-
national dummy variable was significant, although the sign was oppo-
site to that predicted. If this variable is a good proxy for operational
hedging, then the Fok, Carroll and Chiou (1997) results imply that oper-
ational hedging and derivatives hedging are more likely to be comple-
ments rather than substitutes.

How is hedging measured?

In some studies researchers measure ‘risk management’ by using a
dichotomous variable that equals one if the firm indicates that it hedges
or uses derivatives and zero otherwise. Thus hedging in is seen as a
binary decision, the decision to hedge or not to hedge. However, it could
be argued that the theories of hedging predict relationships between the
extent of risk management and various firm level financial and operating
characteristics. For example, ceteris paribus, a firm with a high propor-
tion of export sales might be expected to hedge a greater proportion of
its exposure than, say, a firm with a lower proportion of export sales.6

The aforementioned approach is clearly a crude way to measure hedging
since it does not discriminate between firms that fully hedge and those
that part hedge. Consequently, firms that hedge 1 per cent of their expos-
ure will make up the population of hedging firms just the same as those
that hedge 100 per cent of their exposure. These types of hedging firms
might differ significantly in terms of their exposure characteristics and
other financial and operating traits. Therefore, it may not be possible to
detect differences between hedgers and non-hedgers since a firm that
hedges a small portion of its exposure might be closer to a non-hedging
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firm than to one that hedges most of its risk.7 Dolde (1995) attempts to
allow for the variation in the extent of hedging by asking firms to indicate
what proportion of their exposures are hedged, first, when a firm holds no
view on future financial price changes, and second, when a firm holds a
view on future financial price changes. He then uses a dichotomous vari-
able to distinguish between firms lying above or below the median of all
responses.

Due to the limitations of the data on hedging the above studies examine
the determinants of the decision to hedge and cannot examine the
determinants of the decision of how much to hedge. The former is con-
cerned with the likelihood of hedging and the latter is concerned with the
extent of hedging. However, as the disclosure of quantitative data on
derivatives use has improved, several recent studies have attempted to
derive a continuous measure of hedging in order to provide more reliable
tests of the determinants of hedging (Berkman and Bradbury, 1996;
Tufano, 1996; Gay and Nam, 1998; Howton and Perfect, 1998; Haushalter,
2000; Allayannis and Ofek, 2001; Graham and Rogers, 2002; Knopf, Nam
and Thornton, 2002; Rogers, 2002). Several of these studies employ total
notional values of derivatives scaled by firm size to measure the level 
(or extent) of derivatives use (or hedging: see Berkman and Bradbury,
1996; Gay and Nam, 1998; Howton and Perfect, 1998; Allayannis and
Ofek, 2001; Knopf, Nam and Thornton, 2002).

A problem with the use of total notional values is that they are an
aggregate of long and short positions and therefore are an over-estimation
of the level of derivative use, and so a biased measure of the extent of
hedging. For example, in the case of swaps, the notional amount can be
quite large, whereas the ‘net’ position may be small. Where hedging is
undertaken at a decentralized level, the reported notional value of deriva-
tives may be larger than if hedging is undertaken at a group level, yet the
same net position may result. Graham and Rogers (2002) attempt to correct
for this by restricting their sample of derivative users to those for which
they can determine the net notional amount of derivatives. However, this
factor will only be important if many firms enter into offsetting long and
short positions.

Two studies also use fair values of derivatives scaled by firm size as an
indicator of the extent of hedging (Berkman and Bradbury, 1996; Howton
and Prefect, 1998), although it is not clear what this variable is measuring.
The fair value is the amount at which an instrument could be exchanged
in a current transaction between willing parties other than in a forced or
liquidation sale. Fair values are estimated by discounting the future cash
flows to net present value using appropriate market rates prevailing at the
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year-end. The fair value of a derivative contract at origination is zero even
though the firm might be fully hedged. Clearly this variable provides no
indication of the extent of risk management undertaken, and therefore its
value in testing the theories of hedging is questionable.

Another problem is that the notional values employed in these studies
do not take into account the risk characteristics of the derivative instru-
ment such as the term, denomination and settlement price of the out-
standing contracts. For example, suppose a swap’s principal is £250 million
and the debt with which it is associated is £500 million. Either the swap is
covering only half the debt issue and its consequent interest expense, or
the entire interest expense is being hedged in some other way: for exam-
ple, through an amplified interest rate.8 Also, different firms can hold the
same notional value of derivatives and still have very different hedging
practices (Smith, 1995): for example, two firms may hold swaps with a
notional principal of £200 million, but for one the term is one year and
for the other the term is five years. What is important is which firm is
hedging more extensively. It might seem that the latter is more exten-
sively hedged; however, if the first firm is hedging debt that matures in
one year and the other firm is hedging debt that matures in five years, then
their hedging practices are similar. Therefore, no conclusions can be
drawn from examining notional principal amounts, but relating them
back to their underlying exposures prompts closer investigation into com-
panies’ risk management activities and philosophies. Existing financial
reporting regimes do not require firms to disclose the underlying asset or
liability that is associated with a derivative contract, so researchers are not
able to determine the precise relationship between the item hedged and
the hedging instrument.

A weakness in using gross or net notional amounts of derivatives scaled
by firm size as the dependent variable is that it is not clear what this is
actually measuring: for example, Allayannis and Ofek (2001) expect a
relation between the value of foreign currency derivatives and factors that
expose the firm to foreign currency risks (overseas operations, imports and
exports). However, unless firm size is correlated with these exposure
characteristics, the exact relationship between their dependent variable,
the ratio of notional value of currency derivatives to total assets, and the
size of the exposures is unclear.

If the dependent variable in these studies is attempting to measure the
degree of hedging then the fundamental problem with this measure is that
it does not scale by the firm’s underlying financial price exposure. All
studies use firm size as their scaling variable. Unless this is a good proxy
for the level of a firm’s exposure it is not clear whether this is actually a
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measure of the extent of risk management undertaken. These studies fail to
recognize that it is necessary to scale the firm’s financial risk management
activity against its natural exposure to understand its economic import-
ance. Therefore, it is not clear from these studies what additional
insights they provide relative to the studies employing a binary dependent
variable to the question of the empirical determinants of hedging.

Two industry-specific studies attempt to address this criticism (Tufano,
1996; Haushalter, 2000). Tufano calculates a measure of the degree of risk
management undertaken by firms in the US gold mining industry, by using
the delta of a firm’s risk management portfolio divided by the amount of
gold expected to be produced over a three-year period as a measure of the
extent of risk management activity. Tufano refers to this as the delta per-
centage: the percentage of production accounted for by portfolio delta.9

Haushalter (2000) examines the hedging policies of US oil and gas pro-
ducers for the period 1992–4. Using both survey and financial statement
data he measures the extent of hedging as the fraction of the firm’s pro-
duction for the year that is hedged against price fluctuations. The implicit
assumption made by both of these studies is that the size of a firm’s expo-
sure is equal to its level of production rather than the level of its sales.
Ultimately it is the amount sold in a given period that is exposed to price
risk. The Tufano and Haushalter dependent variables are appropriate if
production levels in a given period are similar to sales for that period,
otherwise these measures may over- or under-estimate the level of hedging.

A potential weakness in these industry-specific studies is that although
variability in the commodity price is the exposure that dominates for firms
in the oil, gas and gold mining industries, these studies take no account of
firms’ other hedging activities, such as interest rate and foreign currency
hedging. This point is pertinent since shareholders in a commodity com-
pany might prefer a company to keep its commodity price exposure
unhedged to preserve all of its upside to commodity price appreciation.
Hedging commodity price exposure may limit the ability of the com-
pany to benefit fully from increases in the price of the commodity (some-
thing shareholders would have expected when buying the shares).

Speculation

The previous section shows that all empirical studies incorporate the use
of derivatives into their hedging definition. However, derivatives can be
used for speculation as well as hedging. Ljungqvist (1994) and Campbell
and Kracaw (1999) identify several incentives for non-financial firms to
speculate. Given these incentives it is possible that derivative users are
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speculating rather than hedging. Recently the debate on derivatives use has
focused on whether firms use these instruments for hedging or for specu-
lation (Géczy, Minton and Schrand, 2004; Faulkender, 2005), so an
important issue is whether risk management studies are measuring
hedging or speculation. If the motives for optimal hedging and speculation
are correlated, empirical results might not distinguish between these two
activities. For example, Campbell and Kracaw (1999) propose a model
which implies that some speculative behaviour may be optimal and that
such optimal behaviour should be observed with firms that have signifi-
cant growth opportunities but modest internal resources and high asym-
metric information costs. Conversely, Froot, Scharfstein and Stein (1993)
present analysis which suggests that firms faced with a similar set of cir-
cumstances possess an incentive to hedge. Several studies find that firms
with higher levels of research and development (R&D) expenditure,
which is considered to be indicative of high growth opportunities, are
more likely to use derivatives. They interpret this as evidence of more hedg-
ing by these companies. However, this set of results is also consistent with
Campbell and Kracaw’s analysis that firms might be speculating with
derivatives rather than hedging.

It follows from the above discussion that it may not be possible empir-
ically to distinguish between hedgers and speculators. Notwithstanding
this, five empirical studies ignore the possibility that firms may use deriv-
atives to enhance rather than reduce their exposures (Nance, Smith and
Smithson, 1993; Wysocki, 1996; Fok, Carroll and Chiou, 1997; Gay and
Nam, 1998; Howton and Perfect, 1998), although, Nance, Smith and
Smithson (1993) find, using contemporaneous and lagged data, no sig-
nificant difference in the volatility of pretax income between hedgers
(derivative users) and non-hedgers (non-users) ex post. Nance, Smith and
Smithson point out that since hedging reduces cash flow volatility, there
might not be significant differences in volatility ex post. This evidence
would seem to imply that derivative users in the Nance, Smith and
Smithson sample are hedging rather than speculating.

Two studies use key word searches to identify hedging firms (Francis and
Stephan, 1993; Mian, 1996). A potential weakness with using key word
searches to make inferences about hedging is that this method has the
potential of misclassifying hedgers as non-hedgers (e.g., hedging firms with
no disclosure in their annual report) and speculators as hedgers. In an
attempt to correct for this Mian (1996) draws the distinction between firms
who explicitly disclose that they hedge their exposures and firms that
disclose the use of derivatives but make no reference to hedging. 
Mian argues that this latter group could potentially be using derivative
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instruments for speculation and not hedging. Mian classifies firms into
hedgers and non-hedgers using annual financial statements for 1992 avail-
able on the LEXIS/NEXIS database. Out of 3,022 firms, 543 firms explicitly
state that they hedge and 228 firms disclose the use of derivatives but do
not mention hedging. Mian’s empirical tests are conducted using hedging
firm samples that include and exclude the 228 firms using derivatives
while not mentioning hedging in their annual reports. His results show
that potential misclassifications resulting from inclusion of derivative
users as hedgers do not materially affect his results.

Three studies (Francis and Stephan, 1993; Berkman and Bradbury, 1996;
Graham and Rogers, 2000) find no firms disclosing in their annual reports
that they speculate with derivatives. On the contrary, they find that many
firms provide statements such as ‘derivatives are used for risk management
purposes only’ or ‘derivatives are not used for speculative purposes’.
However, Géczy, Minton and Schrand (2004) question the validity of such
disclosures in annual reports. They find that 13 firms that admit to specu-
lating in an anonymous survey do not report these activities in their pub-
lished financial statements. Six of these firms disclose that they do not use
derivatives for trading purposes. Only two of the 13 firms provide dis-
closures which suggest that trading with derivatives might take place.
This analysis demonstrates that speculating firms are unlikely to disclose
this activity in their annual reports and, in some instances, might make
statements to the contrary.

Firms can incorporate their views of future price movements into
determining the degree of hedging. Three surveys of corporate treasurers
(Dolde, 1995; Edelshain, 1995; Bodnar et al., 1996) find evidence of this
kind of selective hedging. Dolde’s (1995) survey of large US firms indi-
cates that most firms hedge only a portion of their interest rate or for-
eign currency exposures. Edelshain’s (1995) investigation into the currency
risk management practices of 189 UK companies shows that 46 per cent
of firms selectively hedge their foreign currency exposure. Bodnar et al.
(1996) find that US treasurers sometimes allow their view of financial
price movements to influence their hedging decisions. Some might argue
this type of activity is tantamount to speculation; however, this kind of
derivatives use appears more to be the conscious bearing of the firm’s
underlying exposures rather than speculative use of derivatives. A weak-
ness in the aforementioned approaches to assessing whether firms are
using derivatives for hedging or speculation is the reliance on qualita-
tive data provided by firms regarding their reasons for using derivatives.

Géczy, Minton and Schrand (1997) consider firms’ motives in using
currency derivatives to speculate and the implications of speculation for
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their results. Some of their proxy variables, such as firm size, are important
determinants of both optimal speculation and optimal hedging, while
other firm characteristics, such as those associated with under-investment
costs, are unrelated to optimal speculative motives. They argue that while
currency derivative use is not a direct measure of hedging, their results sug-
gest that, on average, their sample of firms are not speculating with 
currency derivative instruments.

Two studies have detailed data on the extent of risk management under-
taken (Tufano, 1996; Haushalter, 2000). Tufano (1996) finds that there are
no gold mining firms in any period with negative delta percentages. This,
he suggests, indicates that firms are not using financial contracts to
increase gold price exposure. This assumes that any speculative activity
with derivatives can be observed. However, Haushalter (2000) argues that
if managers anticipate that the price of oil and gas will increase and thus
increase the exposure of the firm’s cash flow to oil and gas prices, the frac-
tion of production hedged will be censored at zero. Therefore negative
observations for his dependent variable, constructed in a manner similar
to that of Tufano, cannot be observed although, since Tufano has access to
very detailed information on firms’ risk management activities, derivatives
usage is far more transparent making it easier to detect speculative activity.

A far better approach to determining whether firms hedge or speculate is
to measure a firm’s risk exposure and then examine the effect risk man-
agement has on this exposure. Nine studies attempt this by measuring the
impact hedging has on firms’ risk characteristics. Tufano (1998) shows that
as US gold producers increase their hedging the sensitivity of equity value
to gold price falls. Petersen and Thiagarajan (2000) report that a gold price
hedger possesses gold exposure that is only slightly smaller than a gold
price non-hedger. Guay (1999) finds that initiation of corporate derivatives
use is associated with declines in various measurements of firm risk such as
market risk. Hentschel and Kothari (2001) show that derivative users and
non-users exhibit few measurable differences in risk characteristics. Several
studies find that foreign currency derivatives use lowers firms’ exchange
rate exposure (Allayannis, Ihrig and Weston, 2001; Allayannis and Ofek,
2001; Carter, Pantzalis, and Simkins, 2004; Kim, Mathur and Nam, 2004).
Jin and Jorion (2005) demonstrate that the risk management activities of
oil and gas producers decreases sensitivity of equity returns to oil and gas
prices. These results suggest that the use of derivatives is associated with
lower levels of risk which is consistent with firms using derivatives to
hedge rather than speculate.

Despite these findings, recent empirical evidence provides some support
for the notion that non-financial firms use derivatives for speculation
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rather than for hedging. Faulkender (2005) demonstrates that interest rate
risk management practices are motivated by speculative rather than hedg-
ing considerations. Faulkender’s analysis builds on the belief that the final
interest rate exposure of a new debt issue best reflects the implementa-
tion of the firm’s interest rate risk management programme. The results
show that the strongest determinant in explaining final interest rate expo-
sure is the yield spread, which is the difference in yields between long-
term and short-term bonds. As the yield curve steepens, firms are more
likely to take on floating rate debt. According to Faulkender, this sug-
gests that firms are trying to lower their short-term cost of capital; but,
as the yield curve flattens, firms are more likely to raise debt funds that
have a fixed final interest rate exposure. These findings are consistent with
both short-term earnings management and speculation. Firms might swap
the interest rate profile of their debt into floating when there is a large dif-
ference between fixed and floating rates in order to reduce their short-
term debt service payments, which generates higher quarterly earnings.
Alternatively, managers may be speculating by incorporating their views
of anticipated interest rate movements into their interest rate profile
decision, which leads to significant sensitivity to the yield spread, given
that such views are correlated with the shape of the yield curve.

Géczy, Minton and Schrand (2004) utilize survey data collected by
Bodnar et al. (1998) to investigate why firms speculate with derivatives.
Bodnar et al. (1998) ask non-financial firms if their market views of
interest rates and exchange rates cause them to actively take positions.
Thirteen firms indicated that they frequently actively took positions, 
66 firms indicated that they sometimes took active positions and for 
290 firms the response was they never speculated. Géczy, Minton and
Schrand find that speculators are larger than firms that do not take
views. Firms that frequently speculate on exchange rates have more foreign
currency revenue and costs relative to firms that do not, which is con-
sistent with theories that firms speculate to profit on what they believe
is superior information.

Sample composition

Most studies impose restrictions on the types of firms included in their
sample. The majority of studies focus their work on the hedging practices
of large firms. This is because these firms are more likely to face the types
and size of exposures that require hedging and also because information
about their hedging practices is generally more readily available. Most of
these studies restrict their analysis to the hedging practices of non-financial
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firms because financial firms are both users and providers of risk man-
agement products.10

A potential weakness in the sample selection process of these studies is
that they fail to exclude firms that may have an incentive to reduce risk but
do not have ex ante exposure. For example, a firm may have a high R&D
ratio and a low liquidity ratio but no cash flow variability arising from
exposure to financial price volatility and hence will have no requirement
to hedge. Restricting the sample to firms that face ex ante financial price
risk reduces noise in the empirical tests by focusing on the major cross-
sectional differences that affect the incentives for hedging. For samples
constructed in this manner a non-hedger can be interpreted as having
taken a decision not to hedge its risks. This position is different from that
of a non-hedger because of no exposure to financial risks.11 Géczy, Minton
and Schrand (1997), Graham and Rogers (2002), Rogers (2002) and Judge
(2005a) and Judge (2005b) employ this sample selection criteria. The last
three studies test the effectiveness of this selection process and find that
their results are invariant to changes in the composition of their sample.

Types of exposures hedged

The ways in which hedging theoretically increases firm value are not lim-
ited to a particular type of exposure hedged or type of hedging method,
but relate to hedging activities for which the primary focus is to reduce
income volatility. Consequently, there is no need to arbitrarily restrict
hedging activities to a particular category of exposure hedged or deriva-
tive instruments.

Table 7.1 shows that several studies follow this approach and examine
firms hedging any type of financial price exposure (Francis and Stephan
(1993), Nance, Smith and Smithson (1993), Dolde (1995), Berkman and
Bradbury (1996), Wysocki (1996), Fok, Carroll and Chiou (1997), Gay and
Nam (1998), Graham and Rogers (2002), Knopf, Nam and Thornton
(2002), Rogers (2002), Judge (2005a) and (2005b)). The sample of hedgers
in these studies includes firms who use any type of derivative instrument
(i.e., foreign currency, interest rate, commodity price or equity price deriv-
ative). The non-hedgers do not use any type of derivative.

Capital market imperfections create an environment in which exposure
to financial prices adversely affects shareholder wealth. The theories of
hedging explain how these imperfections provide an incentive to hedge.
However, they do not specify the source of the volatility, or which type
of derivative should be used to hedge. Notwithstanding this, some studies
focus on the type of exposure hedged, recognizing that different factors
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may be important for each type of hedging. Four studies focus on the use
of foreign currency hedging instruments (Géczy, Minton and Schrand
(1997), Allayannis and Ofek (2001), Hagelin (2003), Pramborg (2005), Judge
(2005a)). Four studies examine separately the determinants of interest rate
and foreign currency hedging (Mian (1996), Goldberg et al. (1998), Howton
and Perfect (1998), Graham and Rogers (2000)). A further two investigate
commodity price hedging in the gold mining, and the oil and gas indus-
tries, respectively (Tufano (1996), Haushalter (2000)). Although, by con-
struction, these industry-specific studies diminish cross-sectional variation
in firms’ risk exposures, they do so at the expense of cross-sectional vari-
ation in the potential incentives to hedge.

Recently there has been a trend towards the examination of the deter-
minants of hedging specific types of exposure, such as foreign currency
exposure. A hitherto unrecognized problem for these types of empirical
studies is the inclusion of firms hedging other exposures in the sample
of non-hedgers. This is a major weakness in these studies because the
inclusion of hedging firms in the non-hedging sample might blur the
distinction between the two groups and hence bias any empirical tests
against the a priori expectations.

Table 7.2 shows that of the nine studies that have investigated the
determinants of interest rate hedging, seven included firms hedging
other exposures in their sample of non-hedgers. For example, Mian’s
(1996) full sample includes 735 hedgers and 2,064 non-hedgers, and his
interest rate sample includes 417 interest rate hedgers (318 fewer than
the full sample) and 2,382 non-hedgers (318 more than the full sample).
These 318 are firms hedging exposures other than interest rate exposure
and join the non-hedgers in the interest rate hedging tests. Samant
(1996) studies the use of interest rate swaps and obtains control samples
of firms that do not use interest rate swaps but might use other interest
rate derivatives and/or other derivatives. Visvanathan (1998) also stud-
ies the use of interest rate swaps for interest rate hedging and other rea-
sons and partitions his sample into firms that report the use of interest
rate swaps and those that do not report interest rate swaps. The latter
includes firms that use non-interest rate derivatives, such as foreign cur-
rency options. Graham and Rogers (2000) investigate the determinants
of interest rate derivative use and foreign currency derivative use. In
their interest rate sample 180 out of 404 firms use some type of deriva-
tive, and 142 use interest rate derivatives. In multivariate tests, interest
rate derivative non-users are sampled from the 262 firms which do not
disclose the use of interest rate derivatives, of which 38 firms use other
types of derivatives.
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The two exceptions to these studies are the Gay and Nam (1998) study
which looked at the differences in characteristics between a sample of
interest-rate derivatives only users and a matching sample of firms that
did not use any derivatives, and the Li (1996) study of the use of interest
rate swaps, comparing users of interest rate swaps, versus non-users of
any derivative.

Table 7.3 shows that ten previous studies investigating foreign cur-
rency hedging include in their sample of non-hedgers firms hedging

Table 7.2 Composition of non-hedging samples in previous empirical studies
of interest rate hedging and/or the use of interest rate swaps

Author(s) Date Area of study Non-hedger Proportion
of Study sample of other

includes hedgers in
hedgers non-hedger

sample (%)

Mian 1996 All hedgers and Yes 13.35
foreign exchange
and interest rate
hedgers

Samant 1996 Interest rate swaps Yes Not available
Li 1996 Interest rate swaps No Not available

and interest rate
hedging

Visvanathan 1998 Interest rate swaps Yes Not available
and interest rate
hedging

Gay and Nam 1998 Interest rate No Not available
hedgers

Goldberg, 1998 All hedgers, Yes 28.34
Godwin, Kim foreign exchange
and Tritschler and interest 

rate hedgers
Howton and 1998 All hedgers and Yes Not available
Perfect foreign exchange

and interest
rate hedgers

Graham and 2000 Foreign exchange Yes 14.50
Rogers and interest rate

hedgers
Bartram, 2004 All hedgers and Yes Not available
Brown foreign exchange,
and Fehle interest rate and

commodity price
hedgers
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other exposures. In some instances other derivative users can make up
around a quarter of non-foreign currency derivative using firms (i.e.,
non-foreign currency hedging firms). For example, Table 7.3 shows that
in Géczy, Minton and Schrand (1997), 30.1 per cent of the non-user sam-
ple are other derivative users, while in Goldberg et al. (1998) the figure is
29 per cent and in Graham and Rogers (2000) they make up 24 per cent.

Most surveys of derivative use tend to show that foreign currency and
interest rate derivatives are the most popular categories of derivatives used,
whereas the use of commodity price derivatives lags behind in third place.
This is usually because only a small proportion of the sample surveyed

Table 7.3 Composition of non-hedging samples in previous empirical studies
investigating foreign currency hedging

Author(s) Date Area of study Non-hedger Proportion
of study sample of other 

includes hedgers in
hedgers non-hedger

sample (%)

Wysocki 1996 Foreign exchange Yes Not available
hedgers

Mian 1996 All hedgers, foreign Yes 13.02
exchange and
interest rate hedgers

Géczy, Minton 1997 Foreign exchange Yes 30.30
and Schrand hedgers
Goldberg,
Godwin, Kim 1998 All hedgers, foreign Yes 29.20
and Tritschler exchange and interest

rate hedgers
Howton and 1998 All hedgers, foreign Yes Not available
Perfect exchange and

interest rate hedgers
Graham and 2000 Foreign exchange Yes 24.10
Rogers and interest rate

hedgers
Allayannis 2001 Foreign exchange Yes Not available
and Ofek hedgers
Hagelin 2003 Foreign exchange Yes Not available

hedgers
Bartram, 2004 All hedgers, foreign Yes Not available
Brown and exchange and interest
Fehle rate hedgers
Pramborg 2005 Foreign exchange Yes Not available

hedgers



face commodity price exposure.12 This suggests that the majority of ‘other’
hedgers in the non-foreign currency hedging samples of the foreign cur-
rency studies cited in Table 7.3 are likely to be interest rate hedgers. The
existence of interest rate hedgers in both the hedging and non-hedging
samples might impair the ability of these studies to find statistically signif-
icant links between foreign currency hedging and indicators of debt 
levels and debt servicing ability. Since these variables usually act as proxies
for the expected costs of financial distress, this might also explain why in
probit/logit tests nine out of the ten foreign currency studies in Table 7.3
find no evidence in support of this hypothesis.13 In the one study that does
find support (Bartram, Brown and Fehle (2004)) the evidence is rather
weak since leverage is significant in only two out of six individual country
specifications and interest coverage is significant in only one. Judge
(2005a) excludes ‘other’ hedgers from the non-foreign currency hedging
sample and finds a significant improvement in results and in particular
for those variables proxying for the expected costs of financial distress.
Judge suggests that if previous studies had controlled for interest rate
hedgers in the non-foreign currency hedging sample, then they might
also have found evidence supporting the financial distress hypothesis.

Another weakness in these studies is that they fail to recognize that a
sample of foreign currency hedgers which includes firms also hedging
interest rate exposure engenders bias. This is because tests that investi-
gate links between foreign currency hedging and factors that are poten-
tially more relevant to interest rate hedgers, such as leverage, might be
driven by the sample of foreign currency hedgers that also hedge inter-
est rate exposure. This bias could be avoided by excluding these firms as
well as those that also hedge commodity price exposure, leaving a sam-
ple of foreign currency only hedgers. Judge (2005a) argues that employ-
ing a sample of foreign currency only hedgers is the only unambiguous
method for determining which factors are important in the foreign 
currency hedging decision.

Conclusions

This chapter has evaluated the extant empirical research on the deter-
minants of corporate hedging. It argues that studies should attempt to
adopt a more inclusive definition of hedging by incorporating other finan-
cial and operational hedging techniques into their analysis. The import-
ance of considering a range of risk management activities has been stressed
in recent research by Guay and Kothari (2003). They find that derivatives
usage by many US non-financial firms is too small relative to their risk

Amrit Judge 147



148 Why Do Firms Hedge? Evidence Reviewed

exposures, which might be consistent with firms having a preference for
using other hedging methods and only utilizing derivatives to manage
residual financial price exposure. Furthermore, if the hedging motives
for firms using only non-derivative techniques are similar to those using
derivatives, then the classification of non-derivative hedgers as non-
hedgers will bias results against a priori expectations. Therefore, this
might explain the mixed results in previous studies.

The chapter identifies a potential bias in several studies that have exam-
ined the hedging of specific types of financial price exposure, such as for-
eign currency exposure hedging studies. This bias results from the
inclusion of firms hedging other financial price exposures in the sample of
non-hedgers. The existence of other hedgers in the non-hedging sample
might eliminate any differences between hedgers and non-hedgers and
consequently bias the empirical tests.

The chapter also argued that tests examining the relationship between
foreign currency hedging and factors such as leverage and interest cover,
which are generally considered more relevant to interest rate hedging
firms, might be biased. This is because results showing a significant rela-
tionship might be due to a sample of foreign currency hedging firms that
also hedge interest rate exposure. Employing a sample of hedgers that
only hedge foreign currency exposure could eliminate this problem.

Notes

1 Other studies: see, for example, Wall and Pringle (1989) and Samant (1996).
2 See, for example, Tufano (1996), Allayannis and Ofek (2001), Berkman and

Bradbury (1996), Haushalter (2000), Gay and Nam (1998), Howton and
Perfect (1998), Graham and Rogers (2002).

3 Firms can manage risk through diversification, hedging, and insurance (see
Merton, 1993).

4 Tufano (1996) makes a similar point when investigating risk management
activities in the US gold mining industry.

5 For example, Rio Tinto says: ‘Rio Tinto’s exposure to commodity prices is nat-
urally diversified by virtue of its broad commodity spread, and the Group does
not believe a commodity price hedging programme would provide long term
benefit to shareholders.’ The firm also does not believe that currency hedg-
ing provides long term benefits: ‘Rio Tinto’s assets, earnings and cash flows
are influenced by a wide variety of currencies, which provides a substantial
degree of protection against changes in currency parities’; and goes on to say:

Rio Tinto’s operating costs are influenced not only by the US dollar but by
currencies of other countries where its mines and processing plants are
located, in particular the Australian dollar. In any particular year, currency fluc-
tuations may have a significant impact on Rio Tinto’s financial results.



However, in the case of the Australian dollar there is a significant degree of
natural protection against cyclical fluctuations, in that the currency tends
to be weak (reducing costs in US dollar terms) when commodity prices 
are low.

(Rio Tinto 1997 Annual Report, on Form 20-F, pp. 84–5)

6 Allayannis and Ofek (2001) attempt to examine non-linearities in foreign
currency hedging by examining the hypothesis of whether a firm with a
larger proportion of foreign sales hedges a larger proportion of its foreign
sales than a firm with a smaller proportion of foreign sales. In this regression,
the dependent variable is the ratio of foreign currency derivatives to foreign
sales, and the ratio of foreign sales to total sales is used to indicate the exist-
ence of non-linearities. They find a negative coefficient which indicates that,
as the percentage of foreign sales in total sales increases, firms increase the
percentage of foreign sales that is covered by foreign currency derivatives,
but at a decreasing rate.

7 This problem biases the results of these studies against their a priori 
expectations.

8 For firms using only interest rate derivatives, Gay and Nam (1998) calculate
the ratio of the firm’s notional amount of interest-rate derivatives to its total
debt, and zero for non-users. They use total debt to proxy for a firm’s total
interest rate exposure.

9 The delta percentage ignores operating risk management activities, including
the real options to change the rate of production, exploration, and acquisition.

10 The exceptions are Francis and Stephan (1993) and Graham and Rogers
(2000).

11 This approach implies that there are two types of non-hedgers, those that do
not hedge because they have no exposure and those that do not hedge
despite having some level of exposure. By focusing on firms that face ex ante
risk (have some exposure), the absence of derivatives (or hedging) can be
interpreted as a choice not to use derivatives (or hedge), rather than possibly
indicating a lack of exposure to financial price risks.

12 Phillips (1995) reports that of those firms with less than $250 million in
sales, 86 per cent face interest rate risk, 73 per cent face foreign exchange risk,
and 30 per cent face commodity price risk. Among large firms, he reports that
97 per cent face interest rate risk, 91 per cent face foreign exchange rate risk
and 63 per cent face commodity price risk.

13 For example, Géczy, Minton and Schrand (1997) use the long-term debt
ratio, an industry adjusted debt ratio and S&P credit ratings and find no evi-
dence in support of the financial distress cost hypothesis. Furthermore, they
present mixed evidence for proxies measuring under-investment costs,
which can be used to measure expected distress costs (Graham and Rogers,
2002). Goldberg et al. (1998) find that leverage is not significantly related to
the foreign currency hedging decision in both univariate and multivariate
probit tests. Graham and Rogers (2000) find, using a probit model, no signifi-
cant relation between foreign currency hedging and measures for financial
distress costs, such as debt ratio, debt ratio times market-to-book ratio, firm
profitability, tax losses and credit ratings. Allayannis and Ofek (2001) use
debt ratio, return on assets, Altman’s z-score and liquidity in a probit model
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and find that the debt ratio is significantly negatively related to foreign cur-
rency hedging (which is the opposite of the theory’s prediction) and the
other measures are not significantly related to foreign currency hedging. In
both univariate and multivariate tests Hagelin (2003) finds no support for
the financial distress hypothesis. He says this lack of evidence ‘is in accord-
ance with earlier studies on use of currency derivatives’ (p. 65).
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Introduction

The processes of financial liberalization and international integration
have contributed to significant changes in the banking sectors of many
developing countries. In Latin America, banking sectors have experi-
enced an accelerated process of consolidation. Enhanced consolidation
has been accompanied by a significant increase in the degree of market
concentration in the banking industry. A direct effect of such measures
has been the inflow of foreign capital which, although necessary for recap-
italizing the financial system, increases the market concentration of the
sector. A number of current concerns about the implications of market
concentration on competitiveness in the banking industry and its possi-
ble impact in the economy exist. The banking sector seems to be highly
concentrated in many countries in Latin America and therefore study-
ing the sector and identifying the impact of the enhanced degree of con-
centration and its potential collusion effects seems an appropriate task.
For example, some of the collusion effects that may have been driven by
a highly concentrated banking sector may include high commercial
lending rates, credit rationing and low deposit rates.

The financial systems of most Latin American countries have shared a
number of key characteristics over recent decades. Recurrent economic
crises and a sudden financial liberalization has been a common feature for
many of them. Recurrent high levels of inflation throughout several
decades gave rise to intense dollarization and a high degree of concen-
tration of public debt in the assets structure of banks. The vulnerability of
the banking system in Latin America is considered by many analysts a direct
outcome of these conditions. The so-called ‘tequila’ crisis in Mexico was
an example of how economic crises can manifest themselves in Latin



America. In the aftermath of this crisis the market structure of the banking
industry in Mexico changed dramatically, with the total number of com-
mercial banks declining from 40 to 23 in a couple of years (Yeyati and
Micco, 2003).

According to the Inter-American Development Bank (IDB), Latin
America’s ranking is the highest in terms of recurrent banking crises. In the
region, 35 per cent of countries have experienced recurrent crises, almost
three times higher than other regions in the world. These figures under-
line the importance of financial stability-oriented policies in this area
and the need for further institutional reforms to prevent such crises in
the future.

It is worth mentioning two main examples that are indicative of the
region’s problems which resulted in financial instability and economic
crises; the Mexican crisis of 1995 and the Argentinian crisis of 2001. The
banking sectors of those two countries shared similar characteristics
before the sudden collapse of their banking systems. The main problems
identified were macroeconomic, such as the loss of monetary policy
autonomy resulting from attempts at dollarization or, more generally,
the pegging of their currencies. Another set of problems was informa-
tional, giving rise to specific forms of moral hazard and adverse selec-
tion. As Calvo and Mishkin (2003) emphasize, during financial crises,
which constitute a disruption of financial markets, adverse selection and
moral hazard become much more intense. A direct consequence is that
the financial sector becomes inefficient in performing its main function
of funds allocation. A third set of problems was related to liquidity fac-
tors. Liquidity factors may relate to sudden stops in capital flows, which
generate a major vulnerability to financial stability. In Mexico, for exam-
ple, large amounts of short-term government bonds triggered a shortage
in cash, which provoked illiquidity in the economy (see Yacaman,
2001).

The experience of severe financial crises in Latin America’s financial
and banking systems was followed by a process of bank consolidation
and entry of foreign banks during the 1990s. These developments, how-
ever, are not free from potential complications and many analysts have
expressed serious concerns about the level of concentration in the bank-
ing sector and the potential spillovers to the rest of the economy.

In this chapter we focus on whether the behaviour of the banking system
can be better explained by the SCP (Structure–Conduct–Performance)
paradigm or the ES (Efficiency–Structure) model and the implications
for the competitive structure of the banking industry. We review the lit-
erature and then present and interpret the results obtained for various
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countries and groups of countries. This discussion emphasizes the policy
implications; if bank profitability has been driven by market concentration
then antitrust policies should be taken into consideration to reduce fur-
ther market concentration, otherwise the profitability can be explained
by higher managerial efficiency or low cost of production. The ES model
can measure the relationship between efficiency and profitability.

In the following two sections we provide an overview of the banking
sector in Latin America and then we review the existing literature focusing
on the Structure–Conduct–Performance and the Efficiency–Structure
models. We compare different outcomes from the estimation of these
models in different groups of countries. It is worth noting that while
various relevant studies exist for the EU countries and the US, the
research dedicated to Latin American countries is very limited.

Bank liberalization and its effects on the structure of the
banking sector

The banking structure of the majority of Latin American countries in
recent times shares similar characteristics, and financial liberalization is
a major one of them. Financial liberalization permitted large amounts of
the FDI (foreign direct investment) necessary to recapitalize the finan-
cial system, and one important element of this process is allowing for-
eign banks to participate in the domestic market. Nevertheless, there are
serious concerns about the degree of concentration in the banking sec-
tor in many countries in Latin America. Foreign banks have purchased
and taken over domestic banks, consolidating their market share and in
general decreasing the number of banks. The underlying idea behind
financial liberalization was to allow foreign banks to participate actively
in the domestic market. Under this scenario, policy makers expected
more competition and, as a result, more attractive rates for consumers
such as more credit and lower interest rates. The academic literature pro-
vides a set of arguments for such policies. Beck, Loayza and Levine
(2000) find that foreign banks tend to spur competition and contribute to
a more efficient banking system. Claessens, Demirguc-Kunt and Huizinga
(2001) also find that foreign bank entry leads to greater efficiency in the
domestic banking system. One of the main characteristics of financial
liberalization in Latin America, however, was the acquisition of domes-
tic banks by foreign ones, resulting in the same market concentration
problems as before but with the ownership of capital changed.

Table 8.1 shows the general decline in the number of banks of eight
Latin American countries from the late 1980s to the early millennium.
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The magnitude of the reduction of the number of banks in the countries
considered is impressive. The percentage change averages �28 per cent
for the selected countries. The reduction in the number of banks in most
Latin American countries during the last decade implies an increment in
the degree of market concentration and there are serious concerns about
possible effects on bank competition, borrowing costs, bank efficiency
and financial stability. One of these concerns is that large international
banks could exploit their market power by paying lower deposits, char-
ging higher interest rates, and downgrading their services. Under this
assumption, there is evidence suggesting that lower deposit rates and higher
lending rates characterize highly concentrated markets, as explained by the
SCP paradigm, which acknowledges a causality relationship between
market performance and market structure.

To help assess the degree of market concentration Table 8.2 shows
some relevant variables and their percentage share for the top 10 banks of
the countries analysed. It emerges that the share of total assets and
deposits of the top 10 banks is greater than 60 per cent, in some cases up
to 95 per cent of the total market share. On the other hand, the shares
of total deposits and total credit are also very high when analysing the
top 10 banks of each country. These figures clearly indicate the high
degree of market concentration which the region’s banking system is
currently experiencing. Moreover, foreign banks have an important
share of total assets and deposits as well. In the case of Mexico, for exam-
ple, this figure is up to 77 per cent of the total share, and the trend is rising.

From 1994 to 1999 foreign bank participation in Latin American coun-
tries was observed, from 13.1 per cent to 44.8 per cent in the region.1 Levy
and Micco (2003) argue that while foreign bank participation more than
doubled in many cases, banking concentration increased mainly due to

Table 8.1 Decline in the number of banks

1996 2002 Change % Change

Argentina 117 80 �37 �32
Brazil 253 177 �76 �30
Chile 31 25 �6 �19
Colombia 39 27 �12 �31
Costa Rica 30 21 �9 �30
Mexico 40 32 �8 �20
Peru 22 15 �7 �32
El Salvador 18 13 �5 �28

Source: National Superintendencies of Banks, 1996–2002 (from Singh et al., 2005).
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Table 8.2 Selected Latin American countries: structure of banking systems (percentage)

Argentina Brazil Chile Colombia Ecuador Mexico Paraguay Peru Uruguay Venezuela

Institutions
Number 71 135 28 32 40 35 22 15 23 39
of Banks

Concentrationa

Share of 62 70 76 67 82 95 79 95 87 81
total assets

Share of 71 77 78 68 79 90 79 96 85 36
total deposits

Share of 66 70 80 65 78 93 59 94 88 64
total credit

Foreign bank participationb

Number of 28 27 18 11 . . . 20 17 12 16 21
banks

Share of 54 28 60 21 . . . 82 81 64 35 68
total assets

Share of 48 21 47 20 . . . 82 86 62 34 67
total deposits

Share of 46 25 45 21 . . . 77 74 62 35 72
total credit

Notes: This table considers only deposit-taking universal banks. Data are for 2000, except for Uruguay and Mexico, for which 2002 data are used.
a Top 10 banks of each country.
bDomestic banks with foreign participation or control. Offshore banks are not included.
Sources: IMF, excerpt from Stabilisation and Reform in Latin America: A Macroeconomic Perspective on the Experience since the Early 1990s; elaborated with
data from National central banks, and bank supervisory agencies.



consolidation processes led generally by mergers that were triggered in
many circumstances by financial crises and regulatory tightening. Of
course these ‘twin developments’ may raise concerns about their impact on
competition, and in particular about the implications for borrowing costs
and banking efficiency (see Levy and Micco, 2003). Moreover, wider
implications for financial stability may exist. The high degree of concen-
tration and the lack of competition within banks can be a legitimate con-
cern. Such lack of competition may result in high prices and credit
rationing, which will in turn impede the efficient working of the economy.

One of the appealing implications from liberalizing financial markets
is that it will produce a higher volume of more competitive credit, at
least in theory. Nevertheless, credit seems to be a recurrent problem in
the region, including high interest rates and credit rationing. This prob-
lem can be directly related to the concentration of the market. A high
degree of concentration has serious implications for competitiveness
and direct effects on credit rationing, either through high interest rate
spreads or through adverse selection.

Bank credit in Latin America and the Caribbean is very scarce compared
to other regions of the world. During the 1990s the average level of credit to
the private sector in the region was only 28 per cent of GDP. This rate is sig-
nificantly lower than that found in other groups of developing countries,
such as East Asia and the Pacific (72 per cent), and the Middle East and
North Africa (43 per cent). It falls far behind the developed countries which
have a credit share of 84 per cent of GDP. The same trend is observed when
analysing the financial sector broadly, including capital markets. Although
the level of credit available to the private sector has grown in the region
since the 1960s (from 15 per cent of GDP to 28 per cent), it does not com-
pare to the level of growth of financially intermediated credit as, for exam-
ple, in East Asia (where it increased from 15 per cent of GDP to 70 per cent).2

The under-development of the banking system is not only related to
lower amounts of credit, but also to higher interest rate spreads (the dif-
ference between the interest rate charged to borrowers and the rate paid
to depositors), and thus higher lending rates and lower net returns to sav-
ings. This large spread may reflect various aspects of the financial system,
such as (1) the efficiency and market power of the banking sector; (2) the
default risk on loans; (3) risk pertaining to liquidity, currency, and other
issues; (4) underlying regulations; and (5) explicit and implicit bank tax-
ation. In general, there is a close relationship between small banking 
systems and high interest rate spreads. According to the World Bank,
Venezuela currently has the third-highest margin in the world (18.3 per
cent), while Panama has the lowest (3.8 per cent), which is close to the
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mean spread observed in developed countries (3.5 per cent). Claessens,
Demirguc-Kunt and Huizinga (2001) find that, in developing nations,
the presence of foreign banks is typically associated with higher net inter-
est margins and higher profitability than domestic banks. Moreover, they
find that foreign banks experience high overhead costs, thus contradict-
ing the hypothesis that foreign banks’ profits are driven by efficiency.

Table 8.3 shows the interest rate spreads and efficiency in various
regions. Table 8.3 reveals that there seems to be a positive relationship
between high spreads in interest rates and efficiency, measured as overhead
costs as a percentage of assets. As seen above, the greater the interest rate
margin, the greater the value of the overhead cost which measures effi-
ciency in this case. Moreover, there also seems to be a positive relationship
between lower interest rate margins and greater credit to the private sector.
This may be due to low lending rates that may be more accessible to private
companies or individuals. The interest rate spreads in Latin America and
the Caribbean are 8.5 points, compared to only 5.1 in East Asia and the
Pacific.

In terms of bank performance, the region has improved substantially
during the last two decades following important financial reforms.
Nevertheless, in terms of return on assets and returns on equity, the region
still trails behind major economies (see Table 8.4). This situation has per-
sisted despite high interest rate margins in private lending, considering
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Table 8.3 Interest spread and efficiency by region, 1995–2003

Region Number of Interest Overhead Credit to  
countries margin costs private sector

(%) (percentage (percentage 
of assets) of GDP)

Sub-Saharan Africa 32 10.6 5.1 15
Eastern Europe 23 8.8 5.0 26
and Central Asia
Latin America and 26 8.5 4.8 37
the Caribbean
East Asia and the 16 5.1 2.3 57
Pacific
South Asia 5 4.6 2.7 23
Middle East and  13 4.0 1.8 38
North Africa
Developed 30 2.9 1.8 89
Countries

Sources: IMF and Bankscope data.



160Table 8.4 International comparisons: bank performance indicators, 2000a

Argentina Brazil Chile Colombia Mexico Paraguay Peru Venezuela USA Japan Europeb

Source of revenuec

Net interest margin 110 87 92 97 90 . . . 100 97 82 86 67

Other net incomed �10 13 8 3 2 . . . 0 3 18 14 33

Efficiency
Operating costs 74 76 53 78 92 89 94 99 61 61 67

Personnel costs 68 42 32 36 43 44 42 42 24 7 33

Provisions 26 23 29 43 27 63 66 9 . . . . . . . . .

Asset quality
Non-performing 9.5 7.8 11.9 5.8 16.2 7.6 2.8 0.9 6.1 1.2
loans

Profitability
Return on assets 0.4 0.0 0.5 �1.4 0.3 1.4 0.4 1.4 1.8 0.1 0.7

Return on equity 3.2 �0.4 . . . . . . . . . 12.4 2.8 . . . 22 �30.4 16.8

a Performance indicators may differ from traditional definitions to improve cross-country comparability. Operating income usually includes extraordinary
income, but the latter is not included here to provide a more accurate assessment of bank performance. Operating costs exclude provisions, which are
year- and bank-specific.
b The 11 European Union countries included are: Austria, Belgium, Finland, France, Germany, Ireland, Italy, Luxembourg, the Netherlands, Portugal and
Spain. Aggregate data are for 1998.
c Operating income is defined as the sum of net commission income and net fee.
d Sum of net commission income (from asset management and other services) and net fee income (from foreign exchange trading and underwriting).
Sources: IMF, excerpt from Stabilization and Reform in Latin America: A Macroeconomic Perspective on the Experience since the Early 1990s; elaborated with data
from national central banks, and bank supervisory agencies for Latin American countries; Belaisch et al. (2001) for industrial countries; and IMF staff
calculations. Data are for 2000.



that higher spreads are normally related to higher profits to banks. In
countries such as Uruguay, Brazil and Peru the interest rate spread averaged
more than 50 percentage points (see Singh et al., 2005). The weak prof-
itability may be explained by the reliance on interest earnings from lending
and the holding of government bonds as the main source of revenue.

The banking sector in Latin America: concentration
and its effects

The background of the Latin American banking sector suggests that the
region may be experiencing a highly concentrated market and thus
some effects from this concentration may be taking place. The implica-
tions of a highly concentrated market in the banking sector are the col-
lusion effects that may be expressed by higher lending rates, lower
deposit rates or credit rationing. Higher lending rates imply that less
credit is distributed to the private sector and thus there is less credit in
the economy. The natural beneficiaries of high lending rates are the
banks and financial institutions. The scarcity of credit generates a chain
problem in the sense that less money is injected in the economy and
wealth transfer is not fully accomplished. Lower deposit rates imply that
banks may be taking advantage of their market position to offer low
rates; and if every bank acts in a similar fashion, investors receive low
interest rates for their investment, thus generating higher profits for
banks. Credit rationing is a classic example of adverse selection, in which
banks decide whom to lend to and the amount of credit is reduced due
to tighter regulations governing money lending. All these effects have
adverse implications for consumers and may boost banking profitability
above competition levels. Under this scenario, it is important to analyse
data for Latin America to see if there is a concentrated banking sector. In
other words, one needs to focus on the relationship between commer-
cial banks and their profitability, as well as examine whether they are
driven by higher market concentration or higher efficiency. In this
chapter we discuss the arguments in favour and against this proposition
using two different theoretical frameworks, one focusing on market con-
centration and the other on efficiency.

Many authors, such as Molyneux and Forbes (1995), observe that a
high degree of concentration produces collusion effects that drive profits
above market levels. Their study on a set of European countries finds a
direct relationship between concentration and profitability. On the other
hand, Berger (1995) finds a strong link between bank efficiency and
profitability. In his study, based on the US banking industry, the author
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finds that the level of profitability is influenced by better efficiency and
cost reduction, thus rejecting the hypothesis that higher concentration
is directly linked to higher profitability. It follows that the two hypoth-
eses addressed above have contrasting implications for merger and anti-
trust policies. To the extent that the concentration (SCP) hypothesis is
correct, mergers would be motivated by the desire to set less favourable
prices for consumers, which would in turn decrease consumer and pro-
ducer surplus. On the other hand, if the efficiency hypothesis (ES) holds,
mergers may be motivated by efficiency considerations that would
increase the total surplus (Berger, 1995).

The Structure–Conduct–Performance approach

The traditional SCP paradigm would interpret an observed high degree
of concentration as an indication of collusion and anti-competitive
practices’ (see Molyneux and Forbes, 1995). There have been a wide var-
iety of studies that have analysed the relevance of the SCP paradigm and
its applications in diverse industries. In banking, the results have been
contrasting, with some studies confirming the SCP paradigm and others
strongly rejecting it and contemplating other factors that may drive
market participants to receive profits above a competitive market level.

In general, the SCP analysis can be divided into two different groups
according to Gilbert (1984). The first group relies on the measurement
‘of the price of certain banking products and services in order to capture the
performance of the firm, while the second group uses some kind of prof-
itability measure, such as return on assets or return on equity’ (Molyneux
and Forbes, 1995, p. 156). The first approach is usually very problematic
in the banking industry since the banking industry provides a variety of
services, and thus the prices of the products may be misleading.
Therefore, the second approach proves to be more efficient and accu-
rate. Molyneux and Forbes (1995) measured bank performance using the
return on assets (ROA: i.e., net income divided by total assets).

According to the SCP hypothesis, the degree of concentration of a
market exerts a direct influence on the degree of competition among
firms. This means that the more concentrated the market, the lower the
degree of competition. This can be demonstrated by obtaining a positive
value on the level of market concentration in regarding their degree of
profitability. Therefore, according to Molyneux and Forbes (1995), ‘firms
operating in more concentrated markets will earn higher profits (for col-
lusive or monopolistic reasons) than firms operating in less concen-
trated ones, irrespective to their efficiency’ (p. 155).
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Molyneux and Forbes (1995) study the European banking system over
the period 1986–9. The study includes a pool of accounting data for
banks from 18 European countries. Their analysis of the standard SCP
profits equation supports the traditional SCP paradigm and rejects the
efficiency hypothesis. The concentration ratio is positive and statistic-
ally significant, yet the market share variables yield a negative sign and
are not statistically significant. The capital to assets ratio is positive and
significant, which can be considered as surprising given that low levels of
capital ratios are normally related to greater risk taking. The size variables
turn out to be insignificant and negative and therefore do not have 
any effect on profits. Demirguc-Kunt, Laeven and Levine (2003) study a
broader set of 70 countries for the period 1980–97. They find a positive
relationship between banking concentration and interest rate margins,
thus suggesting that these are collusion effects from a high degree of con-
centration reflected in large spreads on interest rate margins. Nevertheless,
this finding does not hold when they include regulatory restrictions on
banks and macroeconomic stability variables in their model. One of
their main conclusions, however, is that the countries which are less
likely to suffer a financial crisis are those with more concentrated banking
systems, fewer regulatory restrictions on bank competition and activi-
ties, and national institutions that encourage competition. This argu-
ment relies on a traditional view which considers the possibility of
government control as one of the advantages of a concentrated banking
system.

Other authors who study the SCP include Rhoades (1977) and Gilbert
(1984). Rhoades (1977) finds from a survey of 39 studies that 30 of them
support evidence of the SCP hypothesis. Bourke (1989) finds a positive
relationship between concentration and profitability for 17 French
banks for the period 1972–81. Lloyd-Williams, Molyneux and Thornton
(1994) also find a positive relationship for the Spanish banks during
1986–8.

Berger (1995) studies the SCP model in the US banking industry for
the 1980s. He analyses four possible hypotheses for the determination of
banking profits: namely, the SCP hypothesis, the relative market power
hypothesis (RMP), the scale-efficiency hypothesis, and the X-efficiency
hypothesis. The first two can be considered as theories of market con-
centration and the others as efficiency-based theories. He concludes that
profitability is determined by greater administrative efficiency although
he utilizes the market structure theory in which he acknowledges that
large banks have the power and influence to determine the prices of
well-differentiated products. Nonetheless, the findings of this study do not
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support the SCP hypothesis thoroughly, thus implying a greater import-
ance for efficiency. Berger and Hannan (1998) study 5,000 banks in the
US, analysing their efficiency in different local markets by comparing
them to the same national frontiers, in order to identify the influence of
local market power on even the most efficient firm in the local market.
The methodologies used to compute the efficiency variables include the
distribution-free approach and the stochastic frontier approach. The
results find evidence suggesting that firms experience poorer cost efficiency
in more concentrated markets.

Several other studies that followed have rejected the SCP hypothesis
and considered alternative explanations for the increase in profitability.
For example, Evanoff and Fortier (1988) and Smirlock (1985) conclude
that the performance of firms depends on market share regardless of
concentration in the market. Smirlock strongly rejects the traditional
SCP hypothesis and suggests that other variables possibly included
when measuring market share are the determinants of higher profitabil-
ity in banking markets. He suggests that superior efficiency in leading
firms is the principal factor when explaining raising profits in a more
concentrated market.

More recently Rodriguez Montemayor (2002) analysed the SCP and
the ES hypotheses with regard to the Mexican banking industry. His
sample includes 16 banks over 1995–2000, which accounted for 85.2
per cent of the market share. The model used is the traditional SCP
model, and the final conclusions were that, for the period under con-
sideration, market concentration had a positive effect on banking prof-
its. On the other hand, the coefficient of market share was negative,
which may be explained by the current mergers and fusions in the
industry that have resulted in a higher degree of capitalization. He finds
that the liquidity risk measure, loans/deposits, is not significant which
implies that in the period of the study the risks that the banks under-
took did not have a direct effect on the profitability levels. The same
conclusion is obtained by the positive effect of the capitalization ratio
(equity/total assets). Notably, the results are similar to those of
Molyneux and Forbes (1995). The implication is that capitalization has
a direct impact on profitability. He also finds a positive relationship
between total assets and the level of profits.

There is substantial evidence regarding the market concentration in
the banking sector in Latin America. Berstein and Fuentes (2003) state
that in the case of Chile, as well as in other countries in Latin America,
market concentration in the banking industry has increased considerably
over recent years. They indicate that more concentrated markets imply
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lower deposit rates than less concentrated markets. In the case of Chile,
for example, they find strong evidence of the sluggishness of adjustment in
the case of lending interest rates, but significant price rigidity for deposit
interest rates when the market experiences more concentration. On the
other hand, Yeyati and Micco (2003) conclude, in their study of seven
Latin American countries (Argentina, Brazil, Chile, Colombia, Costa
Rica and Peru), that their banking sector is concentrated but appears not to
have decreased competition in the sector. They argue that foreign pene-
tration in the Latin American banking systems has apparently led to a less
competitive banking sector.

The Efficiency–Structure model

A challenge to the SCP hypothesis was first posed by Gilbert (1984), who
introduced the ‘efficiency hypothesis’. He argued that market concen-
tration is not a random event, but rather the result of firms having superior
efficiency. This hypothesis states that since efficient firms can generate
higher profits they should grow in size and market share, and therefore
one should expect this process to create a high degree of concentration
in the industry. Proponents of the efficiency hypothesis, however, usu-
ally assume that the dispersion of efficiencies within markets that cre-
ates high levels of concentration also results in greater than average
efficiency in these markets, yielding a positive profit–concentration 
relationship.

Alternative approaches towards explaining bank profitability include
the two efficiency theories of positive profit–structure relationship. The
two ES hypotheses are mentioned by Berger (1995) as X-efficiency (ESX),
in which firms with superior management or production technologies
have lower costs and thus experience higher profits, and scale-efficiency
(ESS), where firms have equally good management and technologies,
but some produce at more efficient scales than others, therefore having
lower unit costs and higher unit profits. The predictions of those the-
ories contrast with the SCP model. To the extent that the ES hypotheses
are correct, then mergers and acquisitions have increased the efficiency
of banks and are the main driving forces of greater profits. If they are not
correct, the market concentration is generating collusion effects, driving
positive profits to the banks. A relevant study from Peristiani (1997)
analyses the effects of mergers in US banking in X-efficiency and scale
efficiency. The period considered is 1980–90, and the study reveals that
mergers did not improve the X-efficiency factor. Acquiring banks, how-
ever, produces moderate additional gains in terms of scale efficiency.
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Although previous literature has analysed the effect of efficiency in
their corresponding models, a serious problem arises when interpreting a
variable that denotes efficiency. Some studies, such as Smirlock, Gilligan
and Marshall (1984), assume that a positive finding in the variable of
market share (MS) supported ESX, arguing that there is a positive relation-
ship within these two variables. Other authors, such as Gale and Branch
(1982), do not include any control variables for scale effects, assuming
again that the market share may be correlated with any efficiency vari-
ables. Berger’s (1985) work is critical towards these approaches and sug-
gests a methodology that computes the efficiency variables. Berger and
Mester (1997) measure the efficiency of financial institutions for a study
of US banks between 1990 and 1995. They argue that many studies have
found large inefficiencies, sometimes on the order of 20 per cent or
more of the total banking industry costs, and about half of the industry’s
potential. They state that there is no general consensus on efficiency
measurement. Their main result emphasizes the importance of the differ-
ent efficiency measurements used and their independent results. In partic-
ular, they examine three concepts to evaluate efficiency: cost, standard
profit, and alternative profit efficiencies. An example of their findings
regarding the importance of the difference in efficiency measurement is
that the measures of profit efficiency are not positively correlated with
cost efficiency.

Each one of the various approaches for estimating efficiency has its
own advantages and drawbacks. Berger and Humphrey (1997) classify
papers according to the technical approach employed. They identify
these as parametric – Stochastic Frontier Approach (SFA), Distribution
Free Approach (DFA) and Thick Frontier Approach (TFA) – or non-
parametric – Data Envelopment Analysis (DEA), Free Disposal Hull,
Index Numbers (IN), and Mixed Optimal Strategy (MOS). Serrano, Mar
and Chaparro (2002) find that DEA is by far the most popular technical
approach, which was applied in 62 of the papers they surveyed. DEA is
appropriate for sets of homogeneous units with similar inputs and simi-
lar outputs since it performs multiple comparisons using a linear 
programming-based approach. One of its advantages is that the inputs
and outputs need not be measured in the same units.

Bonin, Hasan and Wachtel (2004) analyse the implications of bank
ownership when talking about foreign banks, and its relationship with
efficiency. They study a group of Eastern European countries using sto-
chastic frontier estimation and compute both cost and profit efficiency.
Their main results imply that privatization of banks is not sufficient to
increase bank efficiency. They also suggest that foreign-owned banks are
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more cost-efficient than other banks and that they provide better ser-
vices as well.

One way to measure efficiency is through the DEA model, which is
considered as highly accurate. Yeh (1996) discusses the uses and benefits
of the DEA methodology in the measurement of efficiency for a group of
banks in Taiwan. He compares the common financial ratios and DEA as
different approaches to measure efficiency. He argues that the utilization
of the DEA technique is useful to differentiate efficient banks from inef-
ficient ones. The study concludes that using DEA estimation improves
substantially the ability to evaluate firm efficiency.

Conclusion

Since the late 1980s, many Latin American countries have liberalized
their financial systems in an attempt to strengthen them. The liberaliza-
tion of these markets has included the lowering of reserve requirements
on bank deposits, removing interest rate controls on bank assets and liabil-
ities, and reducing asset allocation programmes. All these reforms are
intended to encourage reliance on market forces, rather than on direct
bank controls, in order to allocate credit more efficiently. A main con-
cern about the efforts to liberalize the financial system, however, has
been related to the highly volatile capital flows and their (sometimes
erratic) behaviour in these economies. Financial liberalization in Latin
American countries had strong implications for their banking system,
which sometimes intensified the effects of capital flows volatility.

Many countries in Latin America experienced financial crises soon
after financial liberalization and some commentators argued against
financial liberalization, suggesting that the large amounts of unrestricted
inflows and outflows of capital were contributing to financial instability.
It is worth noting that, in Latin America, the majority of financial inflow
was in the form of short-term debt. Such concerns have led some scep-
tics of liberalization to argue for measures such as high reserve require-
ments in order to control the growth of bank credit in Latin America.

Financial liberalization aims to enhance competition in the formerly
regulated and inefficient financial sector, and in many cases foreign cap-
ital and know-how were injected into the banking system. A naturally
expected effect of financial liberalization measures was to create more
credit, allocate it efficiently, and produce lower interest rates for con-
sumers. A typical element in such financial liberalization programmes
was the reduction of reserve requirements and the gradual elimination
of interest rate controls on deposits and loans. Towards the end of the
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1980s, many countries experienced much lower reserve requirements on
domestic currency deposits. Another trend associated with financial lib-
eralization was an increase in the number of banks. In addition to gen-
erating more competition, a large number of financial institutions could
help to diversify the market structure of the banking sector. In many
cases, however, foreign investment was directly transmitted in the pur-
chasing of domestic banks maintaining the same market structure.
Moreover, the idea of generating more competition was over-shadowed
by foreign investment buying current market share and not generating
more competition.

The banking sectors of many Latin America countries are currently
experiencing a high degree of concentration. In addition, many banks
in major economies in the region are now foreign-owned. It is has not
been fully assessed yet whether these developments have had a negative
or positive impact on market agents (consumers) and the macroeco-
nomic environment, and clearly further analytical work is required to
establish whether financial liberalization in the above context has been
welfare-improving and has generated gains for consumers. Has, for exam-
ple, liberalization resulted in more credit and more favourable interest
rates for consumers? Should stronger regulatory efforts be pursued order
to allow more competition in the banking system?

Liberalization of the banking and financial system has been a com-
mon experience for many Latin American countries and it was expected
to lead to further market capitalization and more competition within
financial institutions, especially within commercial banks. Nonetheless,
this process of liberalization was followed almost immediately by eco-
nomic instability and sometimes financial crises. Cuadro, Gallego and
Garcia-Herrero (2002) have argued that in some cases financial liberal-
ization is normally followed by a banking crisis. A more detailed analy-
sis of the implications of financial liberalization for concentration
effects in the region’s banking industry is required.

In this chapter we have discussed some recent developments in the
Latin American banking sector. Our main focus was on the extent to
which profitability in banking has been generated by greater market con-
centration or by better efficiency and the implications of financial market
liberalization for this question. We used two theoretical frameworks to
address this question: the Structure–Conduct–Performance paradigm and
the Efficiency–Structure model. The market structure model suggests that
the markets in most Latin American countries are highly concentrated
and thus the SCP could be positively related to profitability. Nevertheless,
it is necessary to establish whether these banks have obtained higher
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profits by reducing costs and increasing managerial efficiency, and
whether these were achieved by mergers. Under this scenario, even if the
market structure appears to be highly concentrated, the results would sug-
gest that the profitability of the banks is driven by better efficiency. While
several authors have addressed this issue focusing on US, European and
East Asian banks, limited work exists on Latin America. Focusing on the
analysis of these hypotheses in a cross-sectional study for Latin American
countries would constitute an interesting topic for further research.

Notes

1 Figure obtained from Demirguc-Kunt, Laeven and Levine (2003)
2 Data obtained from IDB (Inter-American Development Bank).
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in the Context of Economic
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Introduction

The financial sector plays an important role in the context of economic
development. However, the role that financial institutions played in devel-
oped countries was very different from the one they play in developing
countries. In developed countries financial institutions largely emerged
within the process of industrialization. The process of industrialization
increased the demand for finance, and many entrepreneurs recognized
that there was an opportunity to make a profit from the intermediation
between savers and investors or between lenders and borrowers, and this
led to the growth of varieties of financial institutions. Thus there was a
mutual feedback between the two, arising from mutual benefit.1 In
developing countries the process of industrialization was not a natural
process of transition from a backward state to an advanced industrial
state; instead it relied on the respective governments’ deliberate attempts
to reach such a state. Thus there is very little scope, if any, to make profit
from engaging in financial intermediation. Yet the financial institutions
had a very important role to play in fostering the process of industrializa-
tion via the coordination between savers and investors.

Thus the question is whether, in the presence of low profit opportunity,
it is possible for the financial sector to grow by itself by taking an active role,
or should assistance be required? Furthermore, will the development of the
financial sector alone be sufficient or will government intervention in the
operation of this sector be required to facilitate economic growth?2 This is
the subject matter of this chapter, and it will be examined with reference
to South Korea and India.

The remainder of the chapter is divided into three sections. In the first we
investigate the state of the economy at the initial stage, looking in particular



at the opportunity to make a profit from engaging in further financial
intermediation. In the second section, we investigate whether it is pos-
sible for private banks, or what is commonly referred to as the market, to
take the initiative to finance the process of development with some assis-
tance from the government, or whether direct intervention will be
required. Having established that intervention will be required, in the
third section we investigate what went wrong with the intervention. This
will be followed by the conclusion.

The state of the financial sector

At the time when India and South Korea were undergoing the process of
development, their economies were suffering from high poverty, low edu-
cation and high mortality rates, and so forth and so on. The majority of the
population was deriving their living from agriculture. They had neither any
surplus to invest in the industrial sector nor sufficient income to generate
demand for industrial products. It was recognized that there existed no
internal mechanism which indicated that this state was likely to change by
itself in the near future. This meant some degree of intervention would be
required to transform these economies from their backward state to an
advanced industrial state, which would involve changing the structure of
the economy from one state to another.

Given the problem described above, the South Korean government
adopted an export-led growth policy, while the Indian government adopted
an import-substitution policy, in order to develop their respective nations.
The export-led growth policy allowed South Korea to avoid the problems
that arise from the internal demand deficiency which follows from poverty,
while the import-substitution policy did not permit India to overlook the
problems that arise from internal demand deficiency. The problem for the
South Korean government was to provide information about export oppor-
tunities to would-be participatory firms and induce these firms to partici-
pate in these ventures. The problem for the Indian government was that it
had to address the uncertainty that arises from internal demand deficiency.
This meant the Indian government had to simultaneously address the issue
of poverty and the issue of industrialization. This added to the complexity
of the problems, which were twofold. First, the government had to directly
address how to reduce the level of poverty, so that the standard of living
could be raised to a level which could adequately address the problem of
demand deficiency. Second, it had to plan for industrialization in a manner
that could take care of the problem of externalities.3 This meant the nation’s
scarce resources would be divided into two parts, one of which would be
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spent directly on addressing the issue of poverty and the other on indus-
trialization. Thus the Indian growth rate was expected to be lower com-
pared than the South Korean growth rate, at least in the early stages of
development.

Given the complexities of the problem, financing development has to be
carried out by banks. This is mainly because banks are the main vehicles
for mobilizing savings and allocating these savings in the form of credit.
However, it was not recognized that the banking sector operates in the
presence of uncertainty. This uncertainty principally arises from the fact
that the advancement of loans and the repayment of loans does not take
place simultaneously; repayment takes place some time in the future. This
means the element of a time gap enters into the loan equation, which in
turn introduces the possibility that the borrower may not be able to repay
the loan. This possibility emerges either due to changes in the borrower’s
own financial circumstances or because the borrower may be an impostor.
The lender cannot ascertain either of these in advance, and consequently
asks for collateral or some form of security as an alternative means to recoup
the loan, should the borrower default. This alternative means of recouping
the loan, should the borrower’s ability or willingness to pay change, is
referred to as the credit standard (Basu, 2002, 2003).

The banks’ principal objective is to make a profit. Their principal task is
to raise deposits by offering interest, to re-lend these deposits to borrowers
in the form of credit at a higher interest rate, and to make a profit from the
difference between the loan rate and the deposit rate. Any borrower who
can meet a bank’s credit standard requirements and who promises to pay
the interest rate will receive a loan. Should the borrowers fail to meet their
obligations, banks will resort to the credit standard. Banks as profit-seeking
organizations are neither concerned with whether these borrowers are likely
to use their loanable funds for productive or unproductive purposes, nor
with whether the project for which the borrower seeks a loan produces any
social return or not.

The above argument suggests that there is a need to change the banks’
mode of operation in order to make them conform to the requirements of
the development process. This effectively means that bankers would now
be required to concentrate more on assessing the merits of the borrowers’
projects, not only in terms of their expected private rates of return but also
in terms of their social rates of return, and not just on investigating borrow-
ers’ creditworthiness.

Banks that were operating in the early stage of independence in
developing countries mostly engaged in advancing loans for trade-
oriented activities and meeting working capital requirements. In most
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cases, the size of their operation was small, mainly advancing short-term
loans comprised of smaller-sized loans, and their survival depended upon
short-term returns. However, the process of development requires large
long-term loans. These bankers have neither the capital nor the skill that
is required to assess the merits of projects, which involve large long-term
loans. These problems are further compounded by the fact that the
greater proportion of the money market was in the hands of the infor-
mal credit market.

Thus the first task of the government was to bring the informal credit
market under the control of the formal credit market, so that a greater
proportion of savings could be brought into the orbit of the formal market.
One method is to open a number of branch facilities, not only in the met-
ropolitan area but also outside it. But the problem is that opening branch
facilities, especially outside the metropolitan area, can be costly and a pri-
vate bank whose main motivation is to make a profit and whose survival
also depends upon profit is unlikely to participate in such a venture.
In addition to this, banks may not have sufficient capital to open addi-
tional branch facilities. Another method is to raise the interest rate on
deposits, partly to induce savers to move away from the informal sector
and partly to transfer that portion of the savings that was kept in the form
of unproductive assets into financial assets. But this process also requires
banks to raise the interest rate on loans. The problems for banks here are
twofold: first, where to find borrowers who are not only willing to pay
such high interest rates, but who will also be able to meet the banks’
higher credit standard which will rise as a result of high interest rates; and
second, even if banks find such borrowers, these borrowers may not agree
to undertake projects whose expected rates of return are not known to
them but which comply with the objectives of development. Thus
whichever method one decides to use there remains a serious difficulty in
raising the mobilization of savings without banks having to sacrifice some
profit, at least in the early stage of development. But in the absence
of higher levels of savings, a country cannot finance its development
programme.

Thus the paramount question that needs to be investigated, given the
problem described above, is how the governments of both countries will
induce banks to participate in their respective development projects.

Can markets be effective or should intervention be required?

The South Korean government recognized that the private banks, whose
principal objective is to make profit, are unlikely to participate in the
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development programme, and in 1961 they nationalized their major banks,
while the Indian government initially chose to follow the path of per-
suasion.

South Korea used the interest rate as a vehicle for the mobilization of
savings. The interest rate on time deposits was raised from 15 to 30 per cent
in 1965, and although this rate gradually declined it remained above 20
per cent up to 1971.4 As a result of this high rate on deposits, the M2/GNP
ratio rose from less than 9 per cent to a little over 33 per cent between
1964 and 1971.5 This higher rate also helped to increase the capital inflow,
especially from Japan. Needless to say, this higher rate of mobilization was
made at the cost of banks, as the rates on time deposits remained higher
than those on non-preferential loans between 1965 and 1968, implying
that the banks were running at a loss, independent of the performance of
the project for which the banks advanced the loans.6

The Indian government, in contrast to South Korea, mainly used the
extension of branch facilities as a vehicle to mobilize savings. However, it
recognized that, given the smaller size of operation of these banks, indi-
vidually they would not have sufficient resources to open branch facilities
outside the metropolitan area. Thus banks were encouraged by the Reserve
Bank of India (RBI) to merge with other banks, and as a result the total num-
ber of banks fell from 605 to 85 between 1950 and 1969. The number of
bank branches increased from 4,151 to 8,262, and GDS as a percentage of
GDP rose from 10.2 to 15.7 per cent during the same period (Krishnaswamy,
Krisnamurty and Sharma, 1987). But the banks which open branch facilities
in the rural area are mostly government-sponsored banks such as Coop-
eratives, Land Mortgage Banks and the State Bank of India (SBI); private
banks remain reluctant to participate in the government’s venture.7 In fact,
in 1969 only 22.2 per cent of the banks’ total branch facilities were located
in rural areas.

The banks’ performance, however, improved following the nationaliza-
tion of banks in 1969, both in terms of the extension of branch facilities
outside the metropolitan areas as well as in terms of the mobilization of
savings. Between 1969 and 1985, branch numbers increased from 8,262 to
48,930. By 1985, around 57.5 per cent of the branches were operating in the
rural area and a further 19.5 per cent in the semi-urban area. GDS as a per-
centage of GDP rose from 15.7 to 24 per cent between 1969 and 1985.
By 1980, over 92 per cent of total deposits came under the control of
public sector banks. By the middle of 1985, commercial bank deposits
amounted to Rs. 764 billion, which was 67 per cent more than at the end
of 1981 (Krishnaswamy, Krisnamurty and Sharma, 1987), and these
deposits rose to Rs. 2012 billion by 1991, which is almost three times higher



than the level in 1985 (RBI, 1991). But, as most of these deposits were
small in size, the result was a rise in the administrative cost per unit of
deposit, thereby increasing the operating costs of banks. Thus although
both countries were successful in mobilizing savings, in the process
banks’ profitability was adversely affected.

In South Korea, as the government nationalized private banks, no prob-
lem has been observed in the allocation of loans. It is interesting to note
that, despite having control over the allocation of loans, the government
neither implemented any quota nor imposed any restrictions on the alloca-
tion of loans; instead it introduced an incentive mechanism to attract
market participants to join in the government development programme.
For example, export and infant industries received a preferential loan rate
of 6 per cent and this rate remained below 10 per cent up to 1980. The rest
of the economy received loans at a non-preferential rate. This rate rose from
16.9 per cent to 26 per cent between 1964 and 1965 and remained at
roughly around 24.4 per cent between 1966 and 1970. This rate came down
to 17 per cent by the end of 1971, and remained on average between 17 to
18 per cent up to 1980.8 The main aim of the differential interest rate policy
is to reduce the net return of those projects that are not accepted by the
government. As there was hardly any difference in the deposit rate and
interest rate on non-preferential loans, this suggests that profit from loan
portfolios was not the concern of the government. It appears that the gov-
ernment used differential interest rates to induce market participants to join
the government-directed development programme, and therefore this
policy could be considered as an important vehicle to change the state of
the economy from a backward to an advanced industrial state. As the
number of firms started to join the government-directed development
programme, so too did South Korea’s growth rate start to increase at a rapid
rate. In fact, South Korea has enjoyed an unprecedented growth rate since
the mid-1960s, reaching 8 per cent in the 1980s and continuing to grow at
the same rate until the early 1990s. But in the process the banking sector
became fragile, leading to a financial crisis in 1997.

India, on the other hand, from the very beginning faced problems in
allocating loans the way the government wanted. It was confronted with
problems both in allocating loans for socially more productive areas of the
economy, and in improving smaller and marginal borrowers’ access to the
loan market. Initially, it attempted to channel banks’ credit into socially
more productive areas of the economy via the RBI’s regulations and incen-
tives. To provide long-term credit it developed financial corporations and
government sponsored banks, such as the Industrial Finance Corporation
(IFC), Industrial Development Bank of India (IDBI), Cooperative Banks and
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Land Mortgage Banks; and to provide assistance to small-scale enterprises,
similar institutions were developed. The IFC and IDBI mainly provide credit
for the industrial sector’s development, so their clients in general were
large borrowers, and no appreciable problem was observed in relation to
these borrowers’ ability either to raise large long-term loans or to meet
large working capital requirements from the banks. But a problem did
arise in the government’s effort to divert credit to rural areas and small-
scale enterprises. The RBI’s regulations and incentives largely remained
ineffective.9 It was observed that much of the banks’ credit was still being
received by private traders, especially wholesale traders and large entrepre-
neurs. Wholesale traders used this credit for the purchase of food grains,
edible oils, oil seeds, raw cotton, sugar, and so on, with the expectation
that they would make a windfall gain from future changes in the prices
of these items. In the case of industry, the banks’ finance was principally
spent on maintaining inventories, but they remained reluctant to offer
credit for fixed investments.

The RBI subsequently introduced various selective credit controls, such
as regulations against loans for the purchase of food grains, edible oils, oil
seeds, raw cotton, sugar, and so on, in anticipation that this might force
banks to divert their credit facilities from the wholesale traders. In 1965,
it imposed an upper limit on the size of the loan that otherwise might
have been obtained by any individual borrower as a working capital loan,
known as the Credit Authorization Scheme (CAS). This scheme stated that
any private individual wishing to borrow Rs. 10 million and over required
official approval from the RBI.10 In order to improve the access of small-
scale enterprises, agriculture and export-oriented activities to the banks’
credit, the RBI offered various incentives, including a scheme for guar-
anteeing bank credit to small-scale sectors, with specific incentives to pro-
mote particular types of advances. For example, to promote engineering
exports, it provided loans with an interest rate of 4.5 per cent, with the
agreement that the banks’ lending rates on those loans should not exceed
6 per cent per annum, which was considerably less than the commercial
rate. The RBI also provided extensive lending support to the Agricultural
Refinance Corporation. But these measures largely remained ineffective;
credit still went to those who had larger assets, and no improvement was
observed in smaller and marginal borrowers’ access to the loan market.
While the share of credit favouring industry rose from 34 to 67.5 per cent,
bank credit to the agricultural sector merely rose from 1.1 to 2 per cent
of the total credit between 1951 and 1968 (Gupta, 1988).

In the mid-1960s the Indian government adopted the High Yielding
Variety Programme (HYVP), with the expectation that this programme
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would simultaneously solve India’s two most critical problems, food and
poverty. Instead, this programme caused a rapid escalation of poverty
in the rural area. This was largely because this programme was expensive
and, consequently, credit that was previously available to agriculture was
now concentrated in areas where the farmers adopted this programme,
and these happened to be relatively well-off farmers who, with increasing
access to credit, opted for mechanization in agriculture.11 Combined
with the impact of these factors was the declining share of credit to
small farmers and the displacement of labourers from the land as a result
of mechanization, which caused poverty to escalate in the rural area.
The government recognized that, in order to reduce poverty, a substan-
tial amount of credit had to be injected not only into the rural area, but
also among the poor in general. The government realized that the pri-
vate banks were unlikely to participate in such a venture.

The Indian experience sheds some light on why it is not possible for
private banks to assist in development programmes. Private banks operate
on the condition of profit; participating in the development programme
meant banks not only had to make sacrifices but they also had to carry
high credit risk. In the early days of independence, the financial sector
was not developed; there was neither the NBFI nor a well-developed
stock market; banks were the only player in such markets. Consequently,
they used to enjoy monopoly power over all borrowers irrespective of
their size of operation and, as a result, they were not used to taking any
known credit risk that developed countries’ counterparts quite often
had to take, especially when operating in the large borrowers’ market
(Basu, 2002). As a result, bankers were neither trained on how to offer a
credit-risk adjusted interest rate nor knew how to manage it. But to
cooperate with the government meant they would have to undertake a sub-
stantial amount of credit risk for the reasons already explained.
Furthermore, in most cases banks knew that many entrepreneurs would
be reluctant to borrow if the credit risk-adjusted interest rates were imple-
mented. This is mainly because entrepreneurs themselves do not know
the expected return from these projects. In the case of agriculture, as the
loans are supposed to be allocated for the purpose of reducing poverty,
the issue of a credit risk-adjusted interest rate does not arise. This means
profit from these loans will be low; therefore banks will have little incen-
tive to participate in such projects.

Furthermore banks did not have much information about the past
performances of these projects, whether we speak of agriculture or indus-
try. This meant bankers themselves did not know the approximate level of
financial return at regular intervals, so being involved in such projects
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meant that they had to carry a high liquidity risk, arising from the short-
term nature of deposits (with a smaller deposit base) and a long-term com-
mitment to investment. In this situation, if a bank had to take a higher
credit risk then it could not avoid liquidity risk, arising from the possi-
bility of an irregular financial flow, where the return from the entrepre-
neurs’ equity might not have been sufficient to meet any shortfall that
could have arisen in meeting the regular debt repayment. This problem
results particularly from the fact that banks are required to relax their
credit standard requirements. Therefore, from the banks’ point of view,
co-operating with the government means they cannot avoid liquidity risk,
while their survival depends upon liquidity. Consequently, we observe
that despite various attempts by the government to encourage banks to
offer long-term loans, the banks’ advancement policy essentially remained
short-term. In 1969 India too nationalized its major commercial banks.

Following the nationalization of banks, in 1972 the government adopted
a number of poverty alleviation and employment generation schemes
known as the Garibi Hatao programme. It selected certain sectors of the
economy, referred to as ‘priority sectors’ (which included agriculture and
allied activities, small-scale industry, retail trade, transport operations,
professionals and craftsmen/women), and decided that commercial banks
must assist these sectors by facilitating cheap loans. Accordingly, the
government declared that by March 1979, ‘priority sectors’ as a whole must
receive 33 per cent of the total bank credit. A little less than 50 per cent of
this was allocated to the agricultural sector, amounting to 16 per cent of
the total credit. This limit was subsequently raised to 40 per cent of the total
credit, with the instruction that 1 per cent of the advances must be allocated
for the extreme poor at an interest rate of 4 per cent. The remainder of the
sector would receive loans at an interest rate ranging from 10.5 to 14.5 per
cent, compared to the commercial rate of 19.5 per cent. Furthermore,
collateral requirements for these loans were reduced.

As a result of this programme, poverty started to fall for the first time in
1979. Throughout the 1980s the rates of growth in agricultural and indus-
trial output were much higher than in any previous era.12 India recognized
that by default it had created a sizeable middle class emerging from the
asymmetrical benefit flowing from the success of the HYVP and the
‘priority sectors’, and the size of this class continued to increase.13 This
resulted in an enlargement of the size of its market, reaching almost one-
third of the population. But in the process the banking sector became frag-
ile, carrying the cost of a number of non-performing loans, and India
also recognized that it could not continue with its current method of
financing such projects.
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This raises an interesting question as to why, in both countries, the
process of development adversely affected the banking sector which plays
such an important role.

Why vulnerability emerged in the process of intervention

It is important to note that when these countries started their development
programmes, the subject of finance as an academic discipline was in its
infancy.14 The understanding was that the financial market also operates
within the framework of the perfectly competitive market. Essentially
this means market forces determine the interest rate, and it is the interest
rate which governs the allocation of loans. When it was observed that
the interest rate was unable to govern the allocation of loans, it was
assumed that there must remain some imperfection in the functioning
of the loan market, arising either from the existence of monopolistic
elements or from the market being under-developed. No investigation
has been undertaken as to how the loan market operates. The concepts
of uncertainty, credit standard and credit risk were largely unknown to
the economists. Even today, not only do many conservative economists
still continue to ignore the importance of these concepts, but more
importantly the theory of financial liberalization does not fundamen-
tally differ from the assumption of a perfectly competitive market. Yet
the fundamental problem for both countries principally emerged from
the fact that South Korea overlooked the importance of the credit stan-
dard, while India under-estimated the importance of the credit risk-
adjusted interest rate, and furthermore refused to close down many
non-profit making firms.

The evidence of the last section suggests that neither government was
much concerned about the profitability of the banks; while South Korea
was mainly concerned about growth, India was more concerned about the
enlargement of the market. Consequently, neither paid adequate attention
to the question of whether the process of financing development projects
would expose banks’ loan capital to a very high level of credit risk, yet both
countries’ problems principally emerged from ignorance of this factor.
The issue of credit risk principally arises from the fact that in the early
days of independence most of the entrepreneurs from developing coun-
tries had neither adequate capital nor sufficient assets to meet the banks’
credit standard in order to obtain the size of loan required to undertake
the projects that their respective governments wanted. In this situation,
banks had to take a very high level of credit risk, which effectively meant
that the banks became the principal investors. In short, the banks’ share
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of loan capital in the total investment often exceeded the entrepreneurs’
share of investment, and this introduced the possibility that, in the event
of a project failure (or if the return from the project was not sufficient to
maintain the debt obligation), the return from the entrepreneurs’ equity
might not be sufficient to meet this shortfall. This means that from the very
outset of the implementation of development programmes, banks had to
carry a relatively high degree of fragility compared to banks from other
developed countries, and therefore the question is how, in the process of
development, would one try to reduce this fragility over time?

In order to understand this issue it is necessary to examine the compos-
ition of firms’ investment funds – that is, the combination of internal (i.e.,
entrepreneurial equity) and external funds (i.e., loanable funds) at the
initial state – which will give us some indication of whether, if the project
performs adversely, the return from the internal fund will be sufficient
to meet the shortfall in the debt repayment rates. This will allow us to
determine the extent of the fragility of the banking sector in terms of
whether it is high or low. For example, in the case of South Korea, firms’
internal funds initially constituted 47.7 per cent while external funds
constituted 52.3 per cent in 1963–4 (Amsden and Euh, 1993), while in the
case of India this figure was 60.1 per cent and 39.9 per cent respectively
(A Singh, 1995). Although both of these figures are quite high, compared
to, say, the average UK corporation’s long-term debt of 26.6 per cent of the
total investment (Cobham and Subramanium, 1998), it is reasonable to
assume that if the project performed adversely, any shortfall in the repay-
ment could be recouped from the return on the equity finance. Further-
more, if the project failed then the bank could sell all the company’s assets
(including the entrepreneur’s share) to recoup the principal. Thus the
question is, how did the problem emerge?

South Korea’s problem emerged from its very success, and as the economy
grew, so did its ability to service the contractual debt commitment, all
things being equal. This steady flow of return on loans in turn not only
increased firms’ credit ratings, but also increased the confidence of the pol-
icy makers. Consequently, when the lenders’ willingness to offer larger
loans to these firms increased, policy makers overlooked the fact that
the process could over-expose the banks’ capital. With the increasing access
to credit, investors (i.e., borrowers) also did not feel the need to rely on
internal funds to any great extent for growth, and as a result their share
of internal funds in relation to total funds shrank. This in turn caused
the debt/equity ratio to rise with the growth of the firm, thereby causing
the debt service ratio to rise, which in turn (in the absence of an appro-
priate credit standard) exposed banks’ capital to very high levels of credit
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risk. For example, as the share of exports rose from 5 to 7 per cent in the
mid-1960s to over 20 per cent of GNP by the 1970s (Cole and Park, 1983),
the firms’ share of internal funds in relation to total funds shrank from 47.7
per cent during 1963–5 to 25.4 per cent during 1966–71, while the share
of external funds rose from 52.3 per cent to 74.6 per cent (Amsden and
Euh, 1993). During the same period (i.e., between 1963 and 1971), the
debt/equity ratio rose from 92 to 328 per cent, and the debt service ratio
as a percentage of merchandise exports rose from 5.20 to 28.34 per cent
(Amsden, 1989). The problem is that if export earnings fall and, as a result,
the rate of return from the total investment falls below the repayment
rate on the debt commitment, the rate of return from the internal funds
may not be sufficient to meet the shortfall. Firms then have to borrow in
order to meet their debt commitments. In the case of South Korea, as the
large bulk of its debt was held in foreign currency, and this debt rose from
US$206 million to US$2.922 billion, and the ratio of foreign debt/GNP
rose from 7 per cent to 30 per cent between 1965 and 1971 (Amsden, 1989),
this meant these debts had to be paid in foreign currency. If South Korea’s
central bank was unable to organize a rescue package for the troubled
firms, it would have had to seek a rescue package from a de facto central
bank should it wish to avoid any major financial crisis. South Korea con-
fronted this financial problem in 1972.

As soon as the growth in export earnings slowed down, South Korean
firms had a problem in maintaining their debt commitment. Although
the government rescued the troubled firms (Cho, 1989), it did not pay
attention to the source of the problem. By the early 1980s, the economy
faced the same problem again as it slowed down, mainly as a result of
the collapse of foreign markets in construction, shipping and shipbuilding.
Its GNP turned negative for the first time since the Korean War. Firms started
to face difficulties in maintaining the debt commitment from their own
returns, and started to borrow in order to meet the shortfall in debt com-
mitment. As a result, their share of internal funds shrank from an average
of 21.1 per cent during 1975–79 to 16.4 per cent by 1980, while their share
of external funds rose from 78.9 per cent to 83.6 per cent (Choong-Hwan,
1990). By 1982, a growing number of highly indebted firms found it diffi-
cult to service their debt. The South Korean government once again had
to organize assistance in restructuring industrial firms that faced financial
difficulties. Thus the problem in 1972 repeated itself (i.e., the problem of
over-investment).

Following the crisis, the government decided to abstain from further
credit-directed programmes and abolished the preferential lending rates.
In addition, the NBFI were deregulated and corporations were allowed to
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issue bonds with a guarantee by commercial banks. The government privat-
ized the commercial banks but, in the presence of large non-performing
loans, could not withdraw from maintaining control over the banking
sector, as the restructuring of the industrial sector required government
supervision of credit allocation. The government maintained its control
over the interest rate and the credit allocation of the banking sector, which
was lifted in 1991, along with its control over the foreign capital inflow.
Although the external share (as opposed to the internal share) of the total
investment improved from its early 1980s position, it still remained very
high. For example, between 1987 and 1991, the share of external capital
funds constituted 73.6 per cent, while the internal share constituted merely
26.4 per cent, of the total investment (Amsden and Euh, 1993). Thus the
banking sector remained over-exposed. By 1994, banks had to increase their
allocated funds in order to make provision for non-performing loans, but
it appears that inadequate attempts were made to reduce the debt/equity
ratio, especially for chaebol. For example, even in 1996 the average debt to
equity ratio for the top 30 chaebol was 898.49 per cent. Fourteen of these 30
chaebol were making negative profits in 1996, while for those who were
making a positive profit, this remained marginal compared with the total
assets, including loans that were invested (Lee, 1997). Thus it was no won-
der that as soon as the economy slowed down it led to a banking crisis.15

Although India at the initial stage had taken a more conservative
approach (compared to South Korea) towards financing its large eco-
nomic units, it could not maintain that position because the size of the
market remained very modest for some time. This was largely because of
the fact that the government was unable to make any appreciable inroad in
improving a sizeable portion of the population’s livelihood. As a result,
not only did effective demand remain quite low even in the mid-1970s,
but more importantly future growth in the pattern of domestic demand
remained undetected for some time. Consequently, many firms, especially
the large ones, were often either unable to capture a sufficient share of the
market to achieve economies of scale or were running at a loss. The gov-
ernment neither allowed these loss-making firms to close down nor encour-
aged them to search for an export market. The government did not
encourage these firms to search for an export market because it was of the
opinion that they might not be able to capture a sufficient share of the
export market (Chakrabarty, 1987). This opinion might have been influ-
enced by the fact that the world was then in the middle of the Cold War,
and India was not particularly an ally of the Western world, and its eco-
nomic policy was not following the route of the Western world, and there-
fore it could not expect to receive the same treatment as that received by
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South Korea. Therefore, policy makers could not see any benefit in open-
ing up the market at that juncture. Instead, the government used its 1948
Industrial Labour Dispute Act to protect these firms. This Act states that any
large economic units are not allowed to close down or to retrench workers
on economic grounds without central government permission. The moral
justification for this Act is to protect workers’ rights. In reality, this Act has
allowed loss-making firms to continue to survive with government sub-
sidies, which effectively meant that the banks were refinancing these firms.
In short, in the absence of provisions for non-performing loans, banks were
carrying the cost of these losses.

The above problem was further aggravated by the way in which the gov-
ernment used the banks to finance the anti-poverty programme known as
the Garibi Hatao programme. The government allocated 40 per cent of
total credit to this programme. In order to ensure that the poor borrowers’
access to the loan market was not restricted by the banks’ credit standard
requirements, collateral requirements were reduced. This means the gov-
ernment decided that the banks would have to take credit risk on smaller
loans. But in order to offer cheaper loans to these borrowers, it appears that
the government did not permit banks to make any adjustment in the cal-
culation of the interest rate for the credit risk. This means no provision was
made for the non-performing loans, which constituted 40 per cent of the
total loans. This further added to the problems of the banks. The problem
was that if a small fraction of the loans performed adversely, it would have
a direct impact upon the banks, and indeed this is what happened. By 1991,
4.7 million loans were advanced to this sector, of which 233,441 were
declared sick, meaning the net loss from these loans exceeded the net
worth of these firms (RBI, 1991). In terms of percentages, this only consti-
tuted 4.8 per cent of the total loans that were advanced to the priority sec-
tor, and altogether the total bad to doubtful debts amounted to Rs. 125.86
billion, constituting only 10.25 per cent of the total loans that were
advanced (RBI, 1991). In terms of percentages, this figure was not high
enough to cause any major problem for the banks, yet it still caused a major
problem. Thus it appears that the banks made no provision for the non-
performing loans, meaning banks had to carry the cost of these non-
performing loans. This problem was further aggravated by the presence of
weak bankruptcy laws which prevented banks from recouping the principal
by selling the collateral. The above experience highlights the fact that in the
absence of a credit risk-adjusted interest rate, if a small fraction of the loan
performs adversely, it can put a severe strain on the banks. Consequently,
the government realized that it could not continue with such a method of
finance; the government, too, had to undertake capital market reform.
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Conclusion

It is argued in this chapter that banks play a very important role in
financing the process of development. But this role cannot be initiated
by private sector banks; government intervention will be required in the
operation of this market. In fact, the Indian experience highlights a very
important lesson, which is that in the early stage of development the
risk in financing development is so high that it is not possible for the
private sector to bear such a risk. India, which is known for its over-
regulation, did not begin as an over-regulated economy; on the con-
trary, as shown in the second section, it started with a market-friendly
approach. Its approach was to encourage market participants (i.e.,
banks) through persuasion and incentive mechanisms to participate in
the government development programme. But the market did not coop-
erate with the government in those programmes which reduced their
expected profitability and increased their risk of survival. It was the
refusal of the market to cooperate with the government that brought one
regulation after another over the financial system without investigating
the consequences of these regulations on it, and made India one of the
most over- or ill-regulated economies. But the government did not real-
ize that the refusal to cooperate principally arose from the fact that such
cooperation would only increase banks’ vulnerability.

Following nationalization, both governments used their banks to
finance their development agendas. While South Korea became a suc-
cess story, India’s performance remained very modest till the early to
mid-1970s, and only started to improve following the establishment
of firm control over the allocation of credit. But both countries over-
looked the fact that having control over the allocation of loans does
not give any control over the repayment of loans. Without the latter,
banks cannot survive; hence the importance of the credit standard emerges
in order to ensure that the fate of the banks’ loanable funds should not
be tied to the borrowers’ projects. As neither government realized the
importance of this issue, both continued their respective agendas by
exposing banks’ loan capital. In the case of South Korea the problem
only emerged when the economy slowed down, so concentration was
given to the growth rate, without realizing it further exposed banks’
loan capital. India’s problem principally came from the fact that it had
not offered a credit risk-adjusted interest rate, and consequently there
remained a very small margin between the deposit rate and the interest
rate on loans, suggesting that if a small fraction of the loan functions
adversely, banks would be in trouble, and this problem was further
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magnified by the presence of weak bankruptcy laws. Consequently, both
countries had to undertake capital market reform. Needless to say, in
both countries, banks’ finance played a very important role in the con-
text of development.

Notes

1 See Goldsmith (1969) for further details on this issue.
2 The school of liberalization argues that government intervention only distorts

the operation of the financial market, and thereby will produce a lower growth
rate than otherwise would be achieved. See McKinnon (1973), Fry (1997), Levine
(1992), Bencivenga and Smith (1991), King and Levine (1993), Saint-Paul (1992)
and Roubini and Sala-i-Martin (1992) for further discussion of this line of argu-
ment. Without going through their rhetoric and risking overlapping with
other authors’ contributions on this subject, it is necessary to point out that
the above postulation principally emerged from the presumption that financial
institutions are much better equipped than the government in relation to
where to invest and where not to invest. No one will dispute that financial
institutions as insiders are better equipped to estimate which investments will
provide a higher and safer return; the only problem is that while the financial
return is important for financing further economic growth rate and develop-
ment, on its own it is a determinant of neither growth nor development.

3 See Rosenstein-Rodan (1943) and Scitovsky (1954) on the concept of externality.
4 See Amsden (1989) and Cho (1989).
5 See Cole and Park (1983). See also Cho (1989) and Kim (1991) on the above

issue. Amsden (1989) pointed out that household savings as a percentage of
GDP increased from 0.18 per cent in 1965 to 4.15 per cent in 1966, but declined
in the following year. From there onwards no systematic relationship can be
observed between interest rate and saving behaviour, suggesting that higher
rates perhaps mainly helped to transfer savings that were previously held in an
unproductive form.

6 See Cole and Park (1983) for more on this issue.
7 For example, in 1956 the SBI and its associates were directed to open 400

branch facilities in rural and semi-urban areas in the next five years (RBI, 1969).
8 See Cho (1989), Amsden (1989) and Amsden and Euh (1993).
9 It is important to note that India is not the only country which was con-

fronted with this problem; in fact all countries across the globe faced similar
problems, irrespective of whether they were developed or developing coun-
tries. For more on this issue see Basu (1986, 1989).

10 These schemes are similar to licensing scheme arrangements, which subse-
quently were claimed to have brought corruption to the Indian economic
system. See Bhagwati and Desai (1970) for further details on these issues.

11 See Basu (1982) and Rudra (1969) for more on this issue.
12 For example, the growth rate in agriculture was 3.5 per cent in the 1980s

compared to 1.8 per cent in the 1970s; similarly, the industrial growth rate in
the 1980s was 7.15 per cent compared to 4 per cent in the 1970s. See Basu
and Mallick (2004) for further details on this subject.

13 By ‘lopsided’ or ‘asymmetrical benefit’ we mean that although the central
aim of this programme was to benefit the poor, in reality a greater proportion
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of this credit (i.e., 95 per cent) was received by those whose assets’ value
ranged from Rs.100,000 to 1 million, and who constituted 34 per cent of the
priority sectors’ population, and were not comprised of the poor, but of the
lower to the middle class population. Only 5 per cent of the credit was received
by those whose assets’ value was less than Rs.100,000 comprising 66 per cent of
the priority sectors’ population. See Basu (2002), RBI (1979, vol. 2, Tables 1–2),
and RBI (1987a, 1987b) for more details on this issue.

14 It is important to note that in economics, the role of finance in general is a
passive one. The state of the art of the literature was that, ‘by and large, it seems
to be the case that where enterprise leads finance follows’ (Robinson, 1979,
p. 20). The role of finance in the context of economic development is also a
much neglected area in the literature on economic development (Arndt, 1987).
Lucas (1988) considered the relationship between financial and economic
development to be ‘over stressed’. Chandavarkar (1992) provides an impressive
list of authors who are pioneers in economic development, including three
Nobel Laureates (e.g., Bauer, Colin Clark, Hirschman, Lewis, Myrdal, Prebisch,
Rosenstein-Rodan, Rostow, Singer and Tinbergen), who did not even men-
tion finance as a factor in economic development. Furthermore, Chandavarkar
(1992) points out that the recent surveys of economic development by Stern
(1989), who is currently serving as World Bank vice president, also ignore the
role of the financial sector in the context of development.

15 In fact, the South Korean growth rate came down from 8 per cent to 4 per cent
just prior to the crisis (Arestis and Glickman, 2002).
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