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Preface

A market economy depends on government for its very existence. In the United States, the
federal and state governments establish the institutions, laws, and regulations that are nec-
essary for the market economy to function. Capitalist systems are inherently unstable. They
are often characterized by periods of economic prosperity followed by periods of contrac-
tion and recession. This has been the experience in the United States.

Following enactment of the Employment Act of 1946, the government of the United
States has been committed to maintaining full employment and price stability. Since 1979,
economic policymakers in the United States, and in many other countries, have been com-
mitted to a policy of relative price stability. Today, central banks not only agree, more or
less unanimously, that price stability should be the main goal of monetary policy, but most
of them have in fact achieved it. The average inflation rate in the rich economies is cur-
rently just above 1%, its lowest in almost half a century.

The purpose of this handbook is to explain the development and implementation of
monetary policy. We first examine theories and issues related to the preservation of eco-
nomic activity, and include chapters that explore the business cycle, how it has changed
over the years, and why the preservation of economic stability is a principal goal of public
policy. In addition, several contributions provide a historical perspective on the develop-
ment of economic theories and government economic policies. Moreover, we do not ne-
glect the political dimensions of economic policy and how government and private organi-
zations use the tools of economics to forecast and to measure economic activity.

Arguably, monetary policy is the most powerful weapon available to government for
the management of economic activity. Certainly, that has been the experience in the United
States in recent decades. Thus, the second part of the handbook reviews the development
of monetary policy and its institutions. It also explores the challenge of inflation and how
it has been the principal target of monetary policy. Other articles in this part examine the
development and role of financial markets and institutions, issues associated with the im-
plementation of monetary policy, and the management of interest rates.

The companion volume, the Handbook of Fiscal Policy, contains several articles that
explain the development of government fiscal policymaking and the legacy of John May-
nard Keynes. Other selections examine taxes and tax policies, government budgeting and
accounting, and issues associated with government debt management. Several articles dis-

ifi



iv Preface

cuss the role of government in the formulation of economic policies for growth and for full
employment. It concludes by reviewing issues associated with the implementation of fiscal
policies.

Jack Rabin
Glenn L. Stevens
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1

Beyond Shocks
What Causes Business Cycles?
An Overview

Jeffrey C. Fuhrer

Vice President and Economist, Federal Reserve Bank of Boston, Boston, Massachusetts

Scott Schuh
Economist, Federal Reserve Bank of Boston, Boston, Massachusetts

In the summer of 1997, when the Federal Reserve Bank of Boston selected the topic for its forty-
second annual economic conference, many pundits were asking: “Is the business cycle dead, or
at least permanently dampened?” By the time the Bank’s conference convened in June 1998,
the same pundits queried: “What caused the massive recessions in Asia?” and “Can the United
States remain ‘an oasis of prosperity,” as Fed Chairman Alan Greenspan termed it, while
economies worldwide are under siege from financial crises?” How quickly things change!

Beyond Shocks: What Causes Business Cycles? turned out to be a particularly timely con-
ference. Of course, the answers to the pundits’ questions are inextricably tied to an underlying
fundamental question: What makes economies rise and fall? To determine whether the business
cycle is dead, one must first determine whether economic fluctuations arise from the decisions
of governments, financial market participants, and businesses, or simply from unexpected
events (that is, “shocks”). To determine why Asian economies plunged into severe recession, it
is necessary to understand how external pressures on vulnerable financial markets can lead to a
sudden collapse, with severe consequences for nonfinancial sectors. And to determine whether
the robust economic expansion in the United States will continue, it is necessary to evaluate how
a slew of adverse economic factors, financial and real, could interact to end it.

So, what caused the Asian crisis, the recessions of the 1970s and 1980s, and even the
Great Depression? According to many modern macroeconomists, shocks did. This unsatis-
fying answer lies at the heart of a currently popular framework for analyzing business cy-
cle fluctuations. This framework assumes that the macroeconomy usually obeys simple be-
havioral relationships but is occasionally disrupted by large “shocks,” which force it
temporarily away from these relationships and into recession. The behavioral relationships
then guide the orderly recovery of the economy back to full employment, where the econ-
omy remains until another significant shock upsets it.

Reprinted from: New England Economic Review, Federal Reserve Bank of Boston (Nov./Dec. 1998)
3-23.
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Attributing fluctuations to shocks—movements in important economic variables that
occur for reasons we do not understand—means we can never predict recessions. Thus, a
key goal of the conference was to try to identify economic causes of business cycles, rather
than attributing cycles to “shocks.” The greater the proportion of fluctuations we can clas-
sify as the observable and explainable product of purposeful economic decisions, the bet-
ter chance we have of understanding, predicting, and avoiding recessions.

Several themes emerged during the conference. One was the concept of “vulnerabil-
ity.” It was especially prominent in discussions of the recent Asian crises and bears on the
distinction between shocks and systematic economic behavior. Rudiger Dornbusch perhaps
put it best in the following analogy. Consider the collapse of a building during an earth-
quake. While the proximate cause of the collapse was the earthquake, the underlying cause
may better be attributed to poor construction techniques. Because of its structural defects,
the building was going to collapse when the right “shock” came along. So it goes with fi-
nancial and real economic collapses, Dornbusch and many others would argue.

While it will always be difficult to anticipate the particular event that precipitates a
collapse, it is important to constantly assess the vulnerability of financial, product, and la-
bor markets to potential shocks. Macroeconomists and forecasters tend to focus primarily
on the overall health of the economy as measured by aggregate demand or by the unem-
ployment rate; they may be able to improve their economic models by incorporating vul-
nerability. Likewise, policymakers should be vigilant against vulnerability. To do so, they
will need to develop new tools. In Asia, for example, policymakers should have had a bet-
ter assessment of the ability of the financial system to absorb shocks to currency valuations.

Developing such an assessment would likely have been hampered, many conference
participants pointed out, by the inability to obtain key data on the debt portfolios of finan-
cial institutions, the performance of bank loans, and the exposure of the country as a whole
to exchange rate risk. Proposals abounded for more accessible banking data and new in-
dexes of risk exposure. Although little agreement was reached on exactly what information
would be most useful, most agreed that policymakers and investors need new and more
timely measures to adequately assess the vulnerability of economies to severe disruptions.

A second theme of the conference discussion was the role of systematic monetary
policy in causing and preventing business cycles. Many have blamed the bulk of recessions
on monetary policy. But as pointed out by Peter Temin, Christina Romer, and Christopher
Sims, in assigning blame, it is important first to distinguish the systematic response of mon-
etary policy to existing conditions from poliC}\/\r'egime shifts and exogenous policy shocks.
To take a leading example, did the Fed cause the Great Depression by raising domestic in-
terest rates to maintain the gold standard, or was the outflow of gold from the United States
following Great Britain’s abandonment of the gold standard the cause, and the response of
the Fed a “‘business as usual” response to that triggering event? Such questions are very dif-
ficult to answer, but a careful attempt to do so must be made if we are to understand the role
of monetary policy in cycles.

Most participants agreed that the Fed played a significant role in causing many of the re-
cessions of the past century, largely in the pursuit of its goal of long-run price stability. The de-
gree to which monetary policy did or could moderate the effects of cyclical downturns was less
clear, Many pointed to the apparent diminution of the amplitude of business cycles in the post-
war period as evidence of the Fed’s ability to lessen the severity of contractions.

Interestingly, Sims’s more formal analysis of this question raised doubts that the sys-
tematic component of monetary policy either causes fluctuations or can offset them, at least
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through interest rate movements. Using econometric substitution of modern interest rate
policy back into the Great Depression era, Sims found that modern policy would have had
little effect on employment or prices. While this finding met with a good deal of skepticism
from participants, one skeptic who tried to prove Sims wrong—discussant Lawrence Chris-
tiano—reported that he could not. In any case, the suggestion that conventional interest rate
policy is limited in its ability to offset major recessions is thought-provoking. Of course,
the limitations of interest rate policy do not preclude alternative policies, such as deposit
insurance and acting as lender of last resort in financial crises. These policies may be at
least as important as interest rate policy.

A third conference theme was the importance of a deeper understanding of the con-
tribution of changes in the efficiency and structure of production to business cycle fluctu-
ations. Recently, some macroeconomists have advanced the idea that shocks to these sup-
ply-side or “real” factors cause many, if not most, of the ups and downs in the economy.
This idea contrasts sharply with the traditional macroeconomic notion that changes in ag-
gregate demand cause most fluctuations, and the two views generate quite different policy
implications.

Two real shocks were evaluated. One is a shock to the technological efficiency of
firms’ production of goods and services. Technological changes are very positively corre-
lated with output and business cycles, a relationship that has led many observers to con-
clude that technology shocks cause fluctuations. Susanto Basu, however, demonstrates that
more detailed and sophisticated estimates of technological change substantially reduce, if
not completely eliminate, the correlation between technology shocks and the business cy-
cle. He also shows how modern macroeconomic models, especially those that rely primar-
ily on technology shocks, have difficulty fitting the data. Proponents of technology-ori-
ented models were predictably skeptical of his results.

The second real shock is a change in the desired distribution or allocation of eco-
nomic resources across firms, industries, and regions. Restructuring involves the costly and
time-consuming reallocation of factors of production, especially workers, between firms,
industries, and regions through the processes of job creation and destruction. It also typi-
cally involves lower output, higher unemployment, and often even recessions. In fact, job
reallocation and job destruction rise sharply during recessions, leading some to surmise that
shocks to the process of reallocation itself may be responsible for recessions and should
therefore be taken into consideration by macroeconomic models. Scott Schuh and Robert
Triest discover strong correlations between job reallocation and the primary determinants
of how jobs are allocated across firms and industries: prices, productivity, and investment.
Correlations between these determinants and job reallocation suggest that it is not mysteri-
ous allocative shocks that cause business cycles, but significant changes in observable eco-
nomic variables. '

Together, the two studies of real shocks reaffirm the fact that the production and em-
ployment behavior of firms is subject to substantial variation over the business cycle, but
they deepen doubts that the variation is due to real shocks. Instead, the correlations between
output and simple measures of real shocks reflect the failure of conventional analyses to in-
corporate a sufficiently detailed specification of production and market structure. As more
and more of firms’ behavior is accounted for in macroeconomic models, less and less scope
remains for real shocks to generate business cycles. However, much is still to be learned
about business cycles from the behavior of factor utilization, investment, prices, produc-
tivity, and the like.
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OPENING ADDRESS: HISTORY OF THOUGHT ON THE ORIGINS OF
BUSINESS CYCLES

Paul Samuelson’s opening address begins with the question “Is the business cycle dead?”
While the macroeconomy appears to have stabilized over the past 50 years, perhaps owing
to successful countercyclical macropolicy, Samuelson sees no evidence of a trend toward
the elimination of business cycle fluctuations. He notes that after most periods of extended
expansion, especially those accompanied by outstanding performance in asset markets,
suggestions of a “new era” of recession-proof prosperity have arisen, and they have been
received “with increasing credulity” as the expansion rolls on. Acknowledging this histor-
ical association between healthy economies and booming asset markets, Samuelson takes
a more realistic view, stressing also the intertwined histories of business cycle downturns
and bubbles and crashes in asset markets.

Samuelson cites Victor Zarnowitz’s recent observation that in the seven decades be-
tween 1870 and World War II, the United States suffered six major depressions. In the past
50 years, we have had no declines of comparable severity. Samuelson attributes this im-
proved performance to changes in “policy ideology, away from laissez-faire and toward at-
tempted countercyclical macropolicy.” But despite the gains in policy’s management of the
economy, Samuelson sees no “convergence towards the disappearance of non-Pareto-opti-
mal fluctuations. We are not on a path to Nirvana.” The scope for improved performance
arising from better government policies appears marginal today.

So pronounced fluctuations in production, prices, and employment are here to stay,
despite the best efforts of policymakers. But why? In the end, Samuelson argues, fluctua-
tions are usually the product of two factors. First, on the upside, asset price bubbles will al-
ways be with us, because individuals have no incentives to eliminate “macromarket ineffi-
ciency.” While we have made tremendous progress toward “micro-efficiency”—making
individual financial markets more efficient through the widespread use of options and other
derivatives, for example—little evidence can be found, either in economic history or in eco-
nomic theory, that “macromarket inefficiency is trending toward extinction.” One can
make money by correcting any apparent mispricing of a particular security, but one cannot
make money attempting to correct apparent macro inefficiencies in the general level of
stock market prices.

Economists and financial market participants simply have no theory that can predict
when a bubble will end. As a result, an individual investor will be perfectly rational in par-
ticipating in a bubble, as he will make money from the bubble so long as it continues, which
could be indefinitely. As Samuelson puts it, “You don’t die of old age. You die of harden-
ing of the arteries, of all the things which are actuarially . . . associated with the process.
But that’s not the way it is with macro inefficiency.” Bubbles go on until they stop, and no
one has ever been able to predict when that will be.

Downturns can develop from the asset markets themselves, and they can develop
quite quickly. Because asset prices are based on the “prudent ex ante expectations” of mar-
ket participants, swings in market expectations can produce large and rapid swings in asset
prices, causing massive revaluation of asset-holder’s wealth. This was in part the cause of
the ongoing Asian crisis, according to Samuelson. Market participants reasonably re-
assessed the valuation of investments (and therefore currencies) in Asia and quickly altered
the direction of capital flow, precipitating a currency and banking crisis there.

Given the lack of private incentive to restrain the stimulative effects of this “oldest
business cycle mechanism,” we come to the second factor that contributes to business cy-
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cle fluctuations: government policy. Samuelson noted that he has often said, “When the
next recession arrives, you will find written on its bottom, ‘Made in Washington.” “ This is
not, as he points out, because the Fed is a sadistic organization. Rather, “if the central bank
and fiscal authorities did not step on the brakes of an overexuberant economy now, they
might well have to overdo that later.”” When persistent macromarket inefficiencies threaten
both employment and price stability and private incentives fail to encourage financial mar-
kets back into line, only policymakers can take the systemic view necessary to guide the
economy back into balance.

HISTORICAL EVIDENCE ON BUSINESS CYCLES: THE U.S.
EXPERIENCE

Peter Temin examines the causes of U.S. business cycles over the past century. In devel-
oping his taxonomy of causes, Temin points out three inherent problems with the effort.
First, the idea of a “cause” is fraught with ambiguity. In part, this ambiguity arises from the
difficulty in distinguishing the endogenous, or “normal response” component of govern-
ment policies and private actions, from the exogenous, or out-of-the-ordinary actions of
private and public agents. In Temin’s view, only exogenous events should be seen as
causal. He uses oil prices and the 1973-75 recession to illustrate the dilemma: Was the re-
cession following the oil shock “caused” by the oil shock, or by the monetary policy re-
sponse to the oil shock? The imputation of causes depends on one’s model of economic his-
tory, and particularly on the degree to which one makes behavior endogenous or
eX0genous.

Second, the Great Depression should be treated as a unique event. As Temin notes,
output lost during this enormous downturn was almost one-half of the sum of output lost in
all other downturns in the past century. The body of writing on the Great Depression is
larger than that on all other business cycles combined. Consideration of the causes of the
Great Depression provides useful lessons about the causes of the less prominent cycles of
the past century. For example, it seems implausible that a single “shock” in 1929 pushed
the U.S. economy into massive depression. Instead, Temin argues, the Great Depression
was likely the result of a sequence of contractionary influences. Prominent among these
were the fear that the hyperinflationary pressures in Eastern Europe following the First
World War would spread to the United States, the adoption by industrialized countries of
the relatively inflexible gold standard in response to these pressures, and the breakdown of
banking and legal systems. The Great Depression was really a sequence of smaller reces-
sions large and persistent enough, given policy responses, to throw the world into
depression.

Third, Temin cautions that his assignment of causes relies on the existing literature
on the subject. The literature on recessions other than the Great Depression is quite sparse,
with earlier recessions receiving considerably less attention than more recent ones. And
within this limited set of sources, most authors focus on the transmission of cycles, rather
than on the causes. Finally, most of the available sources do not highlight expectations and
do not clearly distinguish anticipated from unanticipated changes.

Temin classifies the reported causes of recessions as either domestic or foreign, and
either real or monetary. Changes in the relative prices of assets, both real and financial, are
classified as real phenomena. Temin finds that the preponderance of cycles in the past cen-
tury may be attributed to domestic causes, with the split between real and monetary causes
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roughly equal for the entire period. Monetary causes of recessions were more prevalent in
the pre—~World War I period than during the post—-World War II period, however.

Temin focuses on the larger downturns. The cause of the Great Depression of 1931
is classified in Temin’s taxonomy as a foreign monetary phenomenon. The action of the
Fed to maintain the gold value of the dollar by raising interest rates was to behave as a “tra-
ditional and responsible central banker” or, in other words, to follow a normal and expected
endogenous policy course. Thus, the Fed’s behavior cannot be viewed as an exogenous
cause of the Great Depression, in Temin’s view. The search for causes then reverts to the
question of what produced this monetary policy response. Temin suggests that U.S. mone-
tary policy was responding to the external gold drain that arose from Britain’s departure
from the gold standard, which threatened to weaken the dollar. The Fed’s reaction in in-
creasing interest rates, and the bank panics and failures that followed, were endogenous re-
sponses to the gold drain.

In assessing the causes of the four largest downturns of the century—the Great De-
pression, and the recessions of 1920, 1929, and 1937—Temin concludes first that no sin-
gle cause explains all four downturns. Three of the four possible causes in Temin’s taxon-
omy appear as causes of the downturns. Second, three of the four recessions appear to be
responses to domestic shocks. Most often, we cannot blame our downturns on foreign
causes.

Taking all of the cycles studied into consideration, Temin offers the following con-
clusions: (1) “It is not possible to identify a single type of instability as the source of Amer-
ican business cycles.” Thus, Dornbusch’s statement, “None of the U.S. expansions of the
past 40 years died in bed of old age; every one was murdered by the Federal Reserve,” is
not supported by Temin’s analysis. (2) Domestic real shocks—ranging from inventory ad-
justments to changes in expectations—were the most frequent source of fluctuations. (3)
Other than the two oil shocks of 1973 and 1979, foreign real shocks were not an important
source of U.S. cycles. (4) Monetary shocks have decreased in importance over time. (5)
When measured by the loss of output, domestic sources have loomed larger than foreign
sources; real sources have caused about the same losses as monetary sources.

Christina Romer takes issue both with Temin’s classification scheme and with his in-
terpretation of the literature on the causes of recessions. She suggests that an improved clas-
sification scheme and a different reading of the literature would yield a more critical role
for domestic monetary shocks, particularly in the inter- and postwar periods.

Romer suggests that Temin’s methodology is biased toward finding very few mone-
tary causes of recessions. Whereas Temin classifies most Fed behavior as a fairly typical
response to prevailing conditions and therefore not the ultimate cause of the recession,
Romer would prefer a more practical classification of monetary policy actions. If the mon-
etary policy action was the inevitable or highly likely result of a trigger, then we should
consider the policy action endogenous and therefore not a cause. If, however, “a conscious
choice was made” or if “alternative policies were . . . discussed at the time,” then the pol-
icy should be considered at least partly exogenous, and monetary policy should get some
blame for the recession.

Romer shows that, using this criterion, many more of the twentieth-century reces-
sions have an important monetary policy aspect. Monetary factors would likely be given an
important causal role in the 1931 recession, for example, as “reasonable men at the time
were urging the Fed to intervene” in the face of financial panics. Thus, the choice not to in-
tervene but to raise the discount rate was not inevitable or even most likely. Romer also
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questions the extent of the constraint imposed by the gold standard, as U.S. gold reserves
in 1931 were probably adequate to have allowed the Fed to pursue expansionary open mar-
ket operations while maintaining the gold value of the dollar, as in fact it did in 1932.

Turning to the 1973 recession, for which Temin ascribes no monetary role, Romer ar-
gues that the central bank was not simply acting as “a respectable central bank [that] resists
inflation,” and therefore responding only as expected. Romer points out that the decision to
tighten in 1974 was not a foregone conclusion but rather a conscious choice, as “the econ-
omy was already in a downturn and many were calling for loosening.” Thus, “monetary
policy and the oil shock share responsibility for the 1973 recession.”

Romer also challenges Temin’s attribution of the 1957 and 1969 recessions to de-
clines in government spending. She points out that the high-employment budget surplus ac-
tually falls throughout the late 1950s, suggesting a net stimulative impulse from the federal
government for the 1957 recession. For both recessions, Romer asserts that the Federal Re-
serve made a conscious decision to tighten in order to reduce inflation.

As Romer sees it, “the key change has not been from monetary to real shocks or vice
versa, but from random shocks from various sources to governmental shocks.” Since the
Second World War, the government has been more effective at counteracting most shocks,
accounting for the diminished frequency of cycles. However, the combination of a ten-
dency toward over expansion and a few large supply shocks caused inflation to get out of
hand. In sum, Romer would agree with the thrust of Dornbusch’s statement, which is that
monetary policy has played a vital role in postwar recessions. She might re-cast the role of
the Fed, however, as “more like a doctor imposing a painful cure on a patient with an ill-
ness than a murderer.”

HISTORICAL EVIDENCE ON BUSINESS CYCLES: BUSINESS
CYCLES ABROAD

Michael Bergman, Michael Bordo, and Lars Jonung examine the broad cyclical properties
of GDP, using a newly compiled data set of annual observations for a sample of “advanced”
countries. Their data set spans the years 1873 to 1995. The authors show that the duration
of business cycles (the calendar time from peak to peak or trough to trough) has been fairly
similar across countries and fairly stable over time. The average duration rose from about
four years in the pre—~World War I period to about five and one-half years during the inter-
war period, falling back to just under five years in the period following World War IL. The
most severe recessions appear to have occurred prior to 1946, and the magnitude of all fluc-
tuations in GDP seems to have decreased in the postwar period.

Formal statistical tests of diminished cyclical fluctuations in the postwar period gen-
erally confirm the visual evidence. This observation has often been interpreted as evidence
that countercyclical policy has been more effective in the postwar period. However, an al-
ternative explanation is that the increased integration of the world economy serves to mit-
igate the negative influence of any one country’s disruptions on other countries.

Conventional wisdom holds that downswings are sharper and “steeper,” whereas up-
swings are more gradual. Bergman, Bordo, and Jonung test this proposition and find that,
for the United States, upswings are indeed more gradual than downswings. The evidence
for other countries is more mixed, however, with most exhibiting this asymmetry prior to
World War II but only a minority displaying asymmetry in the postwar period.
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The authors then attempt to determine the extent to which different components of
GDP—including consumption, investment, government expenditures and revenues, ex-
ports, and imports—account for its cyclical volatility. For virtually all countries and time
periods, all components of GDP except consumption generally are more volatile than GDP.
This finding is consistent with the presence of a consumption-smoothing motive, that is, the
desire of consumers to maintain a relatively smooth stream of consumption over time in the
face of volatility in their income and wealth.

The authors find that larger countries experience deeper recessions; the average de-
cline in GDP below trend is larger for large countries than for small, open European coun-
tries. For most countries, the downturn in GDP during a recession is accounted for by de-
clines in consumption, investment, and net exports.

Finally, Bergman, Bordo, and Jonung consider the patterns of international co-move-
ment of output and prices in their data. They find that the correlations among real output in
the 13 countries have increased over time, suggesting a more integrated world economy
and possibly a stronger coherence of the business cycle across countries. During the gold
standard, real GDP for most countries exhibited little or no correlation with real GDP in
other countries. During the interwar period, U.S. GDP was significantly correlated with
seven other countries, but corresponding correlations between other countries were not ev-
ident. The authors suggest that this correlation arises from the role of the United States as
the “epicenter” of the Great Depression. Output linkages among European countries
strengthened considerably in the postwar period, perhaps the result in part of the establish-
ment of the European common market and in part of the common influence of the oil
shocks in the 1970s. ’

Price levels appear to be much more consistently correlated across countries. Like
output, price levels have become increasingly correlated over time, perhaps consistent with
“increased global integration of goods markets,” the authors suggest.

Richard Cooper offers a different perspective on Bergman, Bordo, and Jonung’s con-
clusion that “the cyclical pattern . . . appears to remain surprisingly stable across time,
regimes, and countries” and on the broad question of the international origin and transmis-
sion of the business cycle. He examines years in which the raw data for real GDP declined,
for a set of nine countries during the periods 1873 to 1913 and 1957 to 1994. Cooper prefers
this approach, as the author’s results may depend on the filtering and detrending methods
that they used in constructing their data.

The conclusions that he draws for the earlier period are as follows: First, “most
downturns are domestic in origin, and are not powerfully transmitted to the other impor-
tant trading nations.” Second, if one were interested in international transmission, one
would focus on 1876, a year in which the Continent and Canada experienced declines in
GDP, and on 1879 and 1908, years in which several countries experienced output de-
clines. Third, Belgium exhibits only one downturn during these periods, a suspicious
finding given the 12 downturns in neighboring Netherlands and 14 in France. As a result,
Cooper calls into question the reliability of the annual data for any of these countries
prior to 1914.

For the period 1960 to 1995, Cooper notes that the few recessions have been con-
centrated in five years: 1958, 1975, 1981-82, and 1993. This suggests strong international
transmission, in contrast to the earlier period. All of the recessions in the United States were
accompanied by recessions elsewhere. The greater coherence may be attributed to the im-
portance of the oil price shocks in these recessions, Cooper notes.

Cooper goes on to question the detrending method used by Bergman and his coau-
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thors. Only 60 percent of their recessions match NBER reference dates. The issue of ap-
propriate filtering is important when considering the welfare implications of business cy-
cles, Cooper suggests. A departure of output below its (rising) trend may imply relatively
little lost income or underutilized resources, whereas an absolute decline in output would
almost surely entail significant welfare losses.

Cooper outlines a number of broad changes in industrial economies that would lead
one to question Bergman, Bordo, and Jonung’s conclusion about the stability of the busi-
ness cycle over long spans of time. He suggests that “the most dramatic by far . . . is the re-
duction in the fraction of the labor force required for food production.” The decline in this
number from about one-half in 1880 to below 5 percent by 1995 for all of these countries
is likely to have altered the dynamics of the business cycle significantly, according to
Cooper. Other important secular changes include the increased participation of women in
the paid work force, the growth in the importance of government expenditures, and major
technological innovations, including electricity, automobiles, and aircraft. “A relatively
unchanged economic cycle that survived these dramatic secular changes in modern
economies would be robust indeed,” Cooper suggests.

GOVERNMENT POLICY AND BUSINESS CYCLES

Christopher Sims examines one of the most contentious questions in macroeconomics:
the role of monetary policy in twentieth-century business cycles. Sims points out that one
cannot determine the influence of monetary policy simply from observed changes in in-
terest rates and output. The observation that a rise in interest rates precedes each postwar
recession does not show that policy-induced interest rate movements caused the reces-
sion. If, for example, rapid expansion of private demand for credit systematically causes
all interest rates to rise near the end of an expansion, this rise in interest rates should not
be interpreted as the cause of a subsequent slowdown; it is a consequence of previous
strong demand. Because such “eyeball” interpretations of the data can lead to confusion
about the role of monetary policy, Sims advocates examining the interactions among
many economic variables in order to obtain a clear picture of the role of any one of them
in economic fluctuations.

Sims employs a methodology that allows each of six variables (industrial production,
consumer prices, currency, a monetary aggregate, the discount rate, and commodity prices)
to respond to lags of the other variables, and to the contemporaneous values of some of the
other variables. The restrictions on the contemporaneous interactions among variables re-
flect common-sense notions about policy, goods market, and financial market behavior.
Monetary policy-induced interest rate changes affect prices, output, and monetary aggre-
gates only with a one-month lag; monetary policy responds to output and prices only with
a lag, reflecting data availability; and commodity prices respond to everything contempo-
raneously, reflecting their auction-market, flexible nature.

This simple model is estimated on monthly data for the postwar years 1948 to
1997. Sims uses the model to show that most of the variation in the Fed’s discount rate
represents systematic policy responses rather than unanticipated shifts in policy. The dis-
count rate responds primarily to movements in production, commodity prices, and M1,
These three determinants of interest rate movements in turn cause the largest increases in
CPI inflation, suggesting that the Fed responds to these as signals of future inflationary
pressures.
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When Sims estimates this same model on the interwar period from 1919 to 1939, he
finds similarities but also some important differences in monetary policy responses and in-
fluences. One key difference is that the effect of interest rate changes in the early period is
roughly double the effect in the later period. On the other hand, monetary policy in the early
period appears to be more accommodative toward unanticipated increases in output, rais-
ing the discount rate less in response to output and thereby allowing greater inflation in
commodity and in final goods prices. Interestingly, the model shows that when depositors’
worries caused a rush into currency in the interwar period, the Fed typically raised the dis-
count rate, accelerating the shrinkage of money.

This first set of exercises establishes that the systematic responses of policy to output
and prices represent the dominant source of interest rate fluctuations in Sims’s model, and
that these interest rate movements are likely the most important source of policy’s effects
on the rest of the economy. Noting that economic fluctuations have been smaller in the
postwar period, Sims proposes using his model to answer a key question: whether better
systematic monetary policy is responsible for the improved economic performance of the
postwar period.

To answer this question, Sims transplants the estimated monetary policy equation for
one period into the other period, then observes the estimated behavior of output, prices, and
monetary aggregates under this counterfactual monetary regime. The results from these ex-
ercises are remarkable. In the first variant, the (estimated average) policy judgment of
Burns, Volcker, and Greenspan is imposed on the 1920s and 1930s. Overall, Sims finds the
outcomes—particularly the Great Depression—would have been little changed by this
more responsive postwar policy. The drop in production from 1929 to 1933 is “completely
unaffected by the altered monetary policy.” Postwar policy would have made the 1920-21
and 1929-33 deflations less severe, but not by much. The upheaval of the 1920s and 1930s
would have been the same, even if modern monetary policymakers had been at the reins.
Sims notes that his methodology leaves the banking runs, panics, and currency speculations
that plagued the Depression era as unexplained non-monetary shocks. To the extent that a
persistent commitment to monetary ease would have alleviated such disruptions, the drop
in output might have been less severe, he suggests.

The effects of substituting interwar monetary policy into the postwar economy are
qualitatively the same. Even though the discount rate responds much more slowly to the
postwar economic fluctuations, resulting in a markedly different interest rate pattern, the
influence of this altered policy on industrial production and consumer prices is quite small
at business cycle frequencies. The implications for output and inflation at longer horizons
are what one would expect with a more accommodative policy: Output and inflation both
rise higher in the 1970s, resulting in a larger recession in the 1980s, although Sims is care-
ful to point out that these findings may well be statistically unreliable. Overall, he reaches
the startling conclusion that “the size and timing of postwar U.S. recessions had little to do
with either shocks to monetary policy or its systematic component.”

Lawrence Christiano focuses on Sims’s surprising conclusion that monetary policy
played little or no role in the Great Depression. He disagrees with the methodology that
Sims uses to reach this conclusion, but upon employing what he considers a superior
method, he confirms Sims’s results.

One criticism of Sims’s methodology revolves around the assumption that private
agents behaved the same in the postwar period after the creation of the Federal Deposit In-
surance Corporation (FDIC) as they did during the interwar period prior to the FDIC. Chris-
tiano suggests that the frequency with which interwar depositors converted deposits to cur-
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rency at the slightest sign of bad news, in contrast to the virtual absence of such bank runs
in the postwar period, suggests that the presence of the FDIC fundamentally changed pri-
vate agents’ behavior. In particular, they may have viewed the commitment of Federal Re-
serve policy to maintain banking system liquidity quite differently in the postwar period,
and in a way that cannot be captured by the simple “reaction functions” or interest rate
equations in Sims’s analysis.

The more important flaw in Sims’s analysis, according to Christiano, is the charac-
terization of the postwar monetary policy rule. Under this rule, after all, the Fed would have
contracted the money supply by 30 percent in the 1930s. Christiano cannot conceive of a
sensible policymaker who would pursue a contractionary monetary policy during a widely
recognized, worldwide depression. So Christiano proposes instead to use a monetary pol-
icy equation that keeps money (M1) from falling during the episode.

Using this more plausible counterfactual policy in Sims’s model for the interwar pe-
riod, Christiano finds that a stable M1 path for the early 1930s would have prevented the
dramatic price declines that actually occurred. Surprisingly, however, even under the more
realistic policy response, which implies a more realistic path of money growth, “the basic
course of the Great Depression would not have been much different,” as shown by the sim-
ilarity between the path of output in Christiano’s simulation and the actual path of output.

Benjamin Friedman is also skeptical of the empirical results developed in Sims’s pa-
per, stating: “If the model he presents has succeeded in identifying Federal Reserve actions
and measuring their economic effects, these findings should force us to reconsider many
aspects of economics and economic policy.” Friedman finds troubling Sims’s result that
postwar monetary policy would not have significantly altered the course of the Great De-
pression, and he views as even more problematic the finding that Depression-era monetary
policy would have worked just the same in the postwar period as did actual policy. Fried-
man notes that the general price level was approximately the same at the onset of World
War II as at the onset of the Civil War, while prices since that time have risen approxi-
mately tenfold. That the monetary policy that delivered the interwar deflation is the same
one that delivered the “historically unprecedented phenomenon of a half century of sus-
tained inflation” would make inflation, even over periods of several decades, never and
nowhere a monetary phenomenon.

Friedman suggests that Sims’s model delivers its surprising results because it fails to
adequately identify the Fed’s monetary policy actions or the effects of those actions on the
macroeconomy. If so, then the model’s “implied irrelevance of monetary policy” for the
postwar inflation translates further into irrelevance for assessing monetary policy’s role in
causing or cushioning business cycles. One indication that Sims’s postwar policy rule does
not accurately represent Fed actions, Friedman argues, is the difference between the Sims
model’s policy prescriptions for the Depression era and John Taylor’s policy rule prescrip-
tions for the same period. Friedman finds that Taylor’s rule would imply nominal interest
rates “an order of magnitude more negative than what Sims reports,” casting some doubt
on how well Sims’s policy rule reflects all of postwar Fed behavior.

Finally, Friedman notes that the assumption that Fed policy can be characterized by
one unchanging rule over the entire postwar period is implausible. He asks, “Are we really
to equate Paul Volcker’s tough stance against inflation with the see-no-evil regime of
Arthur Burns?” While Friedman recognizes that Sims tests for a shift in monetary policy in
1979, Sims does so by testing for a shift in all 279 of his model’s parameters. Friedman
notes that Sims could have more narrowly focused this test to detect only shifts in the pa-
rameters that summarize monetary policy.
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FINANCIAL MARKETS AND BUSINESS CYCLES: LESSONS FROM
AROUND THE WORLD

A panel composed of Rudiger Dornbusch, Maurice Obstfeld, and Avinash Persaud ana-
lyzed recent financial market crises, most notably the turmoil in Asia, and drew lessons on
how to reduce the likelihood and severity of future crises. Generally speaking, the panelists
agreed more on why the crises occurred than on what should be done to prevent future
crises.

Dornbusch believes that recent financial crises in Asia, Russia, and Mexico differed
from most preceding crises because they centered on capital markets rather than on the bal-
ance of payments. Both types of crises often are associated with currency crises as well, but
the vulnerability or risk imposed on an economy by a capital market crisis is fundamentally
different. He explains that financial systems experiencing a capital market crisis exhibit
five characteristics: (1) borrowing short and lending long generates a mismatching of ma-
turities between liabilities and assets; (2) borrowing in foreign currency units and lending
in domestic currency units generates a mismatching of denominations; (3) borrowing to
carry assets exposed to large fluctuations in price generates market risk; (4) high risk ex-
posure throughout a country generates a national credit risk; and (5) the central bank is
weakened by gambling away foreign exchange reserves.

According to Dornbusch, the capital market crisis in Asia made the regional econ-
omy vulnerable, or at risk, to adverse external factors. And two such factors happened.
First, “Japan went into the tank.” Just as the Japanese economy was starting to show signs
of emerging from several years of sluggish growth, the Japanese government tightened fis-
cal policy and the economy slumped again. This time the weakened economy exposed un-
derlying banking problems that exacerbated the situation so much that the Japanese econ-
omy eventually began to contract. Because Japan is the largest economy in the region and
the leader in regional export and import markets, the Japanese slump put stress on the for-
eign trade structure of the entire region, which is characterized by extensive export and im-
port linkages.

A second adverse factor was the sharp depreciation of the yen vis-a-vis the U.S. dol-
lar, “leaving the dollar peggers high and dry.” Asian economies that were dependent on ro-
bust exports to Japan but had pegged their currencies to the dollar suddenly found their ex-
ports priced too high, in yen terms. Export demand fell sharply among Asian trading
partners, and almost overnight domestic economies throughout the region began experi-
encing severe contractions. Together these adverse external factors turned vulnerable
economies into collapsing economies. Thus, Dornbusch attributes the Asian economic
downturn to a confluence of capital market vulnerability and adverse external factors.

Obstfeld also believes that the primary source of economic vulnerability in recent fi-
nancial crises was capital markets, but he emphasizes shifts in expectations as the central
factor driving the economic fluctuations. He notes that “exogenous fluctuations in capital
flows have become a dominant business cycle shock” for developing countries in the mod-
em era, and that similar financial crises were quite common prior to World War IL.

Obstfeld describes two main types of crises—exchange rate (currency) crises, and
national solvency crises—and explains that although they can occur separately, they often
“interact in explosive ways.” The main linkage between them is self-fulfilling expectations.
An economy with a weak and vulnerable capital market can avoid crisis so long as there is
no expectation of one. But when expectations change, the desirable but tenuous equilibrium
will give way abruptly to a crisis. A sudden new expectation of currency depreciation can
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start the process rolling, once speculators perceive the threat that public debt will be paid
through inflation. He cites Indonesia as an example of this phenomenon.

In Persaud’s view, moral hazard and inadequate oversight were key factors in gener-
ating the underlying capital market vulnerability. “Moral hazard [induced by International
Monetary Fund bailouts] . . . probably played a role in the exponential rise in foreign bank
lending to Emerging Asia,” and “crony capitalism” may have further “impaired the proper
allocation of resources.” Furthermore, Asia’s economic success was “unbalanced” in the
sense that lending went toward overinvestment that was concentrated in a limited number
of sectors. Inadequate supervision and unreliable information about this worsening capital
situation allowed the rise in risky lending and overinvestment to go unchecked until it was
too late.

Persaud also cites the weakened Japanese economy and depreciating yen as impor-
tant factors, but he identifies the collapse of the Thai baht on July 2, 1997 as the “trigger”
that set off the Asian crisis. The effect of this trigger was amplified as investors suddenly
realized new or mispriced risks in the region and greatly reduced their “appetites for risk”;
this led to widespread and simultaneous capital outflows from the region.

A key factor contributing to this capital flight, says Persaud, was the sudden discov-
ery that domestic corporate investment positions were highly concentrated. When the cri-
sis emerged, heavyweight investors in the region discovered that their peers were also
deeply vested in the same small number of collapsing Asian economies. Thus, these influ-
ential investors not only wanted to get out of Asia because of the inherent financial prob-
lems, they also wanted to get out first, because they knew that a massive capital outflow
would dramatically reduce asset prices in the region.

The panelists generally agreed that unwise economic decisions had promoted an en-
vironment of vulnerability, and that Japan’s economic weakness and other events turned a
precarious situation into turmoil. However, their recommendations about how to respond
to the current crisis, and how to prevent future crises, were notably different.

Dornbusch believes that the key to preventing future capital market crises is to con-
trol financial risk. He proposes using model-based value-at-risk ratings and disseminating
“right thinking” within the international financial community regarding controlling and
pricing such risk. Controlling capital flows themselves, however, is not appropriate. He ad-
vocates International Monetary Fund (IMF) inspections of financial market conditions dur-
ing country consultations, but he is doubtful the IMF will become sufficiently forward-
looking and preemptive, because IMF member countries will resist such changes. For this
reason, he particularly opposes an Asian IMF. Dornbusch advocates moving toward re-
gional currencies like the euro. Regarding the appropriate response to current develop-
ments, Dornbusch is adamant that tight money policies are required to restore financial sta-
bility; debt restructuring can be negotiated later. Fiscal policy is not a viable tool because
of the fiscal deterioration associated with the recent crises.

Obstfeld asserts that “policy must counteract the severe capital-account shocks by
creating a new expectational climate” that will restore confidence in these economies. He
sees no economic prescription for this change “short of infeasibly extensive official finan-
cial support from abroad.” In contrast to Dornbusch, Obstfeld concludes that fiscal expan-
sion is the least risky policy prescription, particularly in Japan. Monetary expansion in
Japan might also help, but it carries the risk of further yen devaluation and is insufficient
until Japan resolves its banking problems. He ends by warning that monetary tightening
now by the Federal Reserve and the new European Central Bank to fight domestic inflation
“would be an error of perhaps historic proportions.”
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Persaud highlights the need to develop policies that “work with financial markets and
not against them.” He views many actual and proposed policies as counterproductive. Cap-
ital controls intended to curb outflows would implicitly curb much-needed inflows. Look-
ing to the IMF for faster and more lucrative assistance is also unwise. He doubts that the
IMF loans can keep pace with the magnitude of required private capital flows, and in any
case further IMF assistance worsens the moral hazard problem.

Instead, Persaud wants an international financial system that permits countries access
to an international pool of foreign exchange reserves if—and only if—they meet certain
“selectivity criteria” intended to reflect sound and prudent financial operations. The crite-
ria, which must be “public, clear, and transparent,” would consider the extent of external
debt, the productivity of capital inflows, the competitiveness of exchange rates, the sound-
ness of government finances, and the openness of governance. Countries or financial insti-
tutions that do not meet these criteria should be allowed to fail. Indeed, Persaud believes
that selective assistance is a critical requirement for eliminating moral hazard.

PRODUCTION, TECHNOLOGY, AND BUSINESS CYCLES

Susanto Basu tackles another of the most contentious questions among modern macroe-
conomists: Do fluctuations in technological change or productivity growth actually cause
business cycle fluctuations? Some prominent neoclassical macroeconomists assert not only
that the answer is yes, but that technology change is the primary determinant of such fluc-
tuations. This assertion is contested by macroeconomists like Basu who adhere to the Key-
nesian tradition of emphasizing fluctuations in aggregate demand as the primary contribu-
tor to business cycles. Because these two views of the sources of business cycles lead to
radically different macroeconomic models and prescriptions for government policy, reso-
lution of this debate is critical.

Basu argues that neoclassical economists have misinterpreted the link between tech-
nological change and business cycles by misusing the standard measure of technological
change: the Solow residual, named after M.LT. economist Robert Solow. Solow’s method-
ology is simple: measure the growth of output; subtract the appropriately weighted growth
of all observable inputs such as labor, capital, and materials; and the difference, or resid-
ual, is an estimate of unobserved technological change. Economists use this sensible but in-
direct measure because they do not have direct data measures of technological change.

Thus far, most attempts to construct Solow residuals with conventional data on in-
puts yield a measure that is positively correlated with output, giving rise to the claim that
technological changes cause business cycles. But Basu argues the Solow residual was only
intended to estimate the long-run impact of technology on the economy, not the cyclical
impact. He notes that Solow warned long ago that his measure would be spuriously corre-
lated with output and the business cycle because firms adjust to fluctuations in demand by
varying the rates at which they utilize capital and labor.

Basu has developed a new measure of technological change that adjusts for features
that could lead to an excessively positive correlation between technological change and
output. Basu’s methodology, developed in earlier research with John Fernald and Miles
Kimball (henceforth the BFK technology measure), adjusts for four factors: (1) variable
utilization of capital and labor; (2) variable worker effort; (3) imperfect competition and
other special advantages firms may have in production; and (4) different characteristics of
firms across industries. In other words, it adjusts for many of the demand-side features
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Solow was concerned about. The BFK methodology requires relatively few controversial
restrictions or assumptions; indeed, previous measures of technological change are special
cases of it.

The salient and distinguishing feature of the new BFK technology measure is that it
is essentially uncorrelated with output and the business cycle. Unlike the Solow residual,
which is positively correlated with output and the business cycle, it exhibits no simple sta-
tistical evidence of causing business cycle fluctuations. Moreover, the BFK measure is
much less variable than the Solow residual. Together, these features reduce, if not elimi-
nate, the likelihood that unexpected technological changes cause business cycles. Basu
shows that this conclusion holds up in simple statistical models of the production process.

Another potentially important characteristic exhibited by the BFK technology mea-
sure is that it suggests what all workers fear: that technological improvements reduce em-
ployment. At least initially, the BFK measure is very negatively correlated with factor in-
puts, such as labor and factor utilization. In other words, when firms improve their technical
efficiency by installing the latest and greatest machines, they are able to produce the same
output with fewer inputs, so they reduce costs by cutting their work force rather than re-
ducing their prices and producing more. Only much later, as profits rise, do they expand
their output and hire workers. This interpretation of the data stands in stark contrast to in-
terpretations based on the conventional Solow residual, in which employment and other
factor inputs rise with technological improvements.

In the second part of his investigation, Basu uses his technology measure to evaluate
whether the dynamic properties of two state-of-the-art macroeconomic models match the
postwar data. One is the real business cycle (RBC) model, which features technological
change as the main source of business cycle fluctuations. It also assumes complete, com-
petitive markets with fully adjustable prices. The other model is basically similar but in-
troduces slowly adjusting or “sticky” prices. Sticky prices are a common feature of macroe-
conomic models that emphasize fluctuations in aggregate demand as the main source of
business cycles. .

The result of Basu’s evaluation is quite discouraging for state-of-the-art macroeco-
nomic models. He finds that neither the RBC nor the sticky price model generally fits the
data very well. The RBC model, in particular, does not match the dynamic properties of the
data, and it cannot reproduce the essentially zero correlation that exists between the BFK
technological change and output or the negative correlation between factor inputs and out-
put. These models also fail to reflect the generally sluggish response of output changes in
the economy. Basu reports that the sticky price model is qualitatively better because it ap-
proximately reproduces these two correlations, although it does not do so well. The prog-
nosis for these models becomes even bleaker when he evaluates the models with both tech-
nological change and various specifications of monetary policy.

Basu concludes that the defining cyclical feature of technological change is a short-
run reduction in inputs and factor utilization, and that business cycle models face the chal-
lenge of reproducing that feature. At present, standard RBC and sticky price models can-
not do the job, and variable factor utilization does not impart enough rigidity to generate
sufficient sluggishness. He projects that the sticky-price models modified to include other
sources of rigidities, “show some promise of being able to match the data, but clearly have
a long way to go.”

Mark Bils questions whether Basu’s technology measure adjusts too much for the
positive correlation between factor utilization and output. He hypothesizes that the propor-
tions of capital and labor used in production are likely to be fixed in the very short run.
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Thus, when capital utilization rises slightly, labor hours will rise in equal proportion. If so,
total factor productivity should be positively correlated with output but labor productivity
should be approximately uncorrelated with output. Bils finds exactly these correlations in
data on detailed manufacturing industries. Because the BFK methodology infers move-
ments in capital utilization from movements in materials prices, and because materials
prices are more positively correlated with output than labor costs, Bils believes the BFK
measure makes capital utilization more positively correlated with output than labor utiliza-
tion is. ,

Other aspects of Basu’s methodology make Bils skeptical of the results. He doubts
that labor quality (effort) is positively correlated with output, as in the BFK measure, be-
cause there is evidence that workers hired during expansions are paid less and therefore of
lower quality. Moreover, he thinks the relationship between effort and hours will vary de-
pending on the stickiness of wages and the type of shock. Bils also argues that factor uti-
lization will vary more if shocks are transitory rather than permanent. Basu’s methodology
relies more on variables associated with transitory shocks, so it may yield estimates of uti-
lization that are too positively correlated with output.

Finally, Bils assesses the plausibility of price stickiness in two empirical exercises.
One exercise is based on the theory that if prices are sticky, then firms with significant in-
ventory holdings should be less likely to reduce inputs and output when technology in-
creases, because they can inventory unsold output. He reports evidence that “labor hours
are much less likely to decline for industries that hold significant inventories,” but points
out that this evidence does not conclusively determine the actual flexibility of prices. So in
a second exercise he provides more direct evidence from models of relative prices. Prices
are significantly negatively correlated with current total factor and labor productivity but
not with past productivity, a relation Bils interprets as evidence that prices are not sticky.

Thomas Cooley is also cautious about interpreting Basu’s results as evidence against
the idea that technological change is an important source of business cycle fluctuations.
Like Bils, Cooley has reservations about the methodology underlying the BFK technology
measure, although he embraces Basu’s finding that firms do not enjoy market power from
technological advantages in production. In particular, he notes that the correlation of the
BFK technology measure with output is sensitive to the exact form of the econometric
methodology used to construct the measure and to the identifying assumptions of the mod-
eling framework.

However, granting the validity of Basu’s results, Cooley directs his critique at the
logic of Basu’s inferences about the implications for macroeconomic models. First, he
questions Basu’s conclusion that the results necessarily rule out RBC-type models. He ar-
gues that RBC models no longer rely on artificially sluggish technology shocks to obtain
sluggish output responses. Sluggishness can arise from factor utilization as well as finan-
cial market imperfections, differences among firms, and other features. As for the RBC
model’s inability to generate a negative correlation between technology and factor inputs,
he suspects that this result is not robust.

Cooley also questions whether the evidence should lead one to conclude that prices
are sticky. Basu provides no direct evidence of sticky prices, and economic theory does not
make clear predictions about the direction in which capital and labor should respond to
technology changes. The response will depend, among other things, on the nature of the
technology change, market structure, and the sensitivity of demand to prices. This point
calls into question Basu’s assertion that he does not need to consider the behavior of prof-
its and product markets.
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Cooley thinks Basu’s results suggest that technological change is embodied in new
capital investment—a characteristic absent from the BFK methodology. With technology
embodied in capital, the short-run responses of output and factor inputs to technological
change are different from those of a standard RBC model and are capable of yielding the
patterns Basu finds in the data. Moreover, in this case the nature of depreciation matters for
interpreting the effects of cyclical factor utilization.

REALLOCATION, RESTRUCTURING, AND BUSINESS CYCLES

Scott Schuh and Robert Triest investigate the idea that business cycles might be caused by
the shuffling of jobs as firms restructure the way they do business. New data produced dur-
ing the past decade show that firms are continuously changing. Some expand and create
jobs while others contract and destroy jobs. The pace of change is rapid; one in 10 jobs is
newly created and one in 10 jobs newly destroyed in manufacturing each year. The sources
of these ups and downs of particular firms include product demand and innovation, prices
and wages, regional economic conditions, technological change, and other factors idiosyn-
cratic to each firm, rather than factors common across all firms. Job creation and destruc-
tion together represent job reallocation, a measure of job turnover or churning in the
economy.

Traditionally, macroeconomists looking at the labor market have ignored job reallo-
cation and have focused solely on total employment growth (or the total unemployment
rate). However, Schuh and Triest point out that a given rate of employment growth can oc-
cur with either low or high rates of job reallocation. More important, the intensity of job re-
allocation has significant consequences for unemployment, wage growth, and productivity
growth.

For example, if changes alter the desired distribution of jobs across firms, industries,
and regions, job reallocation must intensify to keep productive efficiency high. More in-
tense reallocation usually means higher job destruction that forces many workers into un-
employment. These unemployed workers lose any skills they had that were unique to their
previous job (such as knowledge of firm operating procedures), have a hard time finding a
comparable new job, and stay unemployed longer. Eventually they may have to accept a
job entailing sizable reductions in their wages. Such issues are linked inherently to the de-
termination of aggregate unemployment, wage growth, and productivity.

Schuh and Triest point out that job reallocation and the pace of restructuring rise
markedly during recessions. Traditional macroeconomic models cannot explain why be-
cause they do not incorporate the phenomenon of job reallocation. But in light of the po-
tentially negative economic consequences of job reallocation, it is important to know
whether an identifiable connection exists between reallocation and business cycles, and
whether the correlation between them is of no consequence and can continue to be ignored.

Schuh and Triest ask the following fundamental question: Does job reallocation
cause business cycles, or do business cycles cause job reallocation? Evidence on job real-
location has sparked an interest in building theoretical models capable of explaining the ob-
served patterns in the data, and they classify these theories into two types. One type stresses
the role of factors that primarily determine the desired allocation of economic resources,
such as workers, across firms. The other type stresses the role of aggregate factors, such as
monetary policy, that primarily determine the overall level of economic activity. Both types
of theories aim to explain why job reallocation rises during recessions. Yet both types of
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theories tend to rely on vaguely defined aggregate and allocative “shocks” rather than ob-
servable variables.

Schuh and Triest argue that these theories do not and cannot answer their fundamen-
tal question, for two reasons. First, although the two-way classification of factors may be
conceptually sensible, in practice the definitions of allocative and aggregate factors become
hopelessly muddled. Second, these theories have little to say about what causes business
cycles—that is, why they occur—because they focus more on how they occur.

Schuh and Triest present results from three empirical exercises that extend research
by Schuh with Steven Davis and John Haltiwanger on job creation, destruction, and real-
location (henceforth referred to as DHS). One exercise analyzes the behavior of job reallo-
cation during the 1990s using newly available data. A second exercise attempts to learn
what kinds of plants destroy and reallocate jobs and how, in hope of discovering clues about
the causes of recessions. The third exercise looks for evidence of causal relationships be-
tween job reallocation, the fundamental determinants of reallocation, and the business cy-
cle. Each of these exercises uses data from the U.S. Bureau of the Census on individual
manufacturing plants (the Longitudinal Research Database (LRD)).

The new data show that the 1990-91 recession was much less severe in manufactur-
ing than preceding recessions, as evidenced by a relatively modest decline in employment.
Nevertheless, job destruction and job reallocation both increased in a manner similar to that
in previous recessions. The ensuing expansion was unusual in that job destruction and re-
allocation remained above average, rather than declining quickly after the recession. In ad-
dition, job creation experienced two large surges that were not preceded by surges in job
destruction, as creation surges typically are. The authors interpret these surges as evidence
of favorable allocative shocks, in contrast to the unfavorable allocative shocks of the 1970s
and 1980s. _

Regarding the nature of job creation and destruction, Schuh and Triest take a deeper
look at two areas: (1) the magnitude, permanence, concentration, and cyclicality of job
flows; and (2) the differences in job flows between larger, older, and higher-wage plants
(henceforth, simply “large”) and smaller, younger, lower-wage plants (henceforth, simply
“small”). Previous DHS research concluded that job flows are large, permanent, and con-
centrated in a minority of plants with large employment changes. Also, large plants account
for most of the increases in job destruction and reallocation during recessions. Together
these DHS findings suggest that during recessions only a small fraction of really large
plants experience really large and permanent rates of job destruction, and thus they imply
that the cause of job destruction and recessions is related to large plants.

The Schuh and Triest findings significantly refine this DHS view. They find that
small plants tend to have much higher rates of job creation and destruction than large plants,
and that high rates of job creation and destruction—especially plant start-ups and shut-
downs—are much more likely to be permanent. Thus, even though large plants account for
most of the increase in job destruction during recessions, these large-plant job destruction
rates are likely to be much smaller in percentage terms and less permanent. In fact, Schuh
and Triest find that almost one-half of all jobs destroyed by plants experiencing relatively
mild contractions are ultimately restored within five years. In other words, all plants are ad-
versely affected by recessions but large plants appear to be more resilient than small plants,
which expand and contract more dramatically and permanently.

Finally, Schuh and Triest uncover some evidence that suggests allocative factors
cause business cycles. Their evidence is based on the premise that there are observable de-
terminants of the allocation of jobs across firms, industries, and regions—prices, produc-
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tivity, and investment—and that changes in those determinants cause job reallocation to in-
crease, which in turn causes recessions. One key finding is that when relative prices and
productivity growth across detailed industries change dramatically, job destruction and job
reallocation also increase dramatically shortly afterward. Another key finding is that in-
creases in job reallocation generally are not associated with increases in trend product1v1ty
and investment growth, as some recent theoretical models seem to imply.

Ricardo Caballero regards some of the Schuh-Triest results as “potentially promis-
ing,” but he challenges two fundamental tenets. He questions the central premise that job
reallocation is countercyclical, and he doubts that reallocation shocks actually cause fluc-
tuations. In addition, he objects to the author’s characterization and testing of theories of
job reallocation.

Caballero contends that the term “job reallocation” is a misnomer. He does not dis-
pute the fact that Schuh and Triest’s measure of job reallocation is countercyclical. How-
ever, he argues that the main feature of job reallocation over time is a significant fluctua-
tion in total destruction that is unconnected with the process of total job creation. Thus
while individual jobs are destroyed and created at the plant level, thereby generating
worker reallocation, it is what he calls a “dynamic fallacy of composition” to infer that a
link exists between total job destruction and creation that could be characterized as total job
“reallocation.” Put another way, job “reallocation” would be higher if job destruction rose
now and fell later while job creation stayed constant, but it would not be true in this case
that job losers were reallocated to new jobs.

Caballero cites evidence from his own research that the surge in total job destruction
during recessions is more than offset by a decline in destruction during the subsequent ex-
pansion. He calls this latter effect “chill,” where job destruction falls below the rate asso-
ciated with the “normal” underlying level of job turnover in the economy. He argues that it
is important to understand that this chill can arise from market imperfections and produce
technological sclerosis as a result of insufficient turnover, This argument contrasts with
theories earlier this century that suggested that all job turnover is healthy for the economy.

Caballero believes “it is a large leap to claim that reallocation shocks are a substan-
tial source of business cycles, at least in the United States,” although he thinks they might
be important elsewhere such as Eastern Europe, for example. He argues that plausible sta-
tistical models show that reallocation shocks are “substantially” less important than aggre-
gate shocks, at least for net employment growth. He also demonstrates that such models can
produce confusion about the relative importance of job reallocation, and asks whether the
“fragile decomposition” of shocks as aggregate versus allocative is worthwhile, compared
to focusing on observable shocks such as prices or interest rates.

In general, Caballero thinks it is a mistake at this point to focus on trying to discover
whether or not reallocation shocks cause business cycles. Instead, effort should be directed
toward the less debatable issue of whether “the churn [ongoing processes of creation and
destruction] has a significant effect on the economy at business cycle frequencies.”

Steven Davis shares the ambition of Schuh and Triest to develop new evidence on the
connection between job reallocation and the business cycle. Indeed, he devotes a signifi-
cant portion of his comments to explaining why this endeavor is important. But Davis, too,
challenges the claim that reallocation activity is countercyclical, and he argues further that
total job reallocation is inappropriate for this analysis. He also suggests a more effective
methodology for summarizing the relationship between job flows and plant characteristics.

Davis provides a detailed description of the dynamic nature of job and worker flows
and then advances several reasons why it is important to study these flows. First, “the ex-
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tent to which the reallocation and matching process operates smoothly determines . . . the
difference between successful and unsuccessful economic performance,” with European
unemployment serving as a prime example. Second, successful conduct of policy requires
accounting for the reallocation and matching process. Third, recent modeling of realloca-
tion frictions and heterogeneity makes it evident that aggregate shocks have allocative con-
sequences, and shocks to factor demand can drive fluctuations in economic aggregates.
Fourth, “models with reallocation frictions also help to address some well-recognized
shortcomings in prevailing theories of the business cycle.”

Davis believes that Schuh and Triest err in treating gross job reallocation ““as equiv-
alent to the intensity of reallocation activity.” His criticism is that gross job reallocation
does not account for the fact that movements in job creation and destruction merely may be
achieving changes in total employment instead of reflecting a fundamental reallocation of
labor across plants. Davis argues that the amount of job reallocation in excess of the change
in total employment is a more suitable measure of reallocation intensity. He reports evi-
dence that, unlike total job reallocation, excess job reallocation is uncorrelated with the
business cycle.

POLICY IMPLICATIONS

In the closing session, leading economists from the public and private sectors discussed the
implications for government policies of the conference’s analysis of the causes of reces-
sions. Panelists focused especially on the important role of vulnerability in setting the stage
for unanticipated or adverse events. Each argued that governments should implement poli-
cies to reduce the economy’s vulnerability and exposure to risk, provide more and accurate
information to private agents about the extent of risk, and—if necessary—aid the recovery
of economies that plunge into crises.

Henry Kaufman believes that sweeping structural changes to financial markets in re-
cent years have significantly altered the linkages between financial markets and the real
economy. Among the developments he identifies are securitization, derivatives, globaliza-
tion, and leveraged investing. Several themes pervade his analysis. First, global financial
markets are becoming increasingly sophisticated and complete. Second, this maturation
process increasingly makes financing available to borrowers who would not have been able
to obtain it previously. Third, and a consequence of the first two points, financial markets
are becoming increasingly volatile, as risk-taking becomes easier while accurate risk as-
sessment becomes more difficult. Altogether, these changes increase the likelihood that fi-
nancial market turbulence will make economies more vulnerable to shocks and recessions.

Kaufman believes the changes increase the difficulty and reduce the efficacy of mon-
etary policy. Monetary policy is more difficult because traditional monetary factors—mon-
etary aggregates, debt aggregates, and the like—have become less reliable indicators of the
stance of monetary policy and the state of money markets. Monetary policy is less effec-
tive because increased availability and easier acquisition of credit mean that short-term in-
terest rates must increase more to achieve the same real response. Furthermore, increased
volatility in asset prices (wealth) leads to greater volatility in aggregate economic behav-
1or. Thus, he argues, the Federal Reserve should take asset price developments explicitly
into account in formulating monetary policy.

Internationally, Kaufman sees a need for increased supervision of financial markets.
Paradoxically, he notes, when financial markets become deregulated and “freewheeling,”
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the need for more accurate, timely, and complete information increases, particularly about
the risks in which financial entities are engaging. He decries the poor job of oversight and
information gathering done by official institutions thus far and proposes several reforms.
In particular, he recommends a new body he calls a Board of Overseers of Major Institu-
tions and Markets, which would set a code of conduct, supervise risk-taking, and harmo-
nize capital requirements.

Kaufman also favors reforms to two international economic organizations. First, the
IMF should be reorganized to specialize in a narrower set of core functions. The new IMF
would continue to facilitate lending to countries in financial distress and to press for reform
in government policies in these countries. But it would also be charged with rating the
credit-worthiness of countries, by assessing economic and financial conditions, reviewing
extant government policies, and demanding remedial action where needed. Kaufman also
argues that the G-7 must be restructured to account for the European Monetary Union and
its euro currency.

Martin Zimmerman provides perspective from one of the largest and most cyclical
components of the U.S. economy: the automobile industry. He explains how the auto in-
dustry, specifically Ford Motor Company, views the unfolding of a recession—how con-
sumers postpone their car purchases, how auto makers respond to weakening sales, and
how interest rate policy is an important determinant of the economic fortunes of the auto
industry. But ultimately he argues against the central theme of the conference. That is, Zim-
merman believes it is impossible to go “Beyond Shocks.”

The economy is always subject to shocks, according to Zimmerman. For the auto in-
dustry, a shock is anything that causes consumers to suddenly alter their normal plans to
purchase new cars. Zimmerman tells the story of how the 1990-91 recession unfolded. As
late as June 1990, economic forecasters were predicting confidently that there would be no
recession, only a slowdown. But Iraq’s invasion of Kuwait and the U.S. military response
caused a precipitous drop in consumer confidence and sales of cars to consumers. The
shock of the Kuwait invasion, like all shocks, by definition was not forecastable, says Zim-
merman (an assessment that was not well-received by his employers, he adds wryly).

Although shocks are pervasive, the central question is whether the shocks will tip the
economy over into recession. Here, he asserts that not all shocks do, in fact, trigger reces-
sions. The economy must already be vulnerable when the shocks hit. Absent this vulnera-
bility, the economy may be able to withstand shocks. Likewise, absent shocks, vulnerabil-
ity may never result in a recession.

What is the role of policy in a world of vulnerability and inevitable shocks? Zim-
merman notes that every precipitous drop in auto sales has been associated with an increase
in interest rates, so he tends to associate monetary tightening with the emergence of eco-
nomic vulnerability (weak growth). But because not every increase in interest rates was fol-
lowed by a recession, he surmises that a shock is required to turn vulnerability into reces-
sion. He asserts that monetary policy cannot prevent shocks because they are inherently
unpredictable. Instead, policy should minimize vulnerability of the economy.

Agustin Carstens contributes a view of recessions and policy from the perspective of
emerging economies such as Mexico. He identifies five characteristics of business cycles
in emerging economies that distinguish them from business cycles in industrialized
economies. First, business cycles in emerging countries are closely synchronized with the
fortunes of industrialized countries: “When the United States gets a cold, Mexico gets
pneumonia.” Second, business cycles are more volatile in emerging economies. Third,
emerging economies are susceptible to additional sources of volatility, such as terms of
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trade fluctuations. Fourth, and more recently, increasing globalization of markets has en-
couraged massive capital flows into emerging countries like Mexico. But these capital
flows are very unstable, so emerging countries can experience sudden and massive capital
outflows that devastate their economies. Finally, emerging economies have to deal with ex-
change-rate regimes and their failures.

These characteristics force emerging economies to adopt very different policies to
deal with business cycles. Industrialized countries, as leaders of the world economic en-
gine, follow policies designed to manage aggregate demand so as to achieve low inflation
and full employment. Such policies are countercyclical. In contrast, emerging countries fol-
low policies designed to avoid or mitigate economic crises that break out there, often be-
cause industrialized countries are slumping and reducing their demand for emerging coun-
try exports. One essential goal of these policies is to reestablish the credibility of emerging
economies, especially the credibility of their currencies and financial markets. Often this
means reestablishing the credibility of governments that have made bad policy decisions.
These types of policies, then, are usually procyclical.

Carstens offers four specific policy recommendations for emerging economies to
help them to reduce vulnerability and follow a more stable path. First, they must reduce
their vulnerability to changes in the international prices of exports, by adopting more open
trade and investment regimes. Second, they should allow market determination of interest
and exchange rates so these rates can accomplish their purpose of absorbing shocks. Third,
they must ensure the robustness of their financial institutions to macroeconomic fluctua-
tions. Fourth, they should push forward with structural changes in order to achieve central
bank autonomy, privatization of production, labor market flexibility, and reduced depen-
dence on foreign saving. In each case, more complex policies are required beyond the tra-
ditional demand management schemes followed by industrialized countries, Carstens
notes.

Michael Mussa, as a leading official at the International Monetary Fund, offered an
informed, practical—and oftentimes contrarian—view of the conference papers, the con-
ventional wisdom about the ongoing global economic crises, and recent criticisms of inter-
national policy responses to the crises.

Mussa infers from Sims’s paper that systematic monetary policy does have a signif-
icant, positive effect on the real economy, despite Sims’s claim to the contrary. He says
Sims understates the effect of monetary policy, citing Sims’s own results showing that in-
dustrial output would have been nearly one-fifth higher if the Fed had followed modern
monetary policies during the Great Depression. He also points out that Sims omits the pos-
itive role monetary policy can play in avoiding banking and financial panics by subsidiz-
ing and reforming weak banks, and by reassuring depositors that their accounts were safe.
Had Sims accounted for this, and for the fact that fiscal policy should have been more ag-
gressive, one-half to three-quarters of the impact of the Great Depression could have been
avoided.

Mussa finds the two long historical analyses of business cycles to be inherently valu-
able. He particularly agrees with Temin’s premise that recessions “have a multiplicity of
causes,” although he doubts that it is possible—or useful—to try to quantitatively separate
causes into different categories of influence. Like Romer, Mussa believes that Temin un-
derestimates the contribution of monetary policy to recessions. However, Mussa is cautious
about the quality of older economic data and what we can reliably infer from them, partic-
ularly data for countries other than the United States.
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Regarding the paper by Schuh and Triest on labor reallocation and business cycles,
Mussa is “skeptical that labor reallocation is itself an independent cause of most U.S. busi-
ness cycles.” He suggests that the authors focus more on the relationship between labor re-
allocation and the NAIRU (non-accelerating-inflation rate of unemployment). Regarding
the central issue addressed in Basu’s paper, Mussa believes that “the notion that adverse
downward movements in total technology cause recessions [because workers don’t work
as hard] is just plain silly. This is the theory according to which the 1930s should be known
not as the Great Depression but as the Great Vacation.”

Mussa then turned to a discussion of current economic developments and the appro-
priateness of policy. On the domestic economy, Mussa likens recent monetary policy per-
formance to the movie, “As Good As It Gets.” Aside from some minor quibbles, Mussa
judges U.S. monetary policy management during the last decade to be “remarkable” by any
standard. But he notes that it has been “very good management with very good luck.”
Moreover, he warns, to say that monetary policy has been as good as it gets implies that
monetary policy is better than it is normally expected to be—in other words, it is likely to
get worse, not better. Ultimately, the monetary authority cannot avoid all recessions; it can
only be expected to avoid “big” ones.

On the international situation, Mussa likens catastrophic economic events such as the
Great Depression and the current worldwide financial crisis to the movie “Titanic.” What
caused the Titanic to sink, he asks? Perhaps an exogenous shock (the iceberg), he quips.
But it was more than that. Errors in the design and operation of the ship, inadequate prepa-
ration for the sinking, and other factors all contributed. In the same way, the current finan-
cial crisis has many complex causes and contributing factors.

However, reasons Mussa, the real tragedy of the Titanic was not that it sank and
1,500 lives were lost, but that 800 of the Titanic passengers were saved that day! Clearly
this policy mistake discouraged shipbuilders from spending money on improving designs
and shipping lines from bearing the cost of conducting safe navigation of future cruises
across the Atlantic. The Titanic rescue demonstrated that entrepreneurs in the shipping in-
dustry didn’t need to worry about safety—they knew that the government would be there
to save them from their imprudence!

Mussa employs this tongue-in-cheek argumentation to rebut those who argue that
moral hazard problems should prevent the international community from responding to the
current financial crisis. Despite moral hazard problems, saving 800 Titantic passengers was
the right thing to do. And despite clear moral hazard problems, Mussa says the IMF at-
tempts to rescue Korea and other besieged economies is the right thing to do. He argues that
IMF support is not a gift but a loan, and that the IMF’s earlier financial support of Mexico
has been validated by Mexico’s successful servicing of IMF debt.

CONCLUSION

In the end, most participants agreed that the business cycle is not dead but is likely here to
stay. No one championed the ideas that a “new,” recession-proof economy has emerged,
that unanticipated adverse economic events have stopped buffeting the economy, or that
government policy has become so adroit that it can offset every dip in the aggregate econ-
omy. If anything, the mere mention of these ideas drew disdainful remarks, and even served
as “proof” that the ideas were without merit. Indeed, the general premise among partici-
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pants was that the right question was when, not if, the next recession occurs, what will have
caused it? The consensus answer is it is likely to be not one but many things, with govern-
ment policy and vulnerability playing important—but still not fully understood—roles.

Most participants also agreed that policymakers in a world continually subject to
business cycles should adopt certain goals to improve their ability to deal with fluctuations.
First, policymakers must learn how to recognize and address the economy’s vulnerability
to disruptions and unanticipated events. Second, policy institutions should conduct and
support research that shows the contribution of deliberate actions of economic agents to
economic fluctuations. Finally, and most important, policymakers should understand that
they cannot prevent every recession, but they should concentrate their efforts on averting
The Big Ones, such as the Great Depression.
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INTRODUCTION AND SUMMARY

Good fiscal and monetary policy requires a clear understanding of the workings of the
economy, especially what drives the business cycle—the periodic ups and downs in
economic activity. Since at least the late 1800s, a full swing from the start of an economic
expansion to a recession and back to the start of another expansion has generally taken
between two and eight years. Every citizen is keenly aware of the state of the economy,
whether it is in prosperity or recession.

Everyone is so conscious of the business cycle because most sectors of the economy
move up and down together.' This phenomenon, referred to as comovement, is a central
part of the official definition of the business cycle. The definition is set by the National Bu-
reau of Economic Research (NBER), which decides when recessions begin and end. Under
the NBER’s definition, “. . . a recession is a [persistent] period of decline in total output,
income, employment, and trade, usually lasting from six months to a year, and marked by
widespread contractions in many sectors of the economy.””

Even though comovement is a defining characteristic of the business cycle, in recent
decades macroeconomists have tended to focus on understanding the persistence in the ups
and downs of aggregate economic activity. They have generally been less concerned with
understanding the synchronized nature of this pattern across sectors. In part, the omission
reflects the conceptual difficulties inherent in thinking about an economy with many sec-
tors.> Standard models of business cycles assume there is only one good being produced
and so they consider only one economic sector. These models do not encourage thinking
about the comovement of economic activity across many sectors. Since these models were
first introduced, in the late 1970s and early 1980s, the state of macroeconomics has ad-
vanced rapidly. The conceptual and computational barriers to thinking about multiple sec-

Reprinted from: Federal Reserve Bank of Chicago Economic Perspectives (Fourth Quarter 1998)
56-83.
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tors are quickly falling away. As a result, recent years have witnessed a renewed interest in
understanding comovement.

We have two objectives in this article. The first is to document business cycle co-
movement. We examine data on hours worked in a cross section of economic sectors. We
examine the business cycle components of these data and show that the degree of comove-
ment is substantial. Our second objective is to analyze explanations for this comovement.
We find that none are completely satisfactory. Still, this is a growing area of research, and
we are seeing some progress.

IDENTIFYING COMOVEMENT

To study comovement across sectors over the business cycle, we need the following two
things: a measure of the level of economic activity in the various sectors of the economy;
and a precise definition of what we mean by the business cycle component of the data.
Below, we address these two issues. After that, we present our results, characterizing the
degree of comovement in the data.

The Data

We measure economic activity in a given sector by the number of hours worked in that sec-
tor. Table 1 lists the sectors we consider. The hours worked measure that covers the most
sectors is fotal private hours worked.* This measure covers all sectors of the economy,
except government and agriculture. It is broken into hours worked in goods-producing
industries and in service-producing industries. Goods-producing industries are further
broken into mining, manufacturing, and construction. Similarly, service-producing indus-
tries are broken into five subsectors. The subsectors of manufacturing, durable goods and
nondurable goods, are broken into yet smaller sectors. The data in the third column give an
indication of the relative magnitude of each subsector. In particular, any given row reports
the average number of people employed in that sector, divided by the average number of
people employed in the sectoral aggregate to which that sector belongs. Thus, for example,
58 percent of manufacturing employment is in the durable goods sector and 42 percent is
in the nondurable goods sector. Also, the largest goods-producing industry, by far, is
manufacturing, which has 80 percent of all goods-producing employees.

Next, we try to characterize how much business cycle comovement there is across the
economic sectors we consider. That is, if we limit ourselves to the business cycle range of
fluctuations in the data—fluctuations that last between two and eight years—to what extent
do the data move up and down together?’

Business Cycle Component of the Data

A detailed discussion of our notion of the business cycle component of the data is in tech-
nical appendix 1. Figure 1 illustrates the basic idea behind what we do. The choppy line in
panel A of Figure 1 displays total private hours worked. The reported data are the logarithm
of the raw data. The advantage of using the logarithm of the data in this way is that the
resulting movements correspond to percent changes in the underlying raw data. The devi-
ations between the actual data and the trend line in panel A of Figure 1 are graphed in panel
B. Those deviations contain the rapidly varying, erratic component, inherited from the
choppy portion of the data that is evident in panel A. The smooth curve in panel B is our
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Table 1 Properties of the Business Cycle Components of Hours Worked

Variable Relative  Relative Business cycle
number Hours worked variable magnitude volatility = comovement
1 Total private 1.00 1.00 .00
2 Goods-producing industries .33 391 .99
3 Mining .03 5.46 .38
4 Construction 17 6.75 .88
5 Manufacturing .80 3.92 .97
6 Durable goods .58 6.90 .97
7 Lumber and wood products .06 10.18 .89
8 Furniture and fixtures .04 8.14 94
9 Stone, clay, and glass products .05 4.98 95
10 Primary metal industries .09 9.89 .86
11 Fabricated metal products 13 7.21 .96
12 Machinery, except electrical .19 11.10 .93
13 Electrical and electronic equipment 15 8.75 .88
14 Transportation equipment 17 7.83 .89
15 Instruments and related products .08 5.03 .76
16 Miscellaneous manufacturing .04 3.23 .90
17 Nondurable goods 42 1.39 91
18 Food and kindred products 21 .16 .50
19 Tobacco manufactures .01 1.83 .08
20 Textile mill products 11 3.92 .76
21 Apparel and other textile products 15 2.64 .85
22 Paper and allied products .09 1.97 85
23 Printing and publishing .16 91 .90
24 Chemicals and allied products 13 1.01 .80
25 Petroleum and coal products .02 2.02 .16
26 Rubber and misc. plastics products .09 7.82 .89
27 Leather and leather products .03 2.71 .64
28 Service-producing Industries .67 25 93
29 Transportation and public utilities .10 .87 95
30 Wholesale trade .10 .65 .87
31 Retail trade 31 .36 .87
32 Finance, insurance, and real estate .10 35 48
33 Services 38 .19 .49

Notes: The column labeled “Relative magnitude” reports an indication of the relative magnitude of each sector. Any given row
reports the average number of people employed in that sector divided by the average number of people employed in the sectoral
aggregate to which that sector belongs, for example, 58 percent of manufacturing employment is in the durable goods sector and
42 percent is in the nondurable goods sector. The columnlabeled “Relative volatility” reports the variance of the business cycle
component of the logarithm of hours worked in the indicated row variable divided by the variance of the business cycle compo-
nent of the logarithm of total private hours worked. The column labeled “Business cycle comovement” is calculated using the
process described in note 6 of the article,

Source: Authors’ calculations from data of DRI Basic Economics database. 1964-86.

measure of the business cycle component of the total private hours worked data. Specifi-
cally, that measure excludes both the trend part of the data and the rapidly varying, erratic
component. It includes only the component of the data that contains fluctuations in the
range of two to eight years. According to our approach, the economy is in recession when
our business cycle measure is negative and in prosperity when it is positive.
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Figure 1 Total hours worked and its trend. Note: Shaded areas indicate recessions as determined
by the National Bureau of Economic Research. Source: Authors’ calculations from data of DRI Ba-

sic Economics database, 1964-96.

Figure 1 also compares our measure of the business cycle with the one produced by
the NBER. The start of each shaded area indicates the date when, according to the NBER,
the economy reached a business cycle peak. The end of each shaded area indicates a busi-
ness cycle trough. Note how total private hours worked fall from peak to trough and then
generally grow from trough to peak. An obvious difference in the two business cycle mea-
sures is that ours is a continuous variable, while the NBER’s takes the form of peak and
trough dates. As a result, our measure not only indicates when a recession occurs, but also
the intensity of the recession. Apart from these differences, however, the two measures
appear reasonably consistent. For example, note that near the trough of every NBER re-
cession, our measure of the business cycle is always negative. But the two measures do not
always agree. According to our measure, the economy was in recession in 1967 and in
1987, while the NBER did not declare a recession during those periods. In part, this is
because there must be several months’ negative employment growth before the NBER de-
clares a recession. However, our procedure only requires a temporary slowdown.

Figure 1 provides informal evidence in support of the facts we wish to document. As
noted in the introduction, the NBER must see a broad-based decline before declaring a
recession. Thus, the NBER dates in figure 1 indicate periods when many economic sectors
showed weakness. Since these dates roughly coincide with periods of weakness in total
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private hours worked, this is consistent with the view that most sectors move up and down
together, at least in the two- to eight-year frequency range. We stress, however, that the
NBER’s dating procedures are informal. Qur objective in this section is to provide a for-
mal, quantitative assessment of the degree of comovement among economic sectors.

We computed a business cycle component for each of the 33 series listed in Table 1.
As we anticipated, we find that the business cycle components in most of the series move
together closely. This is true, despite a striking lack of uniformity in other respects. For
example, note how different the trends in Figure 2 are. The first two columns report data
for the goods-producing industries and its major components. The second two columns
report the analogous data for the service-producing industries. Generally, trend employ-
ment is down in the goods-producing industries and up in the service-producing industries.
The levels of volatility in the business cycle components of the various series are also very
different. The fourth column of Table 1 reports the variance of the business cycle compo-
nent of a variable, divided by the variance of aggregate hours worked. The relative variance
of hours worked in goods-producing industries is typically quite high, substantially above
2, and it is quite low for service-producing industries. That goods-producing industries are
volatile relative to the service-producing industries is well known.

MEASURING BUSINESS CYCLE COMOVEMENT

Despite the very substantial differences in the trends of the data series shown in Figure 2,
their movements over the business cycle are quite similar. Figure 3 illustrates the business
cycle components of the same variables used in Figure 2. In each case, we computed the
business cycle component using exactly the same method underlying the calculations in
panel B of Figure 1. Each graph contains the business cycle component of the variable in-
dicated and the business cycle component for total private hours. This was taken directly
from panel B of Figure 1.

In most of the series in Figure 3, the data move up and down closely with the busi-
ness cycle component of total hours worked. There are some exceptions. For example, the
business cycle movements in mining bear little resemblance to the business cycle move-
ments in total hours worked. At the same time, mining represents a very small part of the
private economy and employs only 3 percent of workers in the goods-producing industry.
Another exception is the finance, insurance, and real estate (FIRE) industry, whose busi-
ness cycle component exhibits reasonably high comovement with aggregate employment
until the 1980s, after which this relationship breaks down.

To measure the degree of business cycle comovement between a given series and to-
tal hours worked, we use a statistic that is like the square of the correlation between the
business cycle components in the two variables. Our statistic measures the fraction of the
variance in the series that can be accounted for by the total hours worked data.® If this
number is, say, 98 percent, this means that 98 percent of the business cycle variance in the
variable can be accounted for by the business cycle in aggregate hours worked. These
results are reported in the fifth column of Table 1. As expected, the results indicate that this
measure of comovement is relatively low, in the sense of being below 0.50, for the mining,
FIRE, and services sectors. Overall, however, the degree of comovement by this measure
is high.

Going one step further in the level of disaggregation, we can get an idea about the co-
movement in the components of durable and nondurable manufacturing. Figure 4, panel A
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Figure 2 Hours worked in various sectors: Data and trends. Source: Authors’ calculations from data of DRI Basic Economics database, 1964-96.
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Figure 3 Business cycle component comparison: Total hours worked versus hours worked in various sectors. Note: The information displayed in

the “total hours worked” line is “business cycle component,” taken from Figure 1, panel B. Source: Authors’ calculations from data of DRI Basic

Economics database, 1964-96. @
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Figure 4 Business cycle component of total hours worked and hours worked in various manufac-
turing subsectors. Notes: The number on the right indicates the variable sector from table 1 that is be-
ing highlighted. Panel A shows: 1—total private hours; 7—lumber and wood products; 8—furniture
and fixtures; 9—stone, clay, and glass products; 10—primary metal industries; 11—fabricated metal
products; 12—machinery, except electrical; 13—electrical and electronic equipment; 14—trans-
portation equipment; 15—instruments and related products; and 16—miscellaneous manufacturing.
Panel B shows: 1—total private hours; 18—food and kindred products; 19—tobacco manufactures;
20—textile mill products; 21—apparel and other textile products; 22—paper and allied products; 23—
printing and publishing; 24—chemicals and allied products; 25—petroleum and coal products; 26—
rubber and miscellaneous plastics products; and 27—Ieather and leather products. Each variable has
been scaled by its sample standard deviation and a constant has been added in order to spread out the
data in the panels. Shaded areas indicate recessions as determined by the National Bureau of Economic
Research. Source: Authors’ calculations from data of DRI Basic Economics database, 1964-96.

displays the business cycle movements in the components of durable manufacturing sec-
tors. Panel B does the same for nondurable manufacturing. In each case, the data series
graphed at the top of the figure is the business cycle component of total hours worked. The
series are presented so as to allow one to focus exclusively on the degree of comovement
between them. Thus, we added a constant to each series to spread them out across the fig-
ure and divided each series by its sample standard deviation, so that the standard deviation
of the reported data is unity in each case.” The number to the right of each line in the fig-
ure identifies the data series. Figure 4 also displays the NBER peak and trough dates as a
convenient benchmark.

Figure 4, panel A shows that the comovement among sectors in durable manufac-
turing is very high. With only one minor exception, the variables move closely with each
other and with aggregate employment. The exception is that instruments and related
products, series 15, does not move closely with the other variables during 1987, when the
other business cycle components are signaling a recession. However, overall the degree
of comovement is strikingly high. Figure 4, panel B shows that the business cycle co-
movement in the nondurable goods manufacturing industries is lower than in the durable
goods sector. Two variables that do not comove closely with the others at business cycle
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frequencies are tobacco manufactures, series 19, and petroleum and coal products, series
25. Both these variables are rising in the first and last NBER recession periods in our
data. The comovement statistic for these variables reported in Table 1 is very low, 0.08
for tobacco manufactures and 0.16 for petroleum and coal products. The other variables
in nondurable manufacturing display stronger comovement, with comovement statistics
of 0.50 or higher.

Up to now, the statistics we have used to characterize comovement emphasize asso-
ciation with aggregate hours worked. This nicely complements the visual evidence in the
graphs. However, there is a pitfall to relying exclusively on statistics like this to character-
ize comovement. A simple example illustrates the point. Suppose there is a variable, y,,
which is the sum of two other variables, y;, and y»;:

Ve =Y +y21-

Suppose further that y;, and y,, are uncorrelated. No one would say there is comovement
between these variables. Still, each variable is strongly correlated with the aggregate. To
see this, take the simple case where the variance of y,, and y, is o2. Then, the correlation
between y;, and y, is 0.71, for i = 1,2, despite the absence of comovement between the
variables.® This example exaggerates the point somewhat, since results are less severe
when there are more than two sectors.” Still, this pitfall is of some concern.

With this in mind, we consider the correlation between the business cycle compo-
nents of all the variables. A difficulty with this is that there are many such correlations. For
example, with three variables, there are three possible correlations, with four there are six,
with five there are ten, and with n there are n(n — 1)/2. So, with n = 33, there are 528
possible correlations. It is a challenge to organize and present this many correlations in a
coherent way. We present the mean and histogram of the correlations for different subsec-
tors in Figure 5. The histograms display, on the vertical axis, the fraction of correlations
lying within a given interval, whose midpoint is indicated on the horizontal axis.'®

Figure 5, panel A displays the correlations for the finest levels of aggregation for
which we have data. This means hours worked in mining, construction, the 20 components
of manufacturing, and the five components of the service-producing industries. Thus, we
have 27 data series, with 351 correlations between them. Figure 5, panel A indicates that
the mean of these correlations is 0.55. When we eliminate the three data series that we al-
ready know do not display strong business cycle comovement, the mean rises to 0.68. The
histogram shows that there is a substantial fraction of high correlations in these data. We
infer that the data are consistent with the impression from the preceding statistics that there
is considerable evidence of comovement. Figure 5, panel B presents the results for the man-
ufacturing durable sector. Consistent with our previous findings, the degree of comovement
in this sector is very high, with a mean correlation of 0.82. Figure 5, panels C and D show
the results for the nondurable manufacturing sector and the service-producing sectors, re-
spectively. Again, the results are consistent with the notion that there is less comovement
in these sectors than in manufacturing durables. Still, the degree of comovement is
substantial, with mean correlations in excess of 0.6 if we consider all sectors except tobacco
and petroleum and coal products.

In conclusion, we find that there is substantial business cycle comovement in the
data. Only two relatively small sectors—tobacco manufactures and petroleum and coal
products—exhibit little tendency to move up and down with general business conditions
over the business cycle.
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A. All sectors and all sectors without mining (3), tobacco manufactures (19),

and petroleum and coal products (25)
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Figure 5 Distribution of correlations between business cycle components of hours worked in var-
ious sectors. Notes: Whole numbers in parentheses represent the variable sector designated in table
1. Decimals in parentheses represent mean over indicated set of correlations. Source: Authors’ cal-
culations from data of DRI Basic Economics database, 1964-96.

EXPLAINING BUSINESS CYCLE COMOVEMENT

Whatis it that at times pulls most sectors of the economy up, and at other times pushes them
down again? This is one of the central questions in business cycle analysis. Although
economists have developed a number of possible explanations, the phenomenon remains a
puzzle.

In a classic article devoted to this puzzle, Robert E. Lucas, Jr., conjectures that the
resolution must lie in some sort of shock that hits all sectors of the economy, a so-called
aggregate shock (Lucas, 1981). Many economists today would probably agree with this
conjecture. That is why, in practice, the search for the ultimate cause of business cycles
often focuses on identifying an aggregate shock. However, research conducted since Lucas
published his article suggests that identifying the cause of business cycles may not be so
simple.

First, even if we do manage to identify a shock that clearly affects the whole
economy, it does not necessarily follow that shock is responsible for the business cycle. A
shock might well be experienced by all sectors of the economy, but they need not all
respond in the same way. The business cycle shock, if indeed there is only one, seems to
lead to a synchronized response across sectors. Second, we now know that the search for a
single aggregate shock may itself be off base. Following the work of Long and Plosser

10
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(1983), we know that, at least in theory, disturbances to individual industries, even if they
are uncorrelated across industries, could result in comovement.

Currently, there is no consensus among economists as to what causes business cycles
and, in particular, their key feature, comovement. At the same time, researchers are ex-
ploring a large range of possibilities. Next, we provide a selective overview of this research.

A natural starting point is what is perhaps the most thoroughly developed theory of
business cycles, the real business cycle theory associated with Kydland and Prescott
(1982), Long and Plosser (1983), and Prescott (1986).!' We focus specifically on the stan-
dard real business cycle model, developed in Hansen (1985) and analyzed in Prescott
(1986). Although that model posits an aggregate shock, it is inconsistent with business
cycle comovement. We then explore two sets of modifications to this model. The first can
be viewed as natural extensions of the model. The second departs more significantly from
the model’s assumptions.

STANDARD REAL BUSINESS CYCLE THEORY "2

A key component of real business cycle theory is a production technology. This is a rela-
tionship that specifies how much output a firm can obtain from a given amount of capital
and labor resources. This technology is subject to shocks. Sometimes a good shock occurs
and more output can be produced for a given level of inputs. In this case, we say the tech-
nology has been shifted up. A good technology shock might reflect the implementation of
a more efficient way to organize the work force, the acquisition of more efficient manu-
facturing equipment, or perhaps the discovery of a way to alter the firm’s product so that it
better meets customers’ needs. At other times, a bad technology shock can shift a produc-
tion technology down. A bad shock might reflect bad weather, a labor dispute, an accident
in the workplace, a machine breakdown, or a government policy that encourages an ineffi-
cient way of organizing production. According to real business cycle theory, business
cycle expansions reflect that shocks affecting firms are mostly on the positive side, while
recessions reflect periods when most firms’ shocks are on the negative side. Standard for-
mulations abstract from the differences between firms and simply assume they all have the
same production technology and are affected by the same shock. Thus, real business cycle
theory proposes that the aggregate shock to which Lucas refers is a productivity shock.'

The standard real business cycle model not only assumes that all firms are affected by
the same productivity shock, but also that there is just one type of good produced (and, there-
fore, one industry sector) in the economy. At least at first glance, this model does not seem
useful for examining business cycle comovement among many sectors. However, it has re-
cently been pointed out that this impression is misleading.'® In fact, one can use the model
to examine business cycle comovement. When we do so, we find that its implications are
strongly counterfactual. The standard real business cycle model is at variance with the ob-
servation of business cycle comovement, despite the fact that it views the economy as being
driven by a single aggregate shock. Understanding why it is incompatible with comovement
is useful for gaining insight into the various lines of inquiry researchers have pursued.

The standard real business cycle model imagines that households interact with firms
in competitive markets, in which they supply labor and physical capital and demand goods
for consumption and to add to their stock of capital. Although there is only one type of pro-
duction technology in this model, we can reinterpret the model to suggest that one type of
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firm produces goods for consumption (the consumption goods industry) and another type
produces new investment goods for maintaining or adding to the stock of capital (the in-
vestment goods industry).

When a positive productivity shock hits, so that the real business cycle model shifts
into a boom, the output of both consumption and investment goods industries increases.
However, there is a relatively larger increase in the output of investment goods. This
reflects a combination of two features of the model. First, a positive technology shock
increases the expected return to investment, raising the opportunity cost of applying
resources to the consumption sector. Second, the model assumes that households prefer not
to increase consumption substantially during booms but to smooth consumption increases
over a longer time horizon. The increase in the demand for investment goods relative to
consumption goods that occurs in a boom implies, in the standard model, that capital and
labor resources are shifted out of the production of consumption goods and into the pro-
duction of investment goods. The model does predict a small rise in consumption in a
boom. However, this rise is driven by the favorable technology shock, which is not fully
offset by the flow of productive resources out of that sector. Thus, the model implies that
hours worked in the consumption sector are countercyclical, in contrast with our empirical
findings in the previous section. This is a feature of the model, despite its implication that
total hours worked rise in a boom. That is, the additional hours of work all flow into the in-
vestment good sector. The standard real business cycle model also implies that investment
in capital for use in the consumption sector is countercyclical. This too, is counterfactual,
according to the results reported in Huffman and Wynne (1998).

So, this model is strongly at variance with comovement. Why is this so? The result
may seem especially surprising to those who expect an aggregate shock to all sectors of the
economy to produce comovement.

Intuitively, there are two related ways to understand the model’s implication that in-
puts are allocated away from the sector that produces consumption goods during a boom.
One is that the model overstates the value of leisure at that time. This inflates the cost of
allocating labor resources to the consumption sector then. The other is that the model
understates the value of the output of the sector producing consumption goods in a boom.
This undercuts the incentive to allocate resources to that sector then.'”

NATURAL EXTENSIONS OF THE STANDARD THEORY

Among the various extensions to the model that economists have pursued,'® we focus on
approaches that stress (1) factors that prevent the rise in the marginal utility of leisure in a
boom and (2) factors that prevent the decline in the value of the output of the consumption
sector in a boom. As in the discussion above, the work we survey here assumes two mar-
ket sectors.'”

Value of Leisure

One factor that can slow the decline of the marginal utility of leisure when the economy
moves into a boom was explored in Benhabib, Rogerson, and Wright (1991) and Einarsson
and Marquis (1997). Each of these papers points out that if there is a third use of time, in
addition to leisure and time spent working in the market, and if that use of time declines
during a boom, the marginal utility of leisure need not increase as market effort increases. '8
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Benhabib, Rogerson, and Wright (1991) suggest that the third use of time may be
working in the home. For example, the amount of leisure time enjoyed by a homemaker
may not change significantly if the homemaking job is exchanged for a market job. Con-
siderations like this lead Benhabib, Rogerson, and Wright to argue that work time can be
reallocated from the home to the market during a boom without substantially raising the
marginal utility of leisure.'?

Einarsson and Marquis (1997) suggest that the third use of time may be time spent
accumulating human capital, such as going to school. In principle, this is an appealing idea,
since it is known that time spent in educational pursuits goes down in business cycle
expansions. Their work is primarily theoretical, however. A crucial issue one would have
to address in pursuing this explanation at the empirical level is whether the time spent on
education is sufficiently countercyclical, in a quantitative sense, to have a substantial effect
in a suitably modified real business cycle model. In assessing this, one would have to
confront a substantial measurement problem. In particular, time spent in educational insti-
tutions is only part of the time spent in education. Some of that time is applied in the work-
place, by diverting workers from direct production. Our understanding is that there do not
exist reliable measures of this use of time.

Value of the Output of the Consumption Sector

Several papers attempt to get at comovement by reducing the decline in the value of output
in the consumption sector during booms. For example, Baxter (1996) adapts the standard
real business cycle model by assuming that the consumption of market goods and the
services of home durables are good substitutes. An example of two goods that substitute is
a movie watched in a theater (a market good) and a movie watched on a home television
set (a home durable good).?°

Under Baxter’s substitutability assumption, the appropriate measure of household
consumption is not just market consumption, but consumption of market goods plus the
service flow on the stock of home durables. If home durables consumption is sufficiently
large, then a given jump in the consumption of market goods leads to a smaller percent drop
in the marginal utility of consumption. In the extreme case where the stock of home
durables is extremely large and accounts for essentially all of consumption, then a rise in
market consumption would produce essentially no drop in the marginal utility of con-
sumption.?' Although Baxter shows that this mechanism does indeed produce comovement
in employment across consumption and investment sectors in her model, there is a sense in
which the comovement is not strong enough. That is because investment in the capital used
in the two sectors is essentially uncorrelated. As noted above, the data suggest that invest-
ment across sectors comoves as well, in addition to output and employment.

One can also view the home production approach of Benhabib, Rogerson, and Wright
(1991) as a strategy to generate comovement by reducing the decline in the value of output
in the consumption sector during booms. In a boom, as labor is allocated away from home-
produced goods toward the production of market goods, the marginal utility of the market
good does not fall much because the market and home goods are assumed to be highly
substitutable.?” This allows the value of output in the consumption sector to rise sufficiently
so that employment in that sector is procyclical. A shortcoming of the analysis, emphasized
by Benhabib, Rogerson, and Wright (1991), is that the high substitutability between home
and market goods needed for comovement of labor inputs hurts on another dimension. It
has the effect that purchases of durables are countercyclical over the cycle.??
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Christiano and Fisher (1998) take another approach. Following Boldrin, Christiano,
and Fisher (1995), they modify a standard real business cycle model in two ways. First, they
specify that it takes time before labor can shift between economic sectors in response to a
shock. The reasons for this are not modeled explicitly, but the assumption is motivated with
an informal reference to such factors as the search and training costs which inhibit real
world labor mobility between industry sectors. This assumption alone is not sufficient to
guarantee comovement, however. Without further changes, their model predicts that
resources would be reallocated out of the consumption sector and into the investment
sector as soon as labor becomes fully mobile, which they specify to occur in three months’
time. As a result, this version of the model is still inconsistent with the evidence on busi-
ness cycle comovement. Christiano and Fisher therefore introduce a second modification,
by changing the specification of household preferences over consumption. They assume
that households have a tendency to become accustomed to the level of consumption they
have enjoyed in the recent past. This property of preferences is known as habit persistence.
A household with habit persistence preferences whose consumption has recently increased
is particularly unhappy if later it must return to its previous level of consumption.?* Habit
persistence preferences have the implication that when consumption rises in a boom, the
marginal value of continruing to maintain consumption at a high level is increased.
Christiano and Fisher show that habit persistence and limitations on the intersectoral mo-
bility of labor are sufficient to produce comovement in hours worked and investment. To
our knowledge, this is the only quantitative model in the comovement literature with this
property.

The credibility of this result depends on the credibility of the underlying assump-
tions. The assumption that there are limitations on the speed with which productive
resources can be transferred across sectors seems uncontroversial, though the model
certainly takes an extreme stance. What does call for a defense is the assumption of habit
persistence preferences. One defense is that these preferences help to account for observa-
tions that otherwise seem puzzling. For example, Boldrin, Christiano, and Fisher (1995)
show that, consistent with results in Constantinides (1990), habit persistence and limited
intersectoral mobility can account for the magnitude of the observed average premium in
the return on equity over risk-free securities. The solution to this premium has eluded many
researchers.”® In addition, Christiano and Fisher (1998) show that habit persistence can
help account for the so-called inverted leading indicator property of interest rates, that high
interest rates tend to forecast bad economic times. King and Watson (1996) document that
standard models have difficulty accounting for this observation.?®

A third approach toward understanding comovement was recently pursued by Horn-
stein and Praschnik (1997). They observe that some of the output of the sector that produces
consumption goods (the nondurable goods sector) is also used as intermediate goods in the
production of investment goods. For example, both households and investment-good
producing firms make use of the services of the transportation sector. Hornstein and
Praschnik (1997) modify a real business cycle model to accommodate this feature of the
economy. The modification has the effect of increasing the value of output in the con-
sumption sector in a boom. This increased value reflects the increased need for the output
of the consumption good sector during a boom for use in the investment good sector.?’” We
refer to this demand channel going from investment sector to the nondurable goods sector
as the intermediate goods channel.

There are two shortcomings of the Hornstein and Praschnik (1997) analysis. First, the
model is not consistent with the observed comovement in investment across sectors. That
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is, the intersectoral linkages in the model are not strong enough to produce full comove-
ment. Second, data on subsectors of the nondurable goods sector cast doubt on the notion
that the intermediate good channel is the only reason there is comovement. We studied the
subsectors of the nondurable goods sector and found that there is considerable variation in
the fraction of total output sent to the investment goods industry. But, as documented in the
previous section, most of these sectors nevertheless display strong business cycle comove-
ment. Figure 6 is a scatter plot of the subsectors’ degree of comovement, drawn (with one
exception) from the fifth column of numbers in table 1, against the strength of each sector’s
intersectoral linkage with the investment sector, /.. The variable I, is the fraction of the
gross output of a sector which is allocated to intermediate goods destined directly or indi-
rectly for the production of final investment goods.?® (Technical appendix 3 has details of
how we computed this.) The numbers in parentheses in Figure 6 indicate the relative mag-
nitude of the gross output of the sector (gross output of the sector in 1987, divided by the
sum of the gross outputs across all 17 sectors). Hornstein and Praschnik’s concept of the
nondurable goods sector is broader than the one in Table 1. They also include agriculture;
retail trade; wholesale trade; transportation, communication, and utilities; services; FIRE;
and mining.?’

Figure 6 shows that employment in most (13 of 17) nondurable good sectors is sub-
stantially procyclical (that is, the comovement statistic is 0.45 or higher), even though the
strength of the intermediate good channel (the magnitude of I..) varies from almost zero in
the case of food to nearly 0.25 in the case of wholesale trade. Interestingly, although the co-
movement in mining is moderately weak in our data set, it is one of the sectors in which the
intermediate goods channel is the strongest. Conversely, the comovement in apparel is
strong, although this sector’s intermediate goods channel is almost nonexistent. Based on
these results, we suspect that the intermediate goods channel to the investment sector plays
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Figure 6 Business cycle comovement in nondurable goods sector. Note: Plot of sector is calculated
using the comovement statistic reported in table 1 and as explained in note 6. The number in paren-
theses following the sector name indicates the relative size of that sector. Source: Authors’ calcula-
tions from data of DRI Basic Economics database, 1964-96.
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at best only a small role in accounting for comovement of employment in nondurable
goods.*® To further explore the Hornstein and Praschnik hypothesis, one would have to
construct a version of their model with a disaggregated nondurable goods sector and see if
it is consistent with comovement, in the sense of being able to reproduce patterns like those
in Figure 6.3

ALTERNATIVE APPROACHES

Here, we summarize three other approaches that may ultimately lead to a satisfactory ex-
planation of business cycle comovement—strategic complementarities, information exter-
nalities, and efficiency wage theory. The first two approaches emphasize the importance in
business decisions of expectations about the future. They draw attention to the possibility
that general shifts in expectations may trigger business cycle fluctuations. If so, these shifts
in expectations may well constitute the aggregate shock to which Lucas (1981) refers. The
third approach looks at efficiency wage theory. Although promising, the ability of these
three theories to quantitatively account for the comovement aspect of business cycles is yet
to be fully explored.

Strategic Complementarities

Suppose there are two people, A and B. Each has to decide on a level of work effort: high
or low. Suppose that the net gain to A of exerting a high level of effort is greater if B ex-
erts a high level of effort and that B is in a similar position. The situation is depicted in
Table 2.

Table 2 has four entries, one for each possible combination of work effort. In each
entry, the first number indicates the net gain to A, and the second number indicates the gain
to B. Suppose A exerts high effort. Then, if B is putting out high effort too, A receives 5.
But, if B exerts low effort, then A receives—S. The situation is the same for B. Table 2 cap-
tures the idea that the gain to either person from exerting high effort is high only when the
other person exerts high effort. A situation like this is said to be characterized by strategic
complementarity. What do we expect to happen? If the two people could sit down and reach
an agreement, they would clearly both choose to exert high effort. But what if they have
difficulty coordinating in this way? There are now two possibilities. One is that each
expects the other to exert low effort, in which case each finds it optimal to exert low effort.
This would put the two people in the bottom right box, with a low payoff going to each.
They would stay there until they found a way to communicate and reach an agreement or

Table 2 Example of Strategic Complementarity

Person B

Person A High effort Low effort

High effort (5, 5) (=5, 0)
Low effort (0, -5) 2,2)
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until something happened to alter their expectation about the other’s plans. Another
possibility is that each expects the other to exert high effort, in which case it is in the pri-
vate interest of each person to exert high effort. This situation could persist for a while,
again, unless something happens to shift one person’s expectations about what the other
one will do.

What does this have to do with business cycles and comovement? Possibly alot. There
are aspects of business decisions that exhibit strategic complementarity. For example, sup-
pose a firm is considering reopening a plant or starting a large capital investment project.
Suppose the project involves a substantial outlay of funds, not just to hire more workers but
also to purchase materials and supplies from other firms. The higher the sales the firm ex-
pects in the future, the more inclined it will be to shift to a high level of activity in this way.
However, much of a firm’s sales come from other firms. And those sales are greater if other
firms are themselves operating at a high level of activity, for example, reopening plants or
undertaking new capital investment projects. So, firm A has a greater incentive to shift to a
high level of activity if it believes firm B plans to operate at a high level of activity.

What do we expect in this situation? Coordination in this setup is much more diffi-
cult than in the two person example. There are millions of firms in the economy and, even
if it were technically feasible for some firms to coordinate, the antitrust laws represent an-
other barrier. In light of these considerations, we might well expect to find results similar
to those in the two person example. Thus, if firms were pessimistic about prospects for fu-
ture sales, they would choose to be inactive and their pessimistic expectations would be
fulfilled.* Optimistic expectations would be self-fulfilling in the same way. It is clear that
in this setting, expectations have the potential to act as an aggregate shock driving the
business cycle. Of course, that does not guarantee that they can necessarily account for co-
movement.>® This is an important topic of research.>*

Information Externalities

Another potential source of comovement is the way information about the state of the
economy is transmitted to individual firms. Forecasts of the future strength of the economy
are a factor in individual firms’ current investment decisions. If a firm observes a series of
construction projects being initiated by other firms, it may infer that those other firms have
information that bodes well for the general economic outlook. When the firm combines this
inference with its own information about the economic outlook, it may decide to invest too.
Other firms may follow for similar reasons.

These considerations are logically distinct from the strategic complementarities
discussed above. There, a firm is interested in the actions of other firms because these ac-
tions have a direct impact on the firm’s profitability. Here, a firm is interested in the actions
of other firms because of the associated information externality. The externality refers to
the fact that a firm’s action may reveal information it has on something of interest to other
firms, such as the state of the economy. It is a positive externality, unlike the more familiar
examples of externalities which tend to be negative.*

We present an example, taken from Banerjee (1992), to illustrate the sort of things
that can happen when there are information externalities. When firms look to what other
firms are doing for guidance in deciding what they should do, this can lead to what Baner-
jee (1992, p. 798) calls herd behavior, a situation with “everyone doing what everyone else
is doing, even when their private information suggests doing something quite different.” It
hardly needs to be stated that herd behavior sounds like comovement.



42 Christiano and Fitzgerald

Here is the example. Suppose there are 100 people trying to decide between two
restaurants, A and B. Each person knows very little about the two restaurants, but thinks
the odds favor A slightly. In addition, each person receives a signal about the relative qual-
ity of the two restaurants. For example, one person may read a review of the two restau-
rants in a travel guide. The review is several years old, however, and the signal may not be
accurate. The signals received by each of the 100 persons are equally reliable. Everyone
knows this, but they do not know what signal the others received. Now, suppose that 99
people get a signal that suggests B is better than A, while one person gets a signal that A is
better than B. If all information were known to everyone, they would recognize that the pre-
ponderance of the evidence favors restaurant B and all 100 people would go to B. However,
what actually happens is that the 99 people whose signal indicates B is better ignore their
signal and flock to restaurant A, following the one person who received the signal that A is
better.

This result is not due, as one might suppose, to an assumption that agents are irra-
tional. On the contrary, the example assumes agents are completely rational. The result
reflects that not all people make their decisions at the same time. Some have to be first, and
as a result, the information they have has disproportionate impact, since almost everyone
else is watching them. This timing assumption does not seem unrealistic. In practice, the
exact timing of firms’ decisions is not completely under their control.*®

The example adopts an extreme version of the assumption that the timing of a deci-
sion is out of the agents’ control, specifying that someone must choose first, then someone
else must choose second after observing the choice of the first, and so on. The person
choosing first happens to be the one who receives the signal that A is better than B. Since
person 1’s suspicion that A is better is apparently confirmed by the signal, this person
rationally chooses A. The second person’s signal suggests that B is better. However, per-
son 2 knows that person 1’s signal must have favored A. Since the two signals are equally
reliable, they cancel in the mind of person 2. Since person 2 originally thought restaurant
A was better, the rational thing for person 2 to do is to go to restaurant A. Person 3 is in
precisely the same position as 2, because person 3 knows that, given person 1 went to A,
person 2 would have gone to A no matter what signal she received. That is, person 3’s
observation that person 2 went to A provides no information at all about the relative qual-
ity of the two restaurants. Being in the same position as 2, person 3 also chooses A regard-
less of the signal received. In this way, all 99 people after the first ignore their own signal
and go to restaurant A. Although there is a lot of information in the economy about the
relative quality of the restaurants, one person acts on a small piece of it, and everyone else
follows.

This example and others like it hold out some hope that a fully developed business
cycle model incorporating information externalities might exhibit the synchronization of
behavior across economic sectors that we observe over the business cycle. However, the
above example only illustrates how information externalities can lead rational people to
ignore information and synchronize on bad decisions. Synchronization of actions would
have occurred anyway, even if there had been no information problem and all signals had
been known to everyone. Another concern with this example is how heavily dependent it
is upon details of the environment. For example, the outcome is very different if two peo-
ple are required to choose a restaurant first. In this case, the 99 people who received the
signal that B is better than A go to B.?”*® Despite these considerations, we believe the
growing literature on information externalities may eventually provide at least part of the
explanation for business cycle comovement.*®
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Efficiency Wage Theory
A third strategy for understanding comovement is to make use of efficiency wage theory.

Efficiency Wage Theory: A Sketch

Under this view of labor markets, the amount of effort a worker makes (the worker’s effi-
ciency) depends on the wage that the worker is paid. Development economists hypothe-
sized that in economies at a very early stage of development, a higher wage leads to greater
worker efficiency because it facilitates improvements in diet and health. Efficiency wage
theory holds that a higher wage also results in greater worker efficiency in a modern,
developed economy, but for different reasons. Because employers cannot perfectly
monitor the amount and quality of work effort expended by their employees, there is a
temptation for workers to shirk. Efficiency wage theory says that a high wage rate is an ef-
fective way to combat this temptation. The higher the wage, the more a worker has to lose
if caught and fired for poor job performance.

The simplest version of this idea was articulated by Robert Solow,*® who theorized
that the firm selects a wage rate, the efficiency wage, which maximizes worker effort per
dollar paid. The firm is not willing to pay more because the resulting increase in worker
effort would not be enough to warrant the extra cost. The firm is also not willing to pay less,
because the resulting fall in effort would exceed the fall in cost.*' In the Solow model, the
amount of effort expended per hour by a worker is a function only of the current wage and,
for example, does not depend on the general state of business conditions. As a result, the
efficiency wage rate does not vary over the business cycle under Solow’s efficiency wage
theory.

The firm also has to decide how many workers to hire. It hires workers up to the point
at which the marginal productivity of the last worker is just equal to the efficiency wage.*?
The downward sloping marginal productivity of labor curve in Figure 7 shows how the
marginal productivity of labor is lower at higher levels of employment. At the level of
employment, L, the marginal productivity of the last worker hired is equal to the efficiency
wage. Since the efficiency wage in the Solow model is a constant, it follows that employ-
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Figure 7 Efficiency wage model.
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ment over the business cycle is determined by the requirement that the marginal product of
labor does not change. The downward sloping curve in Figure 7, marginal productivity of
labor’, shows the marginal productivity curve after it has been shifted up by a positive
technology shock.* If the firm kept employment fixed at L when technology shifted up,
marginal productivity would rise to W', a point far above the efficiency wage. By
increasing L to L', the firm keeps marginal productivity unchanged despite the shift up in
technology.*

A notable feature of efficiency wage theory is that labor supply plays no role in the
determination of the wage rate. The theory assumes that there are more workers willing to
work than the firm is willing to hire at the efficiency wage. Still, unemployed workers can-
not bid the wage down below the level of the efficiency wage. Firms are not interested in
hiring workers at such a low wage because they fear it would not provide workers with
enough incentive to work hard. The quantity of unemployed people is the number who are
willing to work at the efficiency wage, minus the number that firms want to hire. Note how
the upward sloping labor supply curve in Figure 7 is shifted to the right. At the efficiency
wage, L, workers would like to work, but only L are hired, so unemployment is L; — L. At
the higher level of technology, unemployment falls to L, — L'.

Efficiency Wage Theory and Business Cycle Comovement

How might efficiency wage theory help account for business cycle comovement? Suppose
the business cycle is driven by an aggregate, real-business-cycle-type technology shock. As
we explained earlier, in the standard real business cycle model such a shock does not lead
to comovement in employment. In that model, a positive shock leads to a transfer of
resources—labor and capital—away from the firms producing investment goods. Now
suppose the labor market part of the real business cycle model is replaced by efficiency
wage theory, which implies that firms vary the number of workers they employ to ensure
that the marginal product of labor remains constant and equal to the efficiency wage rate.
So, when a positive technology shock shifts up the marginal productivity of labor,
employment must increase to maintain equality between the marginal product of labor and
the efficiency wage.*’

We indicated earlier that a positive real-business-cycle-type shock pushes up the pro-
duction functions and the marginal labor productivity curve of all firms. According to effi-
ciency wage theory, this results in an increase in employment by all firms, as they seek to
maintain equality between marginal labor productivity and the unchanging efficiency wage
rate. This is the intuition underlying the idea that efficiency wage theory may help explain
business cycle comovement.*5*’

Have we now established that efficiency wages are sufficient to account for co-
movement? Absolutely not. When we examine efficiency wage theory more closely, we
discover that it need not necessarily work as just outlined. The relationship between how
hard a worker works and the wage rate (the worker’s effort function) is a function of the
household’s attitude toward risk, the resources it has available if the worker is caught
shirking and fired, the probability of being caught conditional on shirking, and the precise
consequences of being fired for shirking. The household effort function used in the
analysis must integrate all these factors in a logically coherent way. In addition, it must be
consistent with other household decisions, such as how to split income between consump-
tion and saving. To build confidence in the idea that efficiency wage theory helps account
for comovement, we must integrate all these aspects of the household into a coherent
framework which also includes firms and their decisions to see if it works.
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To understand why it might not work, recall the Solow model’s assumption that
worker effort is a function only of the wage rate. That is what led to our conclusion that the
efficiency wage is a fixed number, unrelated to the state of the business cycle. But the logic
of the efficiency wage argument suggests that the Solow assumption may not be consistent
with rational behavior by households. According to efficiency wage theory, what motivates
hard work is the fear of losing a high-wage job. Of course, the cost of that loss is not a func-
tion of the wage rate alone. It is also a function of the amount of time the worker can
expect to be out of a job after being fired. This suggests that the horizontal line in Figure 7
shifts up in a boom, when the duration of unemployment is low.*® However, if it shifts up
high enough, the comovement result could disappear. This highlights the importance of in-
tegrating efficiency wage theory into a logically coherent model, before we conclude that
it provides a solid foundation for understanding business cycle comovement.

Important steps have been taken in this direction, for example, Shapiro and Stiglitz
(1984) and Danthine and Donaldson (1995).*° Recent work by Gomme (1998) and
Alexopoulos (1998) makes a significant further contribution toward understanding the
implications of efficiency wage theory for business cycles. However, this work does not
focus on the implications for business cycle comovement. We argue that doing so is a
good idea.*”

CONCLUSION

A key feature of the data is that, in a frequency range of two to eight years, output, em-
ployment and investment across a broad range of sectors move up and down together. We
have documented this phenomenon—business cycle comovement—as it pertains to em-
ployment. Our survey of possible explanations for it is by no means exhaustive. Many other
approaches—those based on sticky prices and wages, countercylical markups, and credit
market frictions—also deserve consideration.’! Still, we have covered a wide range of
models, from straightforward modifications to standard business cycle theory to theories
that suggest analogies between businesspeople and herds of animals.

Many of the approaches we have surveyed are in early stages of development, while
some have been developed to the point where their implications have been quantified and
compared with the data. Among these, only one has been shown to be consistent with the
observed strong comovement in output, employment, and investment across sectors of the
economy—the model presented in Christiano and Fisher (1998). This model incorporates
a specification of household preferences, habit persistence, that is not currently standard in
the macroeconomics literature. We believe that the success this model has in generating co-
movement warrants giving this specification of preferences further consideration.

Because comovement is such a central feature of business cycles and because we do
not have a generally agreed upon theory of comovement, we conclude that the business cy-
cle is still a puzzle.

NOTES

—

See Burns and Mitchell (1946, p. 3), Lucas (1981, p. 217), and Sargent (1979, p. 215).

This definition was taken from the NBER’s web address, http://www.nber.org/cycles.html.

3.  An important exception is Long and Plosser (1983), which does allow for multiple sectors.
Their model economy is straightforward to analyze because they adopt several key simplifying

N



46

10.

11.

12.
13.

Christiano and Fitzgerald

assumptions. For example, they assume the entire stock of capital in each sector wears out
within three months. However, these assumptions make the model ill-suited for quantitative,
empirical analysis. It took many years before economists undertook a systematic empirical
analysis of versions of the Long and Plosser model without the key simplifying assumptions
(see Horvath [1998a, b]).

Employment data are taken from DRI Basic Economics database. The hours worked data are
indexes of aggregate weekly hours of production or nonsupervisory workers on private nona-
gricultural payrolls by industry. The data on numbers of workers are workers on nonagricultural
payrolls, by industry. All data are monthly and seasonally adjusted and cover 1964:Q1-95:Q3.
Other studies of this question include Baxter (1996), Cooper and Haltiwanger (1990), Hornstein
and Praschnik (1997), Huffman and Wynne (1998), and Murphy, Shleifer, and Vishny (1989).
Our statistic is the regression R? obtained by regressing the business cycle component of that
series on the business cycle component of total hours worked, at lags 0, 1, and —1. We allow
next month’s employment and the previous month’s employment to enter this relationship be-
cause we do not want our measure of comovement to be low just because a variable may be out
of phase with total private hours worked by only one month. If we did not include these lags,
our regression R would coincide exactly with the square correlation referred to in the text. We
construct our statistic as follows. Let y, denote the business cycle component of a given sector’s
employment. Let x, denote the corresponding measure of total hours worked. We consider the
regression of y, on x;, x,—1, and x,41, y, = Gox, + &1x,—1 + &x,4 + &, where &, represents the
estimated coefficients. Then, the R®s reported in the table are var (&Gox, + Gux,—; +
Gox,s var (y).

Table 1 shows the volatility in each of these data series.

The correlation between y, and y; is corr (y,, yi) = Cov (¥, yi)/[Var (y)Var (y;)
But, Cov (y,, yi) = o and Var (y,) = 202, Var (y;) = o”. Substituting these results into the
formula, we get corr (y, y;) = 1/V 2. =0.71.

Suppose y, = y1; + ... + y... The logic of the previous note leads to corr (y;, yi) = l/\/; With
n = 33, this is 0.17, after rounding.

The midpoints are —0.35, —0.25, —0.15, . . ., 0.85, 0.95. In each case, the interval has length
0.1 and extends 0.05 above and below the midpoint.

Real business cycle theory has evolved considerably in recent years and now encompasses a
wide variety of conceptions of the economy. The definition proposed by Prescott (1991, p. 3)
reflects this: “Real business cycle theory is the application of general equilibrium theory to the
quantitative analysis of business cycle fluctuations.”

This section and the next one draw heavily on work by Christiano and Fisher (1998).

Some might want to dismiss the notion of a technology shock that affects all firms simultane-
ously as too preposterous to deserve consideration. Such a person may find it more plausible to
think of technology shocks as things that are idiosyncratic to individual firms. Most of the ex-
amples of technology shocks given in the text certainly suggest this. This is the line that Lucas
took when he dismissed the idea that a technology shock might be the aggregate shock needed
to account for business cycles. He argued that, although technology shocks are no doubt
important at the firm level, they could not be important for economy-wide aggregate output: He
expected that firms affected by positive productivity shocks would be balanced by firms expe-
riencing negative shocks. Work of Shleifer (1986) and Dupor (1998) suggests that the Lucas
reason for dismissing technology shocks as an important impulse to business cycles may be pre-
mature. These researchers emphasize the distinction between the time that a new technological
idea arrives in the firm, and the time the firm implements it. Consistent with Lucas’s intuition,
the exact timing of arrival of ideas may well be idiosyncratic at the firm level. In this case, the
economy-wide average rate of arrival of new ideas would be constant: Firms discovering ideas
for new products or labor-saving ways to produce output would be balanced by firms experi-
encing no progress or even regress. What Shleifer and Dupor emphasize, however, is that it is
not the arrival of new ideas per se that shifts up production functions. Rather, it is the imple-

]1/2
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mentation of the new ideas that does this. They point out that there may well be plausible mech-
anisms in an economy which lead firms to implement new, technology-shifting ideas at the
same time. These mechanisms involve “strategic complementarities,” which are discussed
further below.

See, for example, Benhabib, Rogerson, and Wright (1991).

Formally, this is what we have in mind. A standard real business cycle model, with unit elas-
ticity of substitution in production between capital and labor, implies that the value of the out-
put of the sector producing consumption goods, measured in utility units, is proportional to the
value of the labor used in that sector, also measured in utility units. The value of the output of
the consumption sector is the product of the total output of that sector, ¥, and the marginal util-
ity of consumption, u... The value of the labor used in the sector producing consumption goods
is the product of the labor used in producing consumption goods, L., and the marginal utility of
leisure, u;. Thus,

aYu, = ulL,.

This is just a rearrangement of the usual static efficiency condition that specifies that the
marginal product of labor in producing the output of the consumption sector, a¥/L., must equal
the marginal rate of substitution between consumption and leisure, u/u.. Note that if the term
on the left of the equality falls (“the value of the output of the sector producing consumption
goods falls”) and i, rises (“the marginal utility of leisure rises”), then L, must fall.

The inability of the standard real business cycle model to produce comovement is surprisingly
robust. Standard specifications of that model hold that the marginal rate of substitution between
consumption and leisure is yC/(1 — L, — L,)‘g, where L. is employment in the consumption sec-
tor, L; is employment in the investment good sector, and 1 — L. — L; is leisure. Also, ¥ and &
are non-negative constants. In Hansen’s (1985) indivisible labor model, £ = 0. In his divisible
labor model, £ = 1. The standard model assumes a Cobb-Douglas production function, so that
the marginal product of labor is proportional to average labor productivity in the consumption
good producing sector. Equality between the marginal product of labor and the marginal rate of
substitution between consumption and leisure implies:

$C

LT U-L-LF

Cancelling consumption on the two sides and rearranging, we get
[s3

= —-L —L)=L.

g ¢ )

From this it is easy to see that if, for whatever reason, L; or L. moves, then the other variable
must move in the opposite direction. This demonstration summarizes a discussion in Benhabib,
Rogerson, and Wright (1991) and in Murphy, Shleifer, and Vishny (1989). The result holds for
the entire class of utility functions identified by King, Plosser, and Rebelo (1988) as being
consistent with balanced growth. However, the same cannot be said for the entire class of pro-
duction functions consistent with balanced growth. In particular, the result does not hold for
production functions in which the elasticity of substitution between capital and labor differs
from unity. We demonstrate this in technical appendix 2. We also show, however, that for plau-
sibly parameterized versions of the standard real business cycle model, departures from unit
elasticity of substitution in production do not help the model reproduce comovement.

One paper that is often mentioned in the comovement literature is Huffman and Wynne (1998).
However, their focus is primarily on comovement in investment and output. They largely ab-
stract from comovement in employment by making assumptions that make labor in the con-
sumption sector essentially constant. They specify that the elasticity of substitution between la-

bor and capital in the consumption sector is nearly unity, and that £ = 0. The argument in note

16 explains why their model has the implication that L. is essentially constant.
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Suppose L, is the third use of time. Then the equation in note 16 is modified as follows:

%(1 —L.—L—L)=L,.
Evidently, now it is possible for both L. and L; to be procyclical, as long as L, is sufficiently
countercyclical.

Closely related to this is their recommendation that economists work with the following utility
function in consumption and leisure: u [c — WoL! T¥/(1 + )], where U, Jsp > 0 and u is a con-
cave, increasing utility function. The marginal rate of substitution between consumption and
leisure with this utility function is $oL¥. Substituting this into the employment condition in note
16 results in

o = Vil + L),

The argument in that note that L. and L; cannot move in the same direction does not work with
this utility function.

Baxter’s model is a convenient vehicle for illustrating an issue that has to be confronted in
macroeconomic models generally. The text provides an illustration of Baxter’s assumption that
durable goods and market goods are substitutes. However, it is just as easy to think of examples
in which they are complements. Consider a car, for example. Ownership of a car makes it more
attractive to go out on long road trips that require purchasing market goods like hotel and restau-
rant services. This suggests that cars and market goods are complements. A moment’s further
thought about this example suggests that most household durables actually cannot be neatly la-
beled as either complements or substitutes for market consumption. For example, an automo-
bile is also a substitute for market goods because it reduces the need for market services like
cab, train, and airplane rides. Similarly, consider the biggest household durable of all, the home.
It substitutes for hotel and restaurant services and complements market goods such as party
goods, telephone services, and food. Thus, intuition is ultimately not a good guide to assessing
Baxter’s assumption about the substitutability of durables and market goods. Ultimately, this
must be assessed through careful econometric work to determine whether, on average, market
goods and durables are more like substitutes or complements.

Consider the limiting case of perfect substitutability, so that consumption is C + D, where C is
market consumption and D is the service fiow from the stock of home durables. With log util-
ity, the marginal utility of market consumption is 1/(C + D). Suppose D is fixed. Then a given
jump in C reduces marginal utility by less, the larger is D.

Remarks in note 20 about Baxter’s work are obviously relevant here too. Intuition is a very con-
fusing guide, at best, regarding the plausibility of Benhabib, Rogerson, and Wright’s assump-
tion that the elasticity of substitution between home-produced and market-produced goods is
high. The parameter must be estimated econometrically. This was done in Rupert, Rogerson,
and Wright (1995), who report, based on data from the Panel Study on Income Dynamics, that
the elasticity of substitution indeed is high.

Because the model predicts that consumption rises in a boom, the high degree of substitutabil-
ity between home and market goods causes the marginal value of home goods to drop in a
boom. This in turn causes a drop in the value of home durables, leading households to reduce
their purchases of new durables. This implication is strongly counterfactual, however, since
durables are in fact highly procyclical. Interestingly, Baxter’s (1996) model seems to avoid this
tension. In particular, her model generates comovement between employment in the consump-
tion and investment industries and simultaneously implies that durable goods purchases are
procyclical.

Boldrin, Christiano, and Fisher (1995) adapt the habit persistence specification of preferences
proposed in Constantinides (1990) and Sundaresan (1989).

See Kocherlakota (1996) for a recent review. Although habit persistence helps to account for
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the observed average of the premium in equity over risk-free debt, it does not account well for
the volatility of these variables. For a further discussion, see Boldrin, Christiano, and Fisher
(1997) and Heaton (1995).

See Constantinides (1990) and Sundaresan (1989) for more evidence on the plausibility of habit
persistence preferences.

In the Hornstein and Praschnik (1997) modification, the output of the consumption sector is C
+ m, where m is intermediate goods sent to the investment good sector. Suppose the marginal
utility of market consumption is 1/C. Then, the value of the output of the consumption sector is
(C + m)/C =1+ m/C. Note that this jumps with a rise in C as long as m rises by a greater per-
centage than C. With m/C sufficiently procyclical, it is possible for employment in the invest-
ment and consumption good sectors to move up and down together over the cycle.

We are very grateful for instructions and advice from Mike Kouparitsas on how to analyze the
input—output data.

We do not have an index of hours worked for this sector. Instead, we used LHAG, which is
Citibase’s mnemonic for number of persons employed in the agricultural industry. We obtained
a measure of comovement for this variable in the same way as for the other variables.

The least squares regression line through the data in figure 6 is p, , = 0.48 + 1.35/.. Thus, ifa
sector was not connected to the investment sector at all (that is, /. = 0), employment in that sec-
tor would still exhibit substantial procyclicality (that is, ps, = 0.48).

Such an exercise could be pursued by building on the models in Long and Plosser (1983) and
Horvath (1998a, b). To our knowledge, comovement in the sense studied in this article has not
been investigated in these models.

A slightly different mechanism, whereby a firm’s expectation that other firms will be inactive
leads all firms to be inactive was analyzed by Shleifer (1986) and Dupor (1998) and summa-
rized in note 13.

For example, Benhabib and Farmer (1994, 1996) incorporate strategic complementarities by
way of an externality in the production function. Because their production function is of the
Cobb-Douglas form, the argument in note 16 applies to these models too. In particular, in these
models, employment in the production of consumption and investment goods must move in op-
posite directions over the business cycle.

The literature on the potential for expectations to be self-fulfilling is large. Influential early pa-
pers include Azariadis (1981), Bryant (1983), Cass and Shell (1983), Cooper and John (1988),
Diamond (1982), Farmer and Woodford (1984), Shleifer (1986), and Woodford (1986, 1987,
1988, 1991). More recent contributions include Benhabib and Farmer (1994, 1996), Christiano
and Harrison (1998), Cooper and Haltiwanger (1990, 1996), Farmer and Guo (1994), Gali
(1994), and Schmitt-Grohe (1997).

An example of a negative externality is the pollution that is generated as a byproduct of a man-

- ufacturing process.

For an analysis of the case where there are information externalities and timing is under the con-
trol of managers, see Chamley and Gale (1994). They find, as one might expect, that there is a
tendency to delay decisions under these circumstances.

We are grateful to Henry Siu for pointing this out to us.

The example is similarly sensitive to the assumption that people view the signals they receive
as equally reliable to the signals received by others. It is possible that, in practice, the type of
individual making investment decisions has greater confidence in her ability to interpret signals
than her counterparts at other firms. This is the implication of empirical evidence that suggests
that these types of people are overly confident in their own abilities. See Daniel, Hirshleifer, and
Subrahmanyam (1998), and the references therein for further discussion. According to them, (p.
5-6): “Evidence of overconfidence has been found in several contexts. Examples include psy-
chologists, physicians and nurses, engineers, attorneys, negotiators, entrepreneurs, managers,
investment bankers, and market professionals such as security analysts and economic forecast-
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ers. Further, some evidence suggests that experts tend to be more overconfident than relatively
inexperienced individuals.”
A small subset of the literature on information externalities includes Banerjee (1992),
Bikhchandani, Hirshleifer, and Welch (1994), Caplin and Leahy (1994), and Chamley and Gale
(1994).
See Romer (1996) for a review.
Let e(w) be the amount of effort a worker expends per hour, given the hourly wage rate, w. The
efficiency wage is the value of w that maximizes e(w)/w. One type of e function that guarantees
that this has a maximum for 0 <w < is one in which e, when expressed as a function of w,
has an § shape: convex for w near zero and turning concave for larger values of w (see Romer,
1996). The optimal e(w)/w is the slope of the ray drawn from the origin, tangent to the concave
part of the e function. At the optimum, the elasticity of effort with respect to the wage is unity,
that is, ¢’(w)w/e(w) = 1. Optimality requires that, when evaluated at the efficiency wage, the
second derivative of e with respect to w, is negative.
The algebra underlying this analysis is simple. Let the production function be f(e (w )L, K, z),
where eL is the total amount of effort expended in L hours of work, z is a shock to technology,
and K is the stock of capital. We assume that the derivative of f in its first argument is positive
and strictly decreasing in eL and increasing in z. Revenues net of labor costs are f(e (w)L, K,
z) — wL. The firm maximizes this with respect to w and L. It is convenient, however, to adopt
a change of variables, X = wi/, and let the firm choose X and w instead. Then, the revenue func-
tion is

e(w)
oy XKy =X
Evidently, maximizing this with respect to w is equivalent to maximizing effort per dollar cost,
e(w )/w with respect to w. For a further discussion of this maximization problem, see the previ-
ous note. Maximization with respect to X implies:

fi(eLK,2)e = w,

that is, the marginal product of labor must equal the wage rate.

The marginal product of labor curve in Figure 7 graphs f,(e (w *)L, K, z )e (w *) as a function
of L, holding K fixed. Here, w * is the efficiency wage rate. The curve marked marginal
product of labor’ graphs f(e (w *)L,K,?)e (w *) for 7 > z.

These observations motivate why efficiency wage theory is sometimes viewed as a way to fix
another set of counterfactual implications of the standard real business cycle model: that wages
tend to fluctuate too much and employment too little over the business cycle.

This argument implicitly assumes that the stock of capital used by a firm, once put in place, can-
not be shifted to another firm. The assumption guarantees that a positive technology shock
which drives up the marginal productivity of labor curve, must be accompanied by a rise in
employment if marginal productivity is to remain unchanged. If capital were mobile between
sectors, this could even be accomplished with a fall in labor, as long as capital in that sector fell
by an even greater percentage. The standard real business cycle model assumes that capital is
freely mobile between sectors. Thus, the intuition in this article is based on two modifications
to the real business cycle model: incorporation of efficiency wages and sectoral immobility of
capital. The second of these is not sufficient to produce business cycle comovement. This is
because the argument in note 16 holds even if capital is immobile between sectors.

In addition to verifying the logical coherence of efficiency wage theory as an explanation of co-
movement, there are two empirical issues to be investigated. How hard is it to monitor worker
effort? If it can be monitored easily, then efficiency wage theory is irrelevant. Also, if the
penalty for being fired for shirking is enormous, workers will behave as if they are being mon-
itored continuously, and once again the theory becomes irrelevant. For a further discussion of
these issues, see Alexopoulos (1998).
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47. We stress that the intuition developed here relies on two assumptions—efficiency wages and
sectorally immobile capital.

48. To be precise, suppose e (w, D ) is the effort supplied by workers when the wage rate is w and
unemployment duration is D. At the efficiency wage, ¢ 1(w, D ) < 0. Also, we assume e ;(w,
D) = 0. Totally differentiating the first order condition for the efficiency wage, we (w, D )/w
= 1, with respect to w and D, and imposing the restrictions on e, and ¢, yields the result,
dw ldD < 0.

49. In the literature, what we have called the worker’s effort function, e, is referred to as the “in-
centive compatibility constraint.”

50. Alexopoulos and Gomme have reported to us privately that their models are only partially
consistent with business cycle comovement. In both cases, employment in the consumption and
investment sectors is positively correlated, but investment in these two sectors is negatively cor-
related. However, both models assume that capital can be transferred instantaneously across
sectors in response to a shock. The analysis here suggests that sectoral capital immobility may
be important for obtaining comovement.

51. For an introduction to the literature on sticky prices and wages, see Romer (1996). To see why
countercyclical markups might help, recall the key equation in note 16, used to show why hours
worked making consumption goods and hours worked making investment goods in a standard
real business cycle model must move in opposite directions. A version of that model with mar-
ket power, for example, the model of Rotemberg and Woodford (1992), implies that it is the ra-
tio of the marginal product of labor to the markup that must equal the marginal rate of substitu-
tion between consumption and leisure. That is, that equation must be modified as follows:

a C _ $C
wL  (1—-L—-Ly¥

where p is the markup of price over marginal cost. Cancelling consumption on the two sides
and rearranging, we get

% (1 = L. — L)* = pLe.
Suppose a boom occurs, driving up L;. If p falls, as in the Rotemberg and Woodford
model, then it is possible for L. to rise too. (For another model with countercyclical markups
see Gali [1994]). See Murphy, Shleifer and Vishny (1989) for a conjecture about how limited
intersectoral labor mobility, together with credit market restrictions, may help account for
comovement.

TECHNICAL APPENDIX 1 EXTRACTING THE BUSINESS CYCLE
COMPONENT OF A TIME SERIES

In casual discussions of economic time series, we often think of the data as being the sum
of components that have different frequencies of oscillation: the business cycle component
lasting two to eight years, components lasting shorter periods, etc. The theory of the spec-
tral analysis of time series makes this intuition rigorous. It clarifies how one can think of
data as being composed of components that fluctuate at different frequencies. The method
we use to extract the business cycle component of economic time series builds on this
theory. For this reason, we begin with a brief section which attempts to convey the basic
intuition of spectral analysis. The second section uses this intuition to describe and moti-
vate our method for extracting the business cycle component of a time series.
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Decomposing a Time Series into Frequency Components

At the core of the spectral analysis of time series is the view that the data can be thought of
as the sum of periodic functions. The purpose of this section is to explain this. We begin by
reviewing the basic periodic function used in spectral analysis, which is composed of a sine
and a cosine function.

Consider the following cosine function of time, ¢

cos(tw), t=0,1,2,....

A graph of this, with cos (fw) on the vertical axis and ¢ on the horizontal axis, exhibits the
oscillations between 1 and-1 familiar from high school trigonometry. Recall too, that the
period of the cosine function is 21r. That is, cos(y) = cos(y + 2wh), forh = 1,2, .... Thus,
after the argument of the cosine function increases by 27, the function repeats itself in a pe-
riodic fashion.

What is of interest here is the period of oscillation of cos(fw), expressed in units of
time. This is the amount by which ¢ must increase so that rw increases by 2. Thus, sup-
pose t; is a given point in time. We want to know what is the later point in time, #, > t,,
when the cosine function begins to repeat itself. This is just f, such that o — #jo = 2,
or, t; — t; = 27/w. Thus, the period of oscillation of cos(tw), in units of time, is 27/w. The
parameter o is referred to as the frequency of oscillation.

The function, sin(tw), behaves similarly. It fluctuates between 1 and-1, and has a pe-
riod of oscillation of 27/w. Thus, the two functions have the same amplitude (magnitude of
vertical variation) and period. However, the sine function has a different phase than
cos(fw). For example, a graph of the two functions together shows that one looks like the
other, apart from a horizontal shift. The phase difference between the two functions is a
measure of the magnitude of this horizontal shift. Figure A1 displays sine and cosine func-
tions for t = 0, 1, . . ., 200. The period of oscillation is 100, so that the frequency is w =
27/100. Thus, the figure displays the graphs of cos(r2w/100) and sin(r27/100).

We can now describe the central periodic function in spectral analysis, namely the
linear combination of a sine and a cosine function.

a cos(tw) + b sin(tw) ¢))

where a and b are parameters. This function obviously has a period, in units of time, equal
to 271/w. But, its amplitude and phase depend on the values of a and b. If a and b are both
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Figure A1 Trigonometric functions.
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very small, the resulting function has very small amplitude and if a and b are both very large
it has a large amplitude. Also, as the size of a is increased and the size of b is decreased, the
phase of the function shifts, as more weight is allocated to the cosine and less to the sine.

It turns out that sums of periodic functions like equation 1 look very much like actual
data. Thus, suppose we have a time series of data, x,, t = 1, . . ., T. To see that x; can be ex-
pressed as a sum of periodic functions, suppose we specify 7/2 (suppose T is even) such
functions, each with a different frequency of oscillation w. For concreteness, let w; = 2mj/T,
forj = 1, ..., T/2. To distinguish the parameters associated with each of these functions,
we denote them by g; and b; for j = 1, . . ., T/2. It should not be surprising that, in general,
a time series, x|, . . ., Xy can be written as the sum of these 7/2 functions

x; = a; cos(twy) + by sin(tw,) + ... + agp cos(twrr) + by sin(twry), 2)

fort=1,..., T. Thatis, we can always find values for the T parameters, (a;, b;;j = 1, .. .,
T/2), so that the T equations, equation 2 for t = 1, . . ., 7, are satisfied. To see this, consider
the following regression. Let the explanatory variables be:

cos(wq) sin(w;) . cos(wyy2) sin(wry;)
X = cos(2wy) sin(2w,) c. cos(2wzy) sin(2wry)
cos(Tw,) sin(Twy) .. cos(Twryn) sin(Twzy)

Let the 7 X 1 vector of “independent variables,” ¥, and the T' X 1 vector of regres-
sion coefficients, 3, be

a

X1 b

1

X2 .

Y = 2l B = 3
' arn

Xr

by

Then, the regression is
Y=XB + u

Note, however, that since the number of explanatory variables is 7, the error term is exactly
zero, and {3 is computed from (X’ X) ' X’ Y = X~'Y". Thus a time series of length T can
be expressed exactly as the sum of 7/2 simple processes like equation 1, each having a dif-
ferent frequency of oscillation.

Unfortunately, taken literally, equation 2 is not a very sensible way to think of the
data. With T observations, one has only to compute the a;s and the b;s and then the 7 + 1st
observation can be predicted exactly. No one believes that there is any way to use T obser-
vations on any economic data series and predict the next observation exactly. Imagine, for
example, that you could do this with the Dow Jones Industrial Average. If you could, then
after one minute of reading this appendix, you would have the information needed to go out
and become fabulously wealthy.

Of course, one could instead suppose that the data are a realization from an expres-
sion like equation 2, in which the number of periodic functions exceeds the number of ob-
servations by, say, 10. In this case, there is no longer the implication that one can perfectly
predict next period’s value of x,. However, there is the implication that after 20 more
periods, the data series will then become perfectly predictable. No one would think this is
a sensible way to view economic data either. The theory of spectral analysis assumes, sen-
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sibly, that no matter how many observations on x, one accumulates, the data never become
perfectly predictable. That is, it in effect assumes that the number of periodic functions in
equation 2 is infinitely large by comparison with the size of the available data set. When
this is so, equation 2 is written in the form of an integral, as follows.?

X, = fo g [a(w) cos(wf) + b(w) sin(wt)]dw, 3)

where a(w) and b(w) are functions of w. In view of these observations, it is perhaps not sur-
prising that any covariance stationary time series process, x,, can be expressed in the form
of equation 3 (Koopmans, 1974).

Extracting the Business Cycle Component

Equation 3 allows us to make precise the notion of extracting the business cycle component
of x,. That representation views the time series process, X, as the sum of components with
periods of oscillation 27/w for ® lying in the interval O to 7. In monthly data, the business
cycle corresponds to components with period greater than 24 months and less than 96
months. In terms of frequencies of oscillation, this corresponds te w belonging in the inter-
val @ = 27/96 to w = 27/24. Thus, we seek the business cycle component of x,, y;, such that

yo=| La(w) cos(w) + b(w) sin(on]de. @)

It is well known that y, can be computed as a particular centered moving average of
observations on the observed data, x,

ve=Box, + Bi(x,;—1 + x01) T Bol, 2 +x000) + .., (5)
where
55 = sin(j@) - in(j@) o
- ] (©)
By=—2—2
0 T

There 1s a major practical stumbling block to using equation 5 for extracting the busi-
ness cycle component of x,. It requires an infinite amount of data! Some sort of approxi-
mation is needed, if one is to estimate y, given only the available data, xy, . . ., x1.

An extensive analysis of this problem appears in Christiano and Fitzgerald (1998),
which also provides a review of the related literature. We provide only the briefest review
of that discussion here, just enough to enable us to describe exactly how we isolated the
business cycle component of the data.

We denote our approximation of y, by §,. Here, we focus on the approximations of the
following form:

$e = Box, + Bi(xi—1 + xe1) + . ..+ Bx@ook + X4 5). @)

That is, we approximate y, by a finite ordered, centered, symmetric moving average.

But, how should we choose the weights? The natural way is to choose them so that y*, is as
close to y, as possible, that is, so that they solve

min - E(y, — $)% ®)

Bi, i=0,1, ..., K
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The solution to this problem is a function of the details of the time series representa-
tion of x,. For example, if we suppose that x, is a random walk, that is, x, — x,—; is a pro-
cess that is uncorrelated over time, then the solution is:>

Be=—[LBo+ B, +By+...+Bgl

Suppose the data at hand are xi, . . ., x7, so that the objects of interest are, y, . . ., yr.
We computed ¥, . . ., §7—136 as follows. For y3¢ we applied equation 7 with K = 35, for $3
we applied equation 7 with K = 36, and so on. For each ¥, that we computed, we used the
largest value of K possible. Christiano and Fitzgerald (1998) argue that this procedure for
estimating y, works well in terms of optimizing equation 8, even if the true-time series rep-
resentation of x, is not a random walk. They show that an even better approach uses an asym-
metric set of weights, so that the estimate of y, for each ¢ uses all the available data on x,.

NOTES

1. Note that sin(f wy;) = O for all integers . Since the right column of X is zero in this case, X is
singular and so cannot be inverted. In practice, the last column of X is replaced by a column of
ones, to accommodate a non-zero sample mean in x,. Under these conditions, the columns of X
are orthogonal, so that X~ 'Y is trivial to compute. In particular, forj =1, ..., T/2 — 1:

2 T
a4 =7 Y cos(wit)x;,

2 T
i 72 Sin(u)jt)x,.

Also,

T

arn = [Z COS(wT/zf)XI]/T
=1

T
bT/z = IZ X; T.
r=1

2. To gain further intuition into the relationship between equations 2 and 3, it is useful to recall the
simplest definition of an integral, the Riemann integral. Thus, let f(y) be a function, with domain
y=y =y.Lety,j=1,..., Mbe aset of numbers that divide the domain into M equally spaced
i)ans.Thatis,y, =y+Aumy2=y1+ Ay .. oYM =Yymu-1 + Ay, where Ay = (7 — y)/M. Note
that y » = y. The integral of f over its domain is written, B

[ o).

This is approximated by the sum of the areas of the M f(y;) by A, rectangles:

fOPAM.

M x

j=1
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The Riemann interpretation of the integral is that it is the limit of the above sums, as M — oo.
The relationship between the above finite sum and the integral resembles that between equations
2 and 3 if we adopt y; = w; = 2T, Ay = 2W/T, M = T /2, f(y;) = a(w;) cos(w;t) + b(w)
sin(w;t ), a(w;) = a;T 2w, b(wy) = b;T2%.

3. Actually, the theory as we summarized it here technically does not accommodate nonstationary
processes like random walks. Christiano and Fitzgerald (1998) discuss standard ways of
extending the theory to this case. Also, optimizing the mean square error criterion, equation 7,
requires a constant term in equation 8. See Christiano and Fitzgerald (1998) for more details.

TECHNICAL APPENDIX2 COMOVEMENT AND THE ELASTICITY
OF SUBSTITUTION

The standard real business cycle model assumes that the elasticity of substitution between
capital and labor in production is unity. In the text, we discussed a result due to Benhabib,
Rogerson, and Wright (1991): With this kind of production function and with utility func-
tions consistent with balanced growth, comovement in employment is impossible (see note
16). Here, we show that comovement is a technical possibility when the elasticity of sub-
stitution is different from unity. However, we find that comovement does not occur for
plausible parameter values. These results suggest that attempts to account for comovement
by adjusting the elasticity of substitution in production in a standard real business cycle
model are unlikely to be successful.

We begin by describing a version of the standard real business cycle model. We as-
sume that households have identical preferences of the following form:

Eo Z B’ [c.a
=0

where o, { > 0 satisfy the various conditions required for utility to be strictly concave.
Also, C; > 0 denotes per capita consumption, and L, denotes per capita hours worked. We
require 0 =< L, = 1. The resource constraint is

- Lt)‘b]l_c
1—o

k)

o=l v—=1 v
¢tk — (1 —d)k= [(1 -k, v +oal” ]v—l Z

Here, 0 < & < 1 is the rate of depreciation on capital and 0 < o < 1 is a parameter.
The elasticity of substitution between capital and labor is v > 0. Also,

log(z,) = plog(z,—1) + &,0<p <1,

where ¢, is a zero mean random variable, that is independently distributed over time. Fi-
nally, k, > 0 denotes the beginning of period ¢ stock of capital, which is a given quantity at
time £.

As noted in the body of the article, it is possible to interpret this as a two sector model:
one in which consumption goods, ¢,, and investment goods, k,.1—(1 — 8)k,, are produced in
different sectors by different firms. It is assumed that both sectors use the same production
function, the one stated above, and that capital and labor can move freely between the two
sectors, subject only to the obvious constraint that the sum of capital and labor in the two
sectors equals &, and L,, respectively. Thus, letting L., k., and L;, k; denote the amount of
labor and capital, respectively, used in the consumption and investment sectors, we require

Lt + Lip = Ly, ket + ki = k.
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As mentioned in note 16, the marginal product of labor in the sector producing the
consumption good equals households’ marginal rate of substitution between consumption
and leisure.

C\L =l uC
“(Lc) ¢t Tu-L-Ly

We drop the time subscripts to simplify the notation. Rearranging this equation, we
obtain

a\vC v v _
) R S S

Note first that when v = 1, we reproduce the result in note 16, which indicates that
L. and L; cannot move in the same direction. When v # 1, this reasoning no longer holds.
We can see intuitively that employment in the two sectors might move together with v >
1. In particular, consider the case v = 1. In this case, we have found in many numerical ex-
amples that C/z falls with a rise in z due to a positive shock in €. Continuity suggests that
this also happens when v is a little above unity. We conclude that if the resulting rise in
(Clz)' Vis sufficiently large, then it is possible for both L. and L; to increase in response to
a positive shock in € (see note 16 for the sort of reasoning used here).

We approximated the solution to this model using the undetermined coefficient
method in Christiano (1991). We assigned parameter values in the following way. For
our baseline parameterization, we set 3 = 0.99, 8 = 0.025, p = 095, and 0 = 1. We
chose s and a to guarantee that, in the model’s steady state, labor’s share of income is
0.64 and steady state hours worked is 0.30. An empirical defense for the choice of val-
ues for (3, 8, p, labor’s share, and steady state hours worked may be found in the real
business cycle literature. For the calculations reported below, we set o = 0.01, and drew
1,000 observations on &, from a normal distribution with mean zero and standard devia-
tion, 0.

In our first experiment, we considered values of v on a grid between 0.7 and 20. For
each value of v, 1,000 observations on L., and L;,, and

Ic,t = kc,H-l - (1 - S)kc,t, Ii,t = ki,¢+1 - (1 - a)ki,r

were generated using our approximation to the model’s solution. The 1,000 observations
were then used to compute the correlations, 1’ between L, and L;, and the correlations, pﬁc,
between 1., and I;,. A model exhibits comovement in employment and investment if
both pi., ple > 0. We found pi., pi. < 0 for each value of n using the benchmark
parameterization.

We repeated these calculations several times, each time perturbing one, and only one,
of the parameters in the benchmark parameterization. We considered the following alter-
natives: o = 5; p = 0.99; p = 0.0; steady state hours equal to 0.1; steady state labor’s share
equal to 0.3; 8 = 0.05, 3 = 0.01; and B = 0.97, B = 0.995. The perturbations in o, p, 8,
and 8 did not produce a parameterization exhibiting comovement. The reduction in labor’s
share resulted in comovement in employment, but not investment, for values of v between
about 3 and 13. Lowering steady state hours to 0.10 also resulted in comovement in em-
ployment but not investment. Hence, we conclude that altering the elasticity of factor sub-
stitution in production does not improve the standard real business cycle model’s ability to
reproduce full comovement for reasonable parameter values.
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TECHNICAL APPENDIX 3 ANALYSIS OF THE INPUT-OUTPUT
TABLES

Our analysis of the input-output tables is based on the 1987 benchmark, 95 variable in-
put—output table for the U.S. economy. Our main objective here is to define the fraction of
a sector’s final output which is used directly or indirectly in the production of final invest-
ment goods. Let Y denote the vector of gross outputs for the production sectors of the econ-
omy. Let A = [a;] be the matrix of input—output coefficients. That is, a;; is the quantity of
the ith industry’s output used to produce one unit of the jth industry’s output. Let I/, C, G,
O denote the vectors of gross private fixed investment, personal consumption expenditures,
government (federal, state, and local) purchases, and “other” for each sector. Here, “other”
is essentially exports minus imports. Total output, Y, is broken down into a part allocated
to intermediate inputs, AY, and a part allocated to final output, / f 4+ C+ G + Oas follows:

AY+IF+C+G+0=Y.

Solving this for Y, we get

Y= Y1f+ Yc+ YG+ Yo,

Y, =U~-Al""i,i=F,CG,O0.

For convenience, we report Y;, i = IY, C, G, O for the 95 sectors of the U.S. economy
which are included in the input—output table underlying the analysis reported in Figure 6.
Table A1 reports results for the 17 sectors of the nondurable goods industry, as defined in
the Hornstein and Praschnik (1997) analysis. That table reports the input—output table in-

dustry numbers that make up the industries whose name is in the middle column. Table A2
reports the numbers for the other sectors. The sum of the numbers in a row must be unity.

Table A1 Results for Consumption o+
I-O industry number I-O industry title Yy Ye Yo Yo
1+2+3+4 Agriculture, forestry, and fisheries 0.060 0.894 0.052 —0.006
5+6+7+8+9+10 Mining 0207  0.893 0.181 -0.282
14 Food and kindred products 0.018 0.962 0.041 -0.021
15 Tobacco products 0.000 0914 0.000 0.086
16+17 Textile mill products 0.185  0.995 0.072  -0.252
18+19 Apparel and other textile products 0.037 1.284 0.041 —0.362
24425 Paper and allied products 0.103 0.833 0.112 -0.047
26A+26B Printing and publishing 0.058  0.795 0.121 0.026
27A+27B+28 Chemicals and allied products 0.180  0.698 0.138 -0.016
31 Petroleum refining and related products 0.105 0.782 0.145 -0.032
32 Rubber and miscellaneous plastics products 0.246 0.761 0.127 —0.134
33+34 Footwear, leather, and leather products 0.031 2.154 0.037 —1.222
65A+ ... +68C Transportation, communications, and utilities ~ 0.107 0.740 0.123 0.029
‘69A Wholesale trade 0.232 0.589 0.098 0.082
69B Retail trade 0.066  0.919 0.015 0.000
70A+70B+71A+71B  Finance, insurance, and real estate 0.061 0.877 0.043 0.020
72A+ ... +77B Services 0.076  0.879 0.044 - 0.002

Notes: ¥;/measures amount of gross output of industry in indicated row sent directly or indirectly to industry i, where i =17, C,

G, O. Row numbers are scaled so they sum to unity.
Source: Authors’ calculations based on data from U.S. Department of Commerce. Bureau of Economic Analysis, 1992. Survey of
Current Business. Volume 12, Number 4, April.
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Table A2 Results for Nonconsumption

I-O industry

number I-O industry title Y; Yo Y, Y,
11 New construction 0.805 0.000 0.195 0.000
12 Maintenance and repair construction 0.180 0.574 0.243 0.002
13 Ordnance and accessories 0.011 0.051 0.838 0.100
20+21 Lumber and wood products 0.542 0.340 0.169 —-0.051
22+23 Furniture and fixtures 0.477 0.585 0.067 -0.128
29A Drugs 0.018 0.963 0.125 -0.107
29B Cleaning and toilet preparations 0.018 0.949 0.033 0.000
30 Paints and allied products 0.422 0.445 0.168 -0.036
35 Glass and glass products 0.202 0.798 0.116 -0.116
36 Stone and clay products 0.575 0314 0.206 —0.095
37 Primary Iron and steel manufacturing 0.515 0.501 0207 -0.223
38 Primary nonferrous metals manufacturing 0.400 0.485 0.247 -0.132
39 Metal containers 0.057 0.891 0.064 -0.012
40 Heating, plumbing, and fabricated structural metal products 0.604 0.201 0.198 —-0.002
41 Screw machine products and stampings 0.358 0.641 0.132 -0.131
42 Other fabricated metal products 0.377 0.573 0.175 -0.124
43 Engines and turbines 0.377 0.362 0.246 0.015
44+45 Farm, construction, and mining machinery 0.731 0.151 0.097 0.021
46 Materials handling machinery and equipment 0.876 0.134 0.105 -0.115
47 Metalworking machinery and equipment 0.779 0.261 0.108 -0.147
43 Special industry machinery and equipment 0.962 0.154 0.028 —-0.145
49 General industrial machinery and equipment 0.729 0.305 0.130 -0.164
50 Miscellaneous machinery, except electrical 0.309 0.438 0.258 -0.006
51 Computer and office equipment 0.786 0.148 0.156 —0.090
52 Service industry machinery 0.636 0.289 0.120 —0.045
53 Electrical industrial equipment and apparatus 0.639 0.308 0.168 -0.114
54 Houschold appliances 0.242 0.842 0.045 -0.129
55 Electric lighting and wiring equipment 0.471 0.447 0.185 -0.104
56 Audio, video, and communication equipment 0.626 0.564 0.206 -0.396
57 Electronic components and accessories 0.338 0.437 0.322 -0.097
58 Miscellaneous electrical machinery and supplies 0.321 0.687 0.148 -0.156
59A Motor vehicles (passenger cars and trucks) 0.478 0.776 0.051 —0.304
59B Truck and bus bodies, trailers, and motor vehicles parts 0.437 0.746 0.080 -0.263
60 Aircraft and parts 0.134 0.049 0.546 0.270
61 Other transportation equipment 0.145 0.543 0.336 -0.024
62 Scientific and controlling instruments 0.442 0.166 0.372 0.020
63 Ophthalmic and photographic equipment 0.347 0.590 0.228 -0.165
64 Miscellaneous manufacturing 0.175 1.121 0.071 -0.368
78 Federal government enterprises 0.079 0.814 0.104 0.003
79 State and local government enterprises 0.033 0.928 0.043 —-0.003
80 Noncomparable imports 0.000 0.000 0.000 0.000
81 Scrap, used, and secondhand goods -9.699 7.493 1.830 1.377
82 General government industry 0.000 0.000 1.000 0.000
83 Rest of the world adjustment to final uses 0.000 0.000 0.000 0.000
84 Household industry 0.000 1.000 0.000 0.000
85 Inventory valuation adjustment 0.000 0.000 0.000 1.000

Notes: Y; measures amount of gross output of industry in indicated row sent directly or indirectly to industry y i, where i = P. C. G. O. Row
numbers are scaled so they sum to unity

Source: Authors’ calculations based on U.S. Department of Commerce. Bureau of Economic Analysis, 1992 Survey of Current Business. Vol-
ume 12, Number 4, April.
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Changes in the Business Cycle

Carl E. Walsh

Professor of Economics, University of California, Santa Cruz, California

In December 1998, the current expansion reached a milestone—it became the longest
peacetime expansion in post—-World War II U.S. economic history, surpassing the record
previously held by the 1982-1990 expansion. In fact, if the expansion continues through
January 2000, it will tie the expansion associated with the Vietnam War as the longest
expansion since our records of such things start in 1854.

The experience of the United States during the last twenty years has been quite
remarkable. The long economic expansion of the 1980s was followed by a relatively short
recession in 1990-91, and the economy has been expanding ever since. The United States
has experienced only 8 months of recession in the last 16 years. The most visible sign of
the continued expansion is provided by the unemployment rate. For the past year, it has re-
mained below 4.5 percent, hovering at levels not seen since the early 1970s.

Not surprisingly, the long expansion has raised questions about the whole notion of
the business cycle. Extended periods of expansion always lead a few commentators to
speculate that the conventional business cycle is dead. In 1969, for example, a conference
volume titled “Is the Business Cycle Obsolete?” was published just as the 1961-69
expansion came to an end and the economy entered a recession. With two record-setting
expansions in a row, and the current one still going, it is to be expected that the notion of
regular business cycles is again being questioned. The current favorite hypothesis is that a
“new economy” has emerged in which our old understanding of business cycle forces is no
longer relevant.

While few economists believe we have seen the end of business cycles (just look at
Asia and Latin America!), the views of economists about business cycles have changed.
These changes reflect real changes in the U.S. economy, changes in our ability to measure
economic developments, and changes in economic theory.

DATING BUSINESS CYCLES

Although virtually all data used to analyze the U.S. economy are produced by some agency
of the federal government, the standard dates identifying business cycle peaks and troughs

Reprinted from: FRBSF Economic Letter, No. 99-16 (May 14, 1999).
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are determined by the Business Cycle Dating Committee of the National Bureau of Eco-
nomic Research (NBER). The NBER is a private, non-profit research organization whose
research affiliates include many of the world’s most influential economists.

The NBER defines a recession as “a recurring period of decline in total output, in-
come, employment, and trade, usually lasting from six months to a year, and marked by
widespread contractions in many sectors of the economy.” Recessions are, therefore,
macroecononiic in nature. A severe decline in an important industry or sector of the econ-
omy may involve great hardships for the workers and firms in that industry, but a recession
is more than that. It is a period in which many sectors of the economy experience declines.
Recessions are sometimes said to occur if total output declines for two consecutive
quarters. However, this is not the formal definition used by the NBER.

Business cycle peaks and troughs cannot be identified immediately when they occur
for two reasons. First, recessions and expansions are, by definition, recurring periods of
either decline or growth. One quarter of declining GDP would not necessarily indicate that
the economy had entered a recession, just as one quarter of positive growth need not signal
that a recession had ended. The recession of 1981-82 provides a good example. Real GDP
declined from the third quarter of 1981 to the fourth quarter, and then again from the fourth
quarter to the first quarter of 1982. It then grew in the second quarter of 1982. The reces-
sion was not over, however, as GDP again declined in the third quarter of 1982. Only
beginning with the fourth quarter did real output begin a sustained period of growth.

Second, the information that is needed to determine whether the economy has entered
a recession or moved into an expansion phase is only available with a time lag. Delays in
data collection and revisions in the preliminary estimates of economic activity mean the
NBER must wait some time before a clear picture of the economy’s behavior is available.
For example, it was not until December 1992 that the NBER announced that the trough
ending the last recession had occurred in March 1991, a delay of 20 months.

EXPANSIONS AND CONTRACTIONS SINCE 1854

U.S. business cycle peaks and troughs going back to the trough in December 1854 have
been dated by the NBER. Based on their dates, we can ask whether basic business cycle
facts have changed over time.

One important aspect of a recession or an expansion is its duration. The lengths of re-
cessions since 1854 are shown in Figure 1. Several interesting facts are apparent from the
figure. First, measured solely by duration, the Great Depression of 1929-1933 pales in
comparison with the 1873-1879 depression that lasted over five years. And the 188218385
recession lasted nearly as long as the Great Depression. Some lasting images of American
history survive from this period, including the great debate over silver coinage.

Second, while the Great Depression was not the longest period of economic decline,
it does appear to represent a watershed; no recession since has lasted even half as long as
the 1929-1933 contraction.

Third, it is not just that recessions have been shorter on average in the post-World
War II era, they have all been much shorter. Of the 19 recessions before the Great Depres-
sion, only three lasted less than a year; of the 11 recessions since the Great Depression, only
three have lasted more than a year.

Figure 2 shows the duration of economic expansions since 1854. Darker bars mark
wartime expansions. Based on duration, the changing nature of expansions is not quite as
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evident as for contractions. But of the 21 expansions prior to World War II, only three
lasted more than three years. In contrast, of the 10 expansions since, only three have lasted
less than three years. Even if the wartime expansions associated with Korea and Vietnam
are ignored, post-World War II expansions have averaged 49 months, compared to an
average of only 24 months for pre—~World War II peacetime expansions.

IS THE ECONOMY MORE STABLE?

A simple comparison of the duration of expansions and contractions does suggest the U.S.
economy has performed better in the post—World War II era. Recessions are shorter, ex-
pansions are longer. These changes strongly suggest that business cycles have changed
over time. However, a simple comparison of duration cannot tell us about the severity of
recessions or the strength of expansions. This would be better measured by the decline in
output that occurs in a recession or the growth that occurs in an expansion. However, most
studies that examine how volatile economic activity has been do conclude that output has
been somewhat more stable in the post~-World War II era.

This conclusion, however, is not universally accepted. There are three reasons that
comparing the business cycle over time is difficult.

First, the quality of economic data has improved tremendously over the past 100
years. If the earlier data on the U.S. economy contained more measurement error because
the quality of our statistics was lower, the measured path of the economy may show some
fluctuations that simply reflect random errors in output data. This will make the earlier pe-
riod look more unstable. In addition, earlier data on economic output tended to provide only
a partial coverage of the economy. For example, better statistics were available on indus-
trial output than on services. Since services tend to fluctuate less over a business cycle, the
earlier data undoubtedly exaggerated the extent of fluctuations in the aggregate economy.

Second, NBER dating methods have not remained consistent. Romer (1994) argues
that the dating of pre-World War II business cycles was done in a manner that tended to
date peaks earlier and troughs later than the post-World War I methods would have done.
This contributes to the impression that prewar recessions were longer and expansions
shorter.

Third, the economy is increasingly becoming a producer of services, and productiv-
ity in the service sector is often difficult to measure. In general, the tremendous changes
experienced in recent years associated with the information revolution are likely to affect
the cyclical behavior of the economy in ways not yet fully understood.

IMPLICATIONS FOR MACROECONOMIC POLICY

Understanding changes in the nature of the business cycle is important for policymakers.
Most central banks view contributing to a stable economy as one of their responsibilities.
Promoting stable growth has important benefits, and reducing the frequency or severity of
recessions is desirable as part of a policy to ensure employment opportunities for all
workers. Preventing expansions from generating inflation is also important since once in-
flation gets started, high unemployment is usually necessary to bring it back down.

One might think, then, that policy designed to stabilize the economy should attempt
to eliminate fluctuations entirely. This is not the case, for a very important reason. A busi-
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ness cycle represents fluctuations in the economy around full-employment output, but an
economy’s full-employment output, often called potential GDP, can also change. It
grows over time due to population growth, growth in the economy’s capital stock, and tech-
nological change. Developments in economic theory have led to a better understanding
of how an economy adjusts to various disturbances. These adjustments can cause potential
GDP to fluctuate, and it would be inappropriate for policy to attempt to offset these
fluctuations. Identifying fluctuations in potential GDP from cyclical fluctuations can be
difficult, however, as the current economic expansion illustrates. Is the economy in danger
of overheating, risking a revival of inflation? Or have changes in the economy increased
potential GDP?

While the U.S. economy has enjoyed two consecutive record expansions, a longer
historical perspective does help to remind us that business cycles are unlikely to be gone
for good. Despite talk of the “new economy,” all economies experience ups and downs that
are reflected in swings in unemployment, capacity utilization, and overall economic
output. Though changes in the structure of the economy may alter the extent of these fluc-
tuations, they are unlikely to eliminate them.

In addition, the business cycle record is not independent of policy decisions. The
economy may not have changed fundamentally; perhaps we have simply benefited from
good economic policy (see Taylor 1998 for a discussion along these lines). With less
successful policies, recessions could become more frequent and longer again. The Great
Depression, for example, was prolonged by, among other things, poor economic and
monetary policy decisions, and the recessions of the early 1980s were the price of policy
mistakes in the 1970s that allowed inflation to rise significantly (Romer 1999). Thus, one
reason business cycles can change, even if the underlying economy or source of
disturbances haven’t, is because policymakers do a better (or worse) job of stabilizing the
economy.
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Why Is Financial Stability a Goal of
Public Policy?

Andrew Crockett
General Manager, Bank for International Settlements, Basel, Switzerland

A number of developments in recent years have combined to put the issue of financial
stability at the top of the agenda, not just of supervisory authorities, but of public policy-
makers more generally. These developments include: the explosive growth in the volume
of financial transactions, the increased complexity of new instruments, costly crises in
national financial systems, and several high profile mishaps at individual institutions.

The growth in the volume of financial transactions and the increasing integration of
capital markets have made institutions in the financial sector more interdependent and have
brought to the fore the issue of systemic risk. International capital flows, though generally
beneficial for the efficient allocation of savings and investment, now have the power in
unstable conditions to undermine national economic policies and destabilize financial
systems.

The increased complexity of new instruments makes it harder for senior management
in financial firms, let alone supervisory authorities, to understand intuitively the risks to
which the institutions concerned are exposed. There are fears that the models underlying
the pricing of the new instruments may not be sufficiently robust, that the mathematics of
the models may have become disconnected from the realities of the marketplace, or that the
operational controls within financial institutions may be inadequate to control the resultant
risks.

The crises in financial systems that have occurred have demonstrated the close
linkages between financial stability and the health of the real economy. In Mexico, for
example, what began as a currency crisis led to a serious recession and created huge
strains in the banking system, further deepening the recession. The consequences of the
Mexican crisis destabilized several other Latin American countries, notably Argentina,
and threatened for a while to have even wider repercussions. In industrial countries, fi-
nancial strains in Scandinavia and Japan, among others, had adverse consequences for the
real economy.
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Lastly, there have been a number of well-publicized losses at individual institutions,
due to the breakdown of operational or other controls. Episodes such as Drexel Burnham,
Procter & Gamble, Orange County, Metallgesellschaft, Barings, Daiwa, and Sumitomo,
though reasonably well contained, demonstrate how quickly losses can mount, and illus-
trate the systemic risks that would be inherent in a larger scale mishap.

The central case for making the health of the financial system a public policy concern
rests on two propositions: firstly, that, left to itself, the financial system is prone to bouts of
instability; and secondly, that instability can generate sizable negative spillover effects (ex-
ternalities). It will be the purpose of this paper to examine these propositions more closely,
and in the light of this examination, to consider what forms public policy intervention in
the financial sector might take. More specifically, I will address the following questions:
what do we mean by financial stability? Why should official intervention (as opposed to re-
liance on market forces) be required to promote stability? And what concrete approaches
can be employed?

WHAT IS FINANCIAL STABILITY?

A distinction is commonly made nowadays between monetary stability and financial sta-
bility (interestingly, this distinction would not have been so easily recognized a generation
ago, either by economists or public officials). Monetary stability refers to the stability of
the general price level; financial stability to the stability of the key institutions and markets
that go to make up the financial system. While these are conceptually separate objectives
of policy, the linkages between the two are now increasingly recognized.’

The debate on monetary stability has progressed further and its definition has reached
a greater degree of consensus than is the case with financial stability. Nobody disputes that
the avoidance of excessive inflation is an appropriate objective. And nobody doubts that it
is public policy (specifically, monetary policy) that ultimately determines the inflation rate.
Remaining debates surround issues such as how to accurately measure inflation; what,
within a relatively narrow range (usually 1-3 percent), should be considered an optimal in-
flation rate; whether the objective shouild be expressed in terms of the inflation rate or the
price level, and how quickly one should return to price stability after having been forced
away from it.?

No such general consensus applies in the case of the definition of financial stability.
For the time being, at least, each writer can supply his own. In my case, I will take finan-
cial stability to apply to both institutions and markets. In other words, stability requires (i)
that the key institutions in the financial system are stable, in that there is a high degree of
confidence that they can continue to meet their contractual obligations without interruption
or outside assistance; and (ii) that the key markets are stable, in that participants can
confidently transact in them at prices that reflect fundamental forces and that do not vary
substantially over short periods when there have been no changes in fundamentals.

This does not, however, provide a full definition. Which are the “key institutions”
whose stability is important? And what is the degree of price stability in financial markets
that is required? '

Stability in financial institutions means the absence of stresses that have the potential
to cause measurable economic harm beyond a strictly limited group of customers and coun-
terparties. Occasional failures of smaller institutions, and occasional substantial losses at
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larger institutions, are part and parcel of the normal functioning of the financial system. In-
deed, they serve a positive function by reminding market participants of their obligation to
exercise discipline over the activities of the intermediaries with whom they do business.

Similarly, stability in financial markets means the absence of price movements that
cause wider economic damage. Prices can and should move to reflect changes in economic
fundamentals. And the prices of assets can often move quite abruptly when something
happens to cause a reassessment of the future stream of income associated with the asset,
or the price at which this income stream should be discounted. It is only when prices in
financial markets move by amounts that are much greater than can be accounted for by
fundamentals, and do so in a way that has damaging economic consequences, that one is
justified in talking about “instability” or “crisis” in the financial system.

A practical issue that is worth addressing at this point is whether all financial institu-
tions and all markets should be treated similarly. Are problems in the banking sector to be
considered in the same light as problems at nonbank financial institutions? Is the failure of
a big bank the same as that of a small bank? And should central banks be as concerned
about excessive volatility in asset prices as they are about instability among financial insti-
tutions? These are issues that have been, and remain, controversial.

Consider first the question of which institutions are important for financial stability.
This raises two further issues: are banks special? And are some institutions “too big to
fail”? Two reasons are usually given for believing that banks warrant special treatment in
the preservation of financial stability.? The first is that banks’ liabilities are repayable at par
on demand, while their assets are typically comparatively illiquid. This makes them more
liable to runs that cause illiquidity and even insolvency. The second is that banks remain
responsible for the operation of the payment system. This means that difficulties at one in-
stitution are transmitted, semi-automatically, to the rest of the financial system, with the
risk, at the extreme, that the payments system could seize up.

Both of these reasons continue to have force, though perhaps not to the same extent
as previously. While illiquid loans remain a disproportionate share of banks’ assets,
holdings of marketable securities have tended to increase. And the “moneyness” of banks’
liabilities may have become less of a distinguishing characteristic, as banks increase their
reliance on marketable claims to meet funding requirements, and nonbank institutions
issue liabilities that are repayable on demand. Banks continue to dominate the payments
system, and the failure of one bank immediately generates losses to those banks exposed to
it in the settlement system. Cascading losses through these arrangements have the potential
to undermine the payments systems, which is the basis for monetary exchange in all
economies. But interlocking claims and settlement exposures among other entities at the
core of the financial system have grown sizably as nonbank financial intermediaries have
come to greater prominence. These have increased the potential for knock-on effects
among them.

The conclusion is that banks remain “special,” in that instability in the banking sys-
tem has a greater capacity to generate systemic contagion than difficulties elsewhere in the
financial sector. But the distinctions are becoming more blurred, with problems at key non-
bank institutions having growing potential for significant spillover consequences.

In many respects size has become more important than an institution’s formal
character in determining its systemic significance. Regulators frequently deny that there is
a “too big to fail” doctrine. One can understand why they do, since to make it explicit would
court moral hazard. Still, it is only realistic to recognize that certain institutions are so
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central to the financial system that their failure would constitute a systemic crisis. Their
obligations to counterparties are so large that failure to discharge them would cause
widespread contagion. This group of institutions includes both banks and nonbanks.

Next, what about price volatility in asset markets? How much price movement
can take place before we should classify markets as being “unstable”? And which
markets are of particular concern for the health of the financial system and the economy
more generally?

There are obviously no hard-and-fast answers to these questions. Any price
movements that exceed what can be justified on grounds of changing fundamentals have
the potential to result in resource misallocation. Sustained price volatility that generates un-
certainty, leading to an unwillingness to enter into long-term contracts, hampers economic
performance through discouraging the mobilization and allocation of savings through the
financial system. And sudden or sharp price movements that place the liquidity or solvency
of prudently run financial institutions at risk have more immediate dangers.

As to which markets should be the focus of concern, once again the criterion should
be the capacity to cause wider economic damage. Financial and other asset markets, be-
cause of their broad linkages to saving and investment decisions, obviously have a greater
potential impact on other macroeconomic variables than do developments in markets for
goods and services. This impact can occur through wealth effects, as the prices of financial
assets change; through changing the expected returns on savings and investment; or
throﬁgh generalized effects on consumer and business confidence.

A further point concerns the capacity for contagion among financial markets. Just as
difficulties at one financial intermediary appear to have the effect of undermining confi-
dence more generally, so experience suggests that sharp movements in one market can
destabilize others. Examples of this phenomenon include the broadly similar movements in
international equity prices in 1987, following the price break on Wall Street; the general
upward movement in bond yields in 1994 (see Table 1); and the spread of exchange rate
difficulties in Europe in 1992-93 and in Southeast Asia in 1997.

In conclusion, there is still no clear-cut definition of what constitutes financial insta-
bility. What may distinguish the financial system from other areas of economic activity,

Table 1 Equity Prices in 1987 and Bond Yields in 1994

Bond yield rise end-January

Equity price movements in through end-July 1994
2 weeks of October 1987* (basis points) T
United States -20.2 142
Japan -12.2 89
Germany -14.2 142
France -16.7 159
United Kingdom -24.8 236
Italy -11.3 235
Canada —18.5 297
Netherlands —-18.9 124
Belgium —-10.7 156

* 9th to 23rd October 1987.
1 Ten-year benchmark.
Sources: National sources.
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however, is the potential for healthy flexibility to develop—in a short period of time—into
more troublesome instability and eventually, in extreme circumstances, into crisis. This is
because precautionary action taken by individuals in the face of asymmetric information
can in certain circumstances have the effect of amplifying, rather than dampening, natural
volatility. This potential brings us closer to an understanding of why the maintenance of
stability is often considered to be a natural responsibility of public authorities.

Assessing the point at which movements in asset prices, or in the financial position
of intermediaries, risk becoming self-perpetuating is obviously a matter of judgment. Be-
cause the costs of mistakes are so high, it is of key importance to understand the dynamics
of the process. It is also important to come to an assessment of the ways in which the fi-
nancial instability interacts with the real economy to intensify (or moderate) an initial
shock. It is for this reason that, whatever the specific arrangements in place in any country
to monitor or underwrite the health of individual institutions, there needs to be close
cooperation between the authorities responsible for the supervision of individual institu-
tions, those responsible for broader systemic stability, and those concerned with stability in
prices and the real economy.

WHY IS OFFICIAL INTERVENTION REQUIRED TO PROMOTE
STABILITY?

There can be little doubt that financial stability, properly defined, is a “good thing.” It
creates a more favorable environment for savers and investors to make intertemporal con-
tracts, enhances the efficiency of financial intermediation and helps improve allocation of
real resources. It provides a better environment for the implementation of macroeconomic
policy. Instability, on the other hand, can have damaging consequences, from the fiscal
costs of bailing out troubled institutions to the real GNP losses associated with banking and
currency crises.

The only qualification to be made is that stability must not be confused with rigidity.
Market prices must be allowed to move as supply and demand conditions change. And
financial institutions should not be prevented from going out of existence when they are
unable to make a profit. The trick is to permit the necessary flexibility in market prices and
structures, without generating instability that has damaging consequences on confidence
and real economic activity.

Financial stability is a public good in that its “consumers” (i.e., users of financial
services) do not deprive others of the possibility of also benefiting from it. In this sense,
public authorities have an interest in seeing that it is “supplied” in an appropriate quantity.
This does not mean, however, that public authorities should necessarily intervene in finan-
cial markets so as to promote stability. There is no public agency directly concerned with
stability in the market for foodstuffs or automobiles (although governments generally
accept a responsibility for health and safety and for competition). Is finance any different?

It cannot be denied that all financial instability has costs for someone. The collapse
of a financial firm imposes direct costs on shareholders, who lose their investment; on
employees, who lose their jobs; and on depositors and unsecured creditors, whose claims
may be forfeit. Instability in asset prices creates losses for those whose investments prove
unsuccessful. In this (i.e., the direct or “private” costs of instability), financial firms and
markets are not qualitatively different from other sectors of the economy. And while there
are always pressures to compensate private losses, it is generally assumed that the public
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interest is served best by allowing market disciplines to work—unless there is evidence of
market failure.

In what follows, I will examine the argument that the financial system is particularly
subject to market failure, and that the consequences of such failure justify public policy in-
tervention. It will be convenient to divide this discussion into two parts: that concerned with
the potential for instability at financial institutions, and that concerned with excessive
volatility in prices in financial markets.

Instability at Financial Institutions

The reasons why difficulties at a financial firm may give rise to public policy concerns may
be grouped under several (overlapping) heads:

(a) Losses to depositors and other creditors may be exacerbated because of the unique
vulnerability of financial institutions to “runs.”

(b) The scope for losses to spread to other financial institutions through “contagion”
or direct exposures is high.

(c) There may be budgetary costs from the perceived need to protect depositors or
bailout troubled institutions.

(d) There may be more widespread macroeconomic consequences from instability in
the financial sector.

(e) A loss of confidence in financial intermediation may lead to financial “repres-
sion” resulting in suboptimal levels of savings and misallocation of investment.

The first two of these points concern the potential for an “instability bias” in the fi-
nancial system; the last three to the external costs generated by such instability. Let us now
consider them in slightly more detail.

“Runs” and the Protection of Individual Institutions

There are two broad reasons why the authorities may wish to be involved with the stability
of individual institutions (other than contagion risk, which is dealt with below). One rests
on the vulnerability of banks to runs; the other on economies of scale in monitoring the be-
havior of complex firms.

A well-known feature of banks is that they issue liabilities that are redeemable on de-
mand at par, while they hold longer term assets that are less readily marketable and have
an uncertain value. Under normal circumstances, this does not pose a major problem, since
deposit withdrawals are subject to the law of large numbers and well-managed loans that
are held to maturity are mostly repaid at face value. A bank’s holding of capital covers the
risk of loan loss, and a cushion of liquid assets is sufficient to preserve confidence in its
ability to meet withdrawals.

If, however, something happens to disturb confidence, the situation can be destabi-
lized. Depositors perceive that those who withdraw their funds first will be able to do so
without loss or penalty; those who delay may find that the bank’s capital has been eroded
by a “fire-sale” of less marketable assets. What this means is, firstly, the value of a bank
(like other firms) is greater as a going concern than it is in a forced liquidation. Secondly,
because of the leverage inherent in banks’ operations, forced liquidation is more likely than
in the case of nonfinancial firms. This argues in favor of an outside agent to preserve po-
tentially solvent institutions as going concerns, or else to intervene to gradually wind down
firms that have become insolvent.
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A slightly different argument for intervention to protect depositors is that they have
inadequate information to protect themselves. Monitoring financial institutions is costly,
and pooled monitoring may be more efficient than individual monitoring. (Note that this
argument may apply to all firms, not just those, like banks, whose liabilities are repayable
at par on demand.) In this view, the public authorities are performing a service (like that of
a rating agency) that it would be too difficult or too costly for individual depositors to per-
form for themselves. This argument can be given a political slant by recognizing that, to be
realistic, certain depositors will always act foolishly when faced with the incentive of high
returns. Since political pressure to provide compensation for losses is bound to ensue, it is
better for the authorities to step in to avert losses, or rationalize the process by which com-
pensation is provided.

“Contagion” Effects at Other Financial Institutions

Potentially more serious than the losses that accrue to individual depositors at a failed
institution is the danger that difficulties may be propagated more widely. Such contagion
can take place through two main channels: firstly, the pattern of interlocking claims among
financial institutions; and secondly, the potential for difficulties at one institution to pro-
voke a loss of confidence in others thought to be similarly placed.

There can be little doubt that the exposure of financial firms to other financial inter-
mediaries has grown dramatically in recent years. A major factor has been the increase in
trading activities. Daily foreign exchange trading has increased threefold over the
last decade and stood at $1.25 trillion in 1995. Well in excess of 80 percent of these trades
are between dealing counterparties. Derivatives and securities trading has grown
even faster and is also dominated by interdealer activity. The place where the resulting
interintermediary exposures get concentrated is the interlocking network of payments and
securities settlement systems. Although individual exposures are of short duration, at any
point in time they are very large in size. In many cases, the unsecured exposure of financial
institutions to a single counterparty exceeds capital. It is this fact that has led some ob-
servers to conclude that a disruption transmitted through the payment system is the largest
single threat to the stability of the financial system.*

Contagion can also occur indirectly, when strains at one financial institution provoke
a loss of deposits from, or an unwillingness to enter into transactions with, other firms that
are also thought to be vulnerable. Following the Barings collapse, for example, a number
of small to medium-sized investment banks in London and elsewhere were reported to have
suffered deposit withdrawals, even though there was nothing to suggest that they had
incurred losses similar to Barings’. In other words, contagion can be indirectly as well as
directly induced.

Contagion is one of the basic reasons why public authorities are concerned with the
health and survival of individual financial institutions. This relates to the “public good” as-
pect of financial stability. Confidence in the financial system benefits individual partici-
pants without imposing costs on others. If the failure of one institution causes a contagious
loss of confidence elsewhere, the adverse consequences to the system as a whole may be
much greater than those resulting from the initial disruption.

Resolution Costs

Turning now to the spillover consequences of instability, the transfer costs of resolving fi-
nancial crises are the most readily quantifiable, and in many ways the most striking. To
public policy officials, the costs that fall on the public budget surely provide the most per-
suasive evidence of the need to do whatever is necessary to strengthen financial systems.
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The U.S. public is acutely aware of the savings and loan debacle of the 1980s, the res-
olution costs of which are estimated at anywhere between 2 percent and 4 percent of GDP.
These costs, however, pale in comparison with the fiscal costs incurred in a number of other
countries.’ In France, the losses incurred by a single bank, Credit Lyonnais, are now put at
some $30 billion, or over 2 percent of GNP. Honohan estimates the fiscal costs of
resolving crises in developing countries alone as being as much as $250 billion.® A World
Bank Study estimates that 14 countries had to devote more than 10 percent of GNP to the
resolution of banking sector crises (Table 2).” And a by now well-known IMF study con-
cludes that almost three-quarters of IMF member countries encountered “significant”
banking sector problems during the period 1980-96; of these as many as one-third warrant
the designation “crisis.””® Part of the resolution costs of these crises fall on the banking sys-
tem and its clients. More frequently, however, the government budget is left to pick up the
lion’s share.

GNP Costs of Financial Instability

The resolution costs of financial sector crises are, of course, transfer costs. They cannot be
taken as an accurate guide to losses in economic welfare, which could be either greater or
smaller. They could be smaller than the transfer costs if the real assets financed by failed
banks remained in existence and continued to yield productive services. On the other hand,

Table 2 World Bank Study of Countries Who Devoted More
than 10 Percent of GNP to Resolve Banking Sector Crises

Estimate of total losses/costs

Country (time period of crisis) (percentage of GDP)
Latin America
Argentina (1980-82) 55
Chile (1981-83) 412
Venezuela (1994-95) 18
Mexico (1995) 12-15°
Africa
Benin (1988-90) 17
Cote d’Ivoire (1988-91) 25
Mauritania (1984-93) 15
Senegal (1988-91) 17
Tanzania (1987-95) 10°
Middle East
Israel (1977-83) 304
Transition countries
Bulgaria (1990s) 14
Hungary (1995) 10
Industrial countries
Spain (1977-85) 17
Japan (1990s) 10°
2 1982-85.
> Accumulated losses to date.
°In 1987.
41n 1983.

¢ Estimate of potential losses.
Source: Goldstein (1997) based on Caprio and Klingebiel (1996a).
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the cumulative misallocation of financial resources represented by bad loans suggests that
the overall loss to society from inefficient financial intermediation may have been
even larger than the losses that eventually fell on the budget or on the shareholders and
other claimants of banks. How can one go about assessing the macroeconomic costs of in-
stability? ,

Even if instability does not lead to crisis, they can make it harder for the authorities
to gauge the appropriateness of a given policy stance. Financial fragility complicates the
interpretation of the indicators used to guide monetary policy decisions. Somewhat more
seriously, weaknesses at financial institutions can limit the willingness to lend, thus
creating “head winds” for the expansion of demand. Qverall economic performance suffers
as a result.

Where financial difficulties are more serious, the impact on GNP can be larger and
more direct, whether or not the authorities decide to support the financial system. In
Mexico, for example, the interaction of financial sector difficulties and a currency crisis led
to a sharp setback to GNP. By mid-1995 industrial output in Mexico had fallen 12 percent
from its level two quarters earlier. Even in Argentina, which successfully defended its
exchange rate, GDP is estimated to have temporarily fallen some 7 percent below trend as
a result of the “tequila effect.” The banking crisis of the 1980s in Chile saw output growth
drop from 8 percent in the five years preceding the crisis to only 1 percent in the five years
after it.

Among industrial countries, it is harder to detect cause-and-effect relationship
between financial instability and GDP. In the United States, the savings and loan crisis had
little measurable impact on growth, costly though it was to the budget. In Nordic countries
and in Japan, the consequences are more readily apparent. Growth in Finland averaged 4.5
percent in the years preceding the outbreak of the banking crisis, and was minus 4.0 per-
cent in the three succeeding years (though doubtless not all of the difference is attributable
to financial difficulties). In Sweden and Norway, there were economic downturns follow-
ing the strains in the banking system, though again other factors were also at work. And in
Japan, the “head winds” caused by financial sector weaknesses held growth in the
mid-1990s below the underlying potential of the economy.

It bears repeating here that the relationship between financial instability and macroe-
conomic instability is two-way. Macroeconomic instability is usually a major factor in
financial difficulties, often because an unsustainable expansion induces unwise lending.
Credit-fueled “bubbles” in financial asset and property prices frequently play a contribu-
tory role, especially when a large share of lending is used to finance the acquisition of real
estate or financial assets whose price is, for a time, rising rapidly.® A recession then reveals
serious weakness in lending portfolios. When the financial system encounters difficulties,
problems can quickly worsen macroeconomic performance. Weakened intermediaries
cease to lend, losses in the financial sector create negative wealth or income effects, gen-
eralized uncertainty inhibits investment, and the public sector is often forced to rein in real
expenditure to help offset the budgetary cost of increased transfers.

Instability and the Development of the Financial Sector

Beyond the direct effects of financial instability on real economic activity, there can be
indirect adverse consequences for longer run growth potential if financial intermediation is
stunted. As Akerlof has shown, in any market where participants have asymmetric
information, moral hazard and adverse selection reduce exchange below levels that could
be beneficial if market participants had better information (the market for lemons). The
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market for intertemporal exchange is characterized by extreme asymmetry of information
between providers of funds and potential borrowers. The potential negative consequences
are, however, offset by the existence of specialized intermediaries. Financial intermediaries
perform the role of agents for lenders, screening out uncreditworthy borrowers, monitoring
borrower’s performance after a lean is made, adding creditworthiness through the commit-
ment of their own capital, and creating liquidity through providing for the ready mar-
ketability of claims.

All of this, however, depends upon the preservation of confidence in the stability of
the network of financial intermediaries: if lenders lose confidence in the continued
stability of the institutions to whom they have entrusted their funds, or in the integrity of
the markets in which they have invested, they will seek to reduce their exposure and place
their assets elsewhere. In the limit, they may choose consumption over saving, or may place
their savings in nonproductive but “safe” forms (such as precious metals). If this happens,
the contribution of the financial sector in providing improved methods of risk pricing and
management, and in adding liquidity and creditworthiness, will be much diminished.
Mishkin indeed defines a financial crisis as “a disruption to financial markets in which ad-
verse selection and moral hazard problems become much worse, so that financial markets
are unable to channel funds efficiently to those who have the most productive investment
opportunities.”!?

Instability in Financial Markets

While there is broad (though not universal) acceptance that the stability of financial
institutions should be an objective of public policy, this is much less true with regard to fi-
nancial asset prices or financial flows. The majority view is that free markets are the best
guarantors of equilibrium in prices, and that official intervention should be limited to re-
moving market imperfections, e.g., by promoting the disclosure of relevant information and
preventing the emergence of monopoly practices. Yet financial markets can, in principle,
be subject to the same kind of “instability bias” and adverse spillovers that affect financial
institutions.

Instability bias arises if a disturbance affecting prices generates forces creating
further moves in the same direction. These are generally based on extrapolative expecta-
tions, which can result from asymmetric information, reinforced by herd instincts. Certain
technical features of markets, such as margin requirements, can also play a role. In a rising
market, those who invest on margin find their net worth rising, and are thereby enabled to
make further leveraged purchases, pushing prices still higher. The opposite effects come
into play in a falling market, with margin calls forcing liquidation of holdings and exacer-
bating price declines.

The importance of such instability biases are very hard to assess on a priori grounds.
The sudden drop in equity prices in 1987 suggests that they can sometimes be significant,
though the relative infrequency of such occurrences provides some reassurance. Swings in
exchange rates could be taken as evidence that similar pressures work in currency markets;
though full-blown currency crises are more apt to be result of attempts to defend a fixed
rate at an unsustainable level.

Volatility in financial asset prices has the capacity to create “spillover” effects of var-
ious kinds. Firstly (and perhaps least troublesome), is the added difficulty it creates for the
authorities in formulating macroeconomic policies. Movements in asset prices influence all
of the channels by which monetary policy traditionally affects the real economy: the
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interest rate channel, the wealth channel, the exchange rate channel. Moreover, they can, if
severe, have pervasive effects on confidence. There is at present a lively debate about
whether and how monetary policy should respond to asset price movements. The fact that
the debate is still unresolved is evidence of the uncertainties created for policymakers when
financial markets are unstable.

Another type of spillover effect occurs when asset price movements undermine the
stability of financial institutions. This can happen if intermediaries are heavily exposed to
certain categories of assets (e.g., equities or real estate), or if their lending is secured on
such assets. It can also occur if financial institutions have mismatched foreign currency or
interest rate books, or if higher volatility suddenly increases the costs of hedging options
positions.

Lastly, asset price volatility can create real economic costs if the authorities are led
to take extreme measures to restore stability. Perhaps the most prominent examples of such
costs occur in currency crises. Instability in foreign exchange markets is almost invariably
accompanied by sharply higher interest rates in the country whose currency is under down-
ward pressure. And higher interest rates usually provoke a downturn in economic activity,
whether accompanied and exacerbated by a financial sector crisis or not.

What are the specific markets that are particularly vulnerable to instability, and what
is the nature of the spillover effects? Let us briefly consider four.

Firstly, the foreign exchange market. Two types of instability should be distin-
guished: the turmoil that surrounds speculation against a pegged exchange rate; and the
volatility that seems to characterize floating rates. The defense of pegged rates, especially
when it is ultimately unsuccessful, is most likely to be classified as a currency “crisis.”
In such a case, it can be argued that the problem is as much one of policy as of market
instability. Should the authorities have selected a fixed rate regime? Should they have
changed the peg (or the regime) earlier? Should they have pursued a different mix of
policies? Some have argued, however, that attacks on a fixed peg can also be specula-
tively induced.'' Where there are dual or multiple equilibria in exchange rate relation-
ships, the movement from one to another may owe more to market dynamics than to fun-
damentals.

Where exchange rates are floating, volatility is harder to explain, especially when
movements in fundamentals are modest. Swings in relative real values among the U.S. dol-
lar, Deutsche Mark and Japanese Yen have approached 50 percent or more in the past
decade and a half. Such swings complicate macroeconomic policies; generate the potential
for resource misallocation and give rise to protectionist pressures. While it can be argued
that exchange markets are responding to policy divergences (actual and expected), the link
is often not at all clear.

Secondly, instability in equity markets can also have external consequences. Stock
market volatility can undermine the stability of financial institutions who are directly or in-
directly exposed to equity prices; exacerbate the investment cycle (via Tobin’s “q”); and,
if prices fall sharply, have adverse effects on confidence. However, although stock market
crashes have a fascination for lay opinion, the impact of equity price instability has for most
of the time been relatively mild. This may be because there are nonlinearities at work.
Modest movements in equity values do little if any harm; but a larger movement has a dis-
proportionately greater potential both to set up self-perpetuating forces and to do real
economic damage. ,

Thirdly, much the same can be said of price fluctuations in bond markets. Despite the
generalized run-up in bond yields in 1994, adverse spillovers were rather well contained.
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So long as the central bank is thought able to stabilize inflation, the scope for extreme
movements in bond prices is limited.

Fourthly and finally, real estate, though not strictly speaking a financial asset, can be
subject to “bubble” phenomena. A real estate bubble complicates the formulation of mon-
etary policy while it is being created, and can leave a string of failures in its wake when it
bursts. Some of the difficulties faced in mid-1997 by Southeast Asian economies can be
traced, in part, to real estate bubbles.

What should be concluded from the foregoing brief survey? If there are disequilib-
rium tendencies in financial and other asset markets, and if price volatility has had adverse
spillover consequences, does this argue for making the stability of asset prices a focus of
public policy concern in the same way as the stability of financial institutions?

Here the answer is, at best, not clear-cut. Few economists would be confident that
governments could be better at determining equilibrium prices than markets. Even when
prices move by an amount that is clearly greater than “fundamentals” justify, it can rarely
be said that the price was more appropriate before the move than after it. And frequently,
the blame for price volatility is due to unstable policies just as much as to unstable markets.
So the broad consensus among economists (with which I agree) is that official policy to sta-
bilize financial asset prices should be focused more on sustainable policies and removing
market imperfections, than on direct actions to limit price movements.

One should recognize that there can, occasionally, be exceptions to this general rule.
‘When currencies become substantially misaligned (as in 1985, say), governments may try
to give a lead to markets (albeit through statements concerning policies). And if domestic
asset prices were to fall to an extent that threatened financial stability, it would not be sur-
prising to see a policy response aimed at stabilizing prices. In fact, central banks responded
to the 1987 stock market crash by easing the provision of liquidity to financial markets. In
general, however, official responses to extreme price movements tend to be ad hoc, rather
than part of a cohesive “policy” on financial market stability.

APPROACHES TO ENSURING FINANCIAL STABILITY

The foregoing section has listed a number of reasons why financial instability has negative
externalities. These are probably sufficient to make achieving and maintaining stability a
public policy goal. It is of less help, however, in determining how public authorities should
promote stability. This section reviews several broad approaches to promoting stability,
implying varying degrees of intervention by the authorities. The principal focus is on poli-
cies to promote stability at financial institutions, since these have been the subject of more
coherent analysis. At the end of the section, however, there are a few observations on pre-
venting instability in key market prices.

Reliance on Market Forces

With the possible exception of New Zealand, where certain special circumstances apply, no
countries have adopted the position that market forces can be relied on as the sole guaran-
tor of stability at financial institutions. But while official support for the pure market
solution is limited, there is a stronger academic tradition in this vein, going back to the free
banking school, and finding recent expression in the writing of Dowd.!? Other academics
have questioned whether the contagion effect that lies behind official concern with sys-
temic stability is in reality all that significant.'?
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The case for the market solution is, to simplify, as follows: when all actors,
including depositors, counterparties, managers, and shareholders of financial institutions
realize they are “on their own,” they will exercise a much higher degree of care, and finan-
cial institutions will thereby be forced to operate in a sounder and more prudent fashion.
The failure of an individual institution will become less likely, and the risk of systemic con-
tagion will be almost nonexistent. The moral hazard implied by official intervention will be
removed, with favorable consequences for the efficiency of resource allocation.

The case against can be put on several levels. Most fundamentally, it is argued that
there are events that may occur very infrequently, that cannot be predicted, and that have
the capacity to destabilize the financial system if not resisted. These could include political
events such as the outbreak of war or the election of radical governments; economic events,
such as the 1929 stock market crash; or natural disasters such as a major earthquake in a
large metropolitan center. If governments were to stand aside from helping the financial
system under such extraordinary circumstances, financial institutions would have to carry
such a large cushion of capital as to greatly reduce their capacity to contribute to economic
welfare in normal times.

More prosaically, it is pointed out by Goodhart and others that political pressures
make it very hard for elected authorities to refuse assistance to institutions whose deposi-
tors have powerful electoral influence.'* Since most market participants know this, any ex
ante announcement by governments not to support the financial system lacks credibility.
Moral hazard is not, therefore, avoided. Thus, despite the attraction of reliance on market
forces, most observers accept that it is insufficient, by itself, to guarantee stability in all
circumstances.

Safety Nets

The most effective way of ensuring continued confidence in financial institutions is to
provide their users with some sort of explicit safety net. The main types of safety net are
deposit insurance schemes, and the presence of a lender of last resort. The primary draw-
back of safety nets is moral hazard, which appears in a particularly overt form with deposit
insurance. Insured depositors have no incentive to monitor the institutions with whom they
place their funds. Borrowing institutions are therefore able to pursue risky strategies and,
at the limit, to “gamble for resurrection” when their capital has been eroded. The potential
for imprudent behavior is exemplified by the savings and loan episode in the United States.

Various means have been suggested to address the moral hazard issue. These include
limiting the coverage of deposit insurance, charging risk-based insurance premia, and
limiting insurance coverage to a specific category of institutions (100 percent reserve
banks). None is entirely satisfactory. Limiting the coverage of insurance schemes means
that uninsured depositors can still precipitate a “run” when they fear for bank solvency.
Risk-based insurance premia are difficult to calculate on a formulaic basis. And 100
percent reserve banking, despite impressive academic support from Henry Simons to Mil-
ton Friedman and James Tobin, has never gained much support.'® Probably most observers
conclude that 100 percent reserve banks would not be successful in winning a major share
of the market during normal times, and therefore the issue of how to safeguard stability at
other institutions would not go away.

Lender-of-last-resort support has been a recognized role of central banks since Bage-
hot. The object is to provide support to solvent but illiquid institutions to avoid the possi-
bility that they would have to liquidate assets in a “fire sale” that would generate losses and
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lead to an avoidable insolvency. Aside from the practical difficulty of distinguishing be-
tween insolvency and illiquidity, the lender-of-last-resort role does not avoid the problem
of moral hazard.'® One answer to this is “constructive ambiguity”—a phrase made popular
by Jerry Corrigan meaning that central banks reserve the right to intervene to preserve
stability but give no assurances, explicit or implicit, to individual institutions. Such an
approach is intended to make institutions act more prudently by making them uncertain
whether they would be rescued in a crisis. In some circumstances, however, “constructive
ambiguity” may turn out to be a cloak for “too big to fail,” if the lender of last resort is more
willing to take the risk of allowing a small institution to go under than a large one.

Regulation

If there were no safety net, regulation would be justified by the need to protect the interests
of depositors and other creditors. With a safety net, the justification shifts to one of pro-
tecting the deposit insurance fund (often taxpayers) and avoiding moral hazard. In practice
the focus of regulation has shifted significantly over time, and may now be in the process
of a further shift. Three different focuses for regulation can be distinguished.

Regulation to Protect Franchise Values
Until about 20 years ago, regulation in most countries had the effect of limiting competi-
tion in the financial industry. Entry to the industry was controlled, there were restrictions
on interest rate competition, and cartel-type practices were tolerated. In a number of
countries, including the United States and Japan, there was strict segregation between com-
mercial and investment banking activities. Since franchise values were high as a result,
losses were less likely and, when they did occur, more often led to industry-sponsored
takeover or rescue than to outright failure.

Several developments in the 1970s and 1980s undermined this form of regulation.
The growing dominance of the free market philosophy made protective practices less ac-
ceptable. Liberalization and deregulation increased competition which in turn eroded
banks’ profitability and diminished franchise values. With relatively thin capital cushions,
this made banks more vulnerable to adverse external shocks. As a result regulation to limit
competition and bolster the profitability of financial institutions was no longer a practica-
ble or acceptable means of ensuring systemic stability.

Risk-Based Capital Adequacy

In recent years the dominant form of regulation to promote systemic stability has been risk-
based capital adequacy. Instead of limiting banks’ activities, regulators have sought to en-
sure that banks are adequately capitalized against the risks they run. This is the philosophy
behind a series of documents issued by the Basle Committee on Banking Supervision. Su-
pervisors have divided assets into a number of “risk classes” and specified the amount of
capital to be held against each.

Such an approach has several advantages. The notion of relating capital to risk is in
conformity with the reason financial institutions hold capital in the first place. And the in-
creased capitalization of the banking system that has followed from the decisions of the
Basle Committee has undoubtedly improved systemic resiliency. Nevertheless, certain as-
pects of the way the approach has been implemented have drawbacks, which are becoming
increasingly recognized.

Firstly, and most importantly, there is the potential for a discrepancy between risk, as
calculated by the financial institution itself, and risk as measured by regulatory criteria. To
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take two obvious examples: the Basle Committee risk weights make no distinction between
high and low quality credits within the same risk weight category (e.g., between a AAA
borrower and a junk bond issuer); nor do they take account of the possibility of risk
reduction through diversification. Most financial firms now find that there is a significant
discrepancy between the “economic capital” they consider appropriate to cover the total
risk of their portfolio and the “regulatory capital” they are required to hold under the Basle
ratios.

This would not matter much from the viewpoint of stability if the only problem were
an excess of prudence on the part of supervisors. Indeed, it could well have advantages,
since the additional capital cushion required by supervisors could be considered the “price”
to be paid for the safety net provided by the lender of last resort. As some writers have
pointed out, however, this is not the only implication. Even adjusting for supervisory cau-
tion, a portfolio’s riskiness may appear significantly different when internal risk models are
used than when the Basle risk weights are applied. It is possible for banks with higher risk
appetites to deliberately add risk to their portfolios (e.g., through the use of credit deriva-
tives) without having an effect on the regulatory capital required to meet the Basle ratios.'”

A second problem with the current approach is that it focuses only on certain
categories of risk. One gap in the original Basle Accord has now been plugged with the ex-
tension of capital requirements to market risk as well as credit risk. But several of the most
recent examples of serious losses in the financial sector have come from operational risk
(Barings, Daiwa), legal risk (swaps with UK local authorities) and model risk (Metallge-
sellschaft). As a result of these perceived shortcomings, growing attention is now being
given to using regulation to better harness market incentives in support of stability.

Regulation to Support Market Forces

In any market, self-regulation is a powerful force. The strongest incentive to act with pru-
dence and integrity comes from those with most to lose when they fail to do so. Recent
thinking has therefore focused on ways of strengthening the incentives on individual insti-
tutions to manage their own affairs prudently and on their counterparties to exercise
appropriate discipline: in the jargon, “incentive-compatible financial regulation.”'®

Consider the Assessment of Risk

The managers of a financial institution have a strong incentive to monitor accurately their
risk exposure. It therefore seems likely that an internal assessment of risk will be a better
measure than a simplified external formula. This philosophy has been accepted by the
Basle Committee and incorporated in the market risk amendment to the Capital Accord.
The market risk amendment allows firms to use their own models (subject to external
validation) to measure the risk in their trading portfolio then prescribes a “multiplication”
factor which translates value at risk into required capital holding.

It seems, therefore, as though the debate is moving towards a distinction between the
measurement of risk, which is best done by those who are closest to the portfolio, and have
the tools to do it; and the capitalization of risk, decisions on which raise public policy is-
sues. Since the authorities, by underwriting the stability of the financial system are in
essence providing financial institutions with catastrophic risk insurance, it is legitimate for
them to limit the potential recourse to such insurance by requiring a minimum fevel of
capital holding.

Conceivably, one could go even further and assign responsibility for decisions on
capital holding to the private sector as well. This is the philosophy behind the so-called
‘“pre-commitment” approach. An institution would itself choose how much capital it



84 Crockett

would assign to cover the value at risk in its portfolio. If losses exceeded the calculated
probability, then the institution would be subject to some kind of penalty. This is an
intriguing idea, though it would present a number of complex practical issues. Moreover,
it is not clear that it would lead to an appropriate pricing of the safety net.

The idea of harnessing self-disciplining forces is also behind the proposal of the
Group of Thirty to develop industry-led standards for risk management, internal operating
controls and public disclosure.'® The proposal would call for major international institu-
tions to commit to standards that they would undertake to meet themselves and to require
of their counterparties. When endorsed by supervisors, these would then presumably
spread, through market pressures, to all institutions. Being developed by practitioners,
these standards, it is argued, are more likely to provide an appropriate balance between
benefits and costs. In particular, by allowing the industry to propose more efficient ways of
reducing risk, they would reduce the danger that firms would cut corners in an effort to
avoid burdensome official regulation.

Before ending this section, a word should be added on policies to preserve stability
in financial market prices. Theory provides much less help in addressing this issue than that
of stability in financial institutions. Certain approaches to providing a more stable market
environment would not be controversial. These include the encouragement of stable and
sustainable macroeconomic policies; fuller disclosure and dissemination of relevant
financial data; and the outlawing of anticompetitive practices in financial markets. Other
measures have also attracted a measure of support, such as the use of “circuit-breakers”
when prices move by more than a certain threshold amount.

What to do when a significant “bubble” is thought to be developing, or when a
bubble bursts, is a matter on which there is little agreement. Public authorities can warn
about “irrational exuberance,” but central bankers are in general unwilling to adjust
macroeconomic policy to stabilize financial asset prices. If prices were to fall, the reaction
might be different, if only because experience suggests that price falls tend to be more rapid
and disorderly than price rises.

CONCLUDING COMMENTS

There is persuasive evidence that financial stability provides a favorable environment for
efficient resource allocation and more rapid economic growth.”® Instability has been
associated with lower levels of saving and investment, fiscal costs, and setbacks to GNP. It
is, therefore, unavoidable that securing stability should be a concern of public policy
authorities.

What is less clear, however, is whether the maintenance of stability requires an
activist approach on the part of the authorities, or alternatively whether it can best be
achieved by reliance on market forces. Arguments against a pure laissez-faire approach in-
clude the following: that there are disequilibrium tendencies within the financial system
that can, via contagion, turn instability into crisis; and that the costs of a financial crisis for
economic welfare are so great that it is irresponsible to take chances. On the other hand, too
great a level of support for the financial system, or support in inappropriate ways, can lead
to inefficiency and moral hazard.

A consensus therefore seems to be developing among central bankers that regulation
should, as far as possible, be directed at reinforcing the self-disciplining tendencies of the
market. This probably means less detailed or prescriptive regulation, and a greater reliance
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on the internal controls of market participants, supported by mechanisms that sharpen the
incentive for prudent behavior.

It may be worth ending with a few observations on regulatory structure. A tendency
has developed in recent years to draw a distinction between the function of institutional
supervision; responsibility for systemic stability; and responsibility for price stability.
These are indeed separate functions, and there may be cases in which the pursuit of any one
of them is handifcapped by the simultaneous pursuit of the others.

There are also powerful linkages, however. Systemic stability is linked to the health
of the individual institutions that comprise the system; and instability in the financial
system can both cause and be caused by instability in the real economy. What this means
is that there must be close collaboration between those responsible for monetary and
financial stability, respectively, and that both must be aware of the financial condition of
the key institutions. Moreover, in order not to stifle innovation, all concerned need to have
a healthy respect for market forces and recognize the need, in a market economy, for
bankruptcy as an ultimate sanction for unsuccessful enterprises.

This does not lead to any universally applicable conclusions concerning regulatory
structure. It should, however, give pause to those who believe that separating functions
is a straightforward and costless measure to tackle perceived shortcomings in present
arrangements.
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INTRODUCTION AND SUMMARY

Two central concerns of economic policy are growth and business cycle stabilization.
There is considerable interest in devising government policies and institutions to influence
prospects for economic growth and mitigate the distress associated with economic
downturns. Proper evaluation of the benefits and costs of a given policy proposal requires
knowledge of the determinants of growth and business cycles. This is one reason for the
considerable body of research aimed at understanding these phenomena.

The last two decades have seen considerable advances in this research. Recent
empirical evidence, however, brings into question two of its basic assumptions—first, that
technological change is homogeneous in nature, in that it affects our ability to produce all
goods syminetrically, including consumption and investment goods; and second, that busi-
ness cycles are driven by shocks which affect the demand for investment goods.

In this article, I document the key evidence that challenges the conventional views of
growth and business cycles. I then discuss the plausibility of alternative theories that have
been advanced to meet the challenge. To date, the evidence seems to support a new view
of growth and business cycles, one that is based on technical change biased toward new in-
vestment goods like capital equipment.

The key evidence involves two observations on the behavior of the relative price of
business equipment over the last 40 years. First, in almost every year since the end of the
1950s, business equipment has become cheaper than the previous year in terms of its value
in consumption goods. This means that if one had to trade restaurant meals for a piece of
equipment that makes the same number and quality of, say, bicycles, one would forgo
fewer meals in 1998 than in 1958. Second, this relative price tends to fall the most when
the economy, and investment expenditures in particular, are growing at relatively high
rates, that is, it is countercyclical.

The first piece of evidence is striking because it suggests that much of post-WWII
economic growth can be attributed to technological change embodied in new capital equip-
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ment. This conflicts with conventional views on what drives economic growth. A piece of
capital equipment is a good that is used to produce another good, such as a crane or a com-
puter. An improvement in capital-embodied technology is the invention of equipment that
takes the same amount of labor and preexisting equipment to produce as the old equipment
but that produces more goods when combined with the same amount of labor as before. If
a new production process yields the same units of capital equipment with less factor inputs,
then this has the same economic implications as if the capital equipment produced were
itself more efficient. Hence, an equivalent interpretation of what constitutes capital-
embodied technical change is that it involves an improvement in the technology that
produces capital equipment.

To understand the relationship between capital-embodied technical change and the
trend in the equipment price, suppose the technology for producing consumption goods is
fixed. With improvements in technology embodied in equipment, the supply of (quality-
adjusted) investment goods increases relative to consumption goods, so the equipment
price falls. Greenwood et al. (1997) build on this insight to show that a large fraction of
economic growth can be attributed to capital-embodied technical change. This conflicts
with the conventional view that most growth is due to disembodied technical change, or
multifactor productivity. Improvements in disembodied technology, usually measured as
the Solow (1957) residual, make it possible to produce all kinds of goods, not just capital
goods, with less capital and labor.! If this were the dominant source of growth, then we
should not have seen such a large drop in the price of equipment over the last 40 years.

The second piece of evidence runs counter to standard views of the business cycle.
Standard theories hold that the business cycle is driven by shocks which affect the demand
for investment goods. For example, consider the IS—LM model, which summarizes much
of what is often called Keynesian macroeconomics. This model is the focus of most text-
books on macroeconomics and underlies much of the discussion of macroeconomic policy
in the media.? In this model, business cycles are due to shocks to aggregate demand, such
as monetary and fiscal disturbances. For example, expansionary monetary policy stimu-
lates demand for investment goods through lower interest rates. If there is an upward
sloping supply schedule for investment goods, we would expect the relative price of in-
vestment goods to rise. The same holds for expansionary fiscal policy, if government
spending does not fully crowd out investment. Another view of business cycles, often
attributed to Keynes, is that they are primarily investment cycles driven by variation in an-
imal spirits, that is, changes in confidence about future growth prospects.” With the same
assumptions on investment supply, we would expect investment prices to be high when
investment is high. In summary, traditional Keynesian views of business cycles imply that
investment good prices should be procyclical, that is, be high when overall economic ac-
tivity is relatively high.

In recent years, an alternative view of business cycles, based on “fundamentals” that
influence aggregate supply, has gained credence. This real business cycle view says that
business cycles are driven in large part by disturbances to multifactor productivity. Just as
the shocks to aggregate demand which are central to Keynesian theories, these disturbances
influence business cycles through their effect on the demand for investment goods.* Hence,
if there are costs in terms of forgone consumption of expanding investment good produc-
tion, that is, if the supply schedule of capital is upward sloping, these models also predict
the relative price of investment goods to be procyclical (Greenwood and Hercowitz, 1988).

Since the relative price evidence contradicts the major schools of business cycle
thought, it poses a challenge to our understanding of business cycles. There are two lead-
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ing hypotheses that could reconcile the theory and evidence. One, the embodied technology
view, is built from the real business cycle tradition and takes into account the trend evi-
dence on equipment prices. Falling equipment prices are compelling evidence of capital-
embodied technological progress over long horizons. Perhaps changes in the rate of such
technological progress occur over shorter horizons as well. Suppose the business cycle
were driven, to a large extent, by these disturbances. An increase in the rate of capital-
embodied technical change would lead to an outward shift in the supply schedule for in-
vestment goods. With stable investment demand, investment would rise and equipment
prices would fall. This new view of business cycles, which complements the new view of
growth suggested by the longrun evidence on equipment prices, has been explored by
Christiano and Fisher (1998), Fisher (1997), and Greenwood et al. (1998).

The other leading theory is more easily understood in the context of traditional Key-
nesian views of the business cycle. If shocks to aggregate demand occur with a downward
sloping investment supply curve, then the price of equipment could fall in a boom. A down-
ward sloping investment supply curve would arise if increasing returns to scale played an
important part in the production of capital equipment, so this is called the increasing
returns view. This view has been advanced by Murphy, Shleifer, and Vishny (1989).

Below, I document the trend and business cycle evidence on equipment prices. There
is no reason to expect that capital-embodied technological change is unique to equipment.
Equipment is one of many investment good aggregates, that is, types of capital. Moreover,
for simplicity most economic models assume only one or two types of capital. Therefore,
in addition to equipment prices, I analyze other investment good aggregates. Next, I dis-
cuss research that sheds light on the plausibility of the alternative views, including some
new evidence. To date, the evidence seems to support the new view of growth and busmess
cycles based on capital-embodied technical change.

If growth and business cycles are originating from changes in capital-embodied
technology, then the models we use for policy analysis have to incorporate this and,
consequently, policy recommendations could change. For example, to the extent that
technological change is embodied in capital equipment, government policies that affect
equipment investment could have a dual impact on growth via the quality and quantity of
capital goods. This could mean, for example, that investment tax credits directed toward
improvements in the efficiency of capital equipment could have a significant impact on
growth.

The implications for stabilization policy of the embodied technology view are less
obvious. The fact that it seems to supplant the increasing returns view means that the argu-
ments for interventionist stabilization policy that this view lends support to are less com-
pelling. For example, increasing returns could provide scope for policy intervention, as it
either involves externalities or is inconsistent with perfect competition. Moreover, it
makes models based on animal spirits more plausible, which also has implications for sta-
bilization policy (see Christiano and Harrison, 1999). The embodied technology view is
more in line with the real business cycle tradition, in which policy interventions are
counterproductive.

EVIDENCE ON INVESTMENT GOOD PRICES

To study the trend and business cycle properties of investment good prices, we need two
things—a way to extract real prices and quantities from data on nominal investment ex-
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- From this definition we ‘that changes in F, are calculated using the
“weights” of adjacent years. These period to period changes are “chained”
(multiplied) together to form a time series that allows for the effects of changes
in relative prices and in the composition of output over time. Notice that a
quantity index can be computed in a manner analogous to the price index. A
nice feature of the Fisher index is that the product of these two indexes equals
nominal expenditures: Liandefeld and Parker (1997) discuss several advantages
of this index over previously used fixed weight indexes.

To measure relative prices we need to choose a numeraire. In the intro-
duction the term ‘‘value in consumption goods” was used. Implicit in this state-
ment is the assumption: that consumption goods, specifically nondurable and
services consumption, is the numeraire. Define the price deflator for non-
durable and services consumption as P;. Then the relative price of the good i
at the time ¢, p!is defined as
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Notice that the units of the price are what we require. The BEA does not
provide a measure of price deflator for nondurable and services consumption.
To construct the consumption deflator used in this article, I applied the chain-
weighing methodology outlined above, treating the NIPA quantity and price
indexes for nondurable consumption and service consumption as the prices and
quantities in the formulas.

penditures; and a precise definition of what we mean by the business cycle component of
the data. Below, I address these issues. Then, I introduce the data and present the results
characterizing the trend and cycle behavior of investment good prices.

Measuring Prices and Quantities

This section describes how relative prices and real quantities of investment goods are mea-
sured. My measures of prices and quantities are based on measures published in the “Na-
tional income and product accounts” (NIPA) of the U.S. Bureau of Economic Analysis
(BEA).

The basis of the BEA procedure is to construct a price deflator. To be concrete, a
given nominal quantity of expenditures on some good i, X!, is decomposed into a price de-
flator, P!, (which measures the nominal price of the good) multiplied by a quality-adjusted
index of the real quantity of the good, ¢'.

The BEA measures P. and ¢ for different goods using a so-called chain-weighting
procedure, which is summarized in Box 1. My measure of quantity is simply g}, measured
in units of 1992 dollars. My measure of the real price, alternatively the relative price, of
good i at date t, p/, is the real quantity of consumption goods that would need to be sold in
order to purchase one unit of good i at time ¢. It is defined as the price deflator for good i
divided by the price deflator for consumption of nondurables and services. The rationale
for this measure is described in Box 1.

Measuring the Business Cycle Component of the Data®

In the introduction I described how the price of producer durable equipment (PDE) varies
over the business cycle. Below, I provide a brief description of how I measure the business
cycle component of the data. A detailed discussion of the procedure is given in Christiano
and Fitzgerald (1998).

Figure 1 illustrates the basic idea behind the procedure. Panel A of Figure 1 displays
real 1992 dollar chain-weighted gross domestic product (GDP). The reported data are the
logarithm of the raw data. The advantage of using the logarithm is that the resulting move-
ments correspond to percent changes in the underlying data. The deviations between the
data and the trend line (graphed in panel B) contain the rapidly varying, erratic component,
inherited from the choppy portion of the data that is evident in panel A. Panel B shows my
measure of the business cycle component of real GDP. This measure excludes both the
trend part of the data and the rapidly varying, erratic component. It includes only the com-
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Figure 1 The trend and business cycle components of real GDP. Notes: Real GDP in panel A is
real 1992 dollar chain-weighted GDP. The reported data are the logarithm of the real data. Shaded ar-
eas indicate recessions as determined by the National Bureau of Economic Research. Source:
Author’s calculations from U.S. Department of Commerce. Bureau of Economic Analysis, “National
income and product accounts.” Survey of Current Business, extracted from DRI Basic Economics
database. 1947-98.

ponent of the data that contains fluctuations in the range of two to eight years. According
to this approach, the economy is in recession when the business cycle measure is negative
and in prosperity when it is positive.

Figure 1 also compares this measure of the business cycle with the one produced by
the National Bureau of Economic Research (NBER). This organization decides, based on
an informal examination of many data series by a panel of experts, when the economy has
reached a business cycle peak or trough. The start of each shaded area indicates the date
when, according to the NBER, the economy reached a business cycle peak. The end of each
shaded area indicates a business cycle trough. Note how real GDP falls from peak to trough
and then generally grows from trough to peak. An obvious difference in the two business
cycle measures is that the measure used in this article is a continuous variable, while the
NBER’s takes the form of peak and trough dates. As a result, my measure not only
indicates when a recession occurs, but also the intensity of the recession. Apart from these
differences, the two measures appear reasonably consistent. For example, near the trough
of every NBER recession, my measure of the business cycle is always negative. However,
the two measures do not always agree. According to my measure, the economy was in
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recession in 1967 and 1987, while the NBER did not declare a recession then. In part, this
is because there must be several quarters of negative GDP growth before the NBER de-
clares a recession. The procedure I use only requires a temporary slowdown.

The Data

I consider a broad variety of investment goods, as outlined in Table 1. The broadest mea-
sure of investment is total private investment (TPI). This measure includes all private
expenditures on capital goods and consumer goods designed to last more than three years.®
This is a broader measure of investment than the conventional NIPA measure of invest-
ment, private fixed investment (PFI), which excludes expenditures on consumer goods.
Within TPI, I define two main components, nonresidential and residential. Nonresidential
has two main subcomponents, structures (NRS, for example, factory buildings and office
buildings) and producer durable equipment (PDE, for example, auto-assembly robots and
personal computers). Similarly, residential is broken down into residential structures and

Table 1 Measures of Investment Used in the Analysis

Business cycle

Nominal share Real share volatility
1958 1978 1998 1958 1978 1998 G,/Cy Gp/Cy
Total private investment 0.2184 0.2641 0.2378 0.1558  0.2154 0.2627 297 055
Nonresidential 0.4165 0.4496 0.4656 04254 04356 0.4815 2.83 098
Structures 0.1730 0.1510 0.1226 02613  0.1674 0.1032 266 090
Nonresidential buildings 0.0976 0.0821 0.0906 0.1435*  0.0982 0.0764 3.63 049
Utilities 0.0418* 0.0399 0.0238° 0.0552° 0.0412 0.0226° 267 0.64
Mining exploration, 0.0233 0.0255 0.0115 0.0302*  0.0207 0.0089 549  3.19

shafts, & wells
Producer durable equipment 0.2438 0.2985 0.3430 0.1981  0.2676 0.3841 318 0.85

Information & related 0.0355 0.0690  0.1153 0.0080° 0.0327 + 0.1300* 3.05 0.95
Industrial 0.0796 0.0783  0.0734 0.1134°  0.0958 0.0747* 363 091
Transportation & related 0.0598 0.0782  0.0871 0.0797¢  0.0900 0.0762° 525  0.63
Residential 0.5830 0.5504 0.5344 0.5730  0.564¢6 0.5200 398 0.43
Residential structures & 0.2188 02175  0.1782 03259  0.2526 0.1546 624  0.57
equipment
Single family structures 0.1289 0.1203  0.0897 02118 0.1350 0.0754 8.89  0.81
Multifamily structures 0.0228 0.0212  0.0122 0.0406*  0.0257 00109 10.80 0.81
Other structures 0.0627 0.0715  0.0721 0.1028°  0.0860 0.0645 318 0.34
Consumer durables 0.3643 0.3329  0.3562 02835  0.3184 0.3663 299 0.61
Motor vehicles & parts 0.1453 0.1539  0.1414 0.1361  0.1629 0.1290 516  0.94
Furniture & household 0.1659 0.1223  0.1443 0.0918  0.0933 0.1717 194 0.54
equipment
Other 0.0534 0.0567  0.0705 0.0551  0.0670 0.0697 .52 0.59
Private fixed investment 0.6357 0.6671  0.6438 0.7294  0.6812 0.6333 3.09 0.58
#1959 data.
© 1995 data.
€ 1960 data.

Notes: See box 1 for a description of the notation. For total private investment and gross domestic product. Y, nominal shares in the first row
are P77 ¢"7'/A(Plq)). Nominal and real shares for investment good i in the other rows are given by Pq)/(P’f" g'""). Real shares for total pri-
vate investment and gross domestic product are ¢’ "/q)" Real shares for investment good i in the other rows are given by ¢/¢"".

Source: U.S. Department of Commerce. Bureau of Economic Analysis. 1947-98, “National income and product accounts.” Survey of Current

Business, and author’s calculations of the business cycle component of the data.
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equipment (RSE, for example, single family homes and refrigerators) and consumer
durables (CD, for example, televisions and vacuum cleaners). These four major subcom-
ponents of TPI are then broken down further.”

The “nominal share” and “real share” data provide information on the relative mag-
nitudes of expenditures on the different measures of investment, as well as a preliminary
indication of interesting trends in relative prices. The nominal and real shares for TPI are
calculated as the ratio of nominal and real TPI relative to nominal and real GDP, respec-
tively. For example, in 1958 nominal TPI expenditures were 22 percent of nominal GDP
and real TPI expenditures were 16 percent of real GDP. The remaining shares are calcu-
lated using TPI as the base for the share calculations. For example, PDE expenditures
accounted for 24 percent of nominal TPI and 20 percent of real TPI in 1958.8 (I explain the
last two columns in Table 1 in the section on prices of investment goods over the business
cycle.)

Table 1 reveals several interesting facts about how expenditures on investment
have changed since 1958 and underlying trends in relative prices. First, nominal TPI ex-
penditures have been roughly stable (abstracting from short-run movements) as a fraction
of nominal GDP since the late 1950s. Yet, the real quantity of this broadest measure has
been growing as a fraction of real GDP. In 1958, TPI was 16 percent of 1992 chain-
weighted GDP, compared with 26 percent in 1998. The fact that nominal and real shares
behave in this way is an indication that the relative price of this bundle of investment
goods fell between 1958 and 1998. Notice that there are differences between real and
nominal shares for many of the components of investment listed in Table 1, suggesting
that trends in relative prices are exhibited by many of the subcomponents of TPL Second,
the difference between the real shares of TPI and PFI (the former is a fraction of GDP,
while the latter is a fraction of the former) is seen to be due to the increasing quantities
of consumer durables being purchased. Third, the much talked about “information age”
manifests itself here as the huge increase in the fraction of TPI that has been due to ex-
penditures on information and related equipment since 1960. In 1960 this type of invest-
ment accounted for less than 1 percent of real TPL. By 1995, its share had grown to 13
percent. Finally, note that both residential and nonresidential structures account for less
of TPI in 1998 than in 1958. '

Trends in Investment Good Prices

In this section, I explain two main findings relating to the long-run behavior of relative
prices for the various components of investment listed in Table 1. First, the relative price
of TPI has fallen consistently since the mid-1950s. Second, there is considerable hetero-
geneity in the long-run behavior of the prices of the subcomponents of TPI. Generally, the
behavior of the price of TPI is dominated by dramatic drops in the prices of PDE and CD,
which are also evident in the prices of most of the main subcomponents of these investrent
aggregates. The prices of RSE and NRS and their subcomponents, while exhibiting trends
over subsamples of the period studied, have not fallen as consistently and their changes
over time are much smaller than those of PDE and CD.

Figure 2 displays the relative price trend evidence. The black lines in Figure 2 are
measures of the (natural logarithm of the) relative price of each of the investment compo-
nents listed in Table 1 over the period for which data are available.’ The gray lines are the
trends calculated in the same way as the trend of real GDP displayed in Figure 1. The first
column of panels in Figure 2 displays prices and trend lines for the main aggregates. The
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remaining columns display prices and trends for the four broad categories of TPI and their
main subcomponents.

Figure 2 shows that the relative prices of different components of investment have
behaved quite differently in the postwar era. The price of the broadest investment measure,
TPI, has been falling consistently since the early 1950s. Since the plot of the relative price
of TPI is in natural logarithms, one can take the difference between the prices for two years
to calculate the percentage change. This procedure indicates that the price of TPI in terms
of consumption goods fell about 42 percent between 1958 and 1998.

Studying the other plots in Figure 2, we see that this large drop in the price of TPI can
be attributed to strong downward trends in PDE (particularly information and related and
transportation equipment) and CD (all three types). The drop in the relative price of infor-
mation equipment is particularly dramatic, at almost 200 percent since 1961. The prices of
NRS and its components were generally rising until the late 1970s, were falling for most of
the rest of the sample period, and have started to rise again in the 1990s. RSE and its
components display a similar pattern. Generally, the long-run changes in structures prices
have been much smaller than in PDE and CD prices. When the investment components are
aggregated into nonresidential and residential, the strong downward trends in PDE and CD
prices dominate the changing trends in structures. '

Prices of Investment Goods over the Business Cycle

My objective here is to determine the extent to which investment good prices are generally
procyclical, countercyclical, or acyclical (do not display any distinctive pattern over the
business cycle). I find that, generally speaking, prices of PDE, NRS, and their components
are countercyclical, prices of RSE and its components are procyclical, and prices of CD and
its components are acyclical. There is some sample period sensitivity, as outlined below.

In Table 1, the column headed o,/0,,, indicates the relative volatility of the differ-
ent investment components over the business cycle. This is the standard deviation of the
business cycle component of the indicated real quantity series divided by the standard de-
viation of the business cycle component of real GDP. We see that TPI varies almost three
times as much as GDP. The most volatile components of investment are single family struc-
tures, multifamily structures, and consumer expenditures on motor vehicles and parts. The
least volatile components are NRS, furniture and household equipment, and the “other”
component of CD. The column headed o,,/0,, indicates the relative volatility of the prices
of different investment components over the business cycle. This is the standard deviation
of the business cycle component of the indicated relative price series divided by the stan-
dard deviation of the business cycle component of real GDP. The prices are much less
volatile than the quantities. With one exception (mining exploration, shafts, and wells), all
the prices are less volatile than real GDP over the business cycle.

As a preliminary look at the cyclicality of investment good prices, Figure 3 displays
the business cycle components of the prices (gray lines) and quantities (black lines) of
seven of the broadest measures listed in Table 1, along with the business cycle component
of the deflator for consumption of nondurables and services. The latter price is used in the
denominator of all the investment relative prices, so its business cycle dynamics will influ-
ence all the relative price measures discussed here."’

Notice first that the consumption deflator rises in all but one recession,
1981:Q3-82:Q4 (see shaded areas in Figure 3). This is a force for procyclicality of invest-
ment good prices. For example, if the price deflator for an investment good were constant,
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then the real price of that good would be procyclical. As expected, the quantities are gen-
erally procyclical, although the peaks and troughs do not exactly coincide with the NBER
dates. The prices do not display as consistent a pattern as the quantities. For example,
sometimes the price of TPI moves with the quantity of TPI (1950s, 1960s, and 1990s) and
sometimes it moves in the opposite direction (1970s and 1980s). More distinct patterns
emerge when TPI is decomposed into nonresidential and residential. In the 1950s and
1990s, the prices and quantities of nonresidential appear to move closely together. In the
1960s, 1970s, and 1980s, prices and quantities of this investment measure generally move
in opposite directions. Prices and quantities of residential show more evidence of moving
together. The most striking pattern to emerge among the subcomponents of nonresidential
and residential is in PDE. With the exception of the 1950s, almost every time the quantity
of PDE moves up, the price of PDE moves down. This suggests countercyclical behavior
in the real price of PDE.

For a more formal examination of how the prices of investment goods vary with the
business, cycle, I use a cross-correlogram. A cross-correlogram is a diagrammatic device
for describing how two variables are related dynamically. For example, it provides a mea-
sure of whether, say, movements in one variable tend to occur at the same time and in the
same direction as movements in another variable. It can also be used to measure whether,
for example, positive movements in a variable tend to occur several quarters ahead of
positive movements in another variable.

The basis for the cross-correlogram is the correlation coefficient, or correlation. A
correlation is a measure of the degree to which two variables move together and always
takes on values between —1 and 1. If a correlation is positive, then the two variables are said
to be positively correlated. Similarly, if a correlation is negative, the variables are said to
be negatively correlated. Larger absolute values in a correlation indicate a stronger pattern
of moving together. A correlation for two variables measured contemporaneously is a
measure of how much two variables move together at the same time. A correlation can be
computed for two variables measured at different times. For example, we can measure the
correlation between variable x at time ¢ and variable y at time ¢t — k, where k is a positive
integer. This would measure the degree to which variations in y occur before movements
in x. A cross-correlogram plots these correlations for various values of .

Figure 4 displays cross-correlograms (along with a two-standard-deviation
confidence interval, a measure of how precisely the correlations are estimated) for various
business cycle components of real investment and GDP, —6 = k = 6. For example, panel
A of figure 4 displays the correlations of real nonresidential investment at date ¢ and real
GDP at date + — k for the various values of k. The fact that the correlation for £ = 0 is pos-
itive and close to 1 for all the plots in figure 4 shows that all the components of investment
displayed are strongly positively correlated with GDP contemporaneously. This confirms
the impression given by Figure 3 that real expenditures on these investment goods are

-

Figure 2 Trends in investment good prices, 1947-98 (logarithm). Notes: Relative price (black
line) is a measure of the (natural logarithm of the) relative price of each of the investment
components listed in Table 1 over the period for which data are available. The trend (colored line) is
calculated in the same way as the trend of real GDP displayed in Figure 1. Panels A through D show
prices and trends for the main aggregates. Panels E through T show prices and trends for the four
broad categories of total private investment, along with their main subcomponents. Source: See
Figure 1.
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Figure 3 Business cycle components of investment good prices and quantities. Notes: Each
business cycle component has been scaled by its standard deviation, and all data are quarterly. The
colored lines represent the business cycle component of the price series for the indicated variable and
the black lines represent the business cycle component of the quantity series for the indicated
variable. Shaded areas indicate recessions as determined by the National Bureau of Economic
Research. Source: See figure 1.

strongly procyclical. Notice that the largest correlations for nonresidential and its two main
subcomponents, NRS and PDE, are for kK > 0. This says that these components of invest-
ment tend to lag GDP over the business cycle. Another way of saying this is that move-
ments above trend in GDP tend to occur before movements above trend in these measures
of investment. On the other hand, the largest correlations for residential and its main sub-
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components, RSE and CD, are all for k << 0. This says that these components of investment
lead output over the business cycle. Because the correlations in Figure 4 are mostly
positive, this figure shows that the main components of investment are generally procycli-
cal. (If they had been mostly negative, then this would have been evidence of counter-
cyclicality. If the correlations were mostly close to zero, this would have been evidence of
acyclicality.)

Figure 5 displays cross-correlograms (with standard errors) for the prices of the
broadest measures of investment and real GDP. The plots in Figure 3 indicate that there
may be some sample period sensitivity in the estimation of the underlying correlations,
so Figure 5 displays cross-correlograms based on two sample periods. The first column
of panels in Figure 5 is based on the sample period 1947:Q1-98:Q3 and the second col-
umn is based on 1959:Q1-98:Q3. Notice that none of the correlations for the TPI price
based on the longer sample are significantly different from zero. This means that the
price of the broadest measure of investment is essentially acyclical. There is some evi-
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Figure 4 Business cycle correlations between investment quantities (¢) and output (t-k ). Note:
Black lines are point estimates of correlations for the indicated series: colored lines are a two-stan-
dard-error confidence band. Source: See figure 1.
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Figure 5 Business cycle correlations between investment prices (¢ ) and output (¢-k ). Note: Black
lines are point estimates of correlations for the indicated series; colored lines are a two-standard-er-
ror confidence band. Source: See figure 1.

dence of countercyclical movements in this price for the shorter sample, although the cor-
relations in this case are generally not very large in absolute value or statistically signif-
icant.

The cyclical behavior of prices for the narrower investment aggregates displayed in
Figure 5 reveals that the lack of any distinct cyclical pattern for the price of TPI masks in-
teresting differences between the prices of nonresidential and residential goods. Over the
longer sample, the nonresidential price is estimated to be essentially acyclical, but the res-
idential price is clearly procyclical. Over the shorter sample the nonresidential investment
price is clearly countercyclical and the residential price remains procyclical. The difference
in the estimated cross-correlogram for nonresidential over the two sample periods turns out
to be due to differences in the behavior of the price of PDE in the 1950s compared with the
later sample period (see Figure 3).

The evidence in Figure 5 suggests two things. First, the cyclical behavior of
investment good prices depends to some extent on the sample period examined. Second,
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considering a broad investment aggregate masks potentially interesting cyclical character-
istics of more narrowly defined investment good prices. Figures 6 and 7 try to uncover
whether the cyclical behavior of nonresidential and residential prices also masks different
cyclical behavior among the subcomponents of these broad investment aggregates. These
figures display price—output cross-correlograms for the main subcomponents of nonresi-
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dential and residential. Due to data availability, the sample period for estimating the corre-

lations is 1959:Q1-98:Q3.

The first column in Figure 6 pertains to NRS and its main subcomponents, nonresi-
dential buildings, utilities, and mining. The price of NRS is significantly countercyclical.
This appears to be mainly driven by the price of utilities and mining. The second column
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of Figure 6 pertains to PDE and its main subcomponents, information and related equip-
ment, industrial equipment, and transportation equipment. There are two observations to
make here. First, the price of PDE is strongly and significantly countercyclical. The
contemporaneous (k = 0) correlation is—0.63 with a standard error of 0.03. The largest cor-
relation in absolute value is for kK = 2, indicating that this price lags output by about two
quarters, about the same as the quantity of PDE (see Figure 4). The second observation is
that the prices of the main components of PDE behave almost identically: They are strongly
and significantly negatively correlated with output and lag output by about two quarters.
The behavior of the industrial equipment price is particularly striking, given that the long-
run behavior of this price is so different from that of the other two subcomponents of PDE
(see Figure 2).

Figure 7 is constructed similarly to Figure 6, with RSE and its subcomponents in the
first column and CD and its subcomponents in the second column. This figure shows that
prices of RSE are generally procyclical and prices of CD goods are mostly acyclical. The
behavior of RSE is driven mostly by the cyclicality of single and multifamily structures. In-
terestingly, despite the fact that investment in RSE tends to lead output over the business
cycle, the real price of RSE and its components lags output. The real price of CD is driven
mostly by motor vehicles and other. Of the subcomponents of CD, only the furniture price
displays significant countercyclicality.

Summary of the Evidence

The key features of the evidence presented in this section can be summarized as follows.
First, there is strong evidence of a downward trend in the price of investment goods in
terms of consumption goods. This downward trend is concentrated among components of
PDE and CD. Second, the broadest category of investment, TPI, displays little distinct
cyclical variation over the sample period 1947:Q1-98:Q3, but is moderately counter-
cyclical in the later period, 1959:Q1-98:Q3. If we are willing to abstract from the 1950s,
say because of the dominating influence of the Korean war, then it seems reasonable to
say that the price of the broadest component of investment is weakly countercyclical.
Certainly it is difficult to make the case that this price is procyclical, regardless of the
sample period considered.

Many components of TPI display distinct cyclical characteristics, even if we include
the 1950s. The prices of the two main components, nonresidential and residential, behave
differently. The former is significantly countercyclical and the latter is significantly pro-
cyclical. The behavior of the nonresidential price is dominated by the PDE price. The PDE
price is strongly countercyclical, as are the prices of all its subcomponents. The price of
NRS is mildly countercyclical, but this pattern is not shared by all its subcomponents. The
behavior of the residential price is dominated by RSE prices, which are strongly procycli-
cal. CD prices are acyclical or weakly countercyclical.

IMPLICATIONS FOR GROWTH AND THE BUSINESS CYCLE

How does the trend and cycle behavior of investment goods prices presented above
challenge conventional views about growth and business cycles? Next, I discuss various
attempts to reconcile theory with the evidence and some empirical work that sheds light on
the plausibility of competing theories.
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Growth Theory

Recent years have seen an explosion of theoretical and empirical research into economic
growth.'? On the theoretical side, two leading classes of models of the determinants of eco-
nomic growth have emerged. The first is based on the accumulation of Auman capital and
follows from the work of Lucas (1988). Human capital consists of the abilities, skills, and
knowledge of particular workers. The basic idea behind this view of economic growth is
that it is fundamentally based on improvements in the stock of human capital of workers
over time. This view of growth holds that, other things being equal, the larger is the stock
of human capital of workers, the more productive they are. This means that one expects an
improvement in the stock of human capital to increase the amount of output of any good
that can be produced for a fixed quantity of workers and capital. In this sense, growth due
to the accumulation of human capital has a homogeneous impact on the economy’s ability
to produce goods.

The second leading class of models focuses on research and development.
Pioneering work along these lines includes Romer (1990), Grossman and Helpman (1991),
and Aghion and Howitt (1992). One of the key insights of this literature is that growth can
emerge if there are nondecreasing returns to produced factors of production (such as
knowledge or capital, but not labor).!* The bottom line of this theory is similar to that of
the human capital models. Improvements in technology due to research and development
usually increase the productivity of all factors of production. Consequently, if there is such
an improvement in technology, more of all goods can be produced with a fixed quantity of
capital and labor. Again, technological change is assumed to have a homogeneous impact
on produced goods.

The evidence on trends in investment good prices, particularly the trend in the price
of PDE, challenges these views of growth, because it strongly suggests that there have
been substantial improvements in technology that have affected one kind of good but not
another. Specifically, the data suggest that the quality and technology of capital goods
production have advanced almost nonstop since the end of World War II. Why do the
data suggest this? Assuming that the prices and quantities of PDE are correctly measured,
the real price of PDE measures how many (constant quality) consumption goods need to
be sold in order to raise the funds to purchase one (constant quality) unit of PDE. If this
price has been falling, then fewer and fewer consumption goods are needed to buy a unit
of PDE. This suggests that the supply of PDE has grown relative to the supply of con-
sumption goods. One way the supply of PDE can rise in this way is if the technology for
producing capital goods improves at a faster rate than that for producing consumption
goods. In this case, the same amount of capital and labor applied to producing PDE or
consumption goods will yield more PDE than consumption as time passes. That is, the
supply of PDE will grow relative to consumption goods. The basic logic of supply and
demand then dictates that the price of PDE in terms of consumption goods must fall.
Greenwood et al. (1997) build on this intuition to show how the trend in the relative price
of PDE and the associated increase in the share of PDE in aggregate output (see Table 1)
can be accounted for in a growth model in which most growth is due to capital-embod-
ied technical change. In addition, the authors argue that other potential explanations for
the price and quantity trends are implausible or boil down to essentially the same expla-
nation. '*

Greenwood et al. (1997) apply their model of growth to reevaluate conventional
estimates of the importance of technological change in improving standards of living. This
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line of research is called growth accounting. The effects of technical change using standard
models, like the ones briefly described above, can be summarized by multifactor produc-
tivity, which is also called the Solow residual. Multifactor productivity is an index of the
quantity of aggregate output that can be produced using a fixed quantity of (quality-ad-
justed) capital and labor. The higher the multifactor productivity, the more output can be
produced. Traditionally, most of growth is viewed as being due to improvements in multi-
factor productivity. Greenwood et al. (1997) use their model to show that approximately 60
percent of all improvements in productivity can be attributed to capital-embodied technical
change, while the multifactor productivity index accounts for the rest. This says that capi-
tal-embodied technical change is a fundamental part of growth.

Business Cycle Theory

To assess the cyclical evidence on relative prices, we need to understand how various
shocks to the economy might influence the cost of investment goods compared with
consumption goods. Figure 8 displays a production possibilities frontier (PPF) for
consumption and investment goods. The PPF depicts the various quantities of consumption
and investment goods that can be produced if capital and labor are fully employed and used
efficiently. The shape of the frontier reflects the fact that, holding fixed the quantity of la-
bor and capital employed in producing goods, it is costly to shift production toward either
producing more consumption goods or more investment goods.!> This is reflected in the
figure by the increase in the (absolute value of the) slope of the frontier as one moves from
the upper left to the lower right. In a competitive equilibrium, the slope of the frontier
equals the relative price of the goods. Hence, as more investment goods are produced, the
relative price of investment goods rises.

The PPF summarizes the supply side of the economy. The actual price in a competi-
tive equilibrium is determined by the interaction of the demand for consumption and in-
vestment goods with the supply. Suppose that the demand for consumption and investment
goods dictates that the quantity of consumption goods and investment goods actually
produced is given by Cj and I, in Figure 8. Now, suppose a Keynesian demand shock—for
example, an increase in the money supply which lowers interest rates—increases the
demand for investment goods relative to consumption goods. Since this is a demand shock,

consumption

investment

Figure 8 Effect of increase in demand for investment goods.
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the PPF in Figure 8 does not change. The change in demand leads to a movement down the
frontier, say to a point where consumption and investment are given by C; and /,. Since the
slope of the frontier is steeper at this point, the relative price of investment goods must rise.
If aggregate output is driven by shocks to investment demand, then the price of investment
goods is predicted to be procyclical.

An aggregate supply shock has a similar implication. The conventional assumption
about these kinds of shocks is that they raise multifactor productivity and influence all pro-
duced goods symmetrically. This is shown in Figure 9 as a proportional shift out in the solid
line PPF to the dashed line PPF. The dashed line PPF has been drawn so that its slope is
identical to the slope of the solid line PPF along a straight line from the origin. This means
that if the ratio of consumption to investment goods produced before and after the
technology shock is constant, then the relative price of investment goods will be un-
changed. However, this is not what is predicted in standard models. These models say that
when a good technology shock arrives, which raises the productivity of all factors of
production, the optimal response of individuals is to smooth consumption. That is, riot have
consumption change too much in the short run. The result of this is that investment rises
more than consumption. In Figure 9, this is represented by consumption and investment
changing from C, and I, before the productivity shock to C; and I, after the shock. It
follows that the price of investment goods must rise in this case as well. Since output also
rises with a positive technology shock, the price of investment goods is predicted to be
procyclical.'®

In view of the cyclical evidence presented earlier, these model predictions are prob-
lematic. They are consistent with the behavior of residential investment, but inconsistent
with the behavior of the other major components of investment and the broadest measure,
TPI. Why are investment goods prices not procyclical? The two leading explanations in-
volve assumptions about the technology for producing investment goods. One is based on
increasing returns to scale in the production of investment goods (but not consumption
goods). The other is based on a variation in the rate of capital-embodied technical change.
The increasing returns view assumes that the more investment goods that are produced, the
less costly it is to produce a unit of investment goods. One way to represent this is shown
in Figure 10, which displays a pseudo-PPF.!” Notice that the shape is different from
Figures 8 and 9. Now when more investment goods are produced relative to consumption

consumption

investment

Figure 9 Effect of increase in multifactor productivity.
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consumption

investment

Figure 10 Increasing returns to scale case.

goods, the price of investment goods falls. In this case, both aggregate technology shocks
and Keynesian demand shocks can lead to countercyclical relative prices.

To understand the embodied technology view, consider an increase in the
productivity of producing investment goods that has no direct impact on the production of
consumption goods. This could take the form of improvements in the efficiency of -pro-
ducing investment goods. It could also take the form of an improvement in the quality of
investment goods produced so that a given quantity of capital and labor can produce a
higher quantity of quality-adjusted goods. Either way, we can represent the change in tech-
nology as in Figure 11. The improvement in technology is shown by the shift from the solid
to the dashed frontier. Along the dashed frontier, for each quantity of consumption goods
produced, more investment goods can be produced. Moreover, along any straight line from
the origin, the slope of the dashed frontier is flatter than the solid frontier. That is, for any
fixed ratio of consumption to investment goods, the investment goods are cheaper in terms
of consumption goods after the change in technology. Now, after the increase in
technology, there will be a shift in favor of the production of investment goods. If this shift
is strong enough, the movement along the dashed frontier could in principle raise the in-
vestment good price. In practice, this does not happen. Since aggregate output rises after
this kind of technology shock, if business cycles are in part driven by this kind of distur-
bance, then investment good prices could be countercyclical.

consumption

investment

Figure 11  Effect of increase in capital-embodied technology.
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EVALUATING THE THEORIES

Beyond the work of Greenwood et al. (1997), little has been done to evaluate the
plausibility of the capital-embodied technological change theory of the trend evidence on
investment prices. However, more work has been done to evaluate the differing views on
the cyclicality of investment good prices.

Generally, the empirical evidence seems to go against the increasing returns
interpretation of the cyclical evidence on prices. Harrison (1998) examines annual data on
capital, labor, and value added in various industries in the consumption good sector and the
investment good sector. She finds some empirical support for increasing returns associated
with capital and labor in the production of investment goods. However, she does not find a
sufficient degree of increasing returns to generate increasing returns in the factor of pro-
duction, labor, that is variable in the short run. Consequently, the work does not support the
increasing returns view. Other research on measuring increasing returns focuses on the
manufacturing sector. Basu and Fernald (1997), Burnside (1996), and Burnside, Eichen-
baum, and Rebelo (1995) have overturned previous empirical claims of increasing returns
in the manufacturing sector, including capital equipment industries.

Other empirical work attempts to address a key implication of the increasing returns
view—that the supply curve for investment goods slopes down. That is, holding other
things constant, the cost of investment goods is diminishing in the quantity of investment
goods produced. Shea (1993), in a study of many sectors of the economy, uses instrumen-
tal variables econometric techniques to distinguish supply shocks from demand shocks to
trace out the slope of supply curves. The author’s main conclusion is that, broadly
speaking, supply curves slope up. Goolsbee (1998) focuses specifically on the supply of
capital goods and uses a series of “natural experiments” (involving periodic changes in
federal laws providing for investment tax credits) to identify a disturbance that affects the
demand for investment goods but not the supply. He finds clear evidence of an upward
sloping investment supply curve. To summarize, empirical work on the sign of the slope of
the investment good supply schedule finds that it is positive.

Other research assesses the plausibility of the embodied technology view. Christiano
and Fisher (1998) and Greenwood et al. (1998) evaluate business cycle models in which a
major driving force for fluctuations is variations in capital-embodied technical change.
They test the embodied technology view by examining the ability of their models to ac-
count for various business cycle phenomena. Both studies find that their models do about
as well as other business cycle models in accounting for business cycle phenomena. As a
measure of the importance of capital-embodied technical change as a driving force for
business cycles, Greenwood et al. (1998) find that about 30 percent of business cycle vari-
ation in output can be attributed to this kind of shock. Christiano and Fisher (1998), in a
very different model, find that about three-quarters of output fluctuations are due to this
shock. Either way, the evidence suggests that variation in the rate of technical change
embodied in capital equipment accounts for a significant proportion of business cycle
variation in output.

New Evidence

Some new research attempts to distinguish the increasing returns view from the embodied
technology view of the cyclical behavior of investment good prices. This evidence is based
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on two econometric procedures designed to identify disturbances to the aggregate economy
that influence the demand for investment goods, but leave supply unchanged. The specific
shocks considered are an exogenous increase in government purchases (that is an increase
in government purchases that is unrelated to developments in the economy) and an exoge-
nous monetary contraction.

In the government spending case, the idea is to investigate how particular investment
quantities and prices respond to an exogenous increase in government purchases. The
exogenous increase in government spending takes the form of a large military buildup
(specifically the Korean war, the Vietnam war, and the Carter—Reagan buildup). The
methodology is identical to that employed by Eichenbaum and Fisher (1998).'® Figure 12
displays the estimates, which are based on quarterly data for 1947:Q1-98:Q3. The first row
of Figure 12 plots the response to an exogenous increase in government purchases of real
investment in PDE and RSE (solid lines) along with a 68 percent confidence band (gray
lines). The second row plots the corresponding relative price responses. Interestingly, PDE
investment rises and RSE investment falls.'® Under the increasing returns view, we would
expect the PDE price to fall and the RSE price to rise. The second row of plots indicates
that the RSE price response is inconsistent with the increasing returns view, while the PDE
price response seems to confirm it.

The monetary shocks case examines how quantities and prices of PDE and RSE
respond to an estimate of a contractionary monetary disturbance. The methodology is
standard® and has been summarized by Christiano (1996) (see also Christiano, Eichen-
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Figure 12 Response of investment quantities and prices to exogenous increase in government pur-
chases. Notes: Black lines are point estimates of the responses; the colored lines are a symmetric 68
percent confidence band. Source: Author’s calculations from data extracted from DRI Basic Eco-
nomics database, 1959-98.
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baum, and Evans, 1999). The estimated responses (along with a 95 percent confidence
interval) are presented in Figure 13. Looking at the quantities in the first row of plots,
notice that both PDE and RSE fall after an exogenous monetary contraction. Under the
increasing returns view, one would expect the prices of both investment goods to rise.
Studying the second row of plots, we see that the PDE price response is not significantly
different from zero and the RSE price drops significantly.

Taken together, the evidence on the responses of RSE prices and quantities to
government spending and monetary shocks goes against the increasing returns view. It
conforms to a standard neoclassical view of investment, in the sense that it is consistent
with the discussion of the production possibilities frontier in Figure 8. Of course, the
increasing returns view is really intended to apply to PDE investment. The responses of
PDE prices and quantities provide mixed signals. The responses to a monetary shock pro-
vide evidence neither for nor against increasing returns, since the quantity falls but the price
response is not very precisely estimated and could be either positive, negative, or zero. The
responses to a government spending shock might be viewed as evidence in favor of in-
creasing returns. However, one interpretation of the PDE price response in this case is that
it is dominated by the Korean war military buildup. This occurred just after World War 11,
when military spending had fallen from very high levels. The increasing returns that could
support a lower price with higher investment might conceivably be due to the resumption
of large-scale production at facilities that had been operating far below minimum efficient
scale. If this is true, it seems more like a special case than an enduring feature of the U.S.
economy.
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Figure 13 Response of investment quantities and prices to an exogenous monetary contraction.
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CONCLUSION

In this article, I have presented evidence on trends and business cycle variation in the prices
of investment goods relative to nondurables and services consumption. This evidence
seems to go against conventional views of both business cycles and growth. How can one
reconcile theory with the evidence? The leading views include one based on increasing
returns to scale in the production of investment goods and another based on capital-
embodied technical change. While some of the evidence I presented could be viewed as
supporting the increasing returns view, generally, there is little empirical support for
increasing returns. At this point, then, the leading candidate to reconcile theory with the
data appears to be the one based on capital-embodied technical change, that is, the
embodied technology view.

This conclusion has implications for our understanding of growth and business
cycles, future research on these subjects, and policy. The prospect of a comprehensive
theory of growth and business cycles is appealing because of its simplicity. Disembodied
technical change has gained credence for its supposed ability to account for growth and
business cycles. Yet, the theory of business cycles based on disembodied technology has
always been problematic because the shocks are hard to interpret. The growth accounting
results of Greenwood et al. (1997) bring into question the growth implications of this the-
ory as well. In the search for a comprehensive theory of growth and business cycles, then,
advances in capital-embodied technology seem to offer a promising alternative. In addition,
they provide a much more tangible notion of growth. These considerations suggest that fu-
ture research on growth and business cycles that emphasizes capital-embodied technical
change may be fruitful.

If growth and business cycles are originating from changes in capital-embodied
technology, then the models we use for policy analysis have to incorporate this and, con-
sequently, policy recommendations could change. To the extent that technological change
is embodied in capital equipment, government policies that affect equipment investment
could have a dual impact on growth via the quality and the quantity of capital goods. This
could mean, for example, that investment tax credits directed toward improvements in the
efficiency of capital equipment could have a significant impact on growth. More research
is required to uncover the full implications of this.

The implications for stabilization policy of the embodied technology view are less
obvious. The fact that it seems to supplant the increasing returns view means that the argu-
ments for interventionist stabilization policy that this view supports are less compelling.
For example, increasing returns could provide scope for policy intervention, because it
either involves externalities or is inconsistent with perfect competition. Moreover, it makes
animal spirits models more plausible, which also has implications for stabilization policy
(see, for example, Christiano and Harrison, 1999). The embodied technology view is more
in line with the real business cycle tradition, in which policy interventions are counterpro-
ductive. Real business cycle theory says that the business cycle is largely the result of
optimal behavior by individuals in the economy interacting, for the most part, in perfectly
competitive markets. Any policy interventions in such an environment tend to reduce
overall welfare. To the extent that the embodied technology view is more compelling than
previous incarnations of real business cycle models, it lends greater support to the argument
that interventionist stabilization policy cannot improve the well-being of any individual in
the U.S. economy without hurting some other individual. Of course, this still leaves open
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the possibility that equity considerations might be used to defend interventionist stabiliza-
tion policy.

NOTES

1. Equivalently, higher quality goods of all kinds can be produced with the same amount of capi-
tal and labor. As described in more detail below, new models of endogenous growth have re-
duced forms, which have similar implications for growth accounting to those of models written
in terms of exogenous disembodied technical change.

2. Examples of textbooks that emphasize the IS-LM model are Abel and Bernanke (1997), Gor-
don (1998), Hall and Taylor (1997), and Mankiw (1997).

3. For a survey of theories based on animal spirits, see Farmer (1993).

4. A good summary of this view is Prescott (1986). For a discussion of how this view can be used
to explain the 1990-91 recession, see Hansen and Prescott (1993).

5. This section relies heavily on Christiano and Fitzgerald (1998, pp. 58-59).

6. This is the empirical counterpart to investment as it is usually defined in the real business cycle
literature.

7. The aggregation in this table is identical to the aggregation used by the BEA, except for “resi-
dential,” which is calculated as the chain-weighted aggregate of “residential structures and
equipment” and “consumer durable.” See Box 1 for the chain-weighting procedure.

8. For TPI and GDP, y, the nominal shares in the firstrow are P 77/ g [*!/(P ¢ ?) and the real shares
are ¢ 7"'/q% Nominal and real shares for investment good i in the other rows are given by
P iq (P T4 I*") and the real shares are g /g 7’

9. In the notation used above, the black lines are (the natural logarithm of) p ! for i corresponding
to the 20 types of investment listed in Table 1 over the period for which data are available.

10. Many of the trends evident in Figure 2 are not apparent in the NIPA fixed-weighted constant
1982 dollar and earlier NIPA data. In a very influential book, Gordon (1989) argued that the
conventional BEA treatment of investment good quality severely underestimated the degree of
quality change in investment goods. His analysis was the first to show that there is a substantial
downward trend in the prices of PDE and CD. The BEA now incorporates many of the adjust-
ments for quality change advocated by Gordon (1989).

11. The procedure used to extract the business cycle component of the relative price data involves
the application of a linear filter. This, combined with the fact that this filter is applied to the
natural logarithm of the relative prices, implies that the business cycle component of each
relative price is the business cycle component of the relevant investment deflator minus the
business cycle component of the consumption deflator.

12.  For a comprehensive review of this literature, see Barro and Sala-i-Martin (1995).

13, The assumption of constant returns to scale is usually based on a replication argument. A fixed
quantity of capital and labor applied to produce x amount of some good can always be applied
again to produce another x of the good. That is, increasing the quantity of factors of production
by some proportion changes the amount produced by the same proportion. This argument seems
harder to apply in the case of technology. For example, suppose a group of researchers have
discovered a new process for making steel. If another group of researchers make the same
discovery, there is no net improvement in knowledge. In this case, there would be decreasing
returns. On the other hand, fixed costs or advantages to having many researchers working on
similar projects may mean that increasing returns to scale are important in the process of
knowledge creation.

14. Greenwood et al. (1997) show how the research and development and human capital classes of
models can be used to account for the evidence, if these activities have a disproportionate
impact on the production of equipment compared with consumption goods. Two explanations -
they consider differ fundamentally from their basic story. They both involve a two-sector
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15.

16.

17.

18.

19.

20.

interpretation of the evidence, in which equipment and consumption goods are produced in
separate sectors (using separate production functions). In one case, the production functions
have different factor shares, that is, the different goods require capital and labor in different pro-
portions to produce a unit of the good. The authors conclude that the “prospect for explaining
the relative price decline with a two-sector model based on differences in share parameters
looks bleak, given the implausibly large differences required in the structure of production
across sectors (p. 358).” The other explanation involves an externality in the production of
investment goods. Specifically, the productivity of factors in the investment good sector is
increasing in the quantity of investment goods along the lines described in Romer (1986).
Greenwood et al. (1997) show that this explanation can, in principle, account for the trend
evidence. However, this theory relies on an externality which is difficult to identify empirically.
Some evidence on increasing returns to scale, which the production externality implies, ‘is
discussed below. Generally, there is little empirical support for this view.

The shape of the frontier can be justified by standard neoclassical assumptions about how goods
are produced, in particular that they are produced using constant returns to scale production
functions in labor and capital and that it is costly to transfer labor and/or capital across sectors
producing consumption goods and sectors producing investment goods. Note that adjustment
costs in the installation of investment goods affect the relative price of installed capacity, not
the relative price of investment goods.

This discussion assumes that the shares of factors in production are identical in producing
consumption and investment goods and/or that there are costs of adjusting factors of production
across sectors. It is possible for the price of investment goods to be countercyclical in this type
of model if the share of labor in production is greater in the consumption sector than in the
investment goods sector. As long as factors of production are perfectly mobile across sectors
(that is, there are no costs to shifting factors across sectors), an increase in technology lowers
the price of investment goods in this case. Factor shares are difficult to measure, so assessing
the plausibility of this possibility is difficult. However, the Greenwood et al. (1997) results for
long-run trends suggest that the differences in factor shares required to reconcile the empirical
evidence on prices with this explanation may be implausible. Also, it is implausible to assume
that there are no costs of shifting factors of production across sectors.

This frontier does not necessarily reflect true technological possibilities, but takes into account
the restrictions on individual decisionmaking, such as individuals not internalizing a production
externality, such that the points on the frontier are consistent with optimizing behavior of pro-
ducers.

The methodology is identical to that employed by Eichenbaum and Fisher (1998). This
methodology uses four variables, in addition to the investment good quantity and price vari-
ables, in a vector autoregression, along with a dummy variable which takes on the value zero at
all dates except 1950:Q3, 1965:Q1 and 1980:Q1, in which cases the variable equals unity.
These dates correspond to the beginning of three large military buildups. The key identifying
assumption is that these buildups were exogenous events. For further discussion, see Edelberg,
Eichenbaum, and Fisher (1999). The four variables are the log level of time ¢ real GDP, the net
three-month Treasury bill rate, the log of the Producer Price Index of crude fuel, and the log
level of real defense purchases, g,. Six lags were used. The plotted responses in Figure 12 cor-
respond to the average response of the indicated variable across the three military buildup
episodes, taking into account the endogenous variation in the variable.

See Edelberg, Eichenbaum, and Fisher (1999) for a discussion of how this evidence can be ex-
plained within the context of a standard neoclassical model.

Technically, I estimate a vector autoregression in the deflator for nondurables and services, real
GDP, an index of changes in sensitive materials prices, the federal funds rate, plus the
investment price and quantity I am interested in. All variables except the federal funds rate are
first logged. The impulse response functions in Figure 13 correspond to an orthoganalized
innovation in the federal funds rate. The orthoganalization procedure assumes the order of the
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vector autoregression is the same as listed in the text and a triangular decomposition. Ordering
is not important for the investment responses as long as standard assumptions are made about
the variables that precede the federal funds rate in the ordering (see Christiano, Eichenbaum,
and Evans, 1999). Finally, the standard errors are computed using the procedure described by
Christiano, Eichenbaum, and Evans (1999).
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Social Norms and Economic Theory

Jon Elster
Professor of Political Science and Philosophy, University of Chicago, Chicago, Illinois

One of the most persistent cleavages in the social sciences is the opposition between two
lines of thought conveniently associated with Adam Smith and Emile Durkheim, between
homo economicus and homo sociologicus. Of these, the former is supposed to be guided by
instrumental rationality, while the behavior of the latter is dictated by social norms. The
former is “pulled” by the prospect of future rewards, whereas the latter is “pushed” from
behind by quasi-inertial forces (Gambetta, 1987). The former adapts to changing
circumstances, always on the lookout for improvements. The latter is insensitive to cir-
cumstances, sticking to the prescribed behavior even if new and apparently better options
become available. The former is easily caricatured as a self-contained, asocial atom, and
the latter as the mindless plaything of social forces. In this chapter I characterize this con-
trast more fully, and discuss attempts by economists to reduce norm-oriented action to
some type of optimizing behavior.'

Rational action is concerned with outcomes. Rationality says: If you want to achieve
Y, do X. By contrast, I define social norms by the feature that they are not outcome-oriented.
The simplest social norms are of the type: Do X, or: Don’t do X. More complex norms
say: If you do ¥, then do X, or: If others do ¥, then do X. More complex norms still might
say: Do X if it would be good if everyone did X. Rationality is essentially conditional and
future-oriented. Social norms are either unconditional or, if conditional, are not future-ori-
ented. For norms to be social, they must be shared by other people and partly sustained by
their approval and disapproval. They are also sustained by the feelings of embarrassment,
anxiety, guilt and shame that a person suffers at the prospect of violating them. A person
obeying a norm may also be propelled by positive emotions, like anger and indignation.
Dijilas (1958, p. 107) refers to the feeling of a person enacting the norms of vengeance in
Montenegro as “the wildest, sweetest kind of drunkenness.” Social norms have a grip on
the mind that is due to the strong emotions they can trigger.

This initial statement somewhat exaggerates the mechanical, unreflective character
of norm-guided behavior. Social norms offer considerable scope for skill, choice, interpre-
tation and manipulation. For that reason, rational actors often deploy norms to achieve their
ends. Yet there are limits to the flexibility of norms, otherwise there would be nothing to
manipulate.

Reprinted from: Journal of Economic Perspectives, v. 3, n. 4 (Fall 1989) 99-117.
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Social norms must be distinguished from a number of other, related phenomena.
First, social norms differ from moral norms. Some moral norms, like those derived from
utilitarian ethics, are consequentialist. Secondly, social norms differ from legal norms.
Legal norms are enforced by specialists who do so out of self-interest: they will lose their
job if they don’t. By contrast, social norms are enforced by members of the general com-
munity, and not always out of self-interest (see below). Thirdly, social norms are more than
the convention equilibria described by Robert Sugden. As Sugden explains, the evolution
of a convention equilibrium is guided by whether the conventions lead to a substantively
better outcome. I argue below, however, that many social norms do not benefit anyone.
Fourthly, social norms differ from private norms, the self-imposed rules that people con-
struct to overcome weakness of will (Ainslie 1982, 1984, 1986). Private norms, like social
norms, are non-outcome-oriented and sustained by feelings of anxiety and guilt. They are
not, however, sustained by the approval and disapproval of others since they are not, or not
necessarily, shared with others. Finally, norm-guided behavior must be distinguished from
habits and compulsive neuroses. Unlike social norms, habits are private. Unlike private
norms, their violation does not generate self-blame or guilt. Unlike neuroses and private
norms, habits are not compulsive. Unlike social norms, compulsive neuroses are highly
idiosyncratic. Yet what in one culture looks like a compulsive neurosis may, in another
society, be an established social norm (Fenichel 1945, p. 586). Compulsive revenge be-
havior could be an example (Djilas, 1958).

To fix our ideas, let me give some examples of social norms.

Consumption norms regulate manners of dress, manners of table and the like. As
shown by Proust’s masterful account of life in the Guermantes circle, conformity with such
norms can be vitally important to people, in spite of the fact that nothing of substance seems
to be at stake. Pierre Bourdieu (1979) has extended the notion of consumption norms to
cover cultural behavior: which syntax, vocabulary and pronunciation do you adopt? which
movies do you see? which books do you read? which sports do you practice? what kind of
furniture do you buy?

Norms against behavior “contrary to nature” include rules against incest, cannibal-
ism, homosexuality and sodomy. The rule against cannibalism allows, however, for
exceptions in case of force majeure (Edgerton, 1985, p. 51). The point obtains quite
generally: Whenever there is a norm, there are often a set of adjunct norms defining legit-
imate exceptions. Often, these are less explicit than the main norm, and rely heavily on
judgment and discretion.

Norms regulating the use of money often become legal, like the law against buying
and selling votes. Often, however, they remain informal, like the norm against buying into
a bus queue or the norm against asking one’s neighbor to mow one’s lawn for money. I dis-
cuss both of these cases later.

Norms of reciprocity enjoin us to return favors done to us by others (Gouldner, 1960).
Gift-giving is often regulated by these norms. There may not be an unconditional norm of
giving Christmas presents to a first cousin, but once the cousin begins to give me a gift I
am under an obligation to return it.

Norms of retribution enjoin us to return harms done to us by others. Rules regulating
revenge are often highly elaborate (Hasluck, 1954; Boehm, 1984; Miller, 1990). Neverthe-
less, revenge often seems to be contrary to self-interest: “Who sees not that vengeance,
from the force alone of passion, may be so eagerly pursued as to make us knowingly ne-
glect every consideration of ease, interest, or safety?” (Hume, 1751, Appendix II).

Work norms. The workplace is a hotbed for norm-guided action. There is a social
norm against living off other people and a corresponding normative pressure to earn one’s
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income from work (Elster, 1988). At the workplace one often finds informal norms among
the workers that regulate their work effort. Typically, these set lower as well as upper lim-
its on what is perceived as a proper effort: neither a chiseler nor a ratebuster be (Roethlis-
berger and Dickson, 1939, p. 522). Akerlof (1980) argues that employed workers have a
“code of honor” that forbids them to train new workers who are hired to do the same job
for lower wages.?

Norms of cooperation. There are many outcome-oriented maxims of cooperation. A
utilitarian, for instance, would cooperate if and only if his contribution increases the
average utility of the members in the group. There are also, however, non-outcome-ori-
ented norms of cooperation. One is what one may call “everyday Kantianism:” cooperate
if and only if it would be better for all if all cooperated than if nobody did. Another is a
“norm of fairness:” cooperate if and only if most other people cooperate. Among the
phenomena based on norms of cooperation one may cite voting (Barry, 1979) and tax
compliance (Laurin, 1986).

Norms of distribution regulate what is seen as a fair allocation of income or other
goods. In democratic societies, the norm of equality is especially strong. As Tocqueville
(1969, p. 505) wrote: “the passion for equality seeps into every corner of the human heart,
expands and fills the whole. It is no use telling them that by this blind surrender to an
exclusive passion they are compromising their dearest interests; they are deaf.” People may
be willing to take a loss rather than accept a distribution they find unfair (Kahneman,
Knetsch and Thaler, 1986). The solution concept for cooperative bargaining proposed by
Kalai and Smorodinsky (1975) embodies a norm of fair distribution (McDonald and Solow,
1981, pp. 905-6).

Drawing on these examples, I shall consider a number of arguments that have been
made to the effect that social norms are “nothing but” instruments of individual, collective
or genetic optimization. First, however, I want to make two brief remarks.

To accept social norms as a motivational mechanism is not to violate methodologi-
cal individualism. True, many sociologists who have stressed the importance of social
norms have also advocated methodological holism (e.g. Durkheim, 1958), but there is no
logical connection between these views. Social norms, as I understand them here, are
emotional and behavioral propensities of individuals.

To accept social norms as a motivational mechanism is not to deny the importance
of rational choice. One eclectic view is that some actions are rational, others are
norm-guided. A more general and more adequate formulation would be that actions
typically are influenced both by rationality and by norms. Sometimes, the outcome is
a compromise between what the norm prescribes and what rationality dictates. The subjects
in the experiment of Kahneman, Knetsch and Thaler (1986) who rejected very unfair
distributions, preferring to take nothing rather than to be exploited by others, did
accept mildly skewed distributions. At other times, rationality acts as a constraint on
social norms. Many people vote out of civic duty, except when the costs become very
high. Conversely, social norms can act as a constraint on rationality. Cutthroat competi-
tiveness in the market can go together with strict adherence to norms of honesty (Coleman,
1982).

ARE NORMS RATIONALIZATIONS OF SELF-INTEREST?

Is it true, as argued by early generations of anthropologists and sociologists, that norms are
in the saddle and people merely their supports? Or is it true, as argued by more recent gen-
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erations, that rules and norms are just the raw material for strategic manipulation or, per-
haps, for unconscious rationalization?

Sometimes, people will invoke a social norm to rationalize self-interest. Suppose my
wife and I are having a dinner party for eight, and that four persons have already been in-
vited. We discuss whether to invite a particular couple for the last two places, and find our-
selves in disagreement, for somewhat murky reasons. I like the woman of the couple, and
my wife doesn’t like it that I like her. But we don’t want to state these reasons. (Perhaps
there is a social norm against doing so.) Instead we appeal to social norms. I invoke the
norm of reciprocity, saying, “Since they had us over for dinner, it is our turn to invite them
now.” My wife invokes another norm: “Since we have already invited two single men, we
must invite two women, to create a balance.”

In wage negotiations, sheer bargaining power counts for much. Appeals to accepted
social norms can also have some efficacy, however. There is a norm of fair division of the
surplus between capital and labor. Employers will appeal to this norm when the firm does
badly, workers when it does well. There is a norm of equal pay for equal work. Workers
will appeal to this norm when they earn less than workers in similar firms, but not when
they earn more. The norm of preservation of status, or wage differences, can also be ex-
ploited for bargaining purposes.

Social psychologists have studied norms of distribution to see whether there is any
correlation between who subscribes to a norm and who benefits from it. Some findings
point to the existence of a “norm of modesty:” high achievers prefer the norm of absolute
equality of rewards, whereas low achievers prefer the norm of equity, or reward propor-
tionally to achievement (Mikula, 1972; Kahn, Lamm and Nelson, 1977; Yaari and Bar-
Hillel, 1988). More robust, however, are the findings which suggest that people prefer the
distributive norms which favor them (Deutsch, 1985, Ch. 11; Messick and Sentis, 1983).
This corresponds to a pattern frequently observed in wage discussions. Low-income groups
invoke a norm of equality, whereas high-income groups advocate pay according to
productivity.

_ Conditional norms lend themselves easily to manipulation. There is, for instance, a
general norm that whoever first proposes that something be done has a special responsibil-
ity for making sure that it is carried out. This can prevent the proposal from ever being
made, even if all would benefit from it. A couple may share the desire to have a child and
yet neither may want to be the first to lance the idea, fearing that he or she would then get
special child-caring responsibility.®> The member of a seminar who suggests a possible
topic for discussion is often saddled with the task of introducing it. The person in a
courtship who first proposes a date is at a disadvantage (Waller, 1937). The fine art of in-
ducing others to make the first move, and of resisting such inducements, provides instances
of instrumentally rational exploitation of a social norm.

Some have said that this is all there is to norms: they are tools of manipulation, used
to dress up self-interest in more acceptable garb. But this cannot be true. Some norms, like
the norm of vengeance, obviously override self-interest. In fact, the cynical view of norms
is self-defeating. “Unless rules were considered important and were taken seriously and fol-
lowed, it would make no sense to manipulate them for personal benefit. If many people did
not believe that rules were legitimate and compelling, how could anyone use these rules for
personal advantage?” (Edgerton, 1985, p. 3). Or again, “if the justice arguments are such
transparent frauds, why are they advanced in the first place and why are they given serious
attention?” (Zajac, 1985, p. 120). If some people successfully exploit norms for self-inter-
ested purposes, it can only be because others are willing to let norms take precedence over
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self-interest. Moreover, even those who appeal to the norm usually believe in it, or else the
appeal might not have much power (Veyne, 1976).

The would-be manipulator of norms is also constrained by the need—in fact, the so-
cial norm—to be consistent. Even if the norm has no grip on his mind, he must act as if it
had. Having invoked the norm of reciprocity on one occasion, I cannot just dismiss it when
my wife appeals to it another time. An employer may successfully appeal to the workers
and get them to share the burdens in a bad year. The cost he pays is that in a good year he
may also have to share the benefits. By making the earlier appeal, he committed himself to
the norm of a fair division of the surplus (Mitchell, 1986, p. 69). The Swedish metal
workers in the 1930s successfully invoked a norm of equality to bring about parity of wages
with workers in the construction industry. Later, when they found themselves in a stronger
bargaining position, their previous appeal to equality forced them to pull their punches
(Swenson, 1989, p. 60). Finally, the manipulator is constrained by the fact that the
repertoire of norms on which he can draw is, after all, limited. Even if unconstrained by
earlier appeals to norms, there may not be any norm available that coincides neatly with his
self-interest.

When I say that manipulation of social norms presupposes that they have some kind
of grip on the mind since otherwise there would be nothing to manipulate, I am not sug-
gesting that society is made up of two sorts of people: those who believe in the norms and
those who manipulate the believers. Rather, I believe that most norms are shared by most
people—manipulators as well as manipulated. Rather than manipulation in a direct sense,
we are dealing here with an amalgam of belief, deception and self-deception. At any given
time we believe in many different norms, which may have contradictory implications for
the situation at hand. A norm that happens to coincide with narrowly defined self-interest
easily acquires special salience. If there is no norm handy to rationalize self-interest, or if I
have invoked a different norm in the recent past, or if there is another norm which overrides
it, I may have to act against my self-interest. My self-image as someone who is bound by
the norms of society does not allow me to pick and choose indiscriminately from the large
menu of norms to justify my actions, since I have to justify them to myself no less than to
others. At the very least, norms are soft constraints on action. The existence of norms of re-
venge shows that sometimes they are much more than that.

ARE NORMS FOLLOWED OUT OF SELF-INTEREST?

When people obey norms, they often have a particular outcome in mind: they want to avoid
the disapproval—ranging from raised eyebrows to social ostracism—of other people. Sup-
pose I face the choice between taking revenge for the murder of my cousin and not doing
anything. The cost of revenge is that I might in turn be the target of a counter-vengeance.
At worst, the cost of not doing anything is that my family and friends desert me, leaving me
out on my own, defenselessly exposed to predators. At best, I will lose their esteem and my
ability to act as an autonomous agent among them. A cost-benefit analysis is likely to tell
me that revenge (or exile) is the rational choice. More generally, norm-guided bebavior is
supported by the threat of social sanctions that make it rational to obey the norms. Akerlof
(1976) argues, along these lines, that in India it is rational to adhere to the caste system,
even assuming that “tastes” are neutral.

In response to this argument, we can first observe that norms do not need external
sanctions to be effective. When norms are internalized, they are followed even when vio-
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lation would be unobserved and not exposed to sanctions. Shame or anticipation of it is a
sufficient internal sanction. I don’t pick my nose when I can be observed by people on a
train passing by, even if I am confident that they are all perfect strangers whom I shall never
see again and who have no power to impose sanctions on me. I don’t throw litter in the park,
even when there is nobody around to observe me. If punishment was merely the price tag
attached to crime, nobody would feel shame when caught. People have an internal
gyroscope that keeps them adhering steadily to norms, independently of the current reac-
tions of others.

A second answer to the claim that people obey norms because of the sanctions
attached to violations of norms emerges if we ask why people would sanction others for
violating norms. What’s in it for them? One reply could be that if they do not express their
disapproval of the violation, they will themselves be the target of disapproval by third
parties. When there is a norm to do X, there is usually a “meta-norm” (Axelrod, 1986) to
sanction people who fail to do X, perhaps even a norm to sanction people who fail to sanc-
tion people who fail to do X. As long as the cost of expressing disapproval is less than the
cost of receiving disapproval for not expressing it, it is in one’s rational self-interest to
express it. Now, expressing disapproval is always costly, whatever the target behavior. At
the very least it requires energy and attention that might have been used for other purposes.
One may alienate or provoke the target individual, at some cost or risk to oneself. Oppor-
tunities for mutually beneficial transactions are lost when one is forbidden to deal with an
ostracized person. By contrast, when one moves upwards in the chain of actions, beginning
with the original violation, the cost of receiving disapproval falls rapidly to zero. People do
not usually frown upon others when they fail to sanction people who fail to sanction
people who fail to sanction people who fail to sanction a norm violation.* Consequently,
some sanctions must be performed for other motives than the fear of being sanctioned.

DO NORMS EXIST TO PROMOTE SELF-INTEREST?

I believe that for many economists an instinctive reaction to the claim that people are mo-
tivated by irrational norms would be that on closer inspection the norms will turn out to
be disguised, ultrasubtle expressions or vehicles of self-interest. Gary Becker (1976, pp.
5, 14) argues, for example, that the “combined assumptions of maximizing behavior,
market equilibrium and stable preferences, used relentlessly and unflinchingly . . . pro-
vides a valuable unified framework for understanding all human behavior.” This view
suggests that norms exist because they promote self-interest, over and above the avoid-
ance of sanctions.

Some social norms can be individually useful, such as the norm against drinking or
overeating. Moreover, people who have imposed private norms on their own behavior may
join each other for mutual sanctioning, each in effect asking the others to punish him if he
deviates, while being prepared to punish them if they do not punish him. Alcoholics
Anonymous provide the best-known example (Kurtz, 1979, p. 215): “Each recovering
alcoholic member of Alcoholics Anonymous is Kept constantly aware, at every meeting,
that he has both something to give and something to receive from his fellow alcoholics.”
Most norms, however, are not social contracts of this kind.

It might also be argued that social norms are individually useful in that they help
people to economize on decision costs. A simple mechanical decision rule may, on the
whole and in the long run, have better consequences for the individual than a fine-tuned
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search for the optimal decision. This argument, however, confuses social norms and habits.
Habits certainly are useful in the respect just mentioned, but they are not enforced by other
people, nor does their violation give rise to feelings of guilt or anxiety.

A further argument for the view that it is individually rational to follow norms is that
they lend credibility to threats that otherwise would not be believable. They help, as it were,
to solve the problem of time inconsistency. Vendettas are not guided by the prospect of fu-
ture gain but triggered by an earlier offense. Although the propensity to take revenge is not
guided by consequences, it can have good consequences. If other people believe that I
invariably take revenge for an offense, even at great risk to myself, they will take care not
to offend me. If they believe that I will react to offense only when it is in my interest to
react, they need not be as careful. From the rational point of view, a threat is not credible
unless it will be in the interest of the threatener to carry it out when the time comes. The
threat to kill oneself, for instance, is not rationally credible. Threats backed by a code of
honor are very effective, since they will be executed even if it is in the interest of the
threatener not to do so.

This observation, while true, does not amount to an explanation of the norm of
vengeance. When a person guided by a code of honor has a quarrel with one who is
exclusively motivated by rational considerations, the first will often have his way. Butin a
quarrel between two persons guided by the code, both may do worse than if they had agreed
to let the legal system resolve their conflict. (Mafiosi seem to do better for themselves in
the United States than in Sicily.) Since we are talking about codes of honor that are shared
social norms, the latter case is the typical one. The rationality of following the code then
reduces to the desire to avoid sanctions, discussed above.

In any case, one cannot rationally decide to behave irrationally, even when one
knows it would be in one’s interest to do so. To paraphrase Max Weber, a social norm is
not like a taxi from which one can disembark at will. Followers of a social norm abide by
it even when it is not in their interest to do so. In a given situation, following the norm may
be useful, but that is not to say that it is always useful to follow it. Moreover, there is no
presumption that its occasional usefulness can explain why it exists.

The distinction between the usefulness of norms and their rationality can also be
brought out by considering Akerlof’s explanation of why workers refuse to train new
workers who are hired at lower wages. In an analysis of wage rigidity, Assar Lindbeck and
Dennis Snower (1986) argue that the explanation is to be sought in the self-interest of the
employed workers. By keeping potential entrants out, they can capture a greater deal of the
benefits of monopoly power. The weapons at their disposal for keeping the unemployed at
bay include the following:

First, by being unfriendly and uncooperative to the entrants, the insiders are able to
make the entrants’ work more unpleasant than it otherwise would have been and thereby
raise the wage at which the latter are willing to work. In practice, outsiders are com-
monly wary of underbidding the insiders. This behavior pattern is often given an ad hoc
sociological explanation: ‘“‘social mores” keep outsiders from “stealing” the jobs from
their employed comrades. Our line of argument, however, suggests that these mores
may be traced to the entrants’ anticipation of hostile insider reaction and that this
reaction may follow from optimisation behavior of insiders. Second, insiders are usu-
ally responsible for training the entrants and thereby influence their productivity. Thus
insiders may be able to raise their wage demands by threatening to conduct the firm’s
training programs inefficiently or even to disrupt them. . . . In sum, to raise his wage, an
insider may find it worthwhile to threaten to become a thoroughly disagreeable creature.
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The insider may, to be sure, make this threat, but is it credible ? If an outsider is hired,
would it then still be in the insider’s interest to be unfriendly and uncooperative? Since
Lindbeck and Snower (1988, p. 171) believe that “harassment activities are disagreeable to
the harassers,” they ought also to assume that outsiders will recognize this fact and, in con-
sequence, will not be deterred by fear of harassment. I believe Akerlof is right in arguing
that it takes something like a social norm to sustain this behavior. While useful, the
ostracism is not rational.

DO NORMS EXIST TO PROMOTE COMMON INTERESTS?

Among economists, those who do not subscribe to the individual rationality of norms will
mostly argue for their collective rationality, claiming that social norms have collectively
good consequences for those who live by them and that, moreover, these consequences
explain why the norms exist. Most writers on the topic probably use the term “socially
useful” to mean that a society with the norm is at least as good for almost everybody and
substantially better for many than a society in which the norm is lacking, perhaps with an
implied clause that no other norm could bring further Pareto-improvements.

Among those who have argued for the collective optimality of norms, Kenneth
Arrow (1971, p. 22) is perhaps the most articulate and explicit:

It is a mistake to limit collective action to state action. . . . [ want to [call] attention to a
less visible form of social action: norms of social behavior, including ethical and moral
codes. I suggest as one possible interpretation that they are reactions of society to com-
pensate for market failure. It is useful for individuals to have some trust in each other’s
word. In the absence of trust, it would become very costly to arrange for alternative
sanctions and guarantees, and many opportunities for mutually beneficial cooperation
would have to be foregone. Banfield has argued that the lack of trust is indeed one of
the causes of economic underdevelopment.

It is difficult to conceive of buying trust in any direct way (though it can happen
indirectly, e.g. a trusted employee will be paid more as being more valuable); indeed,
there seems to be some inconsistency in the very concept. Non-market action might take
the form of a mutual agreement. But the arrangement of these agreements and especially
their continued extension to new individuals entering the social fabric can be costly. As
an alternative, society may proceed by internalization of these norms to the achievement
of the desired agreement on an unconscious level.

There is a whole set of customs and norms which might be similarly interpreted
as agreements to improve the efficiency of the economic system (in the broad sense of
satisfaction of individual values) by providing commodities to which the price system
is inapplicable.’

1 shall adduce three arguments against this view. First, not all norms are Pareto-im-
provements. Some norms make everybody worse off, or, at the very least, they do not make
almost everybody better off. Secondly, some norms that would make everybody better off
are not in fact observed. Thirdly, even if a norm does make everybody better off, this does
not explain why it exists, unless we are also shown the feedback mechanism that specifies
how the good consequences of the norm contribute to its maintenance.

To support the first argument I shall consider a number of norms that do not appear
to be socially useful in the sense defined. The social sciences being what they are, no con-
clusive proof can be given, but I hope the overall impact of the counterexamples will be
persuasive.
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Consumption norms do not appear to have any useful consequences. If anything,
norms of etiquette seem to make everybody worse off, by requiring wasteful investments
in pointless behaviors. Let me, nevertheless, mention three possible arguments for the
social usefulness of these norms, together with corresponding objections.

First, there is the argument that norms of etiquette serve the useful function of con-
firming one’s identity or membership in a social group. Since the notion of social identity
is elusive, the argument is hard to evaluate, but one weakness is that it does not explain why
these rules are as complicated as they often are. To signal or confirm one’s membership in
a group one sign should be sufficient, like wearing a badge or a tie. Instead, there is often
vast redundancy. The manner of speaking of an Oxford-educated person differs from
standard English in many more ways than what is required to single him out as an Oxford
graduate.

Secondly, there is the argument that the complexity of the rules serves an additional
function, that of keeping outsiders out and upstarts down (Bourdieu, 1979). It is easy to
imitate one particular behavior, but hard to learn a thousand subtly different rules. But that
argument flounders on the fact that working-class life is no less norm-regulated than that
of the upper classes. Whereas many middle-class persons would like to pass themselves off
as members of the upper class, few try to pass themselves off as workers.

Thirdly, one might combine the first and the second position, and argue that norms
simultaneously serve functions of inclusion and exclusion. Evans-Pritchard’s (1940, p.
120) classical argument about the Nuer can help us here. “A man of one tribe sees the peo-
ple of another tribe as an undifferentiated group to whom he has an undifferentiated pattern
of behavior, while he sees himself as a member of a segment of his own group.” Fine-tuned
distinction and gamesmanship within a group is consistent with “negative solidarity” to
wards outsiders. This view is more plausible, but it does not really point to social benefits
of norm following. It is not clear why the working-class as a whole would benefit from the
fact that it contains an infinite variety of local subcultures, all of them recognizably
working-class and yet subtly different from each other in ways that only insiders can un-
derstand. Nor is it clear that the local varieties provide collective benefits to members of the
subculture. One might say, perhaps, that norms are useful in limiting the number of poten-
tial interaction partners to a small and manageable subset, thus making for greater focus and
consistency in social life. A community of norms would then be a bit like a convention
equilibrium, since it is important that one’s partners limit their partners by the same device.
This explanation, however, fails to account for the emotional tonality of norms and for their
capacity to induce self-destructive behavior.

Consider, as a second example, the social norms against behavior “contrary to
nature.” Some of these norms like those against cannibalism and incest, are good candi-
dates for collectively beneficial norms. Everybody benefits from a norm that forces people
to look elsewhere than to other people for food.® Norms against incest may well be optimal
from a number of perspectives: individual, collective or genetic. Norms against sodomy, by
contrast, involve only harmful restrictions of freedom and no benefits. They make
everybody worse off. Norms against homosexuality might also, under conditions of
overpopulation, make everybody worse off.

Many social norms against various uses of money do not appear to be collectively
rational either. Consider the norm against walking up to a person in a bus queue and
asking to buy his place. Nobody would be harmed by this action. Other people in the queue
would not lose their place. The person asked to sell his place is free to refuse. If the
forbidden practice were allowed, some would certainly gain: the norm does not create a
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Pareto-improvement. Yet I cannot assert that it makes everybody worse off, since some
individuals could lose from its abolition. That question can only be answered in a
general-equilibrium model which, to my knowledge, does not exist.

The norm that prevents us from accepting or making offers to mow other people’s
lawn for money seems more promising. Consider a suburban community where all houses
have small lawns of the same size.” Suppose a houseowner is willing to pay his neighbor’s
son ten dollars to mow his lawn, but not more. He would rather spend half an hour
mowing the lawn himself than pay eleven dollars to have someone else do it. Imagine now
that the same person is offered twenty dollars to mow the lawn of another neighbor. It is
easy to imagine that he would refuse, probably with some indignation. But why is mowing
one lawn worth $10 or less, while mowing an identical lawn is worth $20 or more?

Thaler (1980) has suggested, as one possible explanation, that people evaluate losses
and gains foregone differently. (Credit card companies exploit this difference when they
insist that stores advertise cash discounts rather than credit card surcharges.) The house-
owner is more affected by the out-of-pocket expenses that he would incur by paying some-
one to mow his lawn, than by the loss of a windfall income. But this cannot be the full story,
because it does not explain why the houseowner should be indignant at the proposal. Part
of the explanation must be that he doesn’t think of himself as the kind of person who mows
other people’s lawns for money. It isn’t done, to use a revealing phrase that often
accompanies social norms.

One may argue that the norm serves an ulterior purpose. Social relations among
neighbors would be disturbed if wealth differences were too blatantly displayed, and if
some treated others as salaried employees. An unintended consequence of many monetary
deals among neighbors could be the loss of the spontaneous self-help behavior that is a
main benefit from living in a community. By preventing deals, the norm preserves the
community.

The norm could also have a more disreputable aspect, however. The norm against
flaunting one’s wealth may just be a special case of a higher-order norm: Don’t stick your
neck out. “Don’t think you are better than us, and above all don’t behave in ways that make
us think that you think you are better than us” (Sandemose, 1936). This norm, which
prevails in many small communities, can have very bad consequences. It can discourage
the gifted from using their talents, and may lead to their being branded as witches if
nevertheless they go ahead and use them (Thomas, 1973, p. 643—44). By preserving the
community, the norm stifles progress.

It is plausible that norms of reciprocity do, on the whole, have good consequences.
Even in this case, however, there are counterexamples, since these norms can become the
object of strategic manipulation. An extreme example of such ambiguous altruism is found
in Colin Turnbull’s description of gift and sacrifice in this society among the miserable Ik
of Uganda:

These are not expressions of the foolish belief that altruism is both possible and desir-
able: they are weapons, sharp and aggressive, which can be put to divers uses. But the
purpose for which the gift is designed can be thwarted-by the non-acceptance of it, and
much Icien ingenuity goes into thwarting the would-be thwarter. The object, of course,
is to build up a whole series of obligations so that in times of crisis you have a number
of debts you can recall, and with luck one of them may be repaid. To this end, in the
circumstances of Ik life, considerable sacrifice would be justified, to the very limits of
the minimal survival level. But a sacrifice that can be rejected is useless, and so you
have the odd phenomenon of these otherwise singularly self-interested people going out
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of their way to “help” each other. In point of fact they are helping themselves and their
help may very well be resented in the extreme, but it is done in such a way that it
cannot be refused, for it has already been given. Someone, quite unasked, may hoe
another’s field in his absence, or rebuild his stockade, or join in the building of a house
that could easily be done by the man and his wife alone. At one time I have seen so many
men thatching a roof that the whole roof was in serious danger of collapsing, and the
protests of the owner were of no avail. The work done was a debt incurred. It was
another good reason for being wary of one’s neighbors. Lokeléa always made himself
unpopular by accepting such help and by paying for it on the spot with food (which the
cunning old fox knew they could not resist), which immediately negated the debt.®

Similarly, I may try to benefit from the conditional norm that if I give something to
a friend for Christmas, he has an obligation to reciprocate. Suppose the friend is wealthy
and that there is a norm that wealthier people should give more in absolute terms (although
allowed to give less in relative terms). I can then exploit the situation to my advantage by
making the initial gift.

Norms of retribution are often said to serve the social function of resolving conflicts
and reducing the level of violence below what it would otherwise have been. There will be
fewer quarrels in societies regulated by codes of honor, since everybody knows that they
can have disastrous consequences (Bochm, 1984, p. 88). But it is not clear that this is a good
thing. One could probably get rid of almost all criminal behavior if all crimes carried the
death penalty, but the costs of creating this terror regime would be prohibitive. Also, it is
not clear that there is less violence in a vendetta-ridden society than in an unregulated state
of nature. In the state of nature, people are supposed to be rational. Hence there would be
less violence because people would not harm others just to get even. Also, codes of honor
generate quarrels, because honor is attained by brinkmanship and demonstrated willingness
to run the risk of initiating a feud (Boehm, 1984, p. 146). On the other hand, the state of
nature could be more violent, since people need not fear that others might retaliate just to
get even. The net effect is anybody’s guess, since the state of nature is not really a well-
defined notion.

Consider next Akerlof’s analysis of the norm against two-tiered wage systems. This
norm does not seem to benefit the employed workers, while harming both employers and
the unemployed who have a common interest in such systerns. If the employed workers
have good reasons to think that the new workers would drive their wages down, the code
of honor makes good collective sense, at least with respect to the short-run interests of the
local group of workers. Society as a whole might, however, suffer because of the
unemployment generated by the practice. In that case, codes of honor would embody solu-
tions to local collective action problems while also creating a higher-order problem.

Somewhat similar arguments apply to the norm against rate-busting. It has been ar-
gued that this norm is due to sheer conformism (Jones, 1984) or to envy (Schoeck, 1987,
pp- 31, 310). The obvious alternative explanation is that the norm is a collectively optimal
response to the constant pressure of management to change piece-rates. Workers often ex-
press the view that any increase in effort will induce management to reduce rates. It remains
to be shown, however, that this argument is more than rationalization of envy. In the words
of one notorious rate-buster: “There are three classes of men: (1) Those who can and will;
(2) those who can’t and are envious; (3) those who can and won’t—they’re nuts!” (Dalton,
1948, p. 74). The third category, presumably, are moved by solidarity and norms of justice.

The question cannot be treated separately from the behavior of management. On
the one hand, management has a clear incentive to make it clear that they will never cut
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rates as a result of increased efforts. “Changes in piece rates at the Western Electric
.Company . . . are not based upon the earnings of the worker. The company’s policy is that
piece rates will not be changed unless there is a change in the manufacturing process”
(Roethlisberger and Dickson, 1939, p. 534).

On the other hand, how can management make this promise credible? They cannot
commit themselves to never introducing new methods of production, nor easily prove that
a new method is not just a subterfuge for changing rates. A knowledgeable engineer wrote,
“I was visiting the Western Electric Company, which had a reputation of never cutting a
piece rate. It never did; if some manufacturing process was found to pay more than seemed
right for the class of labor employed on it—if, in other words, the rate-setters had
misjudged—that particular part was referred to the engineers for redesign, and then a new
rate was set for the new part” (Mills, 1946, p. 9, cited after Roy, 1952). Knowing that man-
agement has the capability of taking actions of this kind, workers have good reasons to be
skeptical.

Three conclusions emerge. First, both management and workers would benefit if a
way was found to distinguish “good” from “bad” changes in the piece rates. Second, the
worker collective as a whole may well benefit from the norm against rate-busting, given
that management cannot credibly commit itself to maintain rates. Third, however, the norm
may work against the interest of society as a whole, including the working-class as a whole,
if the loss of productivity caused by the norm is sufficiently serious.® Even granting that the
norm represents the successful solution of a collective action problem within the enterprise,
it might create a new problem among enterprises.

At the very least, I believe these examples demonstrate that the social usefulness of
social norms cannot be taken for granted. In fact, I think I have shown more than that. Even
though each of my claims about non-optimality could be contested and the facts be repre-
sented and explained in different ways, I believe that the cumulative impact of the claims
is very difficult to refute.

A second strategy for attacking the claim that social norms spring from collective ra-
tionality is to imagine some socially useful norms that do not, in fact, exist. If public trans-
portation was widely chosen over private driving, the roads would be less congested and
everyone would spend so much less time commuting that the loss of comfort would be
offset. Yet there is no social norm to use public transportation in crowded cities. In many
developing countries private insurance motives create an incentive to have large families,
although the aggregate effect is overpopulation and pressure on resources. Yet there is no
social norm against having many children. Japan has apparently imposed the norm “Buy
Japanese,” but other countries have been less successful. The small Italian village described
by Edward Banfield (1958) would certainly have benefited from a social norm against cor-
ruption. Instead it had what appears to have been a norm against public-spirited behavior.
Nobody would frequent a person stupid enough not to violate the law when he would get
away with it. Criminals could benefit from a minimum of solidarity among themselves. A
book about the Brooklyn wiseguys suggests, however, that as soon as you’re in trouble,
you’re forgotten: there is no honesty among thieves (Pileggi, 1986). The reader is encour-
aged to think of other examples.

A third strategy is to criticize the explanatory impact of the collective benefits of
social norms. In the absence of a mechanism linking the benefits to the emergence or per-
petuation of the norm we cannot know if they obtain by accident. Social scientists should be
suspicious of theories of society that deny the possibility of accidental benefits.
Moreover, and perhaps more importantly, the beneficial or optimal nature of the norm is of-



Social Norms and Economic Theory 129

ten controversial. It is only a slight exaggeration to say that any economist worth his salt
could tell a story—produce a model, that is, resting on various simplifying assumptions—
which proves the individual or collective benefits derived from the norm. The very ease with
which such “just-so stories” can be told suggests that we should be skeptical about them. We
would be much more confident about the benefits if a mechanism could be demonstrated.

There are not many plausible candidates for a feedback mechanism. Individual
reinforcement could not work here, since the benefits are collective rather than individual.
Chance variation and social selection might seem a better alternative.'® On this account,
social norms arise by accident. Societies which happen to have useful norms thrive,
flourish and expand; those which do not disappear or imitate the norms of their more
successful competitors. Whether the successful societies proceed by military conquest or
economic competition, the end result is the same. The argument is popular, but weak. The
norms of the strong are not as a rule taken over by the weak, nor do the weak always
disappear in competition with the strong. Greece was conquered by Rome, but Rome
assimilated more Greek norms than the other way around. When China was conquered by
the barbarians, the latter ended up assimilating and defending the culture they had
conquered. Today, few developing countries are taking over the norms and work habits that
were a precondition for Western economic growth, nor is there any sign of these countries
going out of existence.

These arguments do not add up to a strong claim that the social usefulness of norms
is irrelevant for their explanation. I find it as hard as the next man to believe that the
existence of norms of reciprocity and cooperation has nothing to do with the fact that
without them civilization as we know it would not exist. Yet it is at least a useful intellec-
tual exercise to take the more austere view, and to entertain the idea that civilization owes
its existence to a fortunate coincidence. On this view, social norms spring from psycho-
logical propensities and dispositions that, taken separately, cannot be presumed to be
useful, yet happen to interact in such a way that useful effects are produced.

DO NORMS EXIST TO PROMOTE GENETIC FITNESS?

The final argument against the autonomy of norms is that they owe their existence to their
contribution to genetic fitness. 1 do not know of explicit statements of this view. Several
writers have, however, taken this position on the closely related issue of the emotions of
guilt and shame that sustain norm-guided behavior (Trivers, 1971; Hirschleifer, 1987,
Frank, 1988). Chagnon (1988) argues that revenge can be explained as fitness-maximizing
behavior, but he does not explicitly consider norms of revenge. I know too little about evo-
lutionary biology to evaluate these claims. I would like, nevertheless, to record my
skepticism and make a few general remarks, largely inspired by Kitcher (1985).

Evolutionary explanations do not take the narrow form “Feature X exists because it
maximizes the genetic fitness of the organism.” Rather, their general form is “X exists
because it is part of a package solution that at some time maximized the genetic fitness of
the organism.” The latter form allows for two facts that the former excludes. First, there is
the omnipresent phenomenon of pleiotropy. A tendency to conform to a social norm might
detract from genetic fitness and yet be retained by natural selection if it is the by-product
of a gene whose main product is highly beneficial. Secondly, the general form allows for
time lags. A social norm may be maladaptive today and yet have been adaptive at the stage
in history when the human genome evolved and, for practical purposes, was fixed.
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When I said that norms might owe their existence to “psychological propensities and
dispositions,” a natural reply would be to say that these in turn must be explicable in terms
of genetic fitness. Let me concede the point, provided that the explanation is allowed to take
this general form. Advocates of evolutionary explanations, however, usually have the
narrower form in mind. I am not saying that in doing so they are always wrong, only that
they cannot take it for granted that an explanation of the narrow form always exists. What
is true, is that a plausible story of the narrow form can almost always be told. Again, how-
ever, the very ease with which just-so stories are forthcoming should make us wary of them.

Let me summarize the discussion in a diagram:

Action

Norms « Self-interest

X

I believe that both norms and self-interest enter into the proximate explanations of ac-
tion. To some extent, the selection of the norm to which one subscribes can also be ex-
plained by self-interest. Even if the belief in the norm is sincere, the choice of one norm
among the many that could be relevant may be an unconscious act dictated by self-interest.
Or one might follow the norm out of fear of the sanctions that would be triggered by
violation. But I do not believe that self-interest provides the full explanation for adherence
to norms. There must be some further explanation, X, of why norms exist. I have discussed
varjous candidates for X, and found them wanting. I have no positive account of my own
to offer. In particular, I have no suggestion as to how norms emerge and disappear. I
suggest, however, that a good research strategy might be to investigate the role of emotions
in maintaining social norms. Also, the often-ignored phenomena of envy and honor might
repay further study. Finally, the psychological theory of conformism should be brought to
bear on the subject.

NOTES
1. A fuller account of norms, with applications to collective action and bargaining problems, is
found in Elster (1989). )
2. This was written before the introduction of two-tiered wage systems in several American
airlines.

3. 1am indebted to Ottar Brox for this example.

4. The argument in Akerlof (1976, p. 610) seems to rest on the assumption that sanctions can go
on forever, without losing any of their force. Anyone who violates any rule of caste, including
anyone who fails to enforce the rules, automatically becomes an outcaste. Abreu (1988) offers
a formal analysis built on a similar assumption. I know too little about the caste system to
assess the validity of the assumption in this case, but I am confident that it is false in the cases
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about which I have some knowledge. Sanctions tend to run out of steam at two or three removes
from the original violation.
See also Ullmann-Margalit (1977), p. 60.
6. Note that the norm cannot be justified by individual “Tit for Tat” rationality: if I eat someone I
have no reason to fear that he may eat me on a later occasion.
7. Iam indebted to Amos Tversky for suggesting this to me as an example of social norms.
8. Turnbull (1972), p. 146. These strategies are universally employed. As I was completing this
paper, I came across a passage in a crime novel (Engel, 1986, p. 155) making the same point:
“I decided to make a fast getaway. I had done Pete a favour and it didn’t pay to let him thank
me for doing it. It was more negotiable the other way. I heard him calling after me but I kept
going.”
9. As participant-observer in a machine shop Roy (1952) found substantial losses due to deliber-
ately suboptimal efforts.
10. Faia (1986) has a good discussion of the (severely limited) range of cases in which social
selection arguments make good sense.

4

REFERENCES

Abreu, D. On the Theory of Informally Repeated Games with Discounting. Econometrica, 1988, 56,
383-396.

Ainslie, G. A Behavioral Economic Approach to the Defense Mechanisms: Freud’s Energy Theory
Revisited. Social Science Information, 1982, 21, 735-79.

Ainslie, G. Behavioral Economics II: Motivated Involuntary Behavior. Social Science Information,
1984, 23, 247-74.

Ainslie, G. Beyond Microeconomics. In Elster, J., ed., The Multiple Self. Cambridge: Cambridge
University Press, 1986, pp. 133-76.

Akerlof, G. The Economics of Caste and of the Rat Race and Other Woeful Tales. Quarterly Journal
of Economics, 1976, 90, 599-617.

Akerlof, G. A Theory of Social Custom, of Which Unemployment May be One Consequence. Quar-
terly Journal of Economics, 1980, 94, 749-75.

Arrow, K. Political and Economic Evaluation of Social Effects and Externalities. In Intriligator, M.,
ed., Frontiers of Quantitative Economics. Amsterdam: North-Holland, 1971, pp. 3-25.

Axelrod, R. An Evolutionary Approach to Norms. American Political Science Review, 1986, 80,
1095-1111.

Banfield, E. G. The Moral Basis of a Backward Society. New York: The Free Press, 1958.

Barry, B. Sociologists, Economists and Democracy, 2nd Edition. Chicago: University of Chicago
Press, 1979.

Becker, G. The Economic Approach to Human Behavior. Chicago: University of Chicago Press,
1976. '

Boehm, C. Blood Revenge: The Anthropology of Feuding in Montenegro and Other Tribal Societies.
Lawrence, KS: University of Kansas Press, 1984.

Bourdieu, P. La Distinction. Paris: Editions de Minuit, 1970.

Chagnon, N. Life Histories, Blood Revenge, and Warfare in a Tribal Population. Science, 1988, 239,
985-92.

Coleman, J. S. Systems of Trust. Angewandte Sozialforschung, 1982, 10, 277-300.

Dalton, M. The Industrial “Rate-Buster:” A Characterization. Applied Anthropology, Winter 1948,
5-18.

Deutsch, M. Distributive Justice. New Haven: Yale University Press, 1985.

Dijilas, M. Land Without Justice. London: Methuen, 1958.

Durkheim, E. The Rules of Sociological Method. Glencoe, I11.: The Free Press, 1958.

Edgerton, R. Rules, Exceptions and the Social Order. Berkeley: University of California Press, 1985.



132 Eister

Elster, J. Is There (Or Should There Be) A Right to Work? In Guttman, A., ed., Democracy and the
Welfare State. Princeton: Princeton University Press, 1988, pp. 53-78.

Elster, J. The Cement of Society. Cambridge: Cambridge University Press, 1989.

Engel, H. A City Called July. New York: Penguin Books, 1986.

Evans-Pritchard, E. The Nuer. Oxford: Oxford University Press 1940.

Faia, M. A. Dynamic Functionalism. Cambridge: Cambridge University Press, 1986.

Fenichel, O. The Psychoanalytic Theory of Neurosis. New York: Norton, 1945.

Frank, R. K. Passions within Reason. New York: Norton, 1988.

Gambetta, D. Did They Jump or Were They Pushed? Cambridge: Cambridge University Press, 1987.

Gouldner, A. The Norm of Reciprocity. American Sociological Review, 1960, 25, 161-78.

Hasluck, M. The Unwritten Law in Albania. Cambridge: Cambridge University Press, 1954.

Hirschieifer, J. On the Emotions as Guarantors of Threats and Promises. In Dupre, I., ed., The Latest
on the Best. Cambridge: MIT Press, 1987, pp. 307-26.

Hume, D. An Enquiry Concerning the Principles of Morals, New York: Oxford University Press,
1999.

Jones, S. F. The Economics of Conformism. Oxford: Blackwell, 1984.

Kahn, A., Lamm, H. and Nelson, R. Preferences for an Equal or Equitable Allocator. Journal of Per-
sonality and Social Psychology, 1977, 35, 837-44.

Kahneman, D., Knetsch, J. and Thaler, R. Fairness and the Assumptions of Economics. Journal of
Business, 1986, 59, 5285-5300.

Kitcher, P. Vaulting Ambition. Cambridge: MIT Press, 1985.

Kurtz, E. Not-Ged: A History of Alcoholics Anonymous. Center City, Minnesota: Hazelden Educa-
tional Services, 1979.

Laurin, U. Pa Heder och Samvete. Stockholm: Norstedts, 1986.

Lindbeck, A., and Snower, D. J. Wage Rigidity, Union Activity and Unemployment. In Beckerman,
W., ed., Wage Rigidity and Unemployment. London: Duckworth, 1986, pp. 97-126.

Lindbeck, A., and Snower, D. J. Cooperation Harassment and Involuntary Unemployment. American
Economic Review, 1988, 78, 167-88.

McDonald, I. M., and Solow, R. Wage Bargaining and Employment. American Economic Review,
1981, 71, 896-908.

Messick, D. M., and Sentis, K. Fairness, Preference and Fairness Biases. In Messick, D. M., and K.
Cook, eds., Equity Theory. New York: Praeger, 1983, pp. 61-94. '

Mikula, G. Gewinnaufteilung in Dyaden bei variiertem Leistungsverhaltnis. Zeitschrift fiir Sozialpsy-
chologie, 1972, 3, 126-33.

Miller, W. Bloodtaking and Peacemaking: Society and the Disputing Proces