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XIX

Preface

I began the journey to publish this human factors (HF) methods book 
for land use planning and urban design (LUP & UD) in 2012. It started 
like many things we do, as a consequence of circumstance. At that 
time, Professor Paul Salmon arrived at the University of the Sunshine 
Coast, Queensland, Australia, and was located four doors down from 
my office. We met and began discussing our disciplines—we can 
admit today about which neither knew much of the other, despite both 
being significant to our daily lives. It quickly became apparent that 
there were many similarities between them, not the least of which is 
the design and evaluation of the interfaces between humans and their 
environment. We recognized the value in seeking to apply HF meth-
ods to the persistent challenges that face LUP & UD.

I would argue that although built environment professionals rec-
ognize the importance and impacts of urban development for social, 
economic, and ecological outcomes, we continue to struggle with 
managing the complexity of such interdependent systems. In part, 
because as a discipline we have not assembled a reliable and replicable 
set of methods to explore the design of complex and multifaceted 
urban environments, nor evaluate the varied processes and practices 
we already have. As a consequence, we perpetuate piecemeal solutions 
and lean on fragmented decision-making as we seek to address often 
competing priorities. We work independently within the component 
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disciplines of our urban settings—the impacts of architecture, town 
planning, engineering, landscape architecture, transport planning and 
psychology, utility providers, community developers, and so on—are 
rarely considered together within complex urban systems. There has 
been a tendency from researchers, practitioners, and governments to 
concentrate on arenas of special interest or political priority therein 
dealing with many matters in relative isolation.

What is certain is the need for new empirical and scientific 
approaches to address resource-constrained urban futures. In short, 
ways to better understand the efficient use of the urban environments 
we currently have. We need the means to explore the possibilities and 
implications of value adding existing transport corridors; how can 
we optimize residual land within current city footprints; how can we 
make spaces and places that are well used and well loved by all the 
community; how is it possible to incentivize mixed use, higher den-
sity living, supported by adequate utilities and social infrastructure. 
The business as usual approach of continued peripheral urban expan-
sion is neither sustainable from a resource perspective, nor enduring 
from a community perspective. While this book is not intended as the 
answer, it does provide the means to better understand the complex 
systems and subsystems that make up our cities and towns.

The purpose of this book is to offer LUP & UD further tools to 
rigorously and reliably explore the design and redesign of the envi-
ronments around us. It provides new ways to interpret urban space 
and consider context-sensitive analysis of LUP & UD challenges and 
opportunities. The methods in this book allows for the consideration 
of the technical aspects of the built environment with the neces-
sary experience; and human-centered approaches to our urban and 
regional environments.

This book has been constructed so that students, practitioners, and 
researchers with an interest in one particular area of HF can read 
the chapters independently from one another. Each category of HF 
methods is treated as a separate chapter containing an introduction 
to the area of interest and an overview of the range of applicable 
methods, including practical guidance on how to apply them. Each of 
the chapters is therefore self-contained, so those wanting to explore 
a particular topic can simply choose to read the chapter relevant to 
their needs.
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We feel this book will be of interest to those who are involved in 
the design and evaluation of land use planning processes and urban 
spaces. This includes the range of disciplines associated with our 
built environments, such as architecture, town planning, engineer-
ing, landscape architecture, and community development. It will also 
provide significant guidance for students and researchers within those 
disciplines seeking to learn more about HF methods. They can apply 
the methods to their own area of study and use the material within 
this book to prepare case studies, coursework, and research theses.

The prospect of HF methods being applied in LUP & UD by prac-
titioners and researchers is an exciting one. The testing of theory and 
methods across domains can only provide new knowledge for all dis-
ciplines involved. To this end, it is our hope that this book provides 
LUP & UD with new approaches to investigate the human condition 
within the complex systems that are in our cities and towns.

Defining Land Use Planning and Urban Design

Land use planning and urban design (LUP & UD) may mean  different 
things to different people. In the context of this book the term land use 
planning describes the practice and processes  associated with the urban 
and regional strategic planning. That is, the identification, assessment, 
and management of the resources and contexts within built and natu-
ral environments. Land use planning occurs at a  variety of scales from 
national, to regional, and to local and site-spatial  contexts and often 
deals with the citywide organization of urban form.

Urban design is considered here as the creative delivery of those 
land use planning objectives at the human and neighborhood scale. 
Urban design considers the intricacy and optimization of the human 
experience within our cities and towns. Together, LUP & UD rep-
resents an array of important stakeholders and communities, who 
are responsible for everything from long-term, large-scale strategic 
visions, right through to the pop-up and tactical urbanism approaches 
found in the day-to-day vibrancy of urban life.

Nicholas J. Stevens
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1
INTRODUCTION TO HUMAN 

FACTORS METHODS IN 
LAND USE PLANNING 

AND URBAN DESIGN

1.1 What Is Human Factors?

Human factors (HF) is the discipline dedicated to  understanding 
the interactions and interface of humans with their environments. 
Through the application of theory, principles, and methods, HF 
 practitioners seek to optimize human behavior, well-being, and  system 
 performance. The discipline contributes to the design and evaluation 
of systems that are compatible with the needs, limitations, and abil-
ities of people. Most often associated with systems of work, it is a 
multidisciplinary field that bridges psychology, industrial and systems 
engineering, and computer, safety, and sports sciences. It provides an 
end-user focused approach for better understanding measured behav-
ior and capabilities, rather than assumptions or trial-and-error, within 
complex systems of all kinds.

1.2 What Is a Human Factors Problem?

Most readers will be able to identify an example of an HF problem 
from their own experience of work, study, or just their daily lives. 
An HF problem will more than likely possess some, or all, of the 
following attributes. It will be a problem that impacts negatively on 
individual behavior and overall system performance. It will involve 
humans in systems who are not behaving as they were expected 
to because  elements of the system were not designed to fit their 
needs and capabilities. These elements may include the artifacts 
they are using, the physical environment, the training they have 
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received, the procedures they are working too, the other humans 
they are interacting with, and so on. It will be a problem that exist-
ing methods of design, evaluation, and procurement have somehow 
not captured, despite in-depth testing and analysis. Above all, it will 
usually be frustratingly resistant to a whole range of purely techni-
cal interventions.

These HF problems impact our daily lives. Their impacts range 
from minor frustrations, such as cumbersome and difficult to use 
products, to major catastrophes with significant injuries, fatalities, 
and social and economic costs. The focus of the HF discipline is to 
remove these issues through informed system design that is based on 
an understanding of human and system behavior and the factors that 
influence it.

The impetus for this book emerged from the realization that HF 
can play a key role in the analysis and design of our urban environ-
ment. Indeed, the description of HF problems above certainly rings 
true when considering the challenges faced by the disciplines working 
in land use planning and urban design (LUP & UD). The authors 
recognize that there are significant parallels between the HF and 
LUP & UD disciplines. In fact, it is many of these parallels that make 
this suite of HF methods relevant and effective for exploring our 
cities and regions. First and foremost of these is that both disciplines 
recognize that human behavior almost always occurs within systems 
that are complex in nature.

1.3 Cities as Complex Systems

A complex system, in its simplest sense, is a system with a large 
 number of elements that exchange stimuli with each other and 
with their environment (Batty, 2007; Ottino, 2003). As such any 
 complex system, including cities, will display specific properties. 
For  demonstrating city complexity, Batty (2007) refers to Durlauf 
(2005) who states these properties are nonergodicity, phase transition, 
 emergence, and universality. Nonergodicity is defined as a system that 
lacks probable behavior over time and, in the context of cities, can 
be characterized by exogenous shocks—for example, economic, envi-
ronmental, social (Durlauf, 2005). Phase transition refers to a complex 
system having  tipping points in which a convergence of elements can 
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change the system. In recognizing the first two properties, emergence 
refers to the new systems properties that arise from the interaction 
of system components. It is the evolution of the system and is true to 
the notion that a system is greater than the sum of its parts (Batty, 2007). 
It is emergent changes that, from a positive perspective, can lead to 
innovation, novelty, and surprise, whereas from an HF safety and 
risk management approach may represent adverse events or accidents 
within the system (Rasmussen, 1997). Finally, universality refers to 
the system property that when examined at different times and spatial 
scales, the system is able to be recognized as the same (Durlauf, 2005).

Our cities and their urban and regional environments display all 
these properties. In fact, cities and urban systems have long been 
recognized as complex. As Batty (2007) highlights, general system 
theory provided the early impetus (1950s) as an attractive descrip-
tion of cities, emerging then into the top–down city as machine (e.g., 
Corbusier, 1967, engineered systems) to the more bottom–up city as 
 organism (e.g., Holling and Goldberg, 1971, biological systems). As 
machine,  cities were conceived as systems and subsystems which 
could be influenced by system  control, and therein they could be 
better understood and even kept on task. Early work on supply and 
demand influences on transport, and land use integration reflects this 
logic (Batty, 2007). As organism, McLoughlin’s (1969) Urban and 
Regional Planning: A Systems Approach sought to provide a framework 
for the “emerging problems of understanding and planning of cities 
and towns” (p. 16). It was an approach that conceived the complex 
systems of human activity in the whole context of the planets ecological 
systems. Whilst not the only  theorist to conceive cities in this way, 
McLoughlin’s work was  critiqued at the time as an oversimplification 
of the processes by which decisions are made (Faludi, 1973).

From these foundational explorations of planning and systems the-
ory, through to the present, it is arguably Professor Michael Batty 
who has the most articulate approach to the idea of our cities as 
complex systems (Batty, 1971, 1976, 2005, 2008, 2009, 2013, 2015). 
His work focuses on agent-based computer modeling of cities, their 
visualization, and related spatial analytic methods. The New Science 
of Cities (2013) provides the background, application, and future of 
how city design and decision-making can be supported by math-
ematical modeling and simulation. It provides the means to conceive 



4 HUMAN FACTORS IN LUP AND UD

and simulate the necessary bottom–up approaches that can deal with 
dynamic and unpredictable city systems. It is the evolution, rather 
than revolution approach to change in city systems, and talks to issues 
of emergence, which are also fundamental for HF understandings on 
urban complexity and systems.

Acknowledging previous systems explorations, the work presented 
in this book endeavors to provide practical and accessible means for 
practitioners, researchers, and students to empirically examine our 
complex city systems and to engage in design process that can cope 
with this complexity.

1.4 Human Factors and Land Use Planning and Urban Design

What is agreed about complex systems is that they cannot be under-
stood by studying the parts in isolation (Batty, 2007; Ottino, 2003). 
However, without appropriate methods, this has largely been the 
approach of the LUP & UD disciplines. The use of interdisciplinary 
methodologies, such as those offered here, presents an alternative to 
the continued perpetuation of the predict and provide mindset upon 
which we have relied. They perhaps offer more than another set of 
normative principles or descriptive visions of technology-rich futures. 
The business as usual approach to urban and regional development is 
no longer sufficient.

Urbanization and development are occurring at a quickening pace 
on a global scale. In 1800, 2% of the population lived in urban centers; 
today, it is 54%; in 2050, it will be closer to 65% (UN, 2014). On World 
Health Organization’s projections, it will be 6.5 billion people living 
in cities worldwide. Right now, either through childbirth or migra-
tion, there is a net urban movement of more than 1 million people to 
cities every week. New ways to explore the use and reuse of our cities 
are needed—from the individual site to the strategic nation-building 
initiatives. Ways in which practitioners, politicians, researchers, and 
the community can conceive the complex and competing demands of 
our urban and regional environments.

The current book is not the panacea, but a shift to the HF sys-
tems thinking philosophy has important implications for our ability 
to explore and design for complex environments. Significantly and 
most importantly it recognizes that the overall system itself is taken 
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as the unit of analysis and must be studied in the context of wider 
organizational, social, and political factors. For example, although 
individual physical and cognitive processes should be examined, the 
systemic factors influencing them should also be considered. This 
approach to understanding behavior and optimizing system design 
is now widespread in most safety critical domains including sur-
face transportation (Read et al., 2017; Salmon et al., 2016a), aviation 
(Stanton et al., 2016), maritime (Lee et al., 2017), defense (Stanton 
et al., 2010), mining (Donovan et al., 2017), and it is time for LUP & 
UD to explore the possibilities.

This book focuses on the methodological legacy and accomplish-
ments of the HF discipline and uses them as a launching pad to gen-
erate new knowledge for LUP & UD. As such, the work, tasks, and 
outputs of LUP & UD must correctly be viewed as complex systems. 
What LUP & UD disciplines may refer to colloquially as a project, 
design, setting, or environment is considered in the context of this 
book to represent a system or indeed a subsystem.

The authors recognize important parallels between HF and 
LUP & UD. Both disciplines operate within complex systems 
settings, yet further than that it is possible to recognize these as 
important sociotechnical systems (STS). STS comprise social and 
technical elements coengaged in the pursuit of shared goals. The 
interaction of these social and technical aspects creates emergent 
properties and the conditions for either successful or unsuccessful 
system performance (Walker et al., 2010). Stripped back, our urban 
environments comprise people and communities interacting with 
technology (objects and artifacts) within environments or indeed 
a range of urban contexts (Stevens, 2016). The purpose and prior-
ity of STS is the optimization of people, technology, environments, 
and researchers in HF identify that STS approaches have some key 
features. Importantly, they consider safety as an emergent property 
and recognize that systems and component performance is variable 
and that systems are often hierarchical structures (Read et al., 2013; 
Salmon et al., 2010; Stanton et al., 2013a). These considerations are 
immediately applicable in the priorities for LUP & UD. That is an 
understanding that city performance is variable and dynamic, safety 
is a priority, and that cities are systems within which the hierarchy 
of context from site to strategic is imperative.
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Further discipline alignment is reflected, in that neither field 
resides exclusively within the purview of engineering, nor are they 
the exclusive domain of social scientists. Both HF and LUP & UD 
require careful consideration of exacting tolerances while remaining 
vigilant and inclusive of the human experience within the system.

Both disciplines also share many methods for data collection, 
including case studies, surveys, interviews, simulations, visualization, 
and observation. The naturalistic nature of many of the HF methods 
is fit for purpose in LUP & UD. Significantly, the use of HF methods 
presents novel insights and applications to the types of qualitative and 
quantitative data that LUP & UD are already familiar with collecting 
and collating.

A key differences is that HF have developed a range of methods 
that allow them to better understand complexity in terms of how 
components in a system interact to create emergent behaviors. They 
have established means to include and explore the physical and cogni-
tive processes associated with human and environmental interaction. 
LUP & UD continues to struggle with this complexity and is where 
the use of HF methods can assist.

1.5 Human Factors Methods

HF research and practice is underpinned by a suite of ergonomics 
methods that support the design or analysis of work and tools in 
relation to individuals, teams, organizations, and even entire  systems. 
These HF methods are used to describe, represent, and evaluate 
human activity within complex STS. These methods focus on human 
interactions with other humans, products, devices, or systems and 
cover a variety of issues ranging from the physical and cogni-
tive aspects of task performance, errors, decision-making, situation 
awareness, usability, and physical and mental workloads. They are 
applied by researchers and practitioners for various reasons includ-
ing to inform system and product design and redesign, to evaluate 
existing systems, devices, procedures, and programs; for performance 
evaluation; for theoretical development; and for training and proce-
dure design.
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For the purpose of this book, the HF methods available can be 
categorized as follows: 

 1. Data collection methods. The starting point in any HF analy-
sis, be it system design or evaluation for theoretical develop-
ment, involves describing existing analogous systems via the 
application of data collection methods (Diaper and Stanton, 
2004). These methods are used to gather specific data regard-
ing a task, device, system, or scenario, and the data obtained 
are used as the input for the HF analyses methods described 
in the following.

 2. Task analysis methods. Task analysis methods (Annett and 
Stanton, 2000) are used to describe task and systems and 
typically involve describing activity in terms of the goals 
and  physical and cognitive steps required. Task analysis 
 methods focus on what an operator (the human in the  system) 
is required to do, in terms of actions and/or cognitive pro-
cesses to achieve a system goal. In recent times, there has been 
increasing emphasis on the use of task analysis methods to go 
beyond the operator and describe what a system is required to 
do (Salmon et al., 2016).

 3. Cognitive task analysis (CTA) methods. CTA methods 
(Schraagen et al., 2000) focus on the cognitive aspects of 
task performance and are used for “identifying the cogni-
tive skills, or mental demands, needed to perform a task 
 proficiently” (Militello and Hutton, 2000, p. 90) and 
describing the knowledge, thought processes, and goal 
structures underlying task performance (Schraagen et  al., 
2000). CTA method outputs are used for a variety of different 
purposes, including, to understand in-depth decision- 
making processes and the factors influencing them, to 
inform the design of new technology, systems, procedures, 
and processes, for the development of training procedures 
and interventions, for allocation of functions analysis, and 
for the evaluation of individual and team performance 
within complex STS.
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 4. Error identif ication methods. Although there is now less 
emphasis on human error as it is seen as a consequence 
rather than a cause of incidents, error identification remains 
a key concept in accident analysis and prevention. Error 
identification methods (Kirwan, 1992) use taxonomies of 
(human) error modes and performance-shaping factors 
to identify any errors that might occur during a particu-
lar task. They are based on the premise that, provided one 
has an understanding of the task being performed and the 
technology being used, one can identify the errors that are 
likely to arise.

 5. Accident analysis methods. Although both error identifica-
tion and error analysis methods can be used to analyze 
accidents, a subsection of methods designed specif ically to 
focus on accident analysis is established in HF. Accident 
analysis methods are employed to derive an accident etiol-
ogy and to identify contributory factors in the deviation 
from safe performance. Salmon et  al. (2010b) identified 
over 30 accident analysis-related methods, illustrating the 
prominence of accident analysis methods in contemporary 
HF research and practice.

 6. Situation awareness assessment. Situation awareness refers 
to an individual’s, team’s, or system’s awareness of what 
is going on during task performance. Situation awareness 
measures (Salmon et al., 2009) are used to measure and/or 
model situation awareness during task performance. Such 
analyses are used to understand the  factors that limit or 
degrade situation awareness or to test the impact of new 
technologies, procedures, and training systems on situation 
awareness.

 7. Mental workload assessment methods. Mental workload repre-
sents the proportion of cognitive resources that are demanded 
by a task or series of tasks. Mental workload measures are 
used to determine the level of operator mental workload 
incurred during task performance. Similar to situation aware-
ness measures, they are most often used to test the impacts of 
new technologies, procedures, and training systems on user 
mental workload.
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 8. Interface evaluation methods. A poorly designed interface 
can lead to unusable products, user frustration, user errors, 
inadequate performance, and increased performance times. 
Interface evaluation approaches (Stanton and Young, 1999) 
aim to improve interface design by understanding or predict-
ing user interaction with the product, service or environment 
in question.

 9. System analysis methods. System analysis methods can be used 
to provide exhaustive analyses of complex STS and their 
behavior. In recent times, there has been shift in the focus 
from studying individual and team behavior to the study of 
the behavior of overall systems (Salmon et al., 2017b). This 
so-called systems-thinking approach involves taking the 
overall system as the unit of analysis, looking beyond indi-
viduals, and considering the interactions between humans 
and between humans and artifacts within a system. This view 
also encompasses factors within the broader organizational, 
social, or political system in which processes or operations 
take place.

1.5.1 When to Apply the Methods

A key strength of HF methods is that they can be applied across a 
system design lifecycle. Indeed, the benefits of HF are only realized 
when HF knowledge and methods are applied from design concept 
stage through to the fully operational system stage. Similar to LUP & 
UD, HF input into projects is best considered in the early phases 
of design. Both disciplines recognize that considerable time, effort, 
and expense can often be saved by early intervention rather than 
being faced with a completed operational system (or project) that 
requires considerable effort to redesign. Unfortunately, this is a com-
mon problem.

Fortunately, many HF methods are flexible with regard to the 
design stage they could be applied to, even if the system itself is no 
longer as flexible in terms of subsequent changes. There are methods 
in this book, which lend themselves well to being applied at the very 
early stages of design. There are also methods explained which may be 
used in a predictive as well as an evaluative manner. Called analytical 
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prototyping, this is the process of applying HF insights into systems 
that do not yet exist in physical form and these approaches offer sig-
nificant insight for LUP & UD. Figure 1.1 presents a generic design 
process in which different HF methods become applicable and useful 
at different stages.

At the start, we begin with methods that are suited to  analytical 
prototyping and to modeling the constraints of a particular  problem 
domain to reveal opportunities for unexpected behaviors. The anal-
ysis would then proceed forward with analyses of (human) error, 
usability, and interface evaluation, amongst others. Each method 
would be chosen to suit the particular stage of the design and urban 
development life cycle. For example, in the early stages, methods 
would be chosen to enable designers and engineers to diagnose 
important dimensions of their proposals and the systems. In later 
stages, methods would be chosen, which reflect the fact that a physi-
cal manifestation of the system now exists and that users themselves 
can start interacting with it.

Given that most HF and LUP & UD problems emerge from unex-
pected interactions at the boundary between people and systems, the 
need to engage in an evolutionary, iterative, design-test-design process 
emerges as a consistent theme in projects within which the authors 
have worked. This book is not about the LUP & UD process per 
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se but suffice to say we contend that problems may be avoided with 
 systems approaches to LUP & UD, and it is to systems approaches 
that HF methods lend themselves very well.

1.6 Scientist or Practitioner?

The current book seeks to provide a series of methods that are 
tested within the HF discipline and demonstrate their efficacy in 
providing richer more rigorous and enquiring approaches to LUP 
& UD. The intention is not to restrict intuitive processes of design 
but to provide new ways to explore the necessary efficiencies that 
must be gained from our existing and next generation-built envi-
ronments. The planning as best we can and business usual approaches 
to the design and function of our cities have run their course. We 
contend that the HF methods and discipline, who deal with the 
foibles of human experience, up against engineered have much to 
offer LUP & UD.

What is important is that the approaches we offer here to LUP & 
UD are built on a foundation of robust human science, with action-
able methods long forming a major part of the HF discipline. 
The International Encyclopaedia of Human Factors and Ergonomics 
(Karwowski, 2001) has an entire section devoted to methods and 
techniques. In a recent review of such methods, Stanton et al. (2013) 
identified well over 150 methods. The importance of HF methods 
to process and design cannot be overstated. These methods offer the 
engineer, the designer, the specialized HF, and now LUP & UD 
practitioners a structured approach to the analysis and evaluation of 
practical problems. The overall approach we offer LUP & UD can be 
described using the scientist–practitioner model (Stanton, 2005). As a 
scientist, the process of applying these methods is as follows: 

• Extending the work of others
• Testing theories of human-system performance
• Developing hypotheses
• Questioning everything
• Using rigorous data collection and analysis techniques
• Ensuring the repeatability of results
• Disseminating the findings of studies
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As a practitioner, the application of these methods is as follows: 

• Addressing real-world problems
• Seeking the best compromise under difficult circumstances
• Looking to offer the most cost-effective solution
• Developing demonstrators and prototype solutions
• Analyzing and evaluating the effects of change
• Developing benchmarks for best practice
• Communicating findings to interested parties

In applying the methods contained in this book, you will work some-
where between the poles of scientist and practitioner, varying the 
emphasis of your approach depending upon the problems that you 
face. HF methods are useful in the scientist–practitioner model for 
LUP & UD because of the structure and potential for repeatability 
that they offer. There is an implicit guarantee in the use of methods 
that, provided they are used properly, they will produce certain types 
of useful products. HF methods are a route to making systems design 
and outputs more accessible to all (Diaper, 1989; Stanton and Young, 
2003). This is critical for LUP & UD given the multidisciplinary, 
human-centered, engineering, and design-based nature of the oppor-
tunities and challenges faced.

1.7 Reliability and Validity

To the engineer or designer, the human sciences in general (and 
 possibly HF and LUP & UD in particular) may fall victim to the 
popular, albeit wholly inaccurate, perception of being rather woolly 
fields. This is not so. Although LUP & UD has lacked a comprehen-
sive set of methods, HF has not. Both disciplines deal with problems 
that may seem alarmingly loose in definition and that do not conform 
to any readily identifiable chain of cause and effect. However, in fac-
ing such problems, HF methods provide a welcome source of structure 
and rigor. Stanton (2016) in particular has pioneered studies on the 
reliability and validity of HF methods (Stanton and Young, 1999a, b; 
Stanton et al., 2014). These studies have increased confidence in HF 
methods and demonstrated how reliability and validity data should be 
reported. The work has also shown the relative cost-effectiveness of 
different HF methods and how long training in the methods takes.
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Researchers have identified a dichotomy of HF methods: analyti-
cal methods and evaluative methods (Annett, 2002). They argue that 
analytical methods (i.e., those methods that help the analyst gain an 
understanding of the mechanisms underlying the interaction between 
human and their environments) require construct validity, whereas 
evaluative methods (i.e., those methods that estimate parameters of 
selected interactions between human and their environments) require 
predictive validity. Construct and criterion referenced validity play 
a role in the development of HF theory itself. There is a difference 
between construct validity (how acceptable the underlying theory is), 
predictive validity (the usefulness and efficiency of the approach in 
predicting the behavior of an existing or future system), and reliability 
(the repeatability of the results). This distinction is made in Table 1.1.

This presents an interesting question. Are the methods really mutu-
ally exclusive? Some HF methods appear to have dual roles which 
implies that they must satisfy both criteria. It is plausible, however, as 
Baber (2005) argues in terms of evaluation, that the approach taken 
will influence which of the purposes one might wish to emphasize. 
The implication is that the way in which one approaches a problem—
or, in other words, where on the scientist–practitioner continuum 
one places oneself—could well have a bearing on how a method is 
employed. At first glance (particularly from a scientist perspective), 
such a pragmatic approach appears highly dubious. If we are select-
ing methods piecemeal to satisfy contextual requirements, how can 
we be certain that we are producing useful, valid, reliable output? 
Although it may be possible for a method to satisfy three types of 

Table 1.1 Annett’s Dichotomy of Ergonomics Methods

ANALYTIC EVALUATE

Primary purpose Understand a system Measure a parameter
Examples Task analysis, training needs 

analysis, and so on
Measures of workload, usability, 

comfort, fatigue, and so on
Construct validity Based on an acceptable model of 

the system and how it performs
Is consistent with theory and 

other measures of parameters
Predictive validity Provides answers to questions, 

for example, structure of tasks
Predicts performance

Reliability Data collection conforms to an 
underlying model

Results from independent 
samples agree

Source: Annett, J., Theoretical Issues in Ergonomics Science, 3(2), 229–232, 2002.
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validity—construct (i.e., theoretical validity), content (i.e., face valid-
ity), and predictive (i.e., criterion-referenced empirical validity), it is 
not always clear whether this arises from the method itself or from the 
manner in which it is applied. The solution, simply stated, is that care 
needs to be taken before embarking on any application of methods to 
make sure that one is attempting to use the method in the spirit in 
which it was designed.

1.8 Which Method to Use?

How do you decide which of the 30 HF methods contained in this 
book to apply to a particular LUP & UD problem? Some urban 
development challenges require only a basic level of HF insight and 
a correspondingly basic methodological intervention. Other problems 
require greater levels of sophistication, and determining an appropri-
ate set of methods (because individual methods are rarely used alone 
in such cases) requires some planning and preparation. Increasingly 
complex systems require you to have a flexible strategy, so pilot studies 
are often helpful in scoping out the problem before a detailed study is 
undertaken. From a practitioner perspective, the time taken to carry 
out pilot studies might simply be unavailable. However, we would 
argue that there is no harm in running through a selection of methods 
as a form of thought-experiment to ascertain what type of output each 
method is likely to produce, and deciding whether or not to include 
a method in the battery of methods that will be applied. Although it 
is important not to rely too heavily on a single approach, there is no 
guarantee that simply throwing a lot of methods at a problem will 
guarantee useful results. An informed approach is needed.

Faced with fact that LUP & UD issues are often particularly 
complex and multidimensional, a fundamental question to ask is 
“What is the nature of the problem that my selection of methods is 
aiming to resolve?” The notion of an HF problem space could serve as a 
 useful device in shaping your thinking regarding the choice of meth-
ods for LUP & UD. If your particular problem can be defined as hav-
ing low levels of change over time, a small number of interconnected 
parts and the principles of the system’s operation are well understood, 
then methods suited to this more deterministic type of problem may be 
appropriate. In other words the use of methods which break a problem 
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down into component parts on the tacit assumption that the whole 
can be no more, or no less, than the sum of those parts. At the other 
end of the spectrum are complex problems, those with multiple inter-
connected parts, high rates of change, and high rates of uncertainty. 
Faced with problems similar to these, those that are more probabilistic 
in nature might prompt you to use methods more closely aligned to 
systems thinking and of a formative nature (focusing on what could 
happen rather than what should happen). Figure 1.2 presents the sys-
tems design problem space.

1.9 Using the Book

The current book includes the phrase a practical guide in its title for a 
reason. It does not dwell extensively on theory; rather, it focuses on 
the more pragmatic question of what HF methods are, their advan-
tages and disadvantages, and step-by-step guidance on how to carry 
them out yourself in the context of LUP & UD. In putting this book 
together, we reviewed a large collection of contemporary HF methods 
over two stages. First, a review of existing HF methods and techniques 
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Figure 1.2 The systems design problem space is a device that can be used to shape thinking 
as to what method might be appropriate to what problem. (From Stanton, N. A. et al., Human 
Factors Methods: A Practical Guide for Engineering and Design, 2nd ed, Ashgate, Aldershot, UK, 
2013.)
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was conducted to identify those with the greatest applicability to LUP & 
UD. Second, a screening process was employed to remove any meth-
ods that require more than paper and pencil to conduct. The reason for 
this latter criterion was not to disparage any of the computer-based 
tools on the market but to focus on those techniques that the practi-
tioner could use without recourse to specialized equipment or provid-
ers. Third, the methods selected for review were then described and 
evaluated using a set of predetermined criteria to give you confidence 
in the breadth and depth of the methods selected for inclusion.

The criteria were designed not only to establish which of the tech-
niques was the most suitable for use in the design and evaluation of 
LUP & UD systems but also to provide a standardized, simplified way 

Table 1.2 Descriptions of Method Review Criteria

CRITERIA DESCRIPTION OF CRITERIA

Name and acronym The name of the technique or method and its associated acronym
Background and 

applications
This section introduces the method, its origins and development, 

the domain of application of the method, and also application 
areas in which it has been used

Domain of application This describes the domain that the technique was originally 
developed for and applied in

Application in land use 
planning and urban design

This describes the applications and potential for the method for 
use by land use planning and urban design practitioners, 
researchers, and students

Procedure and advice This section describes the procedure for applying the method as 
well as general points of expert advice

Flowchart A flowchart is provided, depicting the method’s procedure
Advantages Lists the advantages associated with using the method in the 

design of systems
Disadvantages Lists the disadvantages associated with using the method in the 

design of systems
Example An example (or examples) of the application of the method is 

provided to show the method’s output
Related methods Any closely-related methods are listed, including contributory and 

similar methods
Approximate training and 

application times
Estimates of the training and application times are provided to 

give the reader an idea of the commitment required when using 
the technique

Reliability and validity Any evidence on the reliability or validity of the method is cited
Tools needed This describes any additional tools required when using the method
Recommended texts Lists recommended further reading on the method and the 

surrounding topic area
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of communicating how to perform the method in practice. Therefore, 
the output is designed to act as a manual, with the headings in Table 1.2 
serving as the structure for each of the methods contained in this book.

The current book has been designed for you to consult for advice 
and guidance on which methods have potential application to your 
LUP & UD problem and how to actually use any given method in 
practice. The book is also designed to help you understand the interde-
pendencies between methods and which method outputs are required 
to act as inputs for other methods. HF methods can enable LUP & 
UD researchers and practitioners to add considerable value to current 
and future city and urban development systems. This book presents an 
actionable set of methods that can be put to  immediate use in achieving 
this aim.



http://taylorandfrancis.com
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2
DATA COLLECTION METHODS

2.1 Introduction

The starting point of any analysis will be the scoping and definition of 
expected outcomes; for example, this might mean defining hypothe-
ses or determining which questions the analysis is intended to answer. 
Following this stage, effort normally involves collecting specific data 
regarding the land use planning and urban design (LUP & UD) sys-
tem, activity, and people that the analysis effort is focused upon. In 
the design of novel or new systems, information regarding activity 
in similar, existing systems is required. This allows the planning and 
design team to evaluate existing or similar systems in order to deter-
mine existing design flaws and problems and also to highlight efficient 
aspects that may be carried forward into the new design. The question 
of what constitutes a similar LUP & UD system is worth considering 
at this juncture. If we concentrate solely on the current generation of 
systems (with a view to planning the next generation), then it is likely 
that any design proposals would simply be modifications to current 
technology, approaches, or practice. Although this might be appropri-
ate in many instances, it does not easily support original design and 
redesign for city systems (which might require a break with current 
thinking). An alternative approach is to find systems that reflect some 
core aspect of current work and then attempt to analyze the activity 
within these systems. Thus, in designing novel technology to support 
newspaper editing, production, and layout planning, Bødker (1988) 
focused on manual versions of the activities rather than on the contem-
porary word processing or desktop-publishing systems. An obvious 
reason for doing this is that the technology (particularly at the time of 
her study) would heavily constrain the activity that people could per-
form, and these constraints might be appropriate for the limitations 
of the technology but not supportive of the goals and activities of the 
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people working within the system. Therefore, when considering the 
design of LUP & UD systems, it is important to consider systems that 
reflect the outcomes or indeed efficiencies that are desired for the new 
system. In a similar way, water-sensitive urban design (Wong, 2006) 
looks to natural systems to deal with the challenges of urban storm 
water. Thus, it can be highly beneficial to look at activity away from 
the current technology for several reasons as follows: 

 1. Avoiding the problems of technology constraining possible 
activity

 2. Allowing appreciation of the fundamental issues relating 
to the goals of the system (as opposed to understanding the 
manner in which particular technology needs to be used)

 3. Allowing (often) rapid appreciation of basic needs without the 
need to fully understand complex technology

The human factors (HF) evaluation of existing, operational city 
 systems and design (e.g., usability, error analysis, and task analysis) 
also requires that specific data regarding task performance in the 
system under analysis are collected, represented, and analyzed 
accordingly. This is something that has been inherently lacking 
within the consideration of current city systems and design and is 
a key to their appropriate redesign. Data collection methods there-
fore need to represent the cornerstone of any analysis effort. Such 
methods are used by the LUP & UD practitioner to collect specific 
information regarding the system, activity, or artifact under analy-
sis, including the nature of the activity conducted within the system, 
the individuals performing the activity, the component task steps 
and their sequence, the technological artifacts used by the system, 
and the people necessary in performing the tasks (controls, displays, 
communication technology, etc.), the system environment, and also 
the organizational and jurisdictional environment within which the 
system exists.

The importance of an accurate representation of the system or 
activity under analysis cannot be underestimated and is a neces-
sary prerequisite for any further analysis efforts. As we noted earlier, 
the starting point for designing future city systems is a description 
of the current or analogous system, and any inaccuracies within the 
description could potentially hinder the design effort. Data collection 



21DATA COLLECTION METHODS

methods are used to collect the relevant information that is used to 
provide this description of the system or activity under analysis. There 
are a number of different data collection methods used and available 
to the LUP & UD practitioner, including observation, interviews, 
questionnaires, analysis of artifacts, design and sites, usability met-
rics, and the analysis of performance. Often, data collected through 
the use of these methods can be utilized as the starting point or input 
for a range of HF methods.

The main advantage associated with the application of data 
 collection methods is the high volume and utility of the data that are 
collected. The analyst(s) using the methods also have a high degree of 
control over the data collection process and are able to direct the data 
collection procedure as they see fit. Despite the usefulness of data 
 collection methods, there are a number of potential problems associ-
ated with their use. For example, one problem associated with the 
utilization of data collection methods such as interviews, observa-
tional study, and questionnaires is the high level of resource usage 
incurred,  particularly during the design of data collection  procedures. 
The design of interviews and questionnaires is a lengthy process, 
involving numerous pilot runs and reiterations. In addition to this, 
large amounts of data are typically collected, and lengthy data- 
analysis procedures are common. In addition to the high resource 
usage incurred, data collection techniques also require access to the 
system and personnel under analysis, which is often very difficult and 
time-consuming to obtain. If the data need to be collected  during 
 operational design and planning scenarios, getting the required 
 personnel to take part in interviews is also difficult, and question-
naires often have very low return rates, that is, typically 10 percent for 
a postal questionnaire. Similarly, there are difficulties associated with 
the observation and recording of the public and private users of city 
systems. A brief description of each of the data collection methods is 
given in Sections 2.1.1 through 2.1.3.

2.1.1 Interviews

Interviews offer a flexible approach to data collection and have conse-
quently been applied for a plethora of different purposes. They can be 
used to collect a wide variety of data, ranging from user perceptions 
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and reactions to space and place, to day-to-day work functions. There 
are three types of interview available to the practitioner: structured, 
semistructured and unstructured or open interviews. Typically, 
 participants are interviewed on a one-to-one basis, and the interviewer 
uses predetermined probe questions to elicit the required information.

2.1.2 Questionnaires

Questionnaires offer a very flexible means of quickly collecting large 
amounts of data from large participant populations. They have been 
used in many forms to collect data regarding numerous issues within 
HF and LUP & UD design and evaluation and can be used to collect 
information regarding almost anything at all, including usability, user 
satisfaction, opinions, and attitudes. More specifically, they can be 
employed throughout the design process to evaluate design concepts 
and prototypes, to probe user perceptions and reactions, and to evalu-
ate existing systems.

2.1.3 Observation

Observation (and observational studies) is used to gather data regard-
ing activity conducted in complex, dynamic systems. In its  simplest 
form, it involves observing an individual or group of  individuals per-
forming work or indeed day-to-day activities. A number of  different 
types of observational study exist, such as direct observation, covert 
observation, and participant observation. Observation is attractive due 
to the volume and utility of the data collected and also due to the fact 
that the data are collected in an operational context. Although, at first 
glance, simply observing an someone at work, or during the course of 
their day, seems to be a very simple technique to employ, it is evident 
that this is not the case, and that careful planning and execution are 
required (Stanton et al., 2004). Observational techniques also require 
the provision of technology, such as video and audio-recording equip-
ment. The output from an observational analysis is used as the primary 
input for many HF techniques, such as task analysis, error analysis, 
and charting techniques.
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2.2 Interviews

2.2.1 Background and Applications

Interviews provide the LUP & UD practitioner and researcher with 
a flexible means of gathering large amounts of specific information 
regarding a particular subject. Due to the flexible nature of inter-
views, they have been used extensively in HF to gather information 
on a plethora of topics, including system usability, user perceptions, 
reactions and attitudes, job analysis, cognitive task analysis, error, and 
many more. Moreover, designing their own interviews, HF practitio-
ners also have a number of specifically designed interview techniques 
at their disposal. For example, the critical decision method (Klein 
and Armstrong, 2004) is a cognitive task analysis technique that pro-
vides the practitioner with a set of cognitive probes designed to elicit 
information regarding decision-making during a particular scenario 
(Chapter 4). The three generic interview types typically employed by 
the HF and LUP & UD practitioner are outlined in the following: 

• Structured: In a structured interview, the interviewer probes 
the participant using a set of predefined questions designed 
to elicit specific information regarding the subject under 
analysis. The content of the interview (questions and their 
order) is predetermined, and no scope for further discussion 
is permitted. Due to their rigid nature, structured interviews 
are the least popular type of interview. They are only used 
when the type of data required is rigidly defined, and no 
additional data are required.

• Semistructured: When using a semistructured interview, some 
of the questions and their order are predetermined. However, 
semistructured interviews are flexible in that the interviewer can 
direct the focus of the interview and also use further questions 
that were not originally part of the planned interview structure. 
As a result, information surrounding new or unexpected issues 
is often uncovered during semistructured interviews. Due to this 
flexibility, the semistructured interview is the most commonly 
applied type of interview.
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• Unstructured: When using an unstructured interview, there is 
no predefined structure or questions, and the interviewer goes 
into the interview blind so to speak. This allows the interviewer 
to explore, on an ad hoc basis, different aspects of the subject 
under analysis. Although their flexibility is attractive, unstruc-
tured interviews are infrequently used, as their lack of structure 
may result in crucial information being neglected or ignored.

2.2.2 Focus Group

Although many interviews concentrate on the one-to-one elicitation 
of information, group discussions can provide an efficient means of 
canvassing consensus opinion from several people. Ideally, the focus 
group would contain around five people with similar backgrounds, 
and the discussion would be managed at a fairly high level, that is, 
rather than asking specific questions, the analyst would introduce 
topics and would facilitate their discussion. A useful text for explor-
ing focus groups is Langford and McDonagh (2002).

2.2.3 Question Types

An interview involves the use of questions or probes designed 
to  elicit information regarding the subject under analysis. An 
 interviewer typically employs three different types of question 
 during the interview process. These are closed questions, open-
ended questions, and probing questions. A brief description of each 
interview question type is presented in the following: 

• Closed: Closed questions are used to gather specific informa-
tion and typically permit “yes” or “no” answers. An example 
of a closed question would be “Do you think that X is usable?” 
The question is designed to gather a “yes” or “no” response, 
and the interviewee does not elaborate on their chosen answer.

• Open-ended: An open-ended question is used to elicit more 
than the simple “yes”/“no” information that a closed  question 
gathers. It allows the interviewees to answer in whatever way 
they wish and also to elaborate on their answer. For example, 
an open-ended question approach to the topic of the  usability 
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of a park shelter would be something like “What do you 
think about the usability of this park shelter?” By allowing 
the interviewee to elaborate upon answers given, open-ended 
questions typically gather more pertinent data than closed 
questions. However, open-ended question data require more 
time to analyze than closed question data, and so closed ques-
tions are often used.

• Probing: A probing question is normally used after an open-
ended or closed question to gather more specific data regard-
ing the interviewee’s previous answer. Typical examples of a 
probing question would be “Why did you think that seating 
was not usable?” or “How did it make you feel when you were 
using the seating?”

Stanton and Young (1999) recommend that interviewers should begin 
with a specific topic and probe it further until the topic is exhausted; 
then they move on to a new topic. They advocate that the interviewer 
should begin by focusing on a particular topic with an open-ended 
question, and then, once the interviewee has answered, use a probing 
question to gather further information. A closed question should then 
be used to gather specific information regarding the topic. This cycle 
of open-ended, probe, and closed questions should be maintained 
throughout the interview.

2.2.4 Domain of Application

Generic.

2.2.5 Application in Land Use Planning and Urban Design

Interviews are one of the most commonly used data collection tech-
niques within LUP & UD.

2.2.6 Procedure and Advice (Semistructured Interview)

There are no set rules to adhere to during the construction and con-
duction of an interview. The following procedure is intended to act as 
a set of flexible guidelines for the LUP & UD practitioner. 
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Step 1: Define the Interview Objective
 Initially, before the design of the interview begins, the ana-

lyst should clearly define what the aims and objectives of the 
interview are. Without a clearly defined objective, the focus 
of the interview is unclear, and the data gathered during the 
interview may lack specific content. For example, when inter-
viewing an urban designer for a study into the use of public 
spaces, the objective of the interview would be to discover 
which uses the designer had considered or had seen in the 
past, in which part of the public space and when. A clear defi-
nition of the interview objectives ensures that the interview 
questions used are wholly relevant, and that the data gathered 
are of optimum use.

Step 2: Question Development
 Once the aims and objectives of the interview are clearly 

defined, development of appropriate interview questions can 
begin. The questions should be developed upon the basis of 
the overall objective of the interview. In the urban designer’s 
case, examples of pertinent questions would be “What sort 
of uses have you designed for in the past in public space?” 
This would then be followed by a probing question such as 
“Why do you think these uses are important?” or “Where 
was this space you were designing?” Once all of the relevant 
questions are developed, they should be put into some sort 
of coherent order or sequence. The wording of each question 
should be very clear and concise, and the use of acronyms or 
confusing terms should be avoided. An interview transcript 
or data  collection sheet should then be created, containing the 
interview questions and spaces for demographic information 
(name, age, sex, occupation, etc.) and interviewee responses.

Step 3: Piloting the Interview
 Once the questions have been developed and ordered, the 

analyst should then perform a pilot or trial run of the inter-
view procedure. This allows any potential problems or dis-
crepancies to be highlighted. Typical pilot interview studies 
involve submitting the interview to colleagues or even per-
forming a trial interview with real participants. This process 
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is very useful in shaping the interview into its most efficient 
form and allows any potential problems in the data collection 
 procedure to be highlighted and eradicated. The analyst is 
also given an indication of the type of data that the inter-
view may gather and can change the interview content if 
appropriate.

Step 4: Redesign Interview Based upon Pilot Run
 Once the pilot run of the interview is complete, any changes 

highlighted should be made. This might include the removal 
of redundant questions, the rewording of existing questions, 
or the addition of new questions.

Step 5: Select Appropriate Participants
 Once the interview has been thoroughly tested and is ready for 

use, the appropriate participants should be selected. Normally, 
a representative sample from the population of interest is 
used. For example, in an analysis of designing public space, 
the participant sample would comprise urban designers with 
varying levels of experience.

Step 6: Conduct and Record the Interview
 According to Stanton and Young (1999), the interviewee 

should use a cycle of open-ended, probe, and closed ques-
tions. They should persist with one particular topic until it is 
exhausted and should then move on to a new one. General 
guidelines for conducting an interview prescribe that the 
interviewer is confident and familiar with the topic in ques-
tion, communicates clearly, and establishes a good rapport 
with the interviewee. The interviewer should avoid being 
overbearing and should not mislead, belittle, embarrass, or 
insult the interviewee. The use of technical jargon or acro-
nyms should also be avoided. It is recommended that the 
interview be recorded using either audio or visual-recording 
equipment.

Step 7: Transcribe the Data
 Once the interview is completed, the data should be tran-

scribed. This involves replaying the initial recording of the 
interview and transcribing fully everything that is said during 
the interview, both by the interviewer and the interviewee. 



28 HUMAN FACTORS IN LUP AND UD

This is typically a lengthy and laborious process and requires 
much patience on behalf of the analyst involved. It might 
be worth considering paying someone to produce a word- 
processed transcription of the data.

Step 8: Data Gathering
 Once the transcript of the interview is complete, the ana-

lyst should examine the interview transcript, looking for 
the specific data that were required by the objective of the 
interview. This is known as the expected data. Once all of 
the expected data are gathered, the analyst should reexam-
ine the interview to gather any unexpected data, that is, any 
extra data (not initially outlined in the objectives) that are 
unearthed.

Step 9: Data Analysis
 Finally, the analysts should then examine the data using 

appropriate statistical tests, graphs, and so on. The form of 
analysis used is dependent upon the aims of the analysis but 
typically involves converting the words collected during the 
interview into numerical form in readiness for statistical anal-
ysis. A good interview will always involve planning, so that 
the data are collected with a clear understanding of how sub-
sequent analysis will be performed. In other words, it is not 
sufficient to have piles of handwritten notes following many 
hours of interviewing and then have no idea what to do with 
them. A good starting point is to take the transcribed infor-
mation and then perform some content analysis, that is, divide 
the transcription into specific concepts. Then it can be deter-
mined whether the data collected from the interviews can be 
reduced to some numerical form, for example, counting the 
frequency with which certain concepts are mentioned by dif-
ferent individuals or the frequency with which concepts occur 
together.

Alternatively, the content of the interview material might not be 
 amenable to reduction to numerical form, and so it is not possible or 
sensible to consider statistical analysis. In this case, it is a common 
practice to work through the interview material and look for com-
mon themes and issues. These can be separated out and (if possible) 
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presented back to the interviewees, using their own words. This can 
provide quite a powerful means of presenting opinion or understand-
ing. If the interview has been video recorded, then it can be useful 
to edit the video down in a similar manner, that is, to select specific 
themes and use the video of the interviewees to present and support 
these themes.

2.2.7 Advantages

• Interviews can be used to gather data regarding a wide range 
of subjects.

• Interviews offer a very flexible way of gathering large amounts 
of data.

• The data gathered are potentially very powerful.
• The interviewer has full control over the interview and can 

direct the interview in any way.
• Response data can be treated statistically.
• A structured interview offers consistency and thoroughness 

(Stanton and Young, 1999).
• Interviews have been used extensively in the past for a number 

of different types of analysis.
• Specific, structured HF interview techniques already exist, 

such as the critical decision method (Klein and Armstrong, 
2004).

2.2.8 Disadvantages

• The construction and data-analysis process ensure that the 
interview technique is a time-consuming one.

• The reliability and validity of the technique are difficult to 
address.

• Interviews are susceptible to both interviewer and interviewee 
bias.

• Transcribing the data is a laborious, time-consuming process.
• Conducting an interview correctly is quite difficult and 

requires great skill on behalf of the interviewer.
• The quality of the data gathered is based entirely upon the 

skill of the interviewer and the quality of the interviewee.
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2.2.9 Approximate Training and Application Times

In a study comparing 12 HF techniques, Stanton and Young (1999) 
reported that interviews took the longest to train of all the meth-
ods due to the fact that the technique is a refined process requiring 
a clear understanding on the analyst’s behalf. In terms of application 
times, a normal interview could last anything between 10 and 60 min. 
Kirwan and Ainsworth (1992) recommend that an interview should 
last a minimum of 20  min and a maximum of 40  min. Although 
this represents a low application time, the data analysis part of the 
interview technique can be an extremely lengthy one (e.g., data tran-
scription, data gathering, and data analysis). Transcribing the data is a 
particularly time-consuming process. For this reason, the application 
time for interviews is estimated as very high.

2.2.10 Reliability and Validity

Although the reliability and validity of interview techniques are dif-
ficult to address, Stanton and Young (1999) reported that in a study 
comparing 12 HF techniques, a structured interview technique scored 
poorly in terms of reliability and validity.

2.2.11 Tools Needed

An interview requires a pen and paper and an audio-recording device, 
such as a digital voice recorder. A PC or Mac with a word-processing 
package such as Microsoft Word™ is also required to transcribe the 
data and statistical analysis packages such as SPSS™ may be required 
for data-analysis procedures.
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Take first/next interview
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Conduct pilot run(s) of
interview
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2.2.13 Recommended Text(s)
Jacob, S.A., & Furgerson, S.P., (2012). Writing interview protocols and 

conducting interviews: Tips for students new to the field of qualitative 
research. The Qualitative Report, 17(42), 1–10.

Rowley, J., (2012). Conducting research interviews. Management Research 
Review, 35(3/4), 260–271.

2.3 Questionnaires

2.3.1 Background and Applications

Questionnaires offer a very flexible way of quickly collecting consid-
erable amounts of specific data from a large population sample. They 
have been used in many forms to collect data regarding numerous 
issues within both LUP & UD and HF, including usability, user satis-
faction, and user opinions and attitudes. More specifically, they can be 
used in the design process to evaluate concept and prototypical designs 
to probe user perceptions and to evaluate existing system designs. 
They can also be employed in the evaluation process to evaluate sys-
tem usability or attitudes toward a system. Specific questionnaires can 
be designed and administered upon the basis of the objectives of a 
particular study. The method description offered here will concentrate 
on the design of questionnaires, as the procedure used when applying 
existing HF questionnaire techniques is described in the following 
chapters.

2.3.2 Domain of Application

Generic.

2.3.3 Application in Land Use Planning and Urban Design

Questionnaires are one of the most commonly used data collection 
techniques within LUP & UD. They are an approach that most prac-
titioners, researchers, and students will be familiar with.

2.3.4 Procedure and Advice

There are no set rules for the design and administration of question-
naires. The following procedure is intended to act as a set of guidelines 
to consider when constructing a questionnaire. 
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Step 1: Define the Study Objectives
 The first step involves clearly defining the objectives of 

the study, that is, what information is wanted from the 
questionnaire data that are gathered. Before any effort is 
put into the design of the questions, the objectives of the 
questionnaire must be clearly defined. It is recommended 
that the analyst should go further than merely describ-
ing the goal of the research. For example, when design-
ing a questionnaire to gather information on the usability 
of a system or product, the objectives should contain pre-
cise descriptions of different usability problems already 
encountered and descriptions of the usability problems that 
are expected. In addition, the different tasks involved in 
the use of the system in question should be defined, and 
the different personnel should be categorized. What the 
results are supposed to show and what they could show 
should also be specified, as well as the types of questions 
(closed, multiple-choice, open-ended, rating, ranking, etc.) 
to be used. This stage of questionnaire construction is often 
neglected, and consequently the data obtained normally 
reflect this (Wilson and Corlett, 1995).

Step 2: Define the Population
 Once the objectives of the study are clearly defined, the analyst 

should define the sample population, that is, the participants 
whom the questionnaire will be administered to. Again, the 
definition of the participant population should be as exhaus-
tive as possible, including defining age groups, different user 
groups, and different organizations. The sample size should 
also be determined at this stage. Sample size is dependent 
upon the scope of the study and also the amount of time and 
resources available for data analysis.

Step 3: Construct the Questionnaire
 A questionnaire typically comprises four parts: an introduc-

tion, a participant information section, an information section, 
and an epilog. The introduction should contain information 
that lets the participant know who you are, what the purpose 
of the questionnaire is, and what the results are going to be 
used for. One must be careful to avoid putting information 
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in the introduction that may bias the participant in any way. 
For example, describing the purpose of the questionnaire as 
“determining people’s attitudes to expenditure on public art.” 
The classification part of the questionnaire normally contains 
multiple-choice questions requesting information about the 
participant, such as age, sex, occupation, and experience. The 
information part of the questionnaire is the most crucial part, 
as it contains the questions designed to gather the required 
information related to the initial objectives. There are numer-
ous categories of questions that can be used in this part of the 
questionnaire. Which type of question to be used is depen-
dent upon the analysis and the type of data required. Where 
possible, the type of question used in the information sec-
tion of the questionnaire should be consistent, that is, if the 
first few questions are of multiple choices, then all the ques-
tions should be kept as multiple choices. The different types 
of questions available are displayed in Table 2.1. Each ques-
tion used in the questionnaire should be short in length and 
worded clearly and concisely, using relevant language. Data 
 analysis should be considered when constructing the ques-
tionnaire. For instance, if there is little time available for the 
data-analysis process, then the use of open-ended questions 
should be avoided, as they are time-consuming to collate and 
analyze. If time is limited, then closed questions should be 
used, as they offer specific data that are quick to collate and 
analyze. The size of the questionnaire is also important. If it 
is too large, the participants will not complete the question-
naire, yet a very small questionnaire may seem worthless and 
could suffer the same fate. The optimum questionnaire length 
is dependent upon the participant population, but it is gen-
erally recommended that questionnaires should be no longer 
than two pages (Wilson and Corlett, 1995).

Step 4: Piloting the Questionnaire
 Wilson and Corlett (1995) recommended that once the 

 questionnaire construction stage is complete, a pilot run of 
the questionnaire is required. This is a crucial part of the 
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questionnaire design process, yet it is often neglected by prac-
titioners due to various factors, such as time and financial 
constraints. During this step, the questionnaire is evaluated 
by its potential user population, domain experts, and other 
practitioners. This allows any problems with the question-
naire to be removed before the critical administration phase. 
Typically, numerous problems are encountered during the 

Table 2.1 Types of Questions Used in Questionnaire Design

TYPE OF QUESTION EXAMPLE QUESTION WHEN TO USE

Multiple choice Approximately how many occasions 
have you witnessed people using this 
space? (0–5, 6–10, 11–15, 16–20, 
more than 20)

When the participant is 
required to choose a 
specific response

Rating scales I found the design unnecessarily 
complex (strongly agree [5], agree [4], 
not sure [3], disagree [2], strongly 
disagree [1])

When subjective data 
regarding participant 
opinions are required

Paired associates 
(bipolar alternatives)

Which of the two tasks “a” + “B” 
subjected you to the most mental 
workload? (“a” or “B”)

When two alternatives are 
available to choose from

Ranking Rank, on a scale of 1 (very poor 
usability) to 10 (excellent usability), 
the usability of the design

When a numerical rating is 
required

Open-ended questions What do you think of the parks usability? When data regarding 
participants’ own opinions 
about a certain subject 
are required, that is, 
subjects compose their 
own answers

Closed questions Which of the following elements have 
you used in public open spaces (seats, 
tables, playground equipment, 
bathrooms)

When the participant is 
required to choose a 
specific response

Filter questions Have you ever committed an error whilst 
using the current system interface? 
(“yes” or “no;” if “yes,” go to 
question 10; if “no,” go to question 15)

To determine whether 
participant has specific 
knowledge or experience; to 
guide participant past 
redundant questions

Source: Stanton, N. A. et al., Human Factors Methods: A Practical Guide for Engineering and 
Design, 2nd ed., Aldershot, Ashgate, 2013a.
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pilot stage, such as errors within the questionnaire, redundant 
questions, and questions that the participants simply do not 
understand or find confusing. Wilson and Corlett (1995) rec-
ommended that the pilot stage should comprise the following 
three stages:
• Individual criticism: The questionnaire should be admin-

istered to several colleagues who are experienced in 
 questionnaire construction, administration, and analysis. 
These colleagues should be encouraged to offer criticisms 
of the questionnaire.

• Depth interviewing: Once the individual criticisms have 
been attended to and any changes have been made, the 
questionnaire should be administered to a small sample 
of the intended population. Once they have completed 
the questionnaire, the participants should be subjected 
to an interview regarding the answers that they provided. 
This allows the analyst to ensure that the questions were 
fully understood and that the correct (required) data are 
obtained.

• Large-sample administration: The redesigned question-
naire should then be administered to a large sample 
of the intended population. This allows the analyst to 
ensure that the correct data are being collected and 
also that sufficient time is available to analyze the data. 
Redundant questions can also be highlighted during 
this stage. The likely response rate can also be pre-
dicted upon the basis of the returned questionnaires in 
this stage.

Step 5: Questionnaire Administration
 Once the questionnaire has been successfully piloted, it is 

ready to be administered. Exactly how the questionnaire is 
administered is dependent upon the aims and objectives of 
the analysis, and also the target population. For example, if 
the target population can be gathered together at a certain 
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time and place, then the questionnaire could be  administered 
at this time, with the analyst(s) present. This ensures that 
the  questionnaires are completed. However, gathering the 
target population in one place at the same time can be 
 problematic and so  questionnaires have also been adminis-
tered by post or e-mail. More questionnaires are delivered 
by way of e-mail, and the provision of an online link direct-
ing  participants to the questionnaire. There are a number of 
companies that offer a range of services for the collection and 
analyses of questionnaire data in this way. Often, however, 
response rates for questionnaires administered in these ways 
can be low—often only 10 percent. Procedures to address 
poor responses rates are available, such as offering payment 
on completion, the use of reminder e-mails, offering a dona-
tion to charity upon return, contacting nonrespondents by 
e-mail, and  sending shortened versions of the initial ques-
tionnaire to  nonrespondents. All these methods have been 
shown in the past to improve response rates, but almost all 
involve extra cost.

Step 6: Data Analysis
 Once all (or a sufficient amount) of the questionnaires have 

been returned or collected, the data-analysis process should 
begin. This is a lengthy process, the exact time required being 
dependent upon a number of factors (e.g., number of question 
items, sample size, required statistical techniques, and data 
reduction). Questionnaire data are normally computerized 
and analyzed statistically.

Step 7: Follow-up Phase
 Once the data are analyzed sufficiently and conclusions are 

drawn, the participants who completed the questionnaire 
should be informed regarding the outcome of the study. 
This might include a thank-you letter and an associated 
information pack containing a summary of the research 
findings.
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2.3.5 Advantages

• Questionnaires offer a very flexible way of collecting large 
volumes of data from large participant samples.

• When the questionnaire is properly designed, the data- 
analysis phase should be quick and very straightforward.

• Very few resources are required once the questionnaire has 
been designed.

• Questionnaires are very easy to administer to large numbers 
of participants.

• Skilled questionnaire designers can use the questions to direct 
the data collection.

2.3.6 Disadvantages

• Designing, piloting, administering, and analyzing a ques-
tionnaire is time-consuming.

• Reliability and validity of questionnaires are questionable.
• The questionnaire design process is taxing, requiring great 

skill on the analyst’s part.
• Typically, response rates are low (around 10 percent for postal 

and online questionnaires).
• The answers provided in questionnaires are often rushed and 

noncommittal.
• Questionnaires are prone to a number of different biases, such 

as prestige bias.
• Questionnaires can offer a limited output.
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2.3.7 Flowchart
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2.3.8 Approximate Training and Application Times

Wilson and Corlett (1995) suggested that questionnaire design is 
more of an art than a science. Practice makes perfect, and practi-
tioners normally need to make numerous attempts at questionnaire 
design before becoming proficient at the process (Oppenheim, 2000). 
Similarly, although the application time associated with question-
naires is at first glance minimal (i.e., the completion phase), when 
one considers the time expended in the construction and data-analysis 
phases, it is apparent that the total application time is high.

2.3.9 Reliability and Validity

The reliability and validity of questionnaire techniques are ques-
tionable. Questionnaire techniques are prone to a number of biases 
and often suffer from social desirability, whereby the participants are 
merely “giving the analyst(s) what they want.” Questionnaire answers 
are also often rushed and noncommittal. In a study comparing 12 HF 
techniques, Stanton and Young (1999) reported that questionnaires 
demonstrated an acceptable level of inter-rater reliability but unac-
ceptable levels of intrarater reliability and validity.

2.3.10 Tools Needed

Questionnaires can be both paper-based or developed in digital soft-
ware. Questionnaire design normally requires a computer, along with 
a word-processing package such as Microsoft Word; there are also a 
number of survey and questionnaire-development packages available 
online. In the analysis of questionnaire data, a spreadsheet package 
such as Microsoft Excel™ is required, and a statistical software pack-
age such as SPSS™ is also required to treat the data statistically.

2.3.11 Example

Figure 2.1 shows the start of an online questionnaire developed for 
gathering data from urban development experts on the topic of infill 
development of main streets.
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A Sociotechnical Systems Approach to the Optimization of Complex Urban Environments

�is research focuses on the optimization of (1) Main streets and (2) Multimodal urban corridors.

What is a main street?
Main streets, sometimes known as high streets, are locations typically within a town center, district
center, and major or principal center. A main street is considered here to include the areas of the road
pavement, road reserve, and the land uses up to 100 m from the road reserve (refer to Figure 1). It is
more than just the street itself; it is the area within the street corridor, the interface of pathways, roads,
and built form where people and technology converge in a complex urban setting.

What is a multimodal urban corridor?
Multimodal urban corridors are located along higher order transport corridors. �ey contain a variety of 
transport options and link two distinct urban areas (town to town or city to suburbs as examples). At a 
larger scale to a main street, multimodal urban corridors incorporate mass transit functions and a full
range of urban land uses. A multimodal urban corridor includes the road reserve and the adjacent land
uses up to 800 m away (refer to Figure 1).

Figure 1: Main street and multimodal urban corridor

You have been identified as a subject matter expert, so please tell us a little more detail about your 
professional experience.

1. What discipline(s) best describes your professional experience?

Landscape Architecture

Architecture

Transport Planning
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Main street Multimodal Urban corridor

Figure 2.1 Introduction to an urban development questionnaire. (From Patorniti, N. P. et al., 
Habitat International, 66, 42–48, 2017.) (Continued)
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Urban Design

Strategic Town Planning

Statutory Approvals/Permitting Town Planning

Civil Engineering

Economics 

Social Planning

Other (please specify) 

2. How many years have you been practicing in the above discipline(s)? 0
 6–10 y ears

3. What organization do you primarily belong to?

Consultancy Services Company

Nongovernmental Organization 

Professional Institution 

Government/�e Public Sector

Academia 

Other (please specify) 

4. Please indicate your level of expertise in main street and multimodal urban corridors (e.g., designing, 
        planning, assessing, teaching, researching).

Low Medium High

Main street Main street low Main street medium Main street high

Multimodal urban 
corridor

Multimodal urban 
corridor low 

Multimodal urban 
corridor medium 

Multimodal urban 
corridor high 

Figure 2.1 (Continued) Introduction to an urban development questionnaire. (Continued)
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2.3.12 Recommended Text(s)
Oppenheim, A. N. (2000). Question naire design, interviewing and attitude 

measurement. London: Continuum.

2.4 Observation

2.4.1 Background and Applications

Observational techniques are used to gather data regarding the 
physical and verbal aspects of a task or scenario. These include tasks 
catered for by the system, the individuals performing the tasks, the 
tasks themselves (task steps and sequence), errors made, communi-
cations between individuals, the technology used by the system in 
conducting the tasks (controls, displays, communication technology, 
etc.), the system environment, and the organizational environment. 
Observation has been extensively used and typically forms the start-
ing point of an analysis effort. The most obvious and widely used form 
of observational technique is direct observation, whereby an analyst 
visually records a particular task or scenario. However, a number of 
different forms of observation exist, including direct observation 
as  well as participant observation and remote  observation. Drury 
(1990) suggested that there are five different types of information 
that can be elicited from observational techniques: the sequence of 
activities, the duration of activities, the frequency of activities, the 
amount of time spent in states, and spatial movement. Moreover, 
physical (or  visually recorded) data, verbal data are also recorded, 
in particular verbal interactions between the agents involved in the 
scenario under analysis. Observational techniques can be used at any 

5. In what country do you currently work?

What other countries have you worked in (please specify).

Figure 2.1 (Continued) Introduction to an urban development questionnaire.
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stage of the design process to gather information regarding existing 
or proposed designs.

2.4.2 Domain of Application

Generic.

2.4.3 Application in Land Use Planning and Urban Design

The use of observational study is common in LUP & UD. It is useful 
for exploring and understanding the array of interactions that differ-
ent users may have within a particular urban environment.

2.4.4 Procedure and Advice

There is no set procedure for carrying out an observational analysis. 
The procedure would normally be determined by the nature and scope 
of analysis required. A typical observational analysis procedure can be 
split into the following three phases: the observation design stage, the 
observation application stage, and the data-analysis stage. The follow-
ing procedure provides the analyst with a general set of guidelines for 
conducting a direct-type observation. 

Step 1: Define the Objective of the Analysis
 The first step in observational analysis involves clearly 

defining the aims and objectives of the observation. This 
should include determining what design or system is under 
analysis, in which environment the observation will take 
place, which user groups will be observed, what type of 
scenarios will be observed, and what data are required. 
Each point should be clearly defined and stated before the 
process continues.

Step 2: Define the Scenario(s)
 Once the aims and objectives of the analysis are clearly 

defined, the scenario(s) to be observed should be defined 
and  described further. For example, when conducting an 
observational analysis of a public space, the type of scenario 
required should be clearly defined. Normally, the analyst(s) 
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has a particular type of scenario in mind—for example, the 
use and users of the space at a particular time of day or night. 
The exact nature of the required scenario(s) should be clearly 
defined by the observation team. It is recommended that a 
hierarchical task analysis is then conducted for the scenario 
under analysis.

Step 3: Observation Plan
 Once the aim of the analysis is defined and the type of scenario 

to be observed is determined, the analysis team should proceed 
to plan the observation. The team should consider what they are 
hoping to observe, what they are observing, and how they are 
going to observe it. Depending upon the nature of the obser-
vation, access to the space, or system, in question should be 
gained first. This may involve holding meetings with, or gaining 
approvals from, government organizations or the establishment 
in question and is typically a lengthy process. Any recording 
tools should be defined, and the length of observations should 
also be determined. In addition, placement of video- and audio-
recording equipment should be considered. To make things 
 easier, a walkthrough of the system/environment/scenario under 
analysis is recommended. This allows the analyst(s) to become 
familiar with the task in terms of the activity conducted, the 
time taken, location, and also the system under analysis.

Step 4: Pilot Observation
 In any observational study, a pilot or practice observation is 

crucial. This allows the analysis team to assess the quality and 
any problems with the data collection, such as noise inter-
ference or problems with the recording equipment. If major 
problems are encountered, the observation may have to be 
redesigned. Steps 1–4 should be repeated until the analysis 
team is happy that the quality of the data collected will be suf-
ficient for their study requirements.

Step 5: Conduct Observation
 Once the observation has been designed, the team should proceed 

with the observation(s). Typically, data are recorded using video- 
and audio-recording equipment. An observation transcript is also 



46 HUMAN FACTORS IN LUP AND UD

created during the observation. An example of an observation 
transcript template is presented in Table 2.2. Observation length 
and timing are dependent upon the scope and requirements of 
the analysis and also the scenario(s) under analysis. The observa-
tion should end only when the required data are collected.

Step 6: Data Analysis
 Once the observation is complete, the data-analysis procedure 

begins. Typically, the starting point of the analysis phase involves 
typing up the observation notes or transcript made during the 
observation. This is a very time-consuming process but is crucial 
to the analysis. Depending upon the analysis requirements, the 
team should then proceed to analyze the data in the format 
that is required, such as frequency of actions, verbal interactions, 
and sequence of use. When analyzing visual data, typical user 
behaviors are coded into specific groups. The software package 
Observer XT is frequently used to aid the analyst in this process.

Step 7: Further Analysis
 Once the initial process of transcribing and coding the obser-

vational data is complete, further analysis of the data begins. 
Depending upon the nature of the analysis, observation data 
are used to inform a number of different analyses, such as task 
analysis, error analysis, and communications analysis.

Step 8: Participant Feedback
 If applicable, once the data have been analyzed and conclu-

sions have been drawn, the participants involved should be 
provided with feedback of some sort. This could be in the form 
of a feedback session or a letter to each participant. The type of 
feedback used is determined by the analysis team (Table 2.2).

Table 2.2 Example of an Observation Transcript Template

TIME ACTOR EVENT/CONVERSATION DECISION CONTEXT TAG NAME

08.00 PS Entered the park First interface PS01
08.05 PS Sat on exposed bench 

facing east
Sit in the 
morning sun

Settlement PS01

08.06 OD Entered park, 
traversed on pathway

Transit Commuting through OD01

08.15 BD Entered park with dog BD01
08.16 BD Exploring open grassed 

area with dog
Use for animal 

amenity
Exercise/amenity BD02
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2.4.5 Flowchart

Start

Conduct pilot
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2.4.6 Advantages

• Observational data provide a real-life insight into the activity 
performed in complex systems.

• Various data can be elicited from an observational study, 
including number of users of a space—such as pedestrian or 
traffic counts and types, as a well as the functionality and 
usability of a space.

• Observation has been used extensively in a wide range of 
domains.

• Observation provides objective information.
• Detailed physical-task performance data are recorded, includ-

ing social interactions and any environmental influences 
(Kirwan and Ainsworth, 1992).

• Observation analysis can be used to highlight problems with 
existing operational systems. It can be used in this way to 
inform the design of new systems or designs.

• Specific scenarios are observed in their real-world setting.
• Observation is typically the starting point in any HF anal-

ysis effort, and observational data are used as the input into 
numerous HF analyses techniques, such as error identifi-
cation techniques, task analysis, communications analysis, 
and charting techniques.

2.4.7 Disadvantages

• Observational techniques are intrusive to task performance.
• Observation data are prone to various biases. Knowing that 

they are being watched tends to elicit new and different 
behaviors in participants. For example, people may not use the 
space in illegal ways—drinking, smoking, skating, and so on.

• Observational techniques are time-consuming in their 
 application, particularly the data-analysis procedure. Kirwan 
and Ainsworth (1992) suggest that when conducting the 
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transcription process, 1 hour of recorded audio data takes an 
analyst approximately 8 hour to transcribe.

• Cognitive aspects of the task under analysis are not elicited 
using observational techniques. Verbal protocol analysis is 
more suited for collecting data on the cognitive aspects of task 
performance.

• An observational study can be both difficult and expensive to set 
up and conduct. Gaining access and permissions is often extremely 
difficult and very time-consuming. Observational techniques are 
also costly, as they require the use of expensive recording equip-
ment (digital video camera, audio-recording devices).

• Causality is a problem. Errors can be observed and recorded 
during an observation, but why the errors occur may not 
always be clear.

• The analyst has only a limited level of experimental control.
• In most cases, a team of analysts is required to perform an 

observation study. It is often difficult to acquire a suitable team 
with sufficient experience in conducting observational studies.

2.4.8 Related Methods

There are a number of different observational techniques, including 
indirect observation, participant observation, and remote observation. 
The data derived from observational techniques are used as the input 
to a plethora of HF techniques, including task analysis, cognitive task 
analysis, charting, and human error-identification techniques.

2.4.9 Approximate Training and Application Times

Although the training time for an observational analysis is low 
(Stanton and Young, 1999), the application time is typically high. The 
data-analysis phase in particular is extremely time-consuming and so 
too is the transcription phase, as highlighted earlier by Kirwan and 
Ainsworth (1992).
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2.4.10 Reliability and Validity

Observational analysis is beset by a number of problems that 
can potentially affect the reliability and validity of the technique. 
According to Baber and Stanton (1996), problems with causality, 
bias (in a number of forms), construct validity, external validity, and 
internal validity can all arise unless the correct precautions are taken. 
Although observational techniques possess a high level of face valid-
ity (Drury, 1990) and ecological validity (Baber and Stanton, 1996), 
analyst or participant bias can adversely affect their reliability and 
validity.

2.4.11 Tools Needed

For a thorough observational analysis, the appropriate visual- and 
audio-recording equipment is necessary. Simplistic observational 
studies can be conducted using pen and paper only. However, for 
observations in complex, dynamic systems, more sophisticated equip-
ment is required, such as video- and audio-recording equipment. For 
the purposes of data analysis, a computer with the Observer XT soft-
ware is required.

2.4.12 Recommended Text(s)

Baber, C., & Stanton, N. A. (1996b). Observation as a technique for  usability 
evaluation. In P. W. Jordan, B. Thomas, B. A. Weerdmeester,  & 
I.  McClelland (Eds.), Usability evaluation in industry (pp. 85–94). 
London: Taylor & Francis Group.

Drury, C. (1990). Methods for direct observation of performance. In 
J.  R.  Wilson & E. N. Corlett (Eds.), Evaluation of human work, 
(pp. 45–68). London: Taylor & Francis Group.
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3
TASK ANALYSIS METHODS

3.1 Introduction

Although data collection techniques are used to collect specific data 
regarding the activity performed in complex systems, task-analysis 
techniques describe and represent the activity performed. Task-analysis 
techniques, can be used to understand and represent human and system 
performance in a particular land use planning and urban design (LUP & 
UD) task or scenario under analysis. Task analysis involves identify-
ing tasks, collecting task data, analyzing the data so that tasks are 
understood, and then producing a documented representation of the 
analyzed tasks (Annett et al., 1971). According to Diaper and Stanton 
(2004), there are more than 100 task-analysis techniques described in 
the literature.

Typical task-analysis techniques are used to break down tasks or 
scenarios into component task steps or physical operations. According 
to Kirwan and Ainsworth (1992), task analysis can be defined as the 
study of what an operator (person) is required to do (their actions and 
cognitive processes) to achieve system goals. In an LUP & UD sense, 
this could be associated with systems of work, such as development 
assessment or site analysis processes, or indeed how an individual 
interacts with a particular urban environment.

The use of task-analysis techniques is widespread, with applica-
tions in a wide range of domains, including military operations, 
aviation (Stanton et al., 2016), air-traffic control, driving (Walker 
et  al., 2001), public technology (Stanton and Stevenage, 1998), 
product design, and nuclear petrochemical domains, to name a few. 
Diaper and Stanton (2004) suggested that task analysis is poten-
tially the most powerful technique available to human–computer 
interaction (HCI) practitioners. Although Stanton (2006) also sug-
gested that task analysis is the central method for the design and 



52 HUMAN FACTORS IN LUP AND UD

analysis of system performance, involved in everything from design 
concept to system development and operation. Stanton also high-
lighted the role of task analysis in task allocation, procedure design, 
training design, and interface design.

A task analysis of the task(s) and system under analysis is the next 
logical step after the data collection process. Specific data are used to 
conduct a task analysis, allowing the task to be described in terms of 
the individual task steps required, the technology used in completing 
the task (controls, displays, etc.), and the sequence of the task steps 
involved. The task description offered by task-analysis techniques is 
then typically used as the input to further analysis techniques, such as 
error identification (EI) techniques and process charting techniques. 
For example, systematic human-error reduction and prediction 
approach (SHERPA) (Embrey, 1986) and the human-error template 
(Marshall et al., 2003) are both EI techniques (Chapter 5) that are 
applied to the bottom-level task steps identified in a hierarchical task 
analysis (HTA). In doing so, the task under analysis can be scruti-
nized to identify potential errors that might occur during the perfor-
mance of that task.

The popularity of task-analysis techniques is a direct function of 
their usefulness and flexibility. Typically, a task analysis of some sort 
is required in any HF analysis effort, be it usability evaluation, error 
identification, or performance evaluation. Task-analysis outputs are 
particularly useful, providing a step-by-step description of the activ-
ity under analysis. Moreover, analysts using task-analysis approaches 
often develop a (required) deep understanding of the activity under 
analysis.

However, task-analysis techniques are not without their flaws. 
The resource usage incurred when using such approaches is often 
considerable. The data collection phase is time-consuming and often 
requires the provision of video- and audio-recording equipment. Such 
techniques are also typically time-consuming in their application, 
and many reiterations are needed before an accurate representation 
of the activity under analysis is produced. Task-analysis techniques 
also suffer from reliability problems, and different analysts may pro-
duce entirely different representations of the same activity. Similarly, 
analysts may produce different representations of the same activity on 
different occasions.
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There are a number of different approaches to task analysis avail-
able to the LUP & UD practitioner; however, the most commonly 
used and well-known task-analysis technique is HTA (Annett, 2004; 
Stanton, 2006). HTA involves breaking down the task under analysis 
into a nested hierarchy of goals, operations, and plans. Verbal protocol 
analysis (VPA) is used to derive the processes (cognitive and physical) 
that an individual uses to perform a task. VPA involves creating a 
written transcript of an individuals behavior as they perform the task 
under analysis. Task decomposition (Kirwan and Ainsworth, 1992) 
can be used to create a detailed task description using specific catego-
ries to exhaustively describe actions, goals, controls, error potential, 
and time constraints.

Task-analysis techniques have evolved in response to increased 
levels of complexity and the increased use of teams within work set-
tings. A wide variety of task-analysis procedures now exist, including 
techniques designed to consider the cognitive aspects of decision-
making and activity in complex systems (cognitive task analysis—
Chapter 4). Cognitive task-analysis techniques, such as the critical 
decision method (Klein and Armstrong, 2004), use probe interview 
techniques to analyze, understand, and represent the unobservable 
cognitive processes associated with tasks or work. In this chapter, 
five task-analysis techniques will be explored: (1) HTA, (2) VPA, 
(3) Task decomposition, (4) Operator sequence diagrams (OSD), and 
(5) Critical path analysis (CPA).

3.2 Hierarchical Task Analysis

3.2.1 Background and Applications

HTA (Annett, 2004; Stanton, 2006) is the most popular task-analysis 
technique and has become perhaps the most widely used of all avail-
able HF techniques. Originally developed in response to the need 
for greater understanding of cognitive tasks (Annett, 2004), HTA 
involves describing the activity under analysis in terms of a hierar-
chy of goals, sub-goals, operations, and plans. The end result is an 
exhaustive description of task activity. One of the main reasons for the 
enduring popularity of the technique is its flexibility and the scope for 
further analysis that it offers to the practitioner.
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The majority of HF analysis methods either require an initial 
HTA of the task under analysis as their input or at least are made 
significantly easier through the provision of an HTA. HTA acts as 
an input into numerous HF analyses techniques, such as EI, alloca-
tion of function, workload assessment, interface design and evalua-
tion, and many more. Consequently, HTA has been applied across a 
wide spectrum of domains, including the process control and power 
generation industries (Annett, 2004), emergency services, military 
applications (Kirwan and Ainsworth, 1992), civil aviation (Marshall 
et al., 2003), driving (Walker et al., 2001), public technology (Stanton 
and Stevenage, 1998), and retail (Shepherd, 2002), to name a few.

3.2.2 Domain of Application

HTA was originally developed for the chemical processing and power 
generation industries (Annett, 2004). However, the technique is 
generic and can be applied in any domain.

3.2.3 Application in Land Use Planning and Urban Design

Although there are no published applications of the HTA method in 
an LUP & UD context, it is clearly suited to the analyses of LUP & 
UD tasks. HTA deals with the goal, objective, action-related physi-
cal, and cognitive task performance that is already a familiar approach 
in LUP & UD.

3.2.4 Procedure and Advice

Step 1: Define Task(s) Under Analysis
 The first step in conducting an HTA is to clearly define the 

task (or tasks) under analysis. Moreover, identifying the task 
under analysis, the purpose of the task-analysis effort should 
also be defined.

Step 2: Data Collection Process
 Once the task (or tasks) under analysis is clearly defined, spe-

cific data regarding the task should be collected. The data col-
lected during this process are used to inform the development 
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of the HTA. Data regarding the task steps involved, the tech-
nology used, interaction between humans and machines or 
objects in the environment, team members, decision-making, 
and task constraints should be collected. There are a num-
ber of ways to collect these data, including observations, 
interviews with subject matter experts, questionnaires, and 
walkthroughs. The techniques used are dependent upon the 
analysis effort and the various constraints imposed, such as 
time and access   constraints. Once sufficient data regarding 
the task under analysis are collected, the development of the 
HTA should begin.

Step 3: Determine the Overall Goal of the Task
 The overall goal of the task under analysis should first be 

specified at the top of the hierarchy, that is, “Undertake a site 
analysis,” “Assess a development application” even as simple 
as “Boil kettle” or “Listen to in-car entertainment” (Stanton 
and Young, 1999).

Step 4: Determine Task Sub-goals
 Once the overall task goal has been specified, the next step 

is to break this overall goal down into meaningful sub-goals 
(usually four or five, but this is not rigid), which together 
form the tasks required to achieve the overall goal. In the 
task Assess a development application, this is broken down into 
the following sub-goals: Application received by development 
application authority, Assessment manager reviews application, 
Application is referred to, Information is requested, Public is 
notified, and Decide on application. In an HTA of a Ford in-car 
radio (Stanton and Young, 1999), the overall task goal Listen 
to  in-car entertainment was broken down into the following 
sub-goals Check unit status, Press on/off button, Listen to the 
radio, Listen to cassette, and Adjust audio preferences.

Step 5: Sub-goal Decomposition
 Next, the analyst should break down the sub-goals identified 

during step four into further sub-goals and operations, accord-
ing to the task step in question. This process should go on until 
an appropriate operation is reached. The bottom level of any 
branch in an HTA should always be an operation. Although 
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everything above an operation specifies goals, operations 
actually say what needs to be done. Therefore, operations 
are actions to be made by an agent to achieve the associated 
goal. For example, in the HTA of the planning task Assess a 
 development application, the sub-goal Application is referred to 
is broken down into the following operations: Referral agency 
reviews application and Referral agency gives confirmation.

Step 6: Analysis of Plans
 Once all the sub-goals and operations have been fully 

described, the plans need to be added. Plans dictate how the 
goals are achieved. A simple plan would say do 1, then 2, and 
then 3. Once the plan is completed, the agent returns to the 
superordinate level. Plans do not have to be linear and exist in 
many forms, such as do 1, or 2 and 3. The different types of 
plans used are presented in Table 3.1. The output of an HTA 
can either be a tree diagram (Figure 3.1) or a tabular diagram 
(Table 3.2).

3.2.5 Advantages

• HTA requires minimal training and is easy to implement.
• The output of an HTA is extremely useful and forms the input 

for numerous HF analyses, such as error analysis, interface 
design, and evaluation and allocation of function analysis.

• It is an extremely flexible technique that can be applied in any 
domain for a variety of purposes.

• It is quick to use in most instances.

Table 3.1 Example HTA Plans

PLAN EXAMPLE

Linear Do 1, then 2, then 3
Nonlinear Do 1, 2, and 3 in any order
Simultaneous Do 1, then 2 and 3 at the same time
Branching Do 1; if X present, then do 2 then 3; but if X is not present, then exit
Cyclical Do 1, then 2, then 3 and repeat until X
Selection Do 1, then 2 or 3
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(Continued )

Table 3.2 Extract from Site Analysis HTA Plan (Full HTA Plan at the End of This Chapter, Table 3.6 page 96)

 0. Conduct site analysis
   Plan 0: Do 1, then 2, 3, 4, 5, and 6 in any order, then 7, 8, 9, 10, 11, in any 

order, then EXIT

 1. Identify legal descriptions (Plan 1: Do 1.1, then 1.2, 1.3, 1.4, respectively, then EXIT)
  1.1. Identify the legal description of the property
  1.2. Identify legal stakeholders (Plan 1.2: Do 1.2.1, then 1.2.2, then EXIT)
   1.2.1. Identify name of property owner
   1.2.2. Identify government departments with property jurisdictions
  1.3. Identify property covenants and legal restrictions
  1.4. Identify any projected or proposed changes to legal descriptions
 2. Analyze Location (Plan 2: Do 2.1, followed by 2.2 and 2.3, then EXIT)
  2.1. Identify location (Plan 2.1: Do 2.1.1, followed by 2.1.2 and 2.1.3, then EXIT)
   2.1.1. Identify the city in the state
   2.1.2. Identify the neighborhood in the city
   2.1.3. Identify the site in the neighborhood
  2.2. Establish distances (Plan 2.2: Do 2.2.1–2.2.5 in any order, then EXIT)
   2.2.1. Establish the distance between the site and the city commercial functions
   2.2.2. Establish the distance between the site and the city retail functions
   2.2.3. Establish the distance between the site and the city residential functions
   2.2.4. Establish the distance between the site and the city community functions
   2.2.5. Establish the distance between the site and the city industrial functions
  2.3. Establish travel times (Plan 2.3: Do 2.3.1–2.3.5 in any order, then EXIT)
   2.3.1.  Est. travel times between the site and the city commercial functions (Plan 2.3.1: 

Do 2.3.1.1–2.3.1.4 in any order, then EXIT)
     2.3.1.1. Est. walking travel time
     2.3.1.2. Est. cycling travel time
     2.3.1.3. Est. public transport travel time
     2.3.1.4. Est. private vehicle travel time
   2.3.2.  Est. travel times between the site and the city retail functions (Plan 2.3.2: 

Do 2.3.2.1–2.3.2.4 in any order, then EXIT)
     2.3.2.1. Est. walking travel time
     2.3.2.2. Est. cycling travel time
     2.3.2.3. Est. public transport travel time
     2.3.2.4. Est. private vehicle travel time
   2.3.3.  Est. travel times between the site and the city residential functions (Plan 2.3.3: 

Do 2.3.3–2.3.3.4 in any order, then EXIT)
     2.3.3.1. Est. walking travel time
     2.3.3.2. Est. cycling travel time
     2.3.3.3. Est. public transport travel time
     2.3.3.4. Est. private vehicle travel time
   2.3.4.  Est. travel times between the site and the city community functions (Plan 2.3.4: 

Do 2.3.4.1–2.3.4.4 in any order, then EXIT)
     2.3.4.1. Est. walking travel time
     2.3.4.2. Est. cycling travel time



60 HUMAN FACTORS IN LUP AND UD

• The output provides a comprehensive description of the task 
under analysis.

• It has been used extensively in a wide range of contexts.
• Conducting an HTA gives the user considerable insight into 

the task under analysis. Salmon et  al. (2010) proposed that 
the process of creating an HTA enables key insights to be 
gained in addition to the results of the analysis.

• It is an excellent technique to use when requiring a task 
description for further analysis. If performed correctly, the 
HTA should depict everything that needs to be done to com-
plete the task in question.

• The technique is generic and can be applied to any task in any 
domain.

• Tasks can be analyzed to any required level of detail, depend-
ing on the purpose.

3.2.6 Disadvantages

• HTA provides mainly descriptive information rather than 
analytical information.

• It contains little that can be used directly to provide design 
solutions.

• It does not cater for the cognitive components of the task 
under analysis.

• The technique may become laborious and time-consuming 
to conduct for large, complex tasks. The initial data collection 

Table 3.2 (Continued ) Extract from Site Analysis HTA Plan (Full HTA Plan at the End of This 
Chapter, page x)

     2.3.4.3. Est. public transport travel time
     2.3.4.4. Est. private vehicle travel time
   2.3.5.  Est. travel times between the site and the city industrial functions (Plan 2.3.5: 

Do 2.3.5.1–2.3.5.4 in any order, then EXIT)
     2.3.5.1. Est. walking travel time
     2.3.5.2. Est. cycling travel time
     2.3.5.3. Est. public transport travel time
     2.3.5.4. Est. private vehicle travel time

Source: Adapted from White, E., Site Analysis: Diagramming Information for Architectural Design, 
Architectural Media, Florida, 1983.
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phase is time-consuming and requires the analyst to be compe-
tent in a variety of HF techniques, such as interviews, observa-
tions, and questionnaires.

• The reliability of the technique may be questionable in some 
instances. For example, for the same task, different analysts 
may produce very different task descriptions.

• Conducting an HTA is more of an art than a science, and 
much practice is required before an analyst becomes proficient 
in the application of the technique.

• An adequate software version of the technique is yet to 
emerge.

• There are few prescriptive guidelines on how to apply it 
(Stanton, 2006).

3.2.7 Related Methods

HTA is widely used in HF and often forms the first step in a number of 
analyses, such as EI, human reliability assessment (HRA), and men-
tal workload assessment. Stanton (2006) conducted a comprehensive 
review outlining a variety of applications of HTA, including interface 
design, error prediction, workload analysis, team performance assess-
ment, and training requirement identification.

Mills (2007) argued that HTA is at its best when used along-
side other methods; for example, Mills (2007) used HTA alongside 
usability context analysis, and Salmon et al. (2010) have developed a 
piece of software that integrates HTA with additional HF methods, 
including methods providing insights into workload (the NASA Task 
Load Index) and error (SHERPA).

3.2.8 Approximate Training and Application Times

According to Annett (2004), a study by Patrick et  al. (2000) gave 
 students a few hours training with not entirely satisfactory results on 
the analysis of a very simple task, although performance improved 
with further training. A survey by Ainsworth and Marshall (1998) 
found that the more experienced practitioners produced more com-
plete and acceptable analyses.
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Stanton and Young (1999) report that the training and appli-
cation time for HTA is substantial. The application time associ-
ated with HTA is dependent upon the size and complexity of the 
task under analysis. For large, complex tasks, the application time 
for HTA would be high. Salmon et al. (2010) also suggested that 
HTA application times are high, stating that the high fidelity of 
information captured in an HTA can increase application times to 
almost double those of other methods such as cognitive work anal-
ysis (Chapter 10). However, they also argue that increased appli-
cation times are correlated with a greater granularity of detail, 
suggesting that if cognitive work analysis was conducted to the 
same level of granularity, its application time would be far higher 
than HTA.

3.2.9 Reliability and Validity

According to Annett (2004), the reliability and validity of HTA are 
not easily assessed. From a comparison of 12 HF techniques, Stanton 
and Young (1999) reported that the technique achieved an acceptable 
level of validity but a poor level of reliability. The reliability of the 
technique is certainly questionable. It seems that different analysts 
with different levels of experience may produce entirely different anal-
yses for the same task (intra-analyst reliability). Similarly, the same 
analyst may produce different analyses on different occasions for the 
same task (interanalyst reliability).

3.2.10 Tools Needed

HTA can be carried out using pencil and paper only. The HTA out-
put can be developed and presented in a number of software applica-
tions, such as Microsoft Visio, Microsoft Word, and Microsoft Excel. 
A number of HTA software tools also exist, such as the C@STTA 
HTA tool.
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3.2.11 Example

Figure 3.1 and 3.2 provide an example of HTA.

3.2.12 Flowchart
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Select next operation

State overall goal
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Consider the first/next
suboperation

Is redescription
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Is further
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Check adequacy of
redescription
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3.3 Verbal Protocol Analysis

3.3.1 Background and Applications

VPA is used to derive descriptions of the processes (cognitive and 
physical) that an individual uses to perform a task. It involves creating 
a written transcript of behavior as they perform the task or scenario 
under analysis. The transcript is based upon the individual thinking 
aloud as he or she conducts the task under analysis. VPA has been used 
extensively as a means of gaining an insight into the cognitive aspects of 
complex behaviors. It has been used in many domains, ranging from 
investigating expertise in nursing (Hoffman et al., 2009), to exploring 
the reliability of personality questionnaires (Robie et al., 2007), and 
the examination of the compatibility of motorcyclists’ and car drivers’ 
mental representations of the road (Salmon et al., 2014a).

3.3.2 Domain of Application

Generic.

3.3.3 Application in Land Use Planning and Urban Design

VPA can provide detailed insights into a range of important tasks 
within our built environments. It can capture the experiences of the 
users of differing abilities within urban systems, such as the walkabil-
ity of a particular setting; and indeed the quality of wayfinding and 
legibility cues within complex urban systems.

3.3.4 Procedure and Advice

The following procedure is adapted from Walker (2004). 

Step 1: Define Scenario Under Analysis
 First, the scenario under analysis should be clearly defined. 

It is recommended that an HTA is used to describe the task 
under analysis.

Step 2: Instruct/Train the Participant
 Once the scenario is clearly defined, the participant should be 

briefed regarding what is required of them during the analysis. 



65TASK ANALYSIS METHODS

What they should report verbally is clarified here. According 
to Walker (2004), it is particularly important that the partici-
pant is informed that they should continue talking even when 
what they are saying does not appear to make much sense. 
A small demonstration should also be given to the participant 
at this stage. A practice run may also be undertaken, although 
this is not always necessary.

Step 3: Begin Scenario and Record Data
 The participant should begin to perform the scenario under 

analysis. The whole scenario should be audio recorded (at 
least) by  the analyst. It is also recommended that a video 
recording be made.

Step 4: Verbalization of Transcript
 Once collected, the data should be transcribed into a written 

form. An Excel spreadsheet is normally used. This aspect of 
VPA is particularly time-consuming and laborious.

Step 5: Encode Verbalizations
 The verbal transcript (written form) should then be catego-

rized or coded. Depending upon the requirements of the 
analysis, the data are coded into one of the following five 
categories: words, word senses, phrases, sentences, or themes. 
The encoding scheme chosen should then be encoded accord-
ing to a rationale determined by the aims of the analysis. The 
analyst should also develop a set of written instructions for 
the encoding scheme. These instructions should be strictly 
adhered to and constantly referred to during the encoding 
process (Walker, 2004). Once the encoding type, framework, 
and instructions are completed, the analyst should proceed 
to encode the data. Various computer software packages are 
available to aid the analyst with this process, such as General 
Enquirer and NVivo.

Step 6: Devise Other Data Columns
 Once the encoding is complete, the analyst should devise any 

other data columns. This allows the analyst to note any mitigat-
ing circumstances that may have affected the verbal transcript.

Step 7: Establish Inter- and Intrarater Reliability
 Reliability of the encoding scheme then has to be established 

(Walker, 2004). In VPA, reliability is established through 
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reproducibility, that is, independent raters need to encode 
previous analyses.

Step 8: Perform Pilot Study
 The protocol analysis procedure should now be tested within 

the context of a small pilot study. This will demonstrate 
whether the verbal data collected are useful, whether the 
encoding system works, and whether inter- and intrarater reli-
ability are satisfactory. Any problems highlighted through the 
pilot study should be refined before the analyst conducts the 
VPA for real.

Step 9: Analyze Structure of Encoding
 Finally, the analyst can study the results from the VPA. During 

any VPA analysis, the responses given in each encoding cat-
egory require summing, and this is achieved simply by adding 
up the frequency of occurrence noted in each category. Walker 
(2004) suggests that for a more fine-grained analysis, the struc-
ture of encodings can be analyzed contingent upon events that 
have been noted in the other data column(s) of the worksheet or 
in light of other data that have been collected simultaneously.

3.3.5 Example

The following example, in Figure 3.2, represents a transcription and 
encoding sheet from a driving study (Walker, 2004) that considered the 
impacts of adjacent land use planning on the driving task. Similar sheets 
can be used for the detailed organization and analysis of any VPA data.

In addition, the transcribed data may be analyzed utilizing a range of 
coding methods or software such as NVivo. The example in Figure 3.3 
shows the analysis of transcribed verbal protocol data from a walkabil-
ity task in a busy urban environment (Pratt, 2017). Here the software 
Leximancer has been used to identify key concepts from the data set.

3.3.6 Advantages

• VPA provides a rich data source.
• It is particularly effective when used to analyze sequences of 

activities.
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mm:ss
70 mph, 5th gear
2800 rpm

It’s all clear ahead

bit worried about overtaking him

Section frequency counts

so I’ll stick to the right side of this lip lane

chap behind has eased off a bit luckily

make my intention clear that I’m going right

that is quite smooth
he’s slowing down
don’t know what is wrong with him

01: 34
01: 36
01: 38
01: 40
01: 42
01: 44
01: 46
01: 48
01: 50
01: 52
01: 54
01: 56
01: 58
02: 00
02: 02
02: 04
02: 06
02: 08
02: 10
02: 12
02: 14
02: 16
02: 18
02: 20
02: 22
02: 24
02: 26

02: 28

TIME VERBALIZATIONS ENCODING
BEHAV.

EVENTS
COG.

OB BC
1
1

1 1
1 1

1

1
1 1

1 1

1

1
1 1 1

1

11

4 3 1 5 5 5 0 1 0 1 2

1

1 1

1

1

RE OT PC CM PR AC SD CD IN
Glances at gear lever

Indicating right

passing other vehicle

Other car crossing from lane 3 over
to hand shoulder in front of driver

F/B

Figure 3.2 Example transcription and encoding sheet from a walkability task.
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Lost
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Trying

Congestion

Cues
Passed
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Figure 3.3 Leximancer concept identification of verbal protocol data.
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• Verbalizations can provide a genuine insight into cognitive 
processes.

• Domain experts can provide excellent verbal data.
• It has been used extensively in a wide variety of domains.
• It is simple to conduct with the right equipment.

3.3.7 Disadvantages

• Data analysis (encoding) can become extremely laborious and 
time-consuming.

• VPA is a very time-consuming method to apply (data collec-
tion and data analysis).

• It is difficult to verbalize cognitive behavior. Researchers have 
been cautioned in the past for relying on verbal protocol data 
(Militello and Hutton, 2000).

• Verbal commentary can sometimes serve to change the nature 
of the task.

• Complex tasks involving high demand can often lead to a 
reduced quantity of verbalizations (Walker, 2004).

• Strict procedure is often not adhered to fully.
• VPA is prone to bias on the participant’s behalf.

3.3.8 Related Methods

VPA is related to observational techniques such as walkthroughs 
and direct observation. Task-analysis techniques such as HTA are 
often used in constructing the scenario under analysis. VPA is fre-
quently used alongside other HF methods; for example, Hoffman 
et  al. (2009) employed both VPA and retrospective interviewing 
in their exploration of the differences in decision-making between 
experts and novices within the medical nursing domain. The 
method can also act as an input for numerous other HF methods; 
for example, Walker et al. (2014) used verbal protocols as an input 
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to an automatic concept map tool to develop illustrations of car 
drivers’ and motorcyclists’ mental representations of driving.

3.3.9 Approximate Training and Application Times

Although the technique is very easy to train, the VPA procedure 
is time-consuming to implement. According to Walker (2004), if 
transcribed and encoded by hand, 20 min of verbal transcript data 
at around 130 words per minute can take between 6 and 8 hours to 
transcribe and encode.

3.3.10 Reliability and Validity

Walker (2004) reported that the reliability of the technique is reassur-
ingly good. For example, Walker et al. (2001) used two independent 
raters and established inter-rater reliability at Rho = 0.9 for rater 1 
and Rho = 0.7 for rater 2. Intrarater reliability during the same study 
was also high, being in the region of Rho = 0.95.

Hoffman et al. (2009) argued that the use of both concurrent and 
retrospective protocols increases the reliability and validity of the 
method as one measures long-term memory and the other short-term 
memory. They proposed that using researchers with domain experi-
ence and maintaining consistency of researchers throughout analysis 
also increase levels of reliability and consistency.

3.3.11 Tools Needed

A VPA can be conducted using pen and paper, a digital audio- recording 
device, and a video recorder if required. The device or system under 
analysis is also required. For the data-analysis part of VPA, Excel is 
normally required, although this can be done using pen and paper. A 
number of software packages can also be used by the analyst, including 
Observer XT, General Enquirer, TextQuest, NVivo, and Leximancer.
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3.3.12 Flowchart
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3.3.13 Recommended Text(s)

Bainbridge, L. (1995). Verbal protocol analysis. In J. R. Wilson & E. N. 
Corlett (Eds.) Evaluation of human work: A practical ergonomics methodol-
ogy (pp. 161–179). London: Taylor & Francis Group.

Noyes, J. M. (2006). Verbal protocol analysis. In W. Karwowski (Ed.), 
International encyclopaedia of ergonomics and human factors (2nd ed.), 
(pp. 3390–3392). London: Taylor & Francis Group.

Walker, G. H. (2004). Verbal protocol analysis. In N. A. Stanton et al., (Eds.), 
The handbook of human factors and ergonomics methods (pp.  30.1–30.8). 
Boca Raton, FL: CRC Press.

3.4 Task Decomposition

3.4.1 Background and Applications

Kirwan and Ainsworth (1992) described the task- decomposition 
methodology that can be used to gather detailed information 
regarding a particular task or scenario. Task decomposition 
involves describing the task or activity under analysis and then 
using specific task-related information to decompose it in terms 
of statements regarding the task. The task can be broken down to 
describe a variety of task-related features, including the objects 
and interface components used (e.g., signage, seating), the time 
taken, errors made, feedback, and decisions required to undertake 
the task. The categories used to decompose the task steps should 
be chosen by the analyst based on the requirements of the analy-
sis. There are numerous decomposition categories that can be used 
and new categories can be developed if required by the analysis. 
According to Kirwan and Ainsworth (1992), Miller (1953) was the 
first practitioner to use the task-decomposition technique.

Miller recommended that each task step should be decomposed 
around the following categories: 

• Description
• Subtask
• Cues initiating action
• Controls used
• Decisions
• Typical errors
• Response



72 HUMAN FACTORS IN LUP AND UD

• Criterion of acceptable performance
• Feedback

However, further decomposition categories have since been defined 
(e.g., Kirwan and Ainsworth, 1992). It is recommended that the ana-
lyst develops a set of decomposition categories based upon the analysis 
requirements.

3.4.2 Domain of Application

Generic.

3.4.3 Application in Land Use Planning and Urban Design

The range and variety of complex tasks undertaken by both the users 
of urban and regional environments, and the complex procedures uti-
lized to assess and design cities and towns render this method infi-
nitely useful for LUP & UD.

3.4.4 Procedure and Advice

Step 1: HTA
 The first step in a task-decomposition analysis involves creating 

an initial description of the task or scenario under analysis. It is 
recommended that an HTA is conducted for this purpose, as a 
goal-driven, step-by-step description of the task is particularly 
useful when conducting a task-decomposition analysis.

Step 2: Create Task Descriptions
 Once an initial HTA for the task under analysis has been con-

ducted, the analyst should create a set of clear task descrip-
tions for each of the different task steps. These descriptions 
can be derived from the HTA developed during Step 1. The 
task description should give the analyst enough information 
to determine exactly what has to be done to complete each 
task element. The detail of the task descriptions should be 
determined by the requirements of the analysis.

Step 3: Choose Decomposition Categories
 Once a sufficient description of each task step is created, the analyst 

should choose the appropriate decomposition categories. Kirwan 
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and Ainsworth (1992) suggested that there are three types of 
decomposition categories: descriptive, organization-specific, and 
modeling. Table 3.3 presents a taxonomy of descriptive decompo-
sition categories that have been used in various studies.

Step 4: Information Collection
 Once the decomposition categories have been chosen, the 

 analyst should create a data collection pro forma for each 
decomposition category. The analyst should then work 
through each decomposition category, recording task descrip-
tions and gathering the additional information required for 
each of the decomposition headings. To gather this informa-
tion, Kirwan and Ainsworth (1992) suggested that there are 
many possible methods to use, including observation, system 
documentation, procedures, training manuals, and discus-
sions with system personnel and designers. Interviews, ques-
tionnaires, VPA, and walkthrough analysis can also be used.

Step 5: Construct Task Decomposition
 The analyst should then put the data collected into a task-

decomposition output table. The table should comprise all 

Table 3.3 Task-Decomposition Categories

TASK-DECOMPOSITION CATEGORIES

TASK DESCRIPTION CRITICAL VALUES SUBTASKS

Activity/behavior type Job aids required Communications
Task/action verb Actions required Coordination requirements
Function/purpose Decisions required Concurrent tasks
Sequence of activity Responses required Task outputs
Requirements for undertaking task Task complexity Feedback
Initiating cue/event Task criticality Consequences
Information Amount of attention required Problems
Skills/training required Performance on task Likely/typical errors
Personnel requirements/manning Time taken/time permitted Errors made
Hardware features Required speed Error consequences
Location Required accuracy Adverse conditions
Controls used Criterion of response 

adequacy
Hazards

Displays used Other activities

Source: Kirwan, B. and Ainsworth, L. K., A Guide to Task Analysis, Taylor & Francis Group, London, UK, 
1992.
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of the decomposition categories chosen for the analysis. 
The amount of detail included in the table is also determined 
by the scope of the analysis.

3.4.5 Advantages

• Task decomposition is a very flexible approach. By selecting 
which decomposition categories to use, the analyst can deter-
mine the direction and focus of the analysis.

• A task-decomposition analysis has the potential to provide a 
very comprehensive analysis of a particular task.

• Task-decomposition techniques are easy to learn and use.
• The method is generic and can be used in any domain.
• It provides a much more detailed description of tasks than 

traditional task-analysis techniques do.
• As the analyst has control over the decomposition categories 

used, potentially any aspect of a task can be evaluated. In par-
ticular, the technique could be adapted to assess the cognitive 
components associated with tasks (goals, decisions, and situ-
ation awareness).

3.4.6 Disadvantages

• As the task technique is potentially so exhaustive, it is a 
very time-consuming technique to apply and analyze. The 
HTA only serves to add to the lengthy application time. 
Furthermore, obtaining information about the tasks (obser-
vation, interview, etc.) creates even more work for the analyst.

• Task decomposition can be laborious to perform, involving 
observations, interviews, and so on.

3.4.7 Example

A task decomposition was performed on the sub-goal “Identify vehicle 
movement and patterns,” Table 3.4, taken from the larger “Site Analyses” 
HTA (Page 96). The purpose of the analysis was to ascertain and iden-
tify the details of each of the tasks and therein the actions, decisions, 
and probable errors. An extract of the analysis is presented in Table 3.5.
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Table 3.5 Is an Extract of Task-Decomposition Analysis for the Task “7.3.1.1.1 
Identify Vehicle and Traffic Types”

Task step description: 7.3.1.1.1 Identify 
vehicle and traffic types

Task complexity: Low

Initiating event: Identifying on-site 
vehicle patterns

Task difficulty: Low

Nature of the task: Observation Skills required: Medium—
equipment set up and checks

Job aids required: Video and survey 
charts

Time taken: High—36 h over 
7 days

Actions required:
Confirm equipment availability
Equipment set up on-site
24 h recording

Probable errors:
Equipment failure
Failure to check equipment
Vehicle and traffic misidentification

Decisions required:
Is this the correct site?
Have the data been captured?

Error consequence:
Inaccurate vehicle identification
Inaccurate on-site vehicle 
pattern data

Outputs from task: Vehicle and traffic 
type identification

Concurrent tasks: Identify vehicle 
and traffic types off-site

Table 3.4 HTA Extract for Identify Vehicle Movement and Patterns

 7.3. Identify vehicle movement and patterns (Plan 7.3: Do 7.3.1. then 7.3.2. then 7.3.3. 
then 7.3.4. then 7.3.5. then 7.3.6. then EXIT)

 7.3.1.  Identify motor vehicle pattern (Plan 7.3.1: Do 7.3.1.1. and 7.3.1.2. in any 
order then EXIT)

  7.3.1.1.  Identify on-site patterns (Plan 7.3.1.1: Do 7.3.1.1.1.–7.3.1.1.7. in any order 
then EXIT)

   7.3.1.1.1. Identify vehicle and traffic types
   7.3.1.1.2. Identify vehicles purposes (origins and destinations)
   7.3.1.1.3. Identify vehicle volumes
   7.3.1.1.4. Identify schedules
   7.3.1.1.5. Identify peak loads
   7.3.1.1.6. Identify parking locations
   7.3.1.1.7. Identify of access to and from the site
  7.3.1.2.  Identify off-site patterns (Plan 7.3.1.2: Do 7.3.1.2.1.–7.3.1.2.7. in any order 

then EXIT)
   7.3.1.2.1. Identify vehicle and traffic types
   7.3.1.2.2. Identify vehicles, purposes (origins and destinations)
   7.3.1.2.3. Identify vehicle volumes
   7.3.1.2.4. Identify schedules
   7.3.1.2.5. Identify peak loads
   7.3.1.2.6. Identify parking locations
   7.3.1.2.7. Identify of access to and from the site
 7.3.2. Identify motor vehicle pattern improvements
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3.4.8 Related Methods

The task-decomposition technique relies on a number of data  collection 
techniques for its input. The initial task description required is nor-
mally provided by conducting an HTA for the task under analysis. 
Data collection for the task-decomposition analysis can involve any 
number of HF methods, including observational techniques, inter-
views, walkthrough analysis, and questionnaires.

3.4.9 Approximate Training and Application Times

As a number of techniques are used within a task-decomposition 
analysis, the training time associated with the technique is high. 
Not only would an inexperienced practitioner require training in 
the task-decomposition technique itself (which incidentally would 
be minimal), but they would also require training in HTA and any 
techniques that would be used in the data collection part of the analy-
sis. Moreover, due to the exhaustive nature of a task-decomposition 
analysis, the associated application time is also very high. Kirwan and 
Ainsworth (1992) suggested that task decomposition can be a lengthy 
process, and that its main disadvantage is the huge amount of time 
associated with collecting the required information.

3.4.10 Reliability and Validity

At present, no data regarding the reliability and validity of the tech-
nique are offered in the literature. It is apparent that such a technique 
may suffer from reliability problems, as a large proportion of the anal-
ysis is based upon the analyst’s subjective judgment.

3.4.11 Tools Needed

The tools needed for a task-decomposition analysis are determined 
by the scope of the analysis and the techniques used for the data 
 collection process. Task decomposition can be conducted using just 
pen and paper. However, it is recommended that for the data collection 
process, visual and audio-recording equipment should be employed. 
The urban system under analysis is also required in some form—either 
in procedurally, temporary environment or in operational form.
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3.4.12 Flowchart
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3.4.13 Recommended Text(s)

Kirwan, B., & Ainsworth, L. K. (1992). A guide to task nalysis. London: 
Taylor & Francis Group.

3.5 Operation Sequence Diagrams

3.5.1 Background and Applications

OSDs are used to graphically describe the activity and interaction 
between teams of agents within a system. According to Kirwan and 
Ainsworth (1992), the original purpose of OSD analysis was to rep-
resent complex multiperson tasks. The output of an OSD graphi-
cally depicts the task process, including the tasks performed and the 
interaction between operators over time, using standardized symbols. 
There are various forms of OSD, ranging from a simple flow diagram 
representing task order to more complex diagrams that account for 
team interaction and communication. OSDs have recently been used 
by the authors for the analysis of command and control in a number 
of domains, including the fire service, naval warfare, aviation, energy 
distribution, air traffic control, and rail domains.

3.5.2 Domain of Application

The technique was originally used in the nuclear power and  chemical 
process industries. However, the technique is generic and can be 
applied in any domain.

3.5.3 Application in Land Use Planning and Urban Design

OSDs allow for the exploration of multistakeholder environments. 
This may be within the context of land use planning or design pro-
cedural tasks or indeed where there are multiple distinct users of an 
urban setting over time.

3.5.4 Procedure and Advice

Step 1: Define the Task(s) Under Analysis
 The first step in an OSD analysis is to define the task(s) or 

scenario(s) under analysis. These should be defined clearly, 
including the activity and agents involved.
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Step 2: Data Collection
 To construct an OSD, the analyst must obtain specific data 

regarding the task or scenario under analysis. It is recom-
mended that the analyst use various forms of data collection 
in this phase. Observational study should be used to observe 
the task (or similar types of task) under analysis. Interviews 
with personnel involved in the task (or similar tasks) should 
also be conducted. The type and amount of data collected in 
Step 2 are dependent upon the analysis requirements. The 
more exhaustive the analysis is intended to be, the more data 
collection techniques should be employed.

Step 3: Describe the Task or Scenario Using HTA
 Once the data collection phase is completed, a detailed task 

analysis should be conducted for the scenario under analy-
sis. The type of task analysis is determined by the analyst, 
and, in some cases, a task list will suffice. However, it is 
recommended that an HTA is conducted for the task under 
analysis.

Step 4: Construct the OSD Diagram
 Once the task has been described adequately, the construction 

of the OSD can begin. The process begins with the construc-
tion of an OSD template. The template should include the 
title of the task or scenario under analysis, a timeline and a 
row for each agent involved in the task. An OSD template 
used during the analysis of the stakeholder interactions within 
the environmental assessment of a site analysis is presented in 
Figure 3.4. To construct the OSD, it is recommended that the 
analyst walks through the HTA of the task under analysis, 
creating the OSD simultaneously. The symbols involved in a 
particular task step should be linked by directional arrows to 
represent the flow of activity during the scenario. Each sym-
bol in the OSD should contain the corresponding task step 
number from the HTA of the scenario. The artifacts used 
during the communications should also be annotated onto the 
OSD.

Step 5: Calculate Operation Loading Figures
 Operation loading figures can be calculated for each stake-

holder or agent involved in the scenario from the OSD. 
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The figures are calculated for each OSD operator or  symbol 
used, for example, operation, delay, and decision. These 
operation loading figures refer to the extent that each 
agent was involved in the operation in question during the 
scenario.

Step 6: Overlay Additional Analyses Results
 One of the endearing features of the OSD technique 

is that  additional analysis results can easily be added to 
the OSD. According to the analysis requirements, addi-
tional task features can also be annotated onto the OSD. 
For   example, in the analysis of environmental assessment 
activity in a variety of domains, the authors annotated 
coordination values (from a coordination demands analy-
sis: CDA) between team members for each task step onto 
the OSD.

3.5.5 Advantages

• OSDs provide an exhaustive analysis of the task in ques-
tion. The flow of the task is represented in terms of activity 
and information, the type of activity and the stakeholders 
involved are specified, whereas a timeline of the activity, 
the communications between stakeholders involved in the 
task, the technology used, and also a rating of total coor-
dination for each teamwork activity are also provided. 
The flexibility of the technique also permits the analyst to 
add further analysis outputs onto the OSD, adding to its 
exhaustiveness.

• They are particularly useful for analyzing and representing 
distributed teamwork or collaborated activity.

• They are useful for demonstrating the relationship between 
tasks, technology, and team members.

• They demonstrate high face validity (Kirwan and Ainsworth, 
1992).

• They have been used extensively in the past and have been 
applied in a variety of domains.

• The OSD technique is very flexible and can be modified to 
suit the analysis needs.
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• The WESTT software package can be used to automate a 
large proportion of the OSD procedure.

• Despite its exhaustive nature, the OSD technique requires 
only minimal training.

3.5.6 Disadvantages

• The application time for an OSD analysis is lengthy. 
Constructing an OSD for large, complex tasks can be 
extremely time-consuming, and the initial data collection 
stage adds further time to the analysis.

• The construction of large, complex OSDs is also quite a labo-
rious and taxing process.

• OSDs can become cluttered and confusing (Kirwan and 
Ainsworth, 1992).

• Their output can become large and unwieldy.
• The present OSD symbols are limited for certain applications.
• The reliability of the technique is questionable. Different ana-

lysts may interpret the OSD symbols differently.

3.5.7 Related Methods

Various types of OSD exist, including temporal operational sequence 
diagrams, partitioned operational sequence diagrams, and spa-
tial operational sequence diagrams (Kirwan and Ainsworth, 1992). 
During the OSD data collection phase, traditional data collection 
procedures such as observational study and interviews are typically 
employed. Task-analysis techniques such as HTA are also used to pro-
vide the input for the OSD. Timeline analysis may also be employed 
in order to construct an appropriate timeline for the task or scenario 
under analysis.

3.5.8 Approximate Training and Application Times

No data regarding the training and application time associated 
with the OSD technique is available in the literature. However, it is 
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apparent that the training time for such a technique would be mini-
mal. The application time for the technique is very high, including the 
initial data collection phase of interviews and observational analysis, 
and also the construction of an appropriate HTA for the task under 
analysis. The construction of the OSD in particular is a very time-
consuming process. A typical OSD normally can take up to one week 
to construct.

3.5.9 Reliability and Validity

According to Kirwan and Ainsworth, OSD techniques possess a high 
degree of face validity. The intra-analyst reliability of the technique 
may be suspect, as different analysts may interpret the OSD symbols 
differently.

3.5.10 Tools Needed

When conducting an OSD analysis, pen and paper may be sufficient. 
However, to ensure that data collection is comprehensive, it is recom-
mended that video- or audio-recording devices are used in conjunc-
tion with this. For the construction of the OSD, it is recommended 
that a suitable drawing package such as Microsoft Visio is used. The 
WESTT software package (Houghton et al., 2008) can also be used 
to automate a large portion of the OSD procedure. WESTT con-
structs the OSD based upon an input of observational data for the 
scenario under analysis.

3.5.11 Example

The following example represents the OSD for the identify natural 
physical features task of the larger Site Analysis HTA. Table  3.6 
represents the HTA extract utilized for establishing the OSD, 
whereas Figure 3.5 is an extract from the OSD for the site-analysis 
scenario.
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Table 3.6 Extract of HTA for Site Analysis

 5. Identify natural physical features (Plan 5: Do 5.1, then 5.2 and 5.3, then EXIT)
  5.1. Establish topography (Plan 5.1: Do 5.1.1, then 5.1.2 and 5.1.3, then EXIT)
   5.1.1. (Surveyor contact State Gov.) Establish site contours
   5.1.2. (Surveyor + State Gov.) Identify major topographic features
   5.1.3. (Surveyor) Forward details/results to site analysis manager (planner)
  5.2.  Identify drainage patterns (Plan 5.2: Do 5.2.1, then 5.2.2, 5.2.3, 5.2.4, respectively, 

then EXIT)
   5.2.1. (Hydrologist contacts State Gov.) Identify direction of surface drainage
   5.2.2. (Hydrologist) Identify arteries of water collection
   5.2.3. (Hydrologist + Local Gov.) Identify areas of flooding and inundation
   5.2.4. (Hydrologist) Forward details/results to site-analysis manager (planner)

Identify natural physical featuresTimeline

Location

5.1.1

5.1.1 5.1.2 5.1.3

5.1.3

5.2.1

5.2.1 5.2.2 5.2.3
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Figure 3.5 Extract from the OSD for the site-analysis scenario.



85TASK ANALYSIS METHODS

3.5.12 Flowchart
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3.6 Critical Path Analysis

CPA is a popular technique in project management (Lockyer and 
Gordon, 1991) and is used to estimate the duration of a project in 
which some activities can be performed in parallel. The assumption is 
that a given task cannot start until all preceding tasks that contribute 
to it are complete. This means that some tasks might be completed, 
and the process is waiting for other tasks before it is possible to pro-
ceed. The tasks that are completed but are waiting for others are said 
to be floating, that is, they can shift their start times with little impact 
on the overall process. On the other hand, tasks that the others wait 
for are said to lie on the critical path, and any change to these tasks 
will have an impact on the overall process time. It is possible to apply 
these ideas to any time-based activity, including human performance.

To calculate CPA, it is necessary to know the order in which tasks 
are performed, their duration, and their dependency. The notion of 
dependency is, for traditional CPA, based on the question of what 
tasks need to be completed before another task is allowed to commence. 
However, when applied to human performance models, dependency 
offers a richer conceptual framework in that it allows consideration of 
parallel activity. Models based on CPA can be constructed to represent 
some aspects of parallel activity, which can provide more accurate esti-
mates of performance time (Baber and Mellor, 2001; Gray et al., 1993).

3.6.1 Describing Dependency

To introduce the concept of dependency, it is necessary to make assump-
tions about the order in which tasks are performed and the nature of 
the tasks themselves. Clearly, some tasks need to be completed before 
others can start (which is central to traditional CPA modeling). This 
means that we can consider temporal dependency as the first stage in 
constructing a CPA model. However, temporal dependency tells us 
nothing about why some tasks can be performed in parallel. To con-
sider this issue, we turn to notions of multiple resources.

3.6.2 Multiple Resources

For the HF community, it is convenient to assume that tasks involving 
different modalities, such as speaking and looking, can be performed 



87TASK ANALYSIS METHODS

with little interference. This assumption is not without criticism, and 
there are several experiments that we will not consider here which 
suggest that interference can occur at the stage of central processing 
of information. This means that, like many assumptions within HF, 
what serves as a useful aid in engineering applications is not neces-
sarily supported as a generalizable component of human cognition. 
Wickens (1992) amalgamated a considerable amount of research on 
multiple task performance to propose a theory of multiple attentional 
resources. The theory proposes a general pool (or reservoir) of atten-
tional resources that is shared across stages of human information 
processing: as the demands of one stage increase, so the resources 
available to other stages diminish. To manage this distribution of 
resource, the theory assumes that there are two subpools: one for 
visuospatial resources and one for verbal-acoustic resources. Such a 
model would help to determine the possibility of tasks being per-
formed in series or parallel, that is, two visual tasks would need to be 
performed in series (for the simple reason that one cannot look in two 
places at the same time), but an auditory and visual task could possibly 
be performed in parallel, for example, the (visual) monitoring of dis-
plays could be performed in parallel with the (auditory) hearing of an 
alarm. The suggestion is that, as tasks draw from the same subpool, 
their interference requires serial processing, but if they use different 
subpools, they can be performed in parallel. A complication with 
this assumption is that the various stages of processing might draw 
on different versions of the subpool, for example, at the input stage, 
the subpool could be constrained by sensory limitations (e.g., you can-
not look at two places at once but need to move your eyes between 
the places), and at the output stage, the subpool would be constrained 
by response mechanisms, for example, speaking or pressing buttons. 
Thus, at the observable stages of human response, it is possible to 
make certain assumptions relating to the manner in which infor-
mation is presented to the person or responses are made. However, 
the central processing stage is not so amenable to reductionism, and 
it is not entirely clear what codes are used to represent information. 
Although this could be a problem for experimental psychology, HF 
tends to stick with the observable aspects of input/output and uses 
these notions for characterizing tasks. So, we would consider input 
in terms of vision or hearing and output in terms of speech or manual 
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response (left or right hand). For the purposes of this approach, we 
also include a generalized cognition component (it would be possible 
to assume that cognition is performed using different codes and to 
include some additional components, but this is neither substantiated 
by research nor particularly necessary). The list of codes used in this 
analysis is as follows: 

• Visual
• Auditory
• Spoken response
• Manual response (left)
• Manual response (right)
• Cognition

3.6.3 Domain of Application

Primarily HCI, but also generic.

3.6.4 Application in Land Use Planning and Urban Design

Due to the close association with project management, many in the 
LUP & UD disciplines will be familiar with CPA. It is an inher-
ently useful approach to better understanding the requirements and 
resources for projects and tasks within LUP & UD.

3.6.5 Procedure and Advice

In this chapter, construction of a CPA model is based upon a method 
initially developed by Gray et al. (1993) and further refined by Baber 
and Mellor (2001). The method may be proceduralized as follows.

Step 1: Analyze the Tasks to be Modeled
 The tasks need to be analyzed in fine detail if they are to be 

modeled by multimodal CPA. HTA can be used, but it needs 
to be conducted down to the level of individual task units. 
This fine-grain level of analysis is essential if reasonable pre-
dictions of response times are to be made. Figure 3.6 is the 
HTA of a generic development assessment process with an 
information request and decision. The full HTA Plan for the 
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task Assess Development Application can be found at the end 
of this chapter in Table 3.10.

Step 2: Order the Tasks
 This requires an initial sketch (drawn as a flowchart) of the 

task sequences in terms of temporal dependency. At this 
stage, the analyst is considering whether more than one task 
might feed into subsequent tasks. Figure 3.7 represents the 
sequences of tasks over time associated with a code assess-
able development application process, including a request for 
information, and the issue of a decision.

Step 3: Allocate Subtasks to Modality
 Each unit task then needs to be assigned to a modality. For 

the purposes of land use planning and urban design tasks, 
these modalities may be as follows: 
• Visual tasks: For example, looking at plans, maps, displays, 

or written notes and procedures.
• Communication: Sending and requesting written and map-

ping information and providing decisions in writing.
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• Cognition: For example, making decisions about whether 
something is properly filled out or complaint; or if to 
intervene and selecting intervention strategies.

• Manual tasks: For example, taking notes, collecting data, 
recording details, drawing and presenting, and site visits.

• Speech tasks: Providing and receiving verbal advice, or 
talking and consulting with colleagues or the community. 
Table 3.7 shows each task associated with its appropriate 
modularity.

Step 4: Sequence the Subtasks in a Multimodal CPA Diagram
 The tasks are put into the order of occurrence, checking the 

logic for parallel and serial tasks. For serial tasks, the logi-
cal sequence is determined by the task analysis. For paral-
lel tasks, the modality determines their placement in the 
representation.

Step 5: Allocate Timings to the Subtasks
 Timings for the tasks are derived from a number of sources. 

For the purposes of this exercise, the timings used are based 
on the number of business days associated with the develop-
ment assessment process in Queensland, Australia.

Step 6: Determine the Time to Perform the Whole Task
 The time in which the task may be performed can be found 

by tracing through the CPA using the longest node-to-node 

Table 3.7 Development Assessment Tasks Organized in Modularity

VISUAL TASKS COMMUNICATION COGNITION MANUAL TASK SPEECH TASK

Assessment 
manager reviews 
application

Request further 
development 
application (DA) 
details

Determine if 
properly made

Review as properly 
made application

Provide 
confirmation of 
rejection of 
application

Determine levels 
of assessment

Review levels of 
assessment

Provide 
confirmation of 
continuance of 
application

Decide 
application

Review requested 
information

Issue decision
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values. The calculations in CPA are fairly simple, providing 
two basic rules are followed:

 1. On the forward-pass, take the longest time.
 2. On the backward-pass, take the shortest time.

The calculation can be most easily represented in the form of a  diagram 
representing the tasks and their start/finish times. As Figure 3.8 illus-
trates, each task is represented as a box containing its number and 
name, its duration, the earliest start time (EST), and  latest finish time 
(LFT) and float.

Having established a sequence (based on temporal and modality 
dependency) and associated tasks with times, the final stage is to per-
form the calculation. In this section, the boxes defined earlier are pre-
sented in Figure 3.9 and Table 3.8.

To undertake the calculations 

 1. Begin with an EST on 0 for the first activity.
 2. Calculate the EFT as the sum of the EST and duration.
 3. Use the EFT for one task as the EST of the next task (unless 

there is a choice of EFTs, in which case take the largest).
 4. Continue calculating the EFT until the end.
 5. Set the LFT to equal the EFT of the final task.
 6. Subtract duration from LFT to get LST.
 7. Insert LST as LFT on previous task (unless there is a choice, 

in which case take the smallest).
 8. Continue until first task reached.

Duration

LFT

EST

Task

Float

Figure 3.8 Key for each node in CPA diagram.
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3.6.6 Advantages

• CPA allows the analyst to gain a better understanding of the 
task via splitting the task into the activities that need to be 
carried out to ensure successful task completion.

• It allows the consideration of parallel unit task activity (Baber 
and Mellor, 2001).

• It gives predicted performance task times for the full task and 
also for each task step.

• It determines a logical, temporal description of the task in 
question.

• It does not require a great deal of training.
• It is a structured and comprehensive procedure.
• It can accommodate parallelism in user performance.
• It provides reasonable fit with observed data.

Table 3.8 CPA Calculations for Development Assessment Example

TASK
DURATION 

(BUSINESS DAYS) EST EFT LST LFT FLOAT

1. Application lodged 1bd 0 1bd 0bd 1bd 0
2.  AM reviews as properly 

made
5bd 1bd 6bd 1bd 6bd 0

3.  AM reviews level of 
assessment

5bd 1bd 6bd 1bd 6bd 1bd

 4.  Determine if properly made 1bd 6bd 7bd 6bd 7bd 0
5.  Determine level of 

assessment
1bd 6bd 7bd 6bd 7bd 1bd

6.  Confirm continuance of 
application

5bd 7bd 12bd 7bd 12bd 0

7.  AM issues information 
request

10bd 12bd 22bd 12bd 22bd 0

8. Wait for information 60bd 22bd 82bd 22bd 82bd 0
9. AM review info details 35bd 82bd 117bd 82bd 117bd 0

10. Decide application 35bd 82bd 117bd 82bd 117bd 25bd
11. Issue decision 5bd 117bd 122bd 117bd 122bd 0
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3.6.7 Disadvantages

• CPA can be tedious and time-consuming for complex tasks.
• It only models error-free performance and cannot deal with unpre-

dictable events such as those seen in human–machine interactions.
• Its modality can be difficult to define.
• It can only be used for activities that can be described in terms 

of performance times.
• Times are not available for all actions.
• It can be overly reductionistic, particularly for tasks that are 

mainly cognitive in nature.

3.6.8 Related Methods

CPA is one of a number of performance-time prediction methods that 
also include the keystroke-level model (KLM) (Card et al., 1983) and 
timeline analysis.

3.6.9 Approximate Training and Application Times

Although no data regarding the training and application time of CPA 
are available, it is suggested that both the training time the applica-
tion time would be low, although this is dependent upon the task 
under analysis. For complex, larger tasks, the application time would 
be high.

In a review of interface methods, Stanton et  al. (2014) proposed 
that CPA was a time-consuming technique compared with heuristic 
analysis, layout analysis, and HTA. They estimated that to analyze 
multimodal in-vehicle car interfaces, 2–4 h are required to collect the 
data and 8–10 h are needed to analyze them.

3.6.10 Reliability and Validity

Baber and Mellor (2001) compared predictions using CPA with 
the results obtained from user trials and found that the fit between 
observed and predicted values had an error of less than 20 percent. 
This suggests that the approach can provide robust and useful approx-
imations of human performance.
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3.6.11 Tools Needed

CPA can be conducted using pen and paper.

3.6.12 Flowchart

Start

Create task
timeline

Allocate subtasks
to modality

HTA

Visual task?

Serial task?

Allocate timings to
subtasks

Determine time to
perform whole

task
Forward

pass?

Take longest time
route through CPA

diagram

Backward
pass?

Take shortest
route through CPA

diagram

N

Calculate earliest
start time (EST)

Calculate latest
�nish time (LFT)

Derive critical
path and interpret

the results

Y

End

Y

Parallel task?

Logical task
sequence

determined by
modality

Sequence the
subtasks in a

multimodal CPA
diagram

List identi�ed
tasks in relevant

columns of
modality table

Y Y Y Y

Manual tasks Speech tasksN

N

Logical task
sequence

determined by
HTA

Y Y

N NCognitive
tasks

Construct a HTA
of the task(s)
in question
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Table 3.9 Full HTA Plan for Task Conduct Site Analysis

 0. Conduct site analysis
  Plan 0: Do 1, then 2, 3, 4, 5, and 6 in any order, then 7, 8, 9, 10, and 11 
in any order, then EXIT

 1. Identify legal descriptions (Plan 1: Do 1.1, then 1.2, 1.3, and 1.4, then EXIT)
 1.1. Identify the legal description of the property
 1.2. Identify legal stakeholders (Plan 1.2: Do 1.2.1, then 1.2.2, then EXIT)
  1.2.1. Identify name of property owner
  1.2.2. Identify government departments with property jurisdictions
 1.3. Identify property covenants and legal restrictions
 1.4. Identify any projected or proposed changes to legal descriptions
 2. Analyze Location (Plan 2: Do 2.1, then 2.2 and 2.3, respectively, then EXIT)
 2.1. Identify location (Plan 2.1: Do 2.1.1, then 2.1.2 and 2.1.3, respectively, then EXIT)
  2.1.1. Identify the city in the state
  2.1.2. Identify the neighborhood in the city
  2.1.3. Identify the site in the neighborhood
 2.2. Establish distances (Plan 2.2: Do 2.2.1–2.2.5 in any order, then EXIT)
  2.2.1. Establish the distance between the site and the city commercial functions
  2.2.2. Establish the distance between the site and the city retail functions
  2.2.3. Establish the distance between the site and the city residential functions
  2.2.4. Establish the distance between the site and the city community functions
  2.2.5. Establish the distance between the site and the city industrial functions
 2.3. Establish travel times (Plan 2.3: Do 2.3.1–2.3.5 in any order, then EXIT)
  2.3.1.  Est. travel times between the site and the city commercial functions (Plan 2.3.1: 

Do 2.3.1.1–2.3.1.4 in any order, then EXIT)
  2.3.1.1. Est. walking travel time
  2.3.1.2. Est. cycling travel time
  2.3.1.3. Est. public transport travel time
  2.3.1.4. Est. private vehicle travel time
  2.3.2.  Est. travel times between the site and the city retail functions (Plan 2.3.2: 

Do 2.3.2.1–2.3.2.4 in any order, then EXIT)
  2.3.2.1. Est. walking travel time
  2.3.2.2. Est. cycling travel time
  2.3.2.3. Est. public transport travel time
  2.3.2.4. Est. private vehicle travel time
  2.3.3.  Est. travel times between the site and the city residential functions (Plan 2.3.3: 

Do 2.3.3.1–2.3.3.4 in any order, then EXIT)
  2.3.3.1. Est. walking travel time
  2.3.3.2. Est. cycling travel time
  2.3.3.3. Est. public transport travel time
  2.3.3.4. Est. private vehicle travel time
  2.3.4.  Est. travel times between the site and the city community functions (Plan 2.3.4: 

Do 2.3.4.1–2.3.4.4 in any order, then EXIT)
  2.3.4.1. Est. walking travel time
  2.3.4.2. Est. cycling travel time
  2.3.4.3. Est. public transport travel time
  2.3.4.4. Est. private vehicle travel time

(Continued )



97TASK ANALYSIS METHODS

  2.3.5.  Est. travel times between the site and the city industrial functions (Plan 2.3.5: 
Do 2.3.5.1–2.3.5.4 in any order, then EXIT)

  2.3.5.1. Est. walking travel time
  2.3.5.2. Est. cycling travel time
  2.3.5.3. Est. public transport travel time
  2.3.5.4. Est. private vehicle travel time
 3. Identify size and planning controls (Plan 3: Do 3.1, then 3.2, then EXIT)
 3.1. Establish dimensions (Plan 3.1: Do 3.1.1, then 3.1.2 and 3.1.3 in any order, then EXIT)
  3.1.1. Survey the boundaries of the site
  3.1.2. Establish dimensions of any street rights of way of the site
  3.1.3. Establish dimensions of any site easements
 3.2.  Identify planning controls (Plan 3.2: Do 3.2.1, then 3.2.2 and 3.2.3 in any order, then 

3.2.4 and 3.2.5, then EXIT)
  3.2.1.  Identify present site zoning (Plan 3.2.1: Do 3.2.1.1, then 3.2.1.2, 3.2.1.3, and 

3.2.1.4, then EXIT)
  3.2.1.1. Identify site zoning
  3.2.1.2. Identify building height restrictions
  3.2.1.3. Establish m2 and m3 of buildable area
  3.2.1.4. Establish site car-parking requirements
  3.2.2. Identify any local area plans
  3.2.3. Identify other planning controls
  3.2.4.  Establish proposed zoning (Plan 3.2.4: Do 3.2.4.1, then 3.2.4.2, 3.2.4.3, and 

3.2.4.4, respectively, then EXIT)
  3.2.4.1. Identify present site zoning
  3.2.4.2. Identify building height restrictions
  3.2.4.3. Establish m2 and m3 of buildable area
  3.2.4.4. Establish site car-parking requirements
  3.2.5. Identify any proposed changes to planning controls
 4. Analyze Neighborhood (Plan 4: Do 4.1, then 4.2 and 4.3, respectively, then EXIT)
 4.1.  Establish locations of neighborhood functions (Plan 4.1: Do 4.1.1–4.2.4 in any 

order, then EXIT)
  4.1.1. Identify commercial functions
  4.1.2. Identify retail functions
  4.1.3. Identify residential functions
  4.1.4. Identify community functions
 4.2.  Establish neighborhood context (Plan 4.2: Do 4.2.1, then 4.2.2, 4.2.3, 4.2.4, and 4.1.5, 

respectively, then EXIT)
  4.2.1.  Identify neighborhood urban form (Plan 4.2.1: Do 4.2.1.1–4.2.1.4 in any order, then 

EXIT)
  4.2.1.1. Identify patterns
  4.2.1.2. Identify layout
  4.2.1.3. Identify density
  4.2.1.4. Identify structures

Table 3.9 (Continued ) Full HTA Plan for Task Conduct Site Analysis
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  4.2.2. Identify neighborhood open spaces (Plan 4.2.2: Do 4.2.2.1 then 4.2.2.2, then EXIT)
  4.2.2.1. Identify existing public and private open space
  4.2.2.2. Identify proposed public and private open space
  4.2.3. Identify neighborhood built form (Plan 4.2.3: Do 4.2.3.1 then 4.2.3.2, then EXIT)
  4.2.3.1.  Identify existing built form (Plan 4.2.3.1: Do 4.2.3.1.1 then 4.2.3.1.2 then 

4.2.3.1.3, then EXIT)
  4.2.3.1.1. Identify building ages
  4.2.3.1.2. Identify building conditions
  4.2.3.1.3.  Identify architectural patterns (Plan 4.2.3.1.3: 

Do 4.2.3.1.3.1–4.2.3.1.3.5 in any order, then EXIT)
  4.2.3.1.3.1. Identify roof forms
  4.2.3.1.3.2. Identify materials
  4.2.3.1.3.3. Identify color
  4.2.3.1.3.4. Identify heights and bulk
  4.2.3.1.3.5. Identify articulations
  4.2.4.  Identify neighborhood microclimate (Plan 4.2.4: Do 4.2.4.1 and 4.2.4.2 in any order 

then do 4.2.4.3, then EXIT)
  4.2.4.1. Identify solar orientation and access
  4.2.4.2. Identify breezes and wind direction
  4.2.4.3. Identify seasonal variations in sun and wind
  4.2.5.  Identify any locations of neighborhood significance (Plan 4.2.5: Do 4.2.5.1–4.2.5.4 

in any order, then EXIT)
  4.2.5.1. Identify historic significance
  4.2.5.2. Identify views of significance
  4.2.5.3. Identify situations of significance
  4.2.5.4. Identify districts of significance
 4.3.  Establish travel times between site and neighborhood functions (Plan 4.3: Do 4.3.1–4.3.4 

in any order, then EXIT)
  4.3.1.  Identify travel times to commercial functions (Plan 4.3.1: Do 4.3.1.1–4.3.1.3 in any 

order, then EXIT)
  4.3.1.1. Est. walking travel time
  4.3.1.2. Est. cycling travel time
  4.3.1.3. Est. public transit travel time
  4.3.2.  Identify travel times to retail functions (Plan 4.3.2: Do 4.3.2.1–4.3.2.3 in any order, 

then EXIT)
  4.3.2.1. Est. walking travel time
  4.3.2.2. Est. cycling travel time
  4.3.2.3. Est. public transit travel time
  4.3.3.  Identify travel times to residential functions (Plan 4.3.3: Do 4.3.3.1–4.3.3.3 in any 

order, then EXIT)
  4.3.3.1. Est. walking travel time
  4.3.3.2. Est. cycling travel time
  4.3.3.3. Est. public transit travel time

Table 3.9 (Continued ) Full HTA Plan for Task Conduct Site Analysis
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  4.3.4.  Identify travel times to community functions (Plan 4.3.4: Do 4.3.4.1–4.3.4.3 in any 
order, then EXIT)

  4.3.4.1. Est. walking travel time
  4.3.4.2. Est. cycling travel time
  4.3.4.3. Est. public transit travel time
 5. Identify natural physical features (Plan 5: Do 5.1, then 5.2 and 5.3, respectively, then EXIT)
 5.1. Establish topography (Plan 5.1: Do 5.1.1 then 5.1.2, then EXIT)
  5.1.1. Establish site contours
  5.1.2.  Identify major topographic features (Plan 5.1.2: Do 5.1.2.1–5.1.2.6 in any order, 

then EXIT)
  5.1.2.1. Identify slopes
  5.1.2.2. Identify flay areas
  5.1.2.3. Identify high points
  5.1.2.4. Identify low points
  5.1.2.5. Identify ridges
  5.1.2.6. Identify valleys
 5.2.  Identify drainage patterns (Plan 5.2: Do 5.2.1, then 5.2.2 and 5.2.3, respectively, then EXIT)
  5.2.1.  Identify direction of surface drainage (Plan 5.2.1: Do 5.2.1.1 and 5.2.1.2 in any 

order, then EXIT)
  5.2.1.1. Identify drainage on to the site
  5.2.1.2. Identify drainage off the site
  5.2.2.  Identify arteries of water collection (Plan 5.2.: Do 5.2.2.1 and 5.2.2.2 in any order, 

then EXIT)
  5.2.2.1. Identify major arteries
  5.2.2.2. Identify minor arteries
  5.2.3.  Identify areas of flooding and inundation (Plan 5.2.3: Do 5.2.3.1 and 5.2.3.1 in any 

order, then EXIT)
  5.2.3.1. Identify flooding on-site
  5.2.3.2. Identify flooding off-site
 5.3. Manage biophysical features (Plan 5.3: Do 5.3.1–5.3.4 in any order, then EXIT)
  5.3.1. Determine site flora value (Plan 5.3.1: Do 5.3.1.1 then 5.3.1.2, then EXIT)
  5.3.1.1. Assess flora
  5.3.1.2.  Decide flora value (Plan 5.3.1.2: Do 5.3.1.2.1–5.3.1.2.5 as required based 

on assessment, then EXIT)
  5.3.1.2.1. Select preservation
  5.3.1.2.2. Select protection
  5.3.1.2.3. Select reinforcement
  5.3.1.2.4. Select alteration
  5.3.1.2.5. Select removal
  5.3.2. Determine site fauna value (Plan 5.3.2: Do 5.3.2.1 then 5.3.2.2, then EXIT)
  5.3.2.1. Assess fauna
  5.3.2.2.  Decide fauna value (Plan 5.3.2.2: Do 5.3.2.2.1–5.3.2.2.5 as required 

based on assessment, then EXIT)

Table 3.9 (Continued) Full HTA Plan for Task Conduct Site Analysis
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  5.3.2.2.1. Select preservation
  5.3.2.2.2. Select protection
  5.3.2.2.3. Select reinforcement
  5.3.2.2.4. Select alteration
  5.3.2.2.5. Select removal
  5.3.3. Determine geology outcrop value (Plan 5.3.3: Do 5.3.3.1 then 5.3.3.2, then EXIT)
  5.3.3.1. Assess geology outcrops
  5.3.3.2.  Decide geology outcrop value (Plan 5.3.3.2: Do 5.3.3.2.1–5.3.3.2.5 as 

required based on assessment, then EXIT)
  5.3.3.2.1. Select preservation
  5.3.3.2.2. Select protection
  5.3.3.2.3. Select reinforcement
  5.3.3.2.4. Select alteration
  5.3.3.2.5. Select removal
  5.3.4. Identify soil type and bearing capacity (Plan 5.3.4: Do 5.3.4.1 then 5.3.4.2, then EXIT)
  5.3.4.1. Identify soil type distribution over the site
  5.3.4.2. Identify soil type at different sublevels
 6. Identify human-made features (Plan 6: Do 6.1, then 6.2 and 6.3, followed by 6.4, then EXIT)
 6.1.  Identify site buildings (Plan 6.1: Do 6.1.1, then 6.2.2, 6.3.2, 6.3.4–6.3.8 in any order, then 

EXIT)
  6.1.1. Establish location
  6.1.2. Establish significance on registry listing
  6.1.3. Establish structural integrity
  6.1.4. Establish size and shape
  6.1.5. Establish height
  6.1.6. Identify character and materials
  6.1.7. Identify interior layout
  6.1.8. Establish architectural qualities
 6.2.  Identify external open spaces on-site (Plan 6.2: Do 6.2.1, then 6.2.2, 6.2.3, 6.2.3, 

respectively, then EXIT)
  6.2.1. Establish location
  6.2.2. Establish size and shape
  6.2.3. Identify character and materials
  6.2.4. Establish structural and surface integrity
 6.3.  Identify walls and fences on-site (Plan 6.3: Do 6.3.1, then 6.3.2, 6.3.3, 6.3.4, respectively, 

then EXIT)
  6.3.1. Establish location
  6.3.2. Identify character and materials
  6.3.3. Establish structural and surface integrity
  6.3.4. Establish height and length
 6.4.  Identify surrounding off-site human made features (Plan 6.4: Do 6.4.1, then 6.4.2 

and 6.4.3, respectively, then EXIT)
  6.4.1.  Identify surrounding buildings (Plan 6.4.1: Do 6.4.1.1, then 6.4.1.2, 6.4.1.3–

6.4.1.6 in any order, then EXIT)

Table 3.9 (Continued ) Full HTA Plan for Task Conduct Site Analysis
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  6.4.1.1. Establish location
  6.4.1.2. Establish significance of registry listing
  6.4.1.3. Establish size and shape
  6.4.1.4. Establish height
  6.4.1.5. Identify character and materials
  6.4.1.6. Establish architectural qualities
  6.4.2.  Identify surrounding walls and fences (Plan 6.4.2: Do 6.4.2.1, then 6.4.2.2 and 

6.4.2.3, then EXIT)
  6.4.2.1. Establish location
  6.4.2.2. Identify character and material
  6.4.2.3. Establish length and height
  6.4.3.  Identify surrounding external open spaces (Plan 6.4.3: Do 6.4.3.1, then 6.4.3.2 and 

6.4.3.3, then EXIT)
  6.4.3.1. Establish location
  6.4.3.2. Establish size and shape
  6.4.3.3. Identify character and materials
 7. Determine circulation patterns (Plan 7: Do 7.1, then 7.2 and 7.3 in any order, then 7. 4, 

then EXIT)
 7.1. Identify site and neighborhood road hierarchy
 7.2.  Identify active transport movement and patterns (Plan 7.2: Do 7.2.1, then 7.2.2, 7.2.3, 

and 7.2.4, respectively, then EXIT)
  7.2.1.  Identify pedestrian pathways and pattern (Plan 7.2.1: Do 7.2.1.1 and 7.2.1.2 in 

any order, then EXIT)
  7.2.1.1.  Identify on-site pathways and patterns (Plan 7.2.1.1: Do 7.2.1.1.1–7.2.1.1.5 

in any order, then EXIT)
  7.2.1.1.1. Identify ped. types
  7.2.1.1.2. Identify ped. purposes
  7.2.1.1.3. Identify ped. schedules
  7.2.1.1.4. Identify ped. volumes
  7.2.1.1.5. Identify locations of ped. access to and from the site
  7.2.1.2.  Identify off-site pathways and pattern (Plan 7.2.1.2: Do 7.2.1.2.1–7.2.1.2.5 

in any order, then EXIT)
  7.2.1.2.1. Identify ped. types
  7.2.1.2.2. Identify ped. purposes
  7.2.1.2.3. Identify ped. schedules
  7.2.1.2.4. Identify ped. volumes
  7.2.1.2.5. Identify locations of ped. access to and from the site
  7.2.2. Identify pedestrian pattern improvements
  7.2.3.  Identify cyclist pathways and patterns (Plan 7.2.3: Do 7.2.3.1 and 7.2.3.2 in any 

order, then EXIT)
  7.2.3.1.  Identify on-site pathways and patterns (Plan 7.2.3.1: Do 7.2.3.1.1–7.2.3.1.5 

in any order, then EXIT)
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  7.2.3.1.1. Identify cyclist types
  7.2.3.1.2. Identify cyclist purposes
  7.2.3.1.3. Identify cyclist schedules
  7.2.3.1.4. Identify cyclist volumes
  7.2.3.1.5. Identify locations of cyclist access to and from the site
  7.2.3.2.  Identify off-site pathways and patterns (Plan 7.2.3.2: Do 7.2.3.2.1–7.2.3.2.5 

in any order, then EXIT)
  7.2.3.2.1. Identify cyclist types
  7.2.3.2.2. Identify cyclist purposes
  7.2.3.2.3. Identify cyclist schedules
  7.2.3.2.4. Identify cyclist volumes
  7.2.3.2.5. Identify locations of cyclist access to and from the site
  7.2.4. Identify cyclist pattern improvements
 7.3.  Identify vehicle movement and patterns (Plan 7.3: Do 7.3.1, then 7.3.2, 7.3.3, 7.3.4, 

7.3.5, and 7.3.6, respectively, then EXIT)
  7.3.1.  Identify motor vehicle pattern (Plan 7.3.1: Do 7.3.1.1 and 7.3.1.2 in any order, 

then EXIT)
  7.3.1.1.  Identify on-site patterns (Plan 7.3.1.1: Do 7.3.1.1.1–7.3.1.1.7 in any order, 

then EXIT)
  7.3.1.1.1. Identify vehicle and traffic types
  7.3.1.1.2. Identify vehicles, purposes (origins and destinations)
  7.3.1.1.3. Identify vehicle volumes
  7.3.1.1.4. Identify schedules
  7.3.1.1.5. Identify peak loads
  7.3.1.1.6. Identify parking locations
  7.3.1.1.7. Identify access to and from the site
  7.3.1.2.  Identify off-site patterns (Plan 7.3.1.2: Do 7.3.1.2.1–7.3.1.2.7 in any 

order, then EXIT)
  7.3.1.2.1. Identify vehicle and traffic types
  7.3.1.2.2. Identify vehicles purposes (origins and destinations)
  7.3.1.2.3. Identify vehicle volumes
  7.3.1.2.4. Identify schedules
  7.3.1.2.5. Identify peak loads
  7.3.1.2.6. Identify parking locations
  7.3.1.2.7. Identify access to and from the site
  7.3.2. Identify motor vehicle pattern improvements
  7.3.3.  Identify service vehicle patterns (Plan 7.3.3: Do 7.3.3.1 and 7.3.3.2 in any order, 

then EXIT)
  7.3.3.1.  Identify on-site patterns (Plan 7.3.3.1: Do 7.3.3.1.1–7.3.3.1.7 in any order, 

then EXIT)
  7.3.3.1.1. Identify vehicle and traffic types
  7.3.3.1.2. Identify vehicles purposes (origins and destinations)
  7.3.3.1.3. Identify vehicle volumes
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  7.3.3.1.4. Identify schedules
  7.3.3.1.5. Identify peak loads
  7.3.3.1.6. Identify parking locations
  7.3.3.1.7. Identify of access to and from the site
  7.3.3.2.  Identify off-site patterns (Plan 7.3.3.2: Do 7.3.3.2.1–7.3.3.2.7 in any 

order, then EXIT)
  7.3.3.2.1. Identify vehicle and traffic types
  7.3.3.2.2. Identify vehicles purposes (origins and destinations)
  7.3.3.2.3. Identify vehicle volumes
  7.3.3.2.4. Identify schedules
  7.3.3.2.5. Identify peak loads
  7.3.3.2.6. Identify parking locations
  7.3.3.2.7. Identify of access to and from the site
  7.3.4. Identify service vehicle pattern improvements
  7.3.5.  Identify public transport (also inc. taxi/uber) patterns (Plan 7.3.5: Do 7.3.5.1 and 

7.3.5.2 in any order, then EXIT)
  7.3.5.1.  Identify on-site patterns (Plan 7.3.5.1: Do 7.3.5.1.1–7.3.5.1.7 in any order, 

then EXIT)
  7.3.5.1.1. Identify vehicle and traffic types
  7.3.5.1.2. Identify vehicles purposes (origins and destinations)
  7.3.5.1.3. Identify vehicle volumes
  7.3.5.1.4. Identify schedules
  7.3.5.1.5. Identify peak loads
  7.3.5.1.6. Identify stop (pick up/drop off) locations
  7.3.5.1.7. Identify of access to and from the site
  7.3.5.2.  Identify off-site patterns (Plan 7.3.5.2: Do 7.3.5.2.1–7.3.5.2.7 in any order, 

then EXIT)
  7.3.5.2.1. Identify vehicle and traffic types
  7.3.5.2.2. Identify vehicles purposes (origins and destinations)
  7.3.5.2.3. Identify vehicle volumes
  7.3.5.2.4. Identify schedules
  7.3.5.2.5. Identify peak loads
  7.3.5.2.6. Identify stop (pick up/drop off) locations
  7.3.5.2.7. Identify access to and from the site
  7.3.6. Identify public transport pattern improvements
 7.4.  Identify site and neighborhood traffic generators (Plan 7.4: Do 7.4.1–7.4.3 in any order, 

then EXIT)
  7.4.1. Identify buildings that are significant origins and destinations
  7.4.2. Identify land uses that are significant origins and destinations
  7.4.3. Identify events that are significant origins and destinations
 8. Identify utility infrastructures (Plan 8: Do 8.1, then 8.2 and 8.3, respectively, then EXIT)
 8.1.  Identify the location of utilities on-site and adjacent to the site (Plan 8.1: Do 8.1.1–8.1.5 

in any order, then EXIT)

Table 3.9 (Continued ) Full HTA Plan for Task Conduct Site Analysis

(Continued )



104 HUMAN FACTORS IN LUP AND UD

  8.1.1. Identify electricity infrastructure
  8.1.2. Identify gas infrastructure
  8.1.3. Identify data and communication infrastructure
  8.1.4. Identify water infrastructure
  8.1.5. Identify sewerage infrastructure
 8.2.  Identify conveyance and capacity of utilities on-site and adjacent to the site (Plan 8.2: Do 

8.2.1–8.2.5 in any order, then EXIT)
  8.2.1. Identify electricity infrastructure conveyance and capacity
  8.2.2. Identify gas infrastructure conveyance and capacity
  8.2.3. Identify data and communication infrastructure conveyance and capacity
  8.2.4. Identify water infrastructure conveyance and capacity
  8.2.5. Identify sewerage infrastructure conveyance and capacity
 8.3. Identify opportunities to connect utilities infrastructure to the site
 9. Identify sensory elements (Plan 9: Do 9.1, then 9.2 and 9.3, respectively, then 9.4 and 9.5 in 

any order, then EXIT)
 9.1.  Identify views on the site from within the site (Plan 9.1: Do 9.1.1, then 9.1.2 and 9.1.3, 

respectively, then EXIT)
  9.1.1.  Assess the views (Plan 9.1.1: Do 9.1.1.1 or 9.1.1.2 as required based on 

assessment, then EXIT)
  9.1.1.1. Select positive view
  9.1.1.2. Select negative view
  9.1.2. Identify if the view changes over time
  9.1.3. Establish the likelihood of view conveyance
 9.2.  Identify views from the site to the surrounds (Plan 9.2: Do 9.2.1, then 9.2.2 and 9.2.3, 

respectively, then EXIT)
  9.2.1.  Assess the views (Plan 9.2.1: Do 9.2.1.1 or 9.2.1.2 as required based on 

assessment, then EXIT)
  9.2.1.1. Select positive view
  9.2.1.2. Select negative view
  9.2.2. Identify if the view changes over time
  9.2.3. Establish the likelihood of view conveyance
 9.3.  Identify views to the site from the surrounds (Plan 9.3: Do 9.3.1, then 9.3.2 and 9.3.3, 

respectively, then EXIT)
  9.3.1.  Assess the views (Plan 9.3.1: Do 9.3.1.1 or 9.3.1.2 as required based on 

assessment, then EXIT)
  9.3.1.1. Select positive view
  9.3.1.2. Select negative view
  9.3.2. Identify if the view changes over time
  9.3.3. Establish the likelihood of view conveyance
 9.4.  Identify significant sources of noise on and surrounding the site (Plan 9.4: Do 9.4.1, then 

9.4.2 and 9.4.3, respectively, then EXIT)
  9.4.1.  Assess the noise (Plan 9.4.1: Do 9.4.1.1 or 9.4.1.2 as required based on 

assessment then EXIT)
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  9.4.1.1. Select positive noise
  9.4.1.2. Select negative noise
  9.4.2. Does the noise change over time
  9.4.3. Will the noise continue in the long term
  9.5.  Identify significant odors, smoke, or airborne pollution on and around the site (Plan 9.5: 

Do 9.5.1, then 9.5.2 and 9.5.3, respectively, then EXIT)
  9.5.1.  Assess the emission (Plan 9.5.1: Do 9.5.1.1 or 9.5.1.2 as required based on 

assessment, then EXIT)
  9.5.1.1. Select minor
  9.5.1.2. Select major
  9.5.2. Does the emission change over time
  9.5.3. Will the emission continue in the long term
 10. Identify human and cultural elements (Plan 10: Do 10.1, then 10.2 and 10.3, respectively, 

then EXIT)
 10.1.  Document neighborhood characteristics (Plan 10.1: Do 10.1.1–10.1.4 in any order, 

then EXIT)
  10.1.1. Identify cultural aspects (Plan 10.1.1: Do 10.1.1.1 and 10.1.1.2 in any order)
  10.1.1.1. Document historical aspects
  10.1.1.2. Document current aspects
  10.1.2.  Identify psychological aspects (Plan 10.1.2: Do 10.1.2.1 and 10.1.2.2 in any 

order, then EXIT)
  10.1.2.1. Document historical aspects
  10.1.2.2. Document current aspects
  10.1.3.  Identify behavioral aspects (Plan 10.1.3: Do 10.1.3.1 and 10.1.3.2 in any order, 

then EXIT)
  10.1.3.1. Document historical aspects
  10.1.3.2. Document current aspects
  10.1.4.  Identify sociological aspects (Plan 10.1.4: Do 10.1.4.1 and 10.1.4.2 in any order, 

then EXIT)
  10.1.4.1. Document historical aspects
  10.1.4.2. Document current aspects
  10.2.  Document negative elements of the neighborhood (Plan 10.2: Do 10.2.1 and 10.2.2 in 

any order, then EXIT)
  10.2.1. Identify vandalism and neglect
  10.2.2. Document criminal activity reports and data
  10.3.  Document neighborhood attitudes (Plan 10.3: Do 10.3.1, then 10.3.2, 10.3.3, and 10.3.4, 

respectively, then EXIT)
  10.3.1. Identify attitudes about the site
  10.3.2. Identify attitudes about the proposed project
  10.3.3. Identify positive attitudes of the neighborhood
  10.3.4. Identify negative attitudes of the neighborhood
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 11. Assemble climatic data (Plan 11: Do 11.1, then 11.2–11.4 in any order, then EXIT)
  11.1.  Document climate variation throughout the year (Plan 11.1: Do 11.1.1–11.1.4 in any 

order, then EXIT)
  11.1.1.  Document annual temperatures (Plan 11.1.1: Do 11.1.1.1–11.1.1.4 in any order, 

then EXIT)
  11.1.1.1. Identify average highest temperature
  11.1.1.2. Identify average lowest temperature
  11.1.1.3. Identify average day time temperature
  11.1.1.4. Identify average night time temperature
  11.1.2.  Document annual humidity levels (Plan 11.1.2: Do 11.1.2.1 then 11.1.2.2 and 

11.1.2.3 in any order, then EXIT)
  11.1.2.1. Identify monthly average humidity
  11.1.2.2. Identify period of high humidity
  11.1.2.3. Identify periods of low humidity
  11.1.3.  Document annual rainfall levels (Plan 11.1.3: Do 11.1.3.1 then 11.1.3.2 and 11.1.3.3 

in any order, then EXIT)
  11.1.3.1. Identify average monthly rainfall
  11.1.3.2. Identify maximum rainfall
  11.1.3.3. Identify minimum rainfall
  11.1.4.  Document annual snowfall levels (Plan 11.1.4: Do 11.1.4.1 then 11.1.4.2, 

then EXIT)
  11.1.4.1. Identify average monthly snowfall
  11.1.4.2. Identify maximum snowfall
  11.2.  Document prevailing winds throughout the year (Plan 11.2: Do 11.2.1, then 11.2.2, 

11.2.3, and 11.2.4, respectively, then EXIT)
  11.2.1. Identify prevailing direction each month
  11.2.2. Identify average velocity each month
  11.2.3. Identify maximum velocity expected
  11.2.4. Identify any daily variations
  11.3.  Document sun path throughout the year (Plan 11.3: Do 11.3.1, then 11.3.2, 11.3.3, and 

11.3.4, respectively, then EXIT)
  11.3.1. Identify summer solstice
  11.3.2. Identify winter solstice
  11.3.3.  Identify altitude and azimuth days in summer (Plan 11.3.3: Do 11.3.3.1–11.3.3.4 

in any order)
  11.3.3.1. Identify at sunrise
  11.3.3.2. Identify at sunset
  11.3.3.3. Identify at 0900
  11.3.3.4. Identify at 1500
  11.3.4.  Identify altitude and azimuth days in winter (Plan 11.3.4: Do 11.3.4.1–11.3.4.4 

in any order)
  11.3.4.1. Identify at sunrise
  11.3.4.2. Identify at sunset
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Table 3.10 Full HTA Plan for Task-Assess Development Application

 0. Assess development application
   Plan 0: Do 1 then 2 if application does not require further assessment 

do 6 then EXIT, if application requires referral, information, or public 
notification, then do 3, 4, 5, as required, then do 6, then EXIT

 1. Development application (DA) is received at development authority
 2. Assessment manager (AM) reviews DA (Plan 2: Do 2.1, then 2.2, then either 2.3 or 2.4, if 

rejected, then EXIT, if continued, then do 2.5, 2.6, and 2.7, respectively, then EXIT)
 2.1. AM checks DA summary for properly made submission
 2.2. AM determines if DA is properly made
 2.3. AM provides confirmation of rejection of DA
 2.4. AM provides continuance of DA
 2.5. AM checks DA summary for level of assessment
 2.6. AM determines level of assessment
 2.7. AM determines if DA is referred
 3. Application is referred (Plan 3: Do 3.1, if action required, do 3.2 then 3.3 and 3.4, 

respectively, then EXIT, if no action, do 3.4, then EXIT)
 3.1. Referral Agency (RA) checks application
 3.2. RA gives action notices
 3.3. Applicant takes required actions
 3.4. Referral agency gives confirmation

(Continued )

  11.3.4.3. Identify at 0900
  11.3.4.4. Identify at 1500
  11.4.  Identify potential and historic natural disasters (Plan 11.4: Do 11.4.1–11.4.5 in any 

order, then EXIT)
  11.4.1. Document previous earthquakes and existing fault lines
  11.4.2. Document previous cyclone/hurricanes/tornadoes
  11.4.3. Document previous floods
  11.4.4. Document previous potential bushfire/wildfires risks
  11.4.5. Identify projected sea-level rises

Source: Adapted from White, E., Site Analysis: Diagramming Information for Architectural Design, 
Architectural Media, Florida, 1983.
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 4. Information is requested (PLAN 4: Do either 4.1 or 4.2, if am request then do 4.3 then 4.4, 
then EXIT, if RA requests, do 4.3, then 4.4, and 4.5, respectively, then EXIT)

 4.1. AM requests further DA details
 4.2. RA requests further DA details
 4.3. Applicant responds to information request
 4.4. Wait for further DA details
 4.5. Referral agency issues response to AM
 5. Public notification (PLAN 5: Do 5.1, then 5.2 and 5.3 in any order, then 5.4, then EXIT)
 5.1. Applicant carries out PN
 5.2. Submissions to application are received
 5.3. Applicant provides notice of compliance
 5.4. AM considers submissions
 6. Decision on application (PLAN 6: Do 6.1 then 6.2 and 6.3, respectively, then EXIT)
 6.1. Review requested DA details
 6.2. Decide application
 6.3. Issue decision

Table 3.10 (Continued ) Full HTA Plan for Task Assess Development Application
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4
COGNITIVE TASK 

ANALYSIS METHODS

4.1 Introduction

In contrast to traditional task-analysis techniques, which provide a 
physical description of the activity performed within complex  systems, 
cognitive task analysis (CTA) techniques are used to determine and 
describe the cognitive processes used by individuals and teams under-
taking tasks. Participants undertaking activity in today’s complex sys-
tems face increasing demands upon their cognitive skills and resources. 
As system complexity increases, they may require training in specific 
cognitive skills and processes to keep up. System designers, includ-
ing urban designers, require an analysis of the cognitive skills and 
demands associated with the operation and use of complex systems. 
This analysis allows them to propose design concepts, allocate tasks, 
develop training procedures and work processes, ensure safety, and to 
evaluate performance and efficiency. For land use planning and urban 
design (LUP & UD), explicitly understanding the cognitive processes 
associated with the activities in urban environments is of increasing 
importance. Our presently aging population and the general increased 
incidents of cognitive impairment mean that we need to rethink many 
of our business as usual urban environments—the methods within this 
chapter may offer us new insights.

The past three decades have seen the emergence of CTA, and 
a number of techniques now exist that can be used to determine, 
describe, and analyze the cognitive processes employed during task 
performance. According to Schraagen et al. (2000), CTA represents 
an extension of traditional task-analysis techniques used to describe 
the knowledge, thought processes, and goal structures underly-
ing observable task performance. Militello and Hutton (2000) 
described CTA techniques as those that focus upon describing and 



110 HUMAN FACTORS IN LUP AND UD

representing the cognitive elements that underlie goal generation, 
decision-making, and judgments.

CTA techniques are useful in evaluating individual and team 
performance within complex systems. They offer an analysis of 
cognitive processes surrounding decisions made and choices taken. 
These insights allow practitioners to design fit for purpose environ-
ments and develop guidelines for effective performance in complex 
urban settings. The main problem associated with the use of CTA 
techniques is the considerable amount of resources required. CTA 
methods are commonly based upon interview and observational 
data and therefore require considerable time and effort to conduct. 
Access to subject matter experts (SMEs) is also required, as is great 
skill on the analyst’s behalf. CTA techniques are also criticized for 
their reliance upon the recall of events or incidents from the past. 
Klein and Armstrong (2004) suggested that methods that analyze 
retrospective incidents are associated with concerns of data reliabil-
ity due to memory degradation.

4.2 The Critical Decision Method

4.2.1 Background and Applications

The critical decision method (CDM) (Klein and Armstrong, 2004) 
is a semi structured interview technique that uses cognitive probes 
to identify the cognitive processes underlying decision- making in 
complex environments. Typically, scenarios are decomposed into 
critical decision points, and so-called cognitive probes ( targeted 
interview probes focusing on cognition and decision-making) are 
used to identify and investigate the cognitive processes underlying 
users and operator performance at decision points. The technique 
is an extension of the critical incident technique (CIT) (Flanagan, 
1954) and was developed to study the naturalistic decision-making 
strategies of  experienced personnel. The CDM procedure is perhaps 
the most commonly used CTA technique and has been applied in a 
number of domains, including the military and paramedics (Klein 
et al., 1989) white-water rafting (O’Hare et al., 2000), emergency 
response  coordination (Salmon et al., 2011), and air traffic control 
(Walker et al., 2010).
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4.2.2 Domain of Application

Generic.

4.2.3 Application in Land Use Planning and Urban Design

The CDM approach can be applied for a range of purposes, includ-
ing the identification of any training or guideline requirements for 
the assessment, use or design of urban environments, and also for the 
evaluation of task performance. It is also useful for comparing the 
decision-making strategies employed by different users (e.g., elderly, 
young) of urban and regional settings or indeed (e.g., novice or expert) 
user analysis of land use planning policies and procedures.

4.2.4 Procedure and Advice

Step 1: Define the Task or Scenario Under Analysis
 It is first important to clearly define the aims of the analy-

sis and to define the incident that is to be analyzed. If the 
scenario under analysis is not already specified, the analyst(s) 
may identify an appropriate incident via interview with an 
appropriate user or expert by asking them to describe a recent 
highly challenging (i.e., high workload), nonroutine incident 
or urban experience in which they were involved. The inter-
viewee involved in the CDM analysis should be the primary 
decision maker in the chosen incident.

Step 2: Select/Develop Appropriate CDM Interview Probes
 The CDM technique works by asking participants predefined 

cognitive probes that are designed specifically to elicit infor-
mation regarding the cognitive processes undertaken during 
task performance. It is therefore highly important that an 
appropriate set of probes is selected or developed prior to the 
analysis. The probes used are dependent upon the aims of the 
analysis and the domain in which the incident is embedded. 
Alternatively, if there are no adequate probes available, the 
analyst(s) can develop novel probes based upon the urban or 
planning analysis needs. A set of CDM probes defined by 
O’Hare et al. (2000) is presented in Table 4.1.
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Table 4.1 CDM Probes

Goal specification What were you aiming to accomplish through this activity?
Assessment Suppose you were to describe the situation at this point to someone 

else. How would you summarize the situation?
Cue identification What features were you looking for when you formulated your 

decision?
How did you know that you needed to make the decision? How did you 
know when to make the decision?

Expectancy Were you expecting to make this sort of decision during the course of 
the event?

Describe how this affected your decision-making process.
Options What courses of action were available to you? Were there any other 

alternatives available to you other than the decision you made?
How/why was the chosen option selected? Why were the other options 

rejected?
Was there a rule that you were following at this point?

Influencing factors What factors influenced your decision-making at this point?
What was the most influential factor/piece of information that 

influenced your decision-making at this point?
Situation awareness What information did you have available to you at the time of the 

decision?
Situation assessment Did you use all of the information available to you when formulating 

the decision?
Was there any additional information that you might have used to 

assist in the formulation of the decision?
Experience What specific training or experience was necessary or helpful in 

making this decision?
Do you think further training is required to support decision-making 

for this task?
Mental models Did you imagine the possible consequences of this action?

Did you create some sort of picture in your head? Did you imagine the 
events and how they would unfold?

Decision-making How much time pressure was involved in making the decision? How 
long did it actually take to make this decision?

Conceptual Are there any situations in which your decision would have turned out 
differently?

Guidance Did you seek any guidance at this point in the task/incident? Was 
guidance available?

Basis of choice Do you think that you could develop a rule, based on your experience, 
which could assist another person to make the same decision 
successfully?

Interventions What interventions do you think would prevent inappropriate decisions 
being made during similar incidents in the future?

Source: O’Hare, D. et  al., Cognitive task analysis for decision centred design and training, in 
J. Annett and N. A. Stanton (Eds.), Task Analysis, pp. 170–190, Taylor & Francis Group, 
London, UK, 2000; Crandall, B. et al., Working Minds: A Practitioner’s Guide to Cognitive 
Task Analysis, MIT Press, Cambridge, MA, 2006.
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Step 3: Select Appropriate Participant(s)
 Once the scenario under analysis and the probes to be used 

are defined, an appropriate participant or set of participants 
should be identified. They are typically the primary decision 
maker in the task or scenario under analysis.

Step 4: Gather and Record Account of the Incident
 The CDM procedure can be applied to a scenario observed 

by the analyst or to a retrospective scenario described by the 
participant. If the CDM analysis is based upon an observed 
incident, then this step involves first observing the incident 
and then recording an account of the incident. Alternatively, 
the incident can be described retrospectively from memory by 
the participant. The analyst should ask the participant for a 
description of the incident in question, from its starting point 
to its end point.

Step 5: Construct Incident Timeline
 The next step in the CDM analysis is to construct a timeline 

of the incident described in Step 4. The aim of this is to give 
the analyst(s) a clear picture of the incident and its associ-
ated events, including when each event occurred and what the 
duration of each event was. According to Klein et al. (1989), 
the events included in the timeline should encompass any 
physical events, or environments such as time of day or noises, 
and also mental events, such as the thoughts and perceptions 
of the interviewee during the incident.

Step 6: Define Scenario Phases
 Once the analyst has a clear understanding of the incident 

under analysis, the incident should be divided into key phases 
or decision points. It is recommended that this is done in con-
junction with the SME. Normally, the incident is divided 
into four or five key phases.

Step 7: Use CDM Probes to Query Participant Decision-Making
 For each incident phase, the analyst should probe the partici-

pant by using the CDM probes selected during Step 2 of the 
procedure. The probes are used in an unstructured interview 
format to gather pertinent information regarding the SME’s 
decision-making during each incident phase. The interview 
should be recorded using an audio-recording device.
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Step 8: Transcribe Interview Data
 Once the interview is complete, the data should be transcribed 

accordingly. It is normally useful for data-representation 
purposes to produce CDM tables, containing the cognitive 
probes and interviewee responses, for each participant.

Step 9: Construct CDM Tables
 Finally, a CDM output table for each scenario phase should 

be constructed. This involves simply presenting the CDM 
probes and the associated SME answers in an output table. 
The CDM output tables for the use of a public open space are 
presented in Table 4.2.

(Continued )

Table 4.2 Respondent 1

Goal specification What were you aiming to accomplish through this activity?
• Play with children, exercise the dog at a local park

Assessment Describe here the situation in which you made the decision about a 
public open space to visit
• Wanted to get children off their devices and run around and get 

them outside. The space needed to be big enough to run/throw 
rugby ball and exercise the dog at the same time

Cue identification What features were you looking for when you formulate your decision?
• Close proximity (walking distance) to home, grassy area, clean, 

safe for family, dog friendly
When do you need to make that decision?

• Knowledge of the local area
How far in advance to leaving would you make that decision?

• 5 min
Expectancy How often would you expect to make this sort of decision?

• Three times a week
Considering that level of expectation, describe how this may affect 
your decision-making process
• Nil

Options What courses of action are available to you in making that decision?
• Local knowledge

Are there any other alternatives available to you other than the 
decision you made?
• Look on google/online for other local parks

How/why was the chosen option selected? Why were the other 
options rejected?
• Only space available to do everything we needed to do within 

walking distance to home
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Table 4.2 (Continued) Respondent 1

Influencing factors What factors influenced your decision-making?
• Time of day/if the park had lots of people there already

What was the most influential factor/piece of information that 
influenced your decision-making at this point?
• Space and proximity

Situation awareness What information did you have available to you at the time of the 
decision?
• Location of the park
• Open space to play
• Weather

Situation assessment Did you use all of the information available to you when formulating 
the decision?
• Yes

Was there any additional information that you might have used to 
assist in the formulation of the decision?
• Something to tell me how many people/families were already 

there (it was really busy )
• I thought it was dog friendly but when I left I saw a sign that 

said “no dogs” on the exit (not where I had entered )
Experience Was there an experience that was necessary or helpful in making 

this decision?
• Had been there before

Mental models Did you imagine the possible consequences of making this choice?
• Having fun and family time

Did you create some sort of picture in your head?
• Happy and tired kids!

Did you imagine the events and how they would unfold?
• Yes

Decision-making How much time-pressure was involved in making the decision?
• Some—we needed to get out before dark

How long did it actually take to make this decision?
• 5 min

Conceptual Are there any situations in which your decision would have turned 
out differently?
• If the weather changed
• If the park grounds seemed unsafe

Guidance Did you seek any guidance at this point of the decision-making?
• Yes, the family was involved in the decision

Was guidance available?
• Yes which park to go to and what we were going to do when we 

got there
Basis of choice Do you think that you could develop a rule, based on your experience, 

which could assist another person to make the same decision 
successfully?
• Yes
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4.2.5 Advantages

• The CDM analysis procedure can be used to elicit specific 
information regarding the decision-making strategies used by 
agents in complex, dynamic systems.

• The technique is normally quick to apply.
• Once familiar with the technique, CDM is relatively easy to 

apply.
• It is a popular procedure and has been applied in a number of 

domains.
• Its output can be used to construct propositional networks 

that describe the knowledge or situation awareness (SA) 
objects required during the scenario under analysis.

4.2.6 Disadvantages

• The reliability of such a technique is questionable. Klein 
and Armstrong (2004) suggested that methods that analyze 
retrospective incidents are associated with concerns of data 
reliability, due to evidence of memory degradation.

• The data obtained are highly dependent upon the skill of the 
analyst conducting the CDM interview and also the quality 
of the participants used.

• A high level of expertise and training is required to use 
the CDM to its maximum effect (Klein and Armstrong, 
2004).

• It relies upon interviewee verbal reports to reconstruct 
incidents. How far a verbal report accurately represents the 
cognitive processes of the decision maker is questionable. 
Facts could easily be misrepresented by the participants 
involved.

• It is often difficult to gain sufficient access to appropriate 
experts to conduct a CDM analysis.
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4.2.7 Flowchart
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4.2.8 Related Methods

The CDM is an extension of the CIT (Flanagan, 1954). It is also 
closely related to other interview-based CTA techniques, in that it 
uses probes to elicit data regarding task performance from participants. 
Other similar CTA techniques include applied cognitive task analy-
sis (ACTA) (Militello and Hutton, 2000) and walkthrough analysis 
(Chapter 9) (Polson et al., 1992). CDM is also used in conjunction 
with propositional networks (Chapter 7) to identify the knowledge 
objects required during the performance of a particular task.

4.2.9 Approximate Training and Application Times

Although the time taken for analysts to understand the CDM pro-
cedure is minimal, the training time is high due to the requirement 
for experience in interviews and for trainees to grasp cognitive psy-
chology (Klein and Armstrong, 2004). In addition, once trained in 
the method, analysts are likely to require significant practice until 
they become proficient in its application. The application time for the 
CDM is medium. The CDM interview takes between one and two 
hours, and the transcription process takes approximately 1 to 2 h.

4.2.10 Reliability and Validity

Both the intra- and interanalyst reliability of the CDM approach are 
questionable. It is apparent that such an approach may elicit different 
data from similar incidents when applied by different analysts on sep-
arate participants. Klein and Armstrong (2004) suggested that there 
are also concerns associated with the reliability of the CDM due to 
evidence of memory degradation.

4.2.11 Tools Needed

When conducting a CDM analysis, pen and paper could be sufficient. 
However, to ensure that data collection is comprehensive, it is recom-
mended that video- or audio-recording equipment is used. A set of 
relevant CDM probes, such as those presented in Table 4.1, is also 
required. The type of probes used is dependent upon the focus of the 
analysis.
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4.2.12 Example

The following example represents the use of a public open space by 
different demographic users. The aim was to better understand the 
decision-making behind different individual’s choice to use a particu-
lar public open space. The task was to Recall a specific occurrence when 
you made a decision about leaving home to visit a public open space, such as 
a park. The CDM probes in Tables 4.2 and 4.3 represent two respon-
dents in Phase 1: the decision-making behind choosing a particular 
public open space to visit.

(Continued )

Table 4.3 Respondent 2

Goal specification What were you aiming to accomplish through this activity?
• Recreation and relaxation. I wanted to walk somewhere with nice views

Assessment Describe here the situation where you made the decision about a public 
open space to visit
• I was at home and wanted to go out

Cue identification What features were you looking for when you formulated your decision?
• Somewhere I could have a decent walk, with nice views, preferably 

the beach. Not too busy
• Somewhere close by to get a coffee

When do you need to make that decision?
• Before I get in the car

How far in advance to leaving would you make that decision?
• Maybe 15–20 min, I might have to think about which shoes to wear 

(e.g., runners if on a path, sandals I can remove if walking on the beach)
Expectancy How often would you expect to make this sort of decision?

• Once a week or so
Options What courses of action are available to you in making that decision?

• I can choose anywhere within short driving distance
Are there any other alternatives available to you other than the decision 
you made?
• Yes, I could go on a bush walk rather than to the beach, or to a 

general park
How/why was the chosen option selected? Why were the other options 

rejected?
• Better views, can get a coffee. Might see a whale

Influencing factors What factors influenced your decision-making?
• Having been to the location before and knowing it’s a nice walk, 

knowing where to park, knowing it should not be too busy because out 
of school holiday period

What was the most influential factor/piece of information that influenced 
your decision-making at this point?
• Knowing it’s a nice walk
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4.2.13 Recommended Text(s)

Crandall, B., Klein, G., & Hoffman, R. (2006). Working minds: A practitioner’s 
guide to cognitive task analysis. Cambridge, MA: MIT Press.

Klein, G., & Armstrong, A. A. (2004). Critical decision method. In N. A. 
Stanton et al. (Eds.), Handbook of human factors and ergonomics methods, 
(pp. 35.1–35.8). Boca Raton, FL: CRC Press.

4.3 Concept Maps

4.3.1 Background and Applications

Concept maps (Crandall et al., 2006) are used to elicit and represent 
knowledge via the use of networks depicting concepts and the rela-
tionships between them. Representing knowledge in the form of a 

Table 4.3 (Continued) Respondent 2

Situation awareness What information did you have available to you at the time of the decision?
• My previous experience

Situation assessment Did you use all of the information available to you when formulating the 
decision?
• Probably not, just went where I have been before

Was there any additional information that you might have used to assist 
in the formulation of the decision?
• No

Experience Was there an experience that was necessary or helpful in making this decision?
• Yes, general past experience

Mental models Did you imagine the possible consequences of making this choice?
• I expected to get some exercise and be a bit more relaxed

Did you create some sort of picture in your head?
• No

Did you imagine the events and how they would unfold?
• No

Decision-making How much time-pressure was involved in making the decision?
• Little

How long did it actually take to make this decision?
• Not long, maybe a few seconds, once decided to go out

Conceptual Are there any situations in which your decision would have turned out 
differently?
• If it was raining, then might have gone somewhere with cover

Guidance Did you seek any guidance at this point of the decision-making?
• No

Was guidance available?
• Yes, could have googled places to go

Basis of choice Do you think that you could develop a rule, based on your experience, which 
could assist another person to make the same decision successfully?
• Not really
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network is a popular approach that has been used by cognitive psy-
chologists for many years. According to Crandall et al. (2006), concept 
maps were first developed by Novak (1977; cited in Crandall et al., 
2006) to understand and track changes in his students’ knowledge 
of science. Concept maps are based on Ausubel’s theory of learn-
ing (Ausubel, 1963; cited in Crandall et al., 2006) that suggests that 
 meaningful learning occurs via the assimilation of new concepts and 
propositions into existing concepts and propositional frameworks in 
the mind of the learner. Crandall et al. (2006) pointed out that this 
occurs via subsumption (realizing how new concepts relate to those 
already known), differentiation (realizing how new concepts draw 
 distinctions with those already known), and reconciliation (of contra-
dictions between new concepts and those already known). Crandall 
et al. (2006) cited a range of studies that suggest that building good 
concept maps leads to longer retention of knowledge and a greater 
ability to apply knowledge in novel settings. Further, research using 
the approach has demonstrated that expertise is typically associated 
not only with more detailed knowledge but also with better organiza-
tion of knowledge when compared with novices. The identification 
of knowledge requirements for different LUP & UD tasks and disci-
plines is an important line of enquiry for the exploration of complex 
urban and regional systems. An example concept map of the concept 
map method (Crandall et al., 2006) is presented in Figure 4.1.

4.3.2 Domain of Application

Concept maps were originally developed as an educational method 
for supporting meaningful learning (Ausubel and Novak, 1978; cited 
in Crandall et al., 2006); however, the approach is generic and can be 
applied in any domain. Crandall et al. (2006) cited a range of domains 
in which the method has been applied, including education, astrobiol-
ogy, rocket science, and space exploration.

4.3.3 Application in Land Use Planning and Urban Design

In the first instance, concept maps are inherently useful in the teach-
ing and learning of the disciplines associated with LUP & UD (e.g., 
town planning, urban design, engineering, architecture, landscape 
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architecture). Concept maps may be used to elicit and represent expert 
knowledge; therefore, there is great scope to use them to determine 
and represent experienced LUP & UD practitioner’s knowledge dur-
ing task (design, consultation, management) performance. Concept 
maps can also be used to compare and contrast the knowledge of par-
ticipants of differing ability.

4.3.4 Procedure and Advice

Step 1: Clearly Define Aims of the Analysis
 It is first important to clearly define the aims of the analysis, so 

that appropriate scenarios and participants can be focused on.
Step 2: Identify Scenarios to be Analyzed
 Once the aims of the analysis are clearly defined, it is next 

important to identify what scenarios should be analyzed. In 
a LUP & UD context, for example, this may be a particular 
design task, event, or a series of specific conceptual or devel-
opment scenarios. It may also be useful to use at different 
design or policy development phases.

Step 3: Select Appropriate Participant(s)
 Once the scenario under analysis is defined, the analyst(s) 

should proceed to identify an appropriate SME or set of 
SMEs. Typically, experts for the domain and system under 
analysis are used; however, if the analysis is focusing on a 
comparison of different users, then a selection of participants 
from each group should be used.

Step 4: Observe the Task or Scenario Under Analysis
 It is important that the analyst(s) involved familiarizes them-

selves with the task or scenario under analysis. This normally 
involves observing the task or scenario but might also involve 
reviewing any relevant documentation (e.g., design guidelines, 
policies, standard operating procedures, existing task analyses) 
and holding discussions with SMEs. If an observation is not 
possible, a walkthrough of the task may suffice. This allows the 
analyst to understand the task and the participant’s role dur-
ing task performance.
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Step 5: Introduce Participants to Concept Map Method
 Crandall et al. (2006) suggested that it is important to give 

an introductory presentation about the concept map method 
to the participants involved. The presentation should include 
an introduction to the method, its background, an overview 
of the procedure, and some example applications, including 
a description of the methodology employed and the outputs 
derived.

Step 6: Identify Focus Question
 Next, the knowledge elicitation and concept map construc-

tion phase can begin. Crandall et  al. (2006) recommended 
that one analyst should act as the interviewer and one ana-
lyst act as the mapper, constructing the map online during the 
knowledge elicitation phase. They stress that the interviewing 
analyst should act as a facilitator, effectively supporting the 
participant in describing their knowledge during the task or 
 scenario under analysis. This involves the use of suggestions 
such as “leads to?,” “comes before?,” and “is a precondition for?” 
(Crandall et al., 2006). Crandall et al. (2006) recommended 
that the facilitator and participant(s) should first identify a 
focus question that addresses the problem or concept that is 
to be the focus of the analysis. Examples in a LUP & UD 
context could be “How do you begin a site analysis?”, or “Why 
is public art important?”

Step 7: Identify Overarching Concepts
 Following the focus question, the participant should be asked 

to identify between five to ten of the most important concepts 
underlying the concept of interest (Crandall et  al., 2006). 
These concepts should be organized in a so-called Step  1 
concept map. Crandall et al. (2006) suggested that the most 
important or most closely related concepts should be located 
toward the top of the concept map.

Step 8: Link Concepts
 Once the concepts are defined, the next phase involves linking 

them based on the relationships between them. Directional 
arrows and linking words are used on the concept map for 
this purpose. According to Crandall et al. (2006), the links 
between concepts can express causal relations (e.g., is caused 
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by, results in, leads to), classificational relations (e.g., includes, 
refers to), property relations (e.g., owns, comprises), explana-
tory relations (e.g., is used for), procedure or method relations 
(e.g., is achieved by), contingencies and dependencies (e.g., 
requires), probabilistic relations (e.g., is more likely than), 
event relations (e.g., occurs before), and uncertainty or fre-
quency relations (e.g., is more common than).

Step 9: Review and Refine Concept Map
 The concept map is a highly iterative approach, and many 

revisions are normally required. The next step therefore 
involves reviewing and refining the map until the ana-
lysts and participant are happy with it. Refining the map 
might include adding concepts, subtracting concepts, 
adding further subordinate concepts and links, and/or 
changing the links. One important factor is to check that 
all node–link–node triples express propositions (Crandall 
et al., 2006).

4.3.5 Advantages

• The concept maps procedure can be used to elicit information 
regarding the knowledge used during task performance.

• The method is relatively easy to learn and quick to apply, at 
least for simple concepts and tasks.

• The approach is particularly suited to comparing the knowl-
edge used by different users and could be applied in a LUP & 
UD context for this purpose.

• The method is a popular one and has been applied in a num-
ber of different domains.

• The flexibility of the approach allows all manner of con-
cepts to be studied, including decision-making, situation 
awareness, error, workload, and distraction.

• The output can be used for a range of purposes, including 
performance evaluation, teaching materials development, and 
concept design analysis.

• The approach has sound underpinning theory.
• The concept map output provides a neat representation of 

participant knowledge.
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4.3.6 Disadvantages

• The output offers little direct input into design.
• For complex concepts, the process may be difficult and time-

consuming, and the output may become complex and unwieldy.
• Many revisions and iterations are normally required before 

the concept map is complete, even for simplistic analyses.
• The data obtained are highly dependent upon the skill of the 

interviewer and the quality and willingness to participate of 
the interviewee. A high level of skill and expertise is required 
to use the concept map method to its maximum effect.

• It is often difficult to gain the levels of access to SMEs that 
are required for the concept map method.

4.3.7 Related Methods

The concept map method is a knowledge elicitation approach that is 
often used in CTA efforts. Other network-based knowledge represen-
tation methods exist, including the propositional network approach 
(Salmon et al., 2009; Chapter 7). Concept maps use interviews and 
walkthrough-type analyses as their primary form of data collection. 
Concept maps might also be used to identify the situation awareness 
requirements associated with a particular task or concept.

4.3.8 Approximate Training and Application Times

The training time for the concept map method is low. The application 
time is also typically low, although for more complex concepts or tasks 
this may increase significantly. Crandall et al. (2006) suggested that 
typical concept map knowledge elicitation sessions take around one 
hour, which normally produces two semirefined concept maps.

4.3.9 Reliability and Validity

No data regarding the reliability and validity of the method are 
 presented in the literature.
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4.3.10 Tools Needed

Primarily a representational method, concept maps can be con-
structed simply using pen and paper, whiteboard or flipcharts; 
however, for the purposes of reports and presentations, it is 
 normally useful to construct them using a drawing software package 
such as Microsoft Visio.

4.3.11 Example

The following concept map was developed from a verbal protocol 
analysis (VPA) (Chapter 3) and represents a walking task within 
the complex urban environment of Hong Kong. The participant has 
had no previous experience of this streetscape and only a basic route 
description to find a required public park. The aim of the study was to 
identify the wayfinding knowledge the participant utilized when fac-
ing a new and complex urban setting (Figure 4.2).
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Figure 4.2 Example concept map for identifying wayfinding considerations in a new and complex 
urban environment.
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4.3.12 Flowchart
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4.3.13 Recommended Text(s)

Crandall, B., Klein, G., & Hoffman, R. (2006). Working minds: A practitioner’s 
guide to cognitive task analysis. Cambridge, MA: MIT Press.

4.4 Collegial Verbalization

4.4.1 Background and Applications

Collegial verbalization (Erlandsson and Jansson, 2007; Jansson 
et al., 2006) is a method of knowledge elicitation grounded in VPA 
(Ericsson and Simon, 1980). The method was designed to elicit infor-
mation about participants’ everyday work activities to understand their 
mental representations (Erlandsson and Jansson, 2007). Collegial ver-
balization employs a pair of experts who are closely matched in terms 
of experience and role. One expert is asked to perform a task while 
being video recorded. The second expert is then played the recording 
of task performance and is asked to evaluate the first expert’s per-
formance ( Jansson et al., 2006). Collegial verbalization represents a 
hybrid method borne out of think-aloud procedures and retrospective 
verbalizations (Erlandsson and Jansson, 2007). McIlroy and Stanton 
(2011) argue that the method is both retrospective and concurrent, 
as verbalizations occur post-task, while the second expert (providing 
the verbalizations) is experiencing his or her first exposure to the task 
performance. The hybrid nature of the method enables it to incorpo-
rate the benefits of both methods: the minimal interference to task 
performance afforded by retrospective verbalizations and the reduc-
tion in rationalization afforded by concurrent verbalization methods 
(Erlandsson and Jansson, 2007; Jansson et  al., 2006; Stanton and 
McIlroy, 2011).

The method provides an in-depth appreciation of task perfor-
mance, including resources utilized and decision processes engaged 
in (Erlandsson and Jansson, 2007), as well as taking into account the 
impact of contextual, environmental factors on work performance 
(Jansson et al., 2007).

4.4.2 Domain of Application

Collegial verbalization is a generic method that can be used in any 
context. Previous applications of the method have explored the 
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high-speed ferry domain (Erlandsson and Jansson, 2007) and the rail 
domain (Jansson et al., 2006).

4.4.3 Application in Land Use Planning and Urban Design

For LUP & UD, it has potential in assessing cognitive processes asso-
ciated with site analysis and mapping. Further, it may be used to reveal 
the quality and value of practitioner delivery of community consulta-
tion, public participation, stakeholder engagement, and teaching.

4.4.4 Procedure and Advice (Erlandsson and Jansson, 2007)

Step 1: Define the Task Under Analysis
 The first stage of analysis involves clearly defining the scenario 

and task under analysis. It is recommended that observations 
of the task are undertaken before the analysis proceeds.

Step 2: Identify and Recruit Participants
 Once the task scenario has been clearly defined, the analyst 

must identify and then recruit expert participants who are 
closely matched in terms of skill, experience, and role. Access 
to the experts’ work domain must also be arranged.

Step 3: Training in Verbalization
 Next, the participants should be briefed regarding what is 

required of them during analysis. What the second expert 
should report verbally is clarified here. A small demonstration 
and, if required, a short practice run should be given at this stage.

Step 4: Understand the System Under Analysis
 At this stage, the analyst should ensure that he or she has an 

understanding of the system and task under analysis. Jansson 
et al. (2006) posited that the analyst should observe the task 
under analysis before the trial to identify appropriate posi-
tions for video-recording equipment and so forth.

Step 5: Begin Scenario and Record Data
 At this stage, the participant should be asked to conduct 

the task (or tasks) under analysis. The analyst should set up 
the video-recording equipment before the task begins and 
ensure that this does not interfere with the performance of 
the task. The participant should then be recorded undertak-
ing the task.
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Step 6: Capture Expert Verbalizations
 Once the task is complete, the video recordings are shown to 

a second participant, a work colleague. This second partici-
pant is asked to verbalize the cognitive processes undertaken 
at each stage of the task performance. The analyst should 
ensure that this stage of the analysis is also recorded, either in 
a visual or auditory manner.

Step 7: Transcribe Data
 All data captured during both the task performance of expert 

one and the verbalizations of expert two should be transcribed 
by the analyst.

Step 8: Interview Experts
 It is suggested by Erlandsson and Jansson (2007) that a semi-

structured interview may be beneficial at this stage to discuss 
the findings with the experts.

Step 9: Analyze Data
 The final stage of the procedure involves collating the  transcripts 

and drawing out key insights concerning the cognitive  processes 
captured.

4.4.5 Advantages

• The method does not interfere with task performance, 
unlike think-aloud procedures, which removes the  additional 
 workload associated with verbalizations and prevents any dis-
ruption to task performance (Erlandsson and Jansson, 2007).

• The use of a second expert prevents participants from ratio-
nalizing their actions (Erlandsson and Jansson, 2007).

• The method allows for the description of processes that may 
have become automated (Erlandsson and Jansson, 2007).

• It provides data with a higher level of detail and reliability 
than think-aloud or retrospective methods (Erlandsson and 
Jansson, 2007).

• It enables the elicitation of implicit knowledge and exploration 
of mental models of the system (Erlandsson and Jansson, 2007).

• The use of two experts provides a level of validity to the 
results over those based on a single participant (Erlandsson 
and Jansson, 2007).
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• It removes the need for subjective interpretation by the 
analyst ( Jansson et al., 2006).

• It provides useful information for system design ( Jansson 
et al., 2006).

4.4.6 Disadvantages

• The use of video-recording equipment could influence task 
performance (McIlroy and Stanton, 2011); this may be espe-
cially true when participants know that colleagues will later 
evaluate their performance.

• McIlroy and Stanton (2011) argued that the method separates 
the verbalizations from the task performance through the uti-
lization of two participants.

• As verbal protocols are not provided by the person conducting 
the tasks, there is the possibility that the protocols may not 
exactly match the cognition of the person (Erlandsson and 
Jansson, 2007).

• Erlandsson and Jansson (2007) argued that further investiga-
tion is needed to validate the methodology.

• Due to the naturalistic approach taken by this method, events 
that are not common may not be captured (Erlandsson and 
Jansson, 2007).

• It provides a large amount of data to be analyzed.

4.4.7 Related Methods

Collegial verbalization is similar to elicitation by critiquing (EBC: 
Miller et  al., 2006). EBC involves asking participants to think 
aloud while performing a task, and both task performance and the 
concurrent verbalizations are recorded. Post-task performance, an 
expert is presented with the recordings and is asked to evaluate the 
participant’s performance. This expert evaluation is also recorded 
and studied by the analyst. The only difference between EBC and 
collegial verbalization is that EBC involves both experts provid-
ing verbalizations, rather than only the second expert providing 
verbalizations.
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The concurrent observer narrative technique (CONT) (McIlroy 
and Stanton, 2011) is another method similar in approach to collegial 
verbalization, which utilizes work colleagues to provide verbalizations 
of task performance. Within CONT, the work colleague providing 
the verbalizations is observing task performance from within the work 
environment as opposed to the video recordings of task performance 
utilized in collegial verbalization.

Video-cued recall procedure (Omodei and McLennan, 1994, cited 
in Erlandsson and Jansson, 2007) is an additional knowledge elicitation 
technique, which involves a video recording of the participant’s task 
performance, recorded using a head camera. Post-task performance, 
participants watch the recordings and are asked to provide verbaliza-
tions to describe their actions at each stage of performance.

4.4.8 Approximate Training and Application Times

Previous applications of the method have not listed application times; 
however, it is anticipated that the large amount of data collected by 
the method would lead to considerable data analysis. The use of two 
experts will significantly increase the application time of the method.

As with all VPAs, time will need to be spent for training partici-
pants in appropriate verbalization techniques.

4.4.9 Reliability and Validity

There are no explicit data regarding reliability and validity of the 
method, although the authors of the method argue that increased 
validity is afforded by the use of multiple experts over a single par-
ticipant (Erlandsson and Jansson, 2007). The method also removes 
reliability constraints associated with posttrial verbalizations, such as 
not remembering aspects of the trial accurately.

4.4.10 Tools Needed

To employ collegial verbalization, two experts, closely matched on 
experience and role, are required. In addition, access to the experts’ 
work domain is required, including the ability to employ video- and 
audio-recording equipment.
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4.4.11 Flowchart
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4.4.12 Recommended Text(s)

Erlandsson, M., & Jansson, A. (2007). Collegial verbalisation—a case study 
on a new method on information acquisition. Behaviour & Information 
Technology, 26(6), 535–543.



http://taylorandfrancis.com
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5
ERROR IDENTIFICATION 

METHODS

5.1 Introduction

Although there is now less emphasis on human error as it is seen as a 
consequence rather than a cause of incidents, it remains a key concept 
in accident analysis and prevention. Error is a complex construct that 
has received considerable attention from the human factors (HF) 
community and requires a similar level of attention from land use 
planning and urban design (LUP & UD). It has been consistently 
identified as a contributory factor in a high proportion of incidents 
in complex, dynamic systems at the land use and transport plan-
ning interface. For example, within the rail-transport field, (human) 
error was identified as a contributory cause of almost half of all col-
lisions occurring on the UK rail network between 2002 and 2003 
(Lawton and Ward, 2005). It has also been estimated that human or 
driver error contributes to as much as 90 percent of road accidents 
(Waldrop, 2015).

Although (human) error has been investigated since the dawn of 
the discipline, research into the construct only increased around the 
late 1970s and early 1980s in response to a number of high-profile 
catastrophes in which human error was implicated. Major incidents 
such as the Three Mile Island, Chernobyl and Bhopal disasters, and 
the Tenerife and Papa India air disasters (to name but a few) were all 
attributed, in part, to human error. As a result, the construct began to 
receive considerable attention from the HF community and also the 
general public.

(Human) error is formally defined as “All those occasions in which 
a planned sequence of mental or physical activities fails to achieve 
its intended outcome, and when these failures cannot be attrib-
uted to the intervention of some chance agency” (Reason, 1990: 9). 
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Such a definition also perhaps offers insight to the legacy of concep-
tual and utopian failures of LUP & UD.

Further classifications of (human) error have also been proposed, 
such as the slips (and lapses), mistakes, and violations taxonomy pro-
posed by Reason (1990), which also includes a complete description of 
error classifications and error theory.

The prediction of (human) error is used within complex, dynamic 
systems to identify the nature of potential errors and the causal fac-
tors, recovery strategies, and consequences associated with them. 
Information derived from (human) error identification analyses is 
then typically used to propose remedial measures designed to eradi-
cate the potential errors identified. EI works on the premise that an 
understanding of an individual’s intended (work) task and the char-
acteristics of the technology and environment being used allows us to 
indicate potential errors that may arise from the resulting interaction 
(Stanton and Baber, 1996a). As within HF, it is proposed here that EI 
techniques can be used during planning and urban design processes 
to highlight both potential design-induced error or to evaluate error 
potential in existing systems. These are typically conducted on a task 
analysis of the activity under investigation. The output of EI tech-
niques usually describes potential errors, their consequences, recovery 
potential, probability and criticality, and offers associated design rem-
edies or error-reduction strategies.

5.1.1 Error Classifications

At the most basic level of error classification, a distinction between 
errors of omission and errors of commission is proposed. Errors of 
omission are those instances in which an actor fails to act at all, 
whereas errors of commission are those instances in which an actor 
performs an action incorrectly or at the wrong time. Payne and Altman 
(1962; cited in Isaac et al., 2002) proposed a simplistic information- 
processing theory-based error classification scheme containing the 
following error categories: 

 1. Input errors—Those errors that occur during the input sensory 
and perceptual processes, for example, visual perception and 
auditory errors
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 2. Mediation errors—Those errors that occur or are associated 
with the cognitive processes employed between the percep-
tion and action stages

 3. Output errors—Those errors that occur during the selection 
and execution of physical responses

The most commonly referred to error classification within the lit-
erature, however, is the slips and lapses, mistakes, and violations 
classification proposed by Reason (1990), an overview of which is 
presented in Sections 5.1.2 through 5.1.4.

5.1.2 Slips and Lapses

The most common form of error is slip-based errors. Slips are catego-
rized as those errors in which the intention or plan was correct but 
the execution of the required action was incorrect. In an LUP & UD 
context, examples of slip-based errors would be when a  practitioner 
undertakes a process of community consultation, yet schedules it at a 
time which conflicts with the availability of the intended participants; 
or more simply the user of space goes to sit on a park bench and mis-
judges the position and inadvertently falls. In both cases, the inten-
tion (i.e., to undertake community  consultation or to sit down) was 
correct but the physical execution of the required action was not (i.e., 
failing to make contact with the participants or misjudging the dis-
tance). Slips are therefore categorized as actions with the appropri-
ate intention followed by the incorrect execution and are also labeled 
action execution failures (Reason, 1990).

Lapse-based errors refer to more covert error forms that involve 
a failure of memory that may not manifest itself in actual behav-
ior (Reason, 1990). Lapses typically involve a failure to perform an 
intended action or forgetting the next action required in a partic-
ular sequence. Examples of lapses within the LUP & UD context 
include a failure to provide or collect required information to support 
design decision-making or a planner failing to check the necessary 
site access prior to commencing a site visit. Although slips occur at 
the action execution stage, lapses occur at the storage stage, whereby 
intended actions are formulated prior to the execution stage of per-
forming them.
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5.1.3 Mistakes

Although slips reside in the observable actions made by operators, mis-
takes reside in the unobservable plans and intentions that they form 
and are categorized as an inappropriate intention or wrong decision 
followed by the correct execution of the required action. Mistakes 
occur when actors intentionally perform a wrong action and therefore 
originate at the planning level, rather than the execution level (Reason, 
1990). There is a long list of, big and small, mistakes such as rife LUP & 
UD, the choice of the wrong materials, lack of individuality in design, 
prioritizing cars over all other transport, dispersal of employment, and 
developing in flood plains, not including community decision-making. 
According to Reason (1990), mistakes involve a mismatch between 
the prior intention and the intended consequences and are likely to be 
more subtle, more complex, less well understood, and harder to detect 
than slips. Reason (1990) defines mistakes as “deficiencies or failures 
in the judgmental and/or inferential processes involved in the selection 
of an objective or in the specification of the means to achieve it, irre-
spective of whether or not the actions directed by this decision-scheme 
run according to plan” (Reason, 1990).

5.1.4 Violations

Another, altogether more complex category of error is violations. 
Violations are categorized as any behavior that deviates from accepted 
procedures, standards, and rules. Violations can be either deliberate 
or unintentional (Reason, 1997). Deliberate violations occur when an 
actor deliberately deviates from a set of rules or procedures. This form 
of violation is also rife in LUP & UD, whereby regulation and rules 
are made and then bent and broken—concessions are provided and 
conditions eroded to provide for powerful campaigners. There are also 
of course erroneous or unintentional violations, whereby practitioners 
inadvertently go outside the boundaries of the law or break the rules.

In addition to the simplistic slips and lapses, mistakes, and vio-
lations classification described earlier, further error types have been 
specified within each category. For example, Reason (1990) proposed 
a taxonomy of unsafe acts, which prescribes a number of different 
error types within each of the four error categories. The taxonomy of 
unsafe acts is presented in Figure 5.1.
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5.2 The Systematic Human-Error Reduction and Prediction Approach

5.2.1 Background and Applications

The most popular of all EI approaches is the systematic human-
error reduction and prediction approach (SHERPA; Embrey, 1986). 
Originally developed for use in the nuclear-reprocessing industry, to 
date SHERPA has had further application in a number of domains, 
including the military (Stanton et  al., 2009), aviation (Stanton 
et al., 2009), and health care (Hughes et al., 2015). SHERPA uses 
an external error mode (EEM) taxonomy linked to a behavioral tax-
onomy and is applied to a hierarchical task analysis (HTA) of the 
task under analysis to predict potential human- or design-induced 
error. In addition to being the most commonly used of the various 
HEI methods available, according to the literature, SHERPA is also 
the most successful in terms of accuracy of error predictions.

5.2.2 Domain of Application

Despite being originally developed for use in the process industries, 
the SHERPA behavior and error taxonomy is generic and can be 
applied in any domain involving human activity.

Basic error types

Slip

Lapse
Memory failures

Omitted planned items
Place-losing

Forgetting intentions

Unsafe acts

Intended action

Violation
Routine violations

Exceptional violations
Acts of sabotage

Mistake

Rule-based mistakes
Misapplication of good rule

Application of bad rule
Knowledge-based

mistakes
Many forms

Unintended
action

Attentional failures
Intrusion
Omission
Reversal

Misordering
Mistiming

Figure 5.1 Unsafe acts taxonomy. (From Reason, J., Human Error, Cambridge University Press, 
New York, 1990.)
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5.2.3 Application in Land Use Planning and Urban Design

In LUP & UD, it has the potential to be a very powerful tool for 
the error analyses of existing or proposed processes and designs—for 
example, issues of safety or even the affordance of undesirable behav-
iors within a proposed or existing urban environment.

5.2.4 Procedure and Advice

Step 1: Conduct an HTA
 The first step in a SHERPA analysis involves describing the 

task or scenario under investigation. For this purpose, an 
HTA of the task or scenario under analysis is normally con-
ducted. The SHERPA technique works by indicating which 
of the errors from the SHERPA error taxonomy are credible 
at each bottom-level task step in an HTA of the task under 
analysis. A number of data collection techniques may be used 
to gather the information required for the HTA, such as 
interviews with subject matter experts (SMEs) and observa-
tions of the task under analysis.

Step 2: Task Classification
 Next, the analyst should take the first (or next) bottom-

level task step in the HTA and classify it according to the 
SHERPA behavior taxonomy, which is presented in the 
 following (Stanton, 2005a):
• Action (e.g., pressing a button, pulling a switch, opening 

a door)
• Retrieval (e.g., getting information from a screen or 

manual)
• Checking (e.g., conducting a procedural check)
• Selection (e.g., choosing one alternative over another)
• Information communication (e.g., talking to another 

party)
 For example, in the development assessment EI, the task 

“check development assessment summary for properly made 
application” would be classified as a “Check” behavior, 
whereas the task steps “requests further details” and “issues 
decision” are both “Information communication” behaviors.
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Step 3: Identify Likely Errors
 The analyst then uses the associated error mode taxonomy 

and domain expertize to determine any credible error modes 
for the task in question. For each credible error (i.e., those 
judged by the analyst to be possible), the analyst should give 
a description of the form that the error would take, such as 
“application is not properly made.” The SHERPA error mode 
taxonomy is presented in Figure 5.2.

Step 4: Consequence Analysis
 The next step involves determining and describing the 

 consequences associated with the errors identified in Step 3. 

Behavior

Action

A1 – Operation too long/short
A2 – Operation mistimed
A3 – Operation in the wrong direction
A4 – Operation too little/much
A5 – Misalign
A6 – Right operation on wrong object
A7 – Wrong operation on right object
A8 – Operation omitted
A9 – Operation incomplete
A10 – Wrong operation on wrong object

C1 – Check omitted
C2 – Check incomplete
C3 – Right check on wrong object
C4 – Wrong check on right object
C5 – Check mistimed
C6 – Wrong check on wrong object

R1 – Information not obtained
R2 – Wrong information obtained
R3 – Information retrieval incomplete

S1 – Selection omitted
S2 – Wrong selection made

I1 – Information not communicated
I2 – Wrong information communicated
I3 – Information communication incomplete

Check

Retrieval

Communication

Selection

Error modes

Figure 5.2 SHERPA error mode taxonomy.
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The analyst should consider the consequences associated with 
each credible error and provide clear descriptions of the con-
sequences in relation to the task under analysis. So for the 
error the “application is not properly made,” it would have the 
consequences of “assessment manager confirms the rejection 
of the development application.”

Step 5: Recovery Analysis
 Next, the analyst should determine the recovery potential of 

the identified error. If there is a later task step in the HTA at 
which the error could be recovered, it is entered here. If there 
is no recovery step, then “None” is entered; finally, if the error 
is recognized and recovered immediately, the analyst enters 
“immediate.”

Step 6: Ordinal Probability Analysis
 Once the consequence and recovery potential of the error 

have been identified, the analyst should rate the probability 
of the error occurring. An ordinal probability scale of low, 
medium, or high is typically used. If the error has not occurred 
 previously, a low (L) probability is assigned. If the error has 
occurred on previous occasions, a medium (M) probability is 
assigned. Finally, if the error has occurred on frequent occa-
sions, a high (H) probability is assigned.

Step 7: Criticality Analysis
 Next, the analyst rates the criticality of the error in question. 

A scale of low, medium, and high is also used to rate error crit-
icality. Normally, if the error would lead to a critical incident 
(in relation to the task in question), it is rated as a highly criti-
cal error. For the example of the “application is not properly 
made,” it would have a medium probability, and for the success 
of that application, it may be considered a critical error.

Step 8: Remedy Analysis
 The final stage in the process is to propose error-reduction 

strategies. Normally, remedial measures comprise suggested 
changes to the design of the process or system. According 
to Stanton (2005a), remedial measures are normally proposed 
under the following four categories: 

 1. Equipment (e.g., redesign or modification of existing 
equipment)
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 2. Training (e.g., changes in training provided)
 3. Procedures (e.g., provision of new, or redesign of old, 

 procedures) and
 4. Organizational (e.g., changes in organizational policy or 

culture)

5.2.5 Advantages

• The SHERPA technique offers a structured and comprehen-
sive approach to the prediction of human error.

• The SHERPA taxonomy prompts the analyst for potential 
errors.

• According to the HF literature, SHERPA is the most promis-
ing HEI technique available. It has been applied in a number 
of domains with considerable success. There is also a wealth of 
encouraging validity and reliability data available.

• It is quick to apply compared with other HEI techniques.
• It is also easy to learn and apply, requiring minimal training.
• It is exhaustive, offering error reduction strategies in addition 

to predicted errors, associated consequences, probability of 
occurrence, criticality, and potential recovery steps.

• The SHERPA error taxonomy is generic, allowing the tech-
nique to be used in a number of different domains.

5.2.6 Disadvantages

• SHERPA can be tedious and time-consuming for large, 
complex tasks.

• The initial HTA adds additional time to the analysis.
• It only considers errors at the sharp end of system operation 

and does not consider system or organizational errors.
• It does not model cognitive components of error mechanisms.
• Some predicted errors and remedies are unlikely or lack cred-

ibility, thus posing a false economy (Stanton, 2005a).
• Its current taxonomy lacks generalizability (Stanton, 2005a).
• It is a subjective method based on analysts’ ability (Phipps 

et al., 2008).
• It is unable to explore contextual factors (Phipps et al., 2008).
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5.2.7 Example

In the following example, SHERPA was applied to identify the 
errors that drivers could make at existing rail level crossings (RLX) in 
Victoria, Australia (Read et al. 2017). The project was concerned with 
improving safety at these critical interfaces within transport planning 
and identifying initial design ideas for improving behavior and safety.

Initially, one analyst used SHERPA to identify potential errors. This 
involved taking each bottom-level task step from the HTA, classify-
ing it into one of the five SHERPA behaviors (action, check, retrieval, 
communication, and selection) and then using the error mode taxon-
omy in Figure 5.2 to identify credible errors. For each credible error, a 
description of the error and its consequences were documented along 
with any recovery steps (i.e., the point in the HTA at which the error 
could be recovered), ratings of probability and criticality of the error, 
and potential remedial measures. Following the initial analysis, two 
analysts with experience in applying SHERPA reviewed the analysis 
to check the credibility of the errors and their associated probability 
and criticality ratings. An extract of the RLX SHERPA is presented 
in Table 5.1.

A total of 92 potential errors were identified, which were fairly 
evenly distributed across three categories: action errors (e.g., driver 
fails to slow, RLX fails to activate warnings); checking errors 
(e.g., driver fails to look at flashing light assembly, train driver fails to 
look for road users); and retrieval errors (e.g., driver fails to interpret 
flashing lights, driver misreads signage).

The following tasks had the greatest number of potential errors 
associated with them: 

• Detect presence of train (road vehicle driver)
• Detect RLX (road vehicle driver)

Moreover, a greater proportion of potential errors were associated with 
drivers, as opposed to the train driver or the technical components of 
the RLX (e.g., train detection device, flashing lights, boom gates). An 
important design implication is that new designs should exploit other 
components within the system such as the vehicle, technology-based 
detection systems, and the train itself.
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A final notable feature of the SHERPA analysis was that there 
appears to be few redundancies or opportunities for error identifica-
tion, recovery, and mitigation in current RLX environments to cope 
with high criticality errors, such as the road user failing to detect 
flashing lights. This is especially the case with RLXs that do not 
 currently have boom gates.

5.2.8 Related Methods

The initial data collection for SHERPA might involve a num-
ber of data collection techniques, including interviews, observation, 
and walkthroughs. An HTA of the task or scenario under analysis 
is typically used as the input to a SHERPA analysis. The taxonomic 
approach to error prediction employed by the SHERPA technique is 
similar to a number of other HEI approaches, such as human-error 
template (HET) (Marshall et  al., 2003), human-error hazard and 
operability (HAZOP) (Kirwan and Ainsworth, 1992), and technique 
for the retrospective and predictive analysis of cognitive error in ATM 
(TRACEr) (Shorrock and Kirwan, 2002).

5.2.9 Approximate Training and Application Times

To evaluate the reliability, validity, and trainability of various tech-
niques, Stanton and Young (1998) compared SHERPA with 11 other 
HF techniques. Based on the application of the technique to the 
operation of an in-car radio-cassette machine, the authors reported 
training times of around three hours (this is doubled if training in 
HTA is included). It took an average of 2 h and 40 min for people to 
evaluate the radio-cassette machine using SHERPA. In a study com-
paring the performance of SHERPA, human-error HAZOP, human 
error identification in systems tool (HEIST), and HET when used to 
predict design-induced pilot error, Salmon et al. (2002) reported that 
participants achieved acceptable performance with the SHERPA 
technique after only 2 h of training.

Harvey and Stanton (2013) applied SHERPA to the evaluation of 
in-vehicle computer interfaces and suggested that 2–4 h were required 
to collect data for the method and a further 8–10 h were needed to 
undertake the analysis.
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5.2.10 Flowchart

Start

Enter scenario and
task step details in

error pro forma

Take first HET error
mode and consider

potential occurrence

No

NoAre there any
more error

modes?

Are there any
more task step?

No

St
op

Yes

For credible errors, provide:
- Description of the error;
- Consequences of the error;
- Error likelihood (L, M, H);
- Error criticality (L, M, H);
- Pass/Fail rating

Yes

Yes

Is the error
credible?

Take the first/next
bottom level task step

from the HTA
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5.2.11 Reliability and Validity

There is a wealth of promising validation data associated with the 
SHERPA technique. Kirwan (1992) reported that SHERPA was the 
most highly rated of the five human-error prediction techniques by 
expert users. Baber and Stanton (1996a) reported a concurrent valid-
ity statistic of 0.8 and a reliability statistic of 0.9 in the application 
of SHERPA by two expert users to prediction of errors on a ticket-
vending machine. Stanton and Stevenage (1998) reported a concur-
rent validity statistic of 0.74 and a reliability statistic of 0.65 in the 
application of SHERPA by 25 novice users to prediction of errors on 
a confectionery vending machine. According to Stanton and Young 
(1999), SHERPA achieved a concurrent validity statistic of 0.2 and a 
reliability statistic of 0.4 when used by eight novices to predict errors 
on an in-car radio-cassette machine task. According to Harris et al. 
(2005), SHERPA achieved acceptable performance in terms of reli-
ability and validity when used by novice analysts to predict pilot error 
on a civil aviation flight scenario. Phipps et al. (2008) argued that the 
quality, validity, and reliability of method are dependent upon the 
skills of the analyst as it is a subjective method.

5.2.12 Tools Needed

SHERPA can be conducted using pen and paper. The device or at 
least photographs of the interface under analysis are also required.

5.2.13 Recommended Text(s)

Embrey, D. E. (1986). SHERPA: A systematic human error reduction and 
prediction approach. Paper Presented at the International Meeting on 
Advances in Nuclear Power Systems, Knoxville, TN.

Stanton, N. A., Young, M. S., & Harvey, C. (2014). Guide to methodology in 
ergonomics: Designing for human use. Boca Raton, FL: CRC Press.

5.3 Human-Error Template

5.3.1 Background and Applications

The HET (Harris et  al., 2005) was developed for use in the certi-
fication of civil flight deck technology to predict design-induced 
pilot error. The impetus for HET came from a U.S. Federal Aviation 
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Administration report (FAA, 1996), which, amongst other things, 
recommended that flight-deck designs be evaluated for their sus-
ceptibility to design-induced flight crew errors and also to identify 
the likely consequences of those errors during the type certification 
 process (Harris et al., 2005). The HET method is a simple checklist 
HEI approach that is applied to each bottom-level task step in an 
HTA of the task under analysis. Analysts use the HET EEMs and 
subjective judgment to identify credible errors for each task step. The 
HET EEM taxonomy consists of the following generic error modes: 

• Failed to execute
• Task execution incomplete
• Task executed in the wrong direction
• Wrong task executed
• Task repeated
• Task executed on the wrong interface element
• Task executed too early
• Task executed too late
• Task executed too much
• Task executed too little
• Misread information
• Other

5.3.2 Domain of Application

The HET technique was developed specifically for the aviation 
domain and is intended for use in the certification of flight-deck tech-
nology. However, the HET EEM taxonomy is generic, allowing the 
technique to be applied in any domain.

5.3.3 Application in Land Use Planning and Urban Design

For LUP & UD, the 12-error modes of the HET error taxonomy 
could be applied to any task a human is expected to undertake in 
an urban setting. Further, it is a way in which potential errors may 
be identified in any number of assessment or analysis tasks that are 
required within LUP & UD.
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5.3.4 Procedure and Advice

Step 1: Conduct an HTA
 The first step in an HET analysis is to conduct an HTA of 

the task or scenario under investigation. The HET technique 
works by indicating which of the errors from the HET error 
taxonomy are credible at each bottom-level task step in an 
HTA of the task under analysis. A number of data collection 
techniques may be used to gather the information required for 
the HTA, such as interviews with SMEs and observations of 
the task under analysis.

Step 2: HEI
 To identify potential errors, the analyst takes each bottom-

level task step from the HTA and considers the credibility of 
each of the HET EEMs. Any EEMs that are deemed to be 
credible by the analyst are recorded and analyzed further. At 
this stage, the analyst ticks each credible EEM and provides 
a description of the form that the error will take.

Step 3: Consequence Analysis
 Once a credible error is identified and described, the analyst 

should then consider and describe the consequence(s) of the 
error. The analyst should consider the consequences associ-
ated with each credible error and provide clear descriptions of 
the consequences in relation to the task under investigation.

Step 4: Ordinal Probability Analysis
 Next, the analyst should provide an estimate of the prob-

ability of the error occurring, based upon his or her subjec-
tive judgment. An ordinal probability value is entered as low, 
medium, or high. If the analyst feels that chances of the error 
occurring are very small, a low (L) probability is assigned. If 
the analyst thinks that the error may occur and has knowl-
edge of the error occurring on previous occasions, a medium 
(M) probability is assigned. Finally, if the analyst thinks that 
the error would occur frequently, a high (H) probability is 
assigned.

Step 5: Criticality Analysis
 Next, the criticality of the error is rated. Error criticality is 

rated as low, medium, or high. If the error would lead to a 
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 serious incident (this would have to be defined clearly before 
the analysis), it is labeled as high. Typically, a high criticality 
would be associated with error consequences that would lead 
to substantial damage to property or people in an urban set-
ting. If the error has consequences that still have a distinct 
effect on the task, such as walking in the wrong way or not 
being able to complete a journey, the criticality is labeled as 
medium. If the error would have minimal consequences that 
are easily recoverable, such as a small delay, the criticality is 
labeled as low.

Step 6: Interface Analysis
 The final step in an analysis involves determining whether or 

not the task or activity under analysis passes the certification 
procedure. The analyst assigns a pass or fail rating based upon 
the associated error probability and criticality  ratings. If a high 
probability and a high criticality were assigned previously, the 
interface in question is classed as a fail. Any other combina-
tion of probability and criticality and the interface in question 
is classed as a pass.

5.3.5 Advantages

• The HET methodology is quick, simple to learn and use and 
requires very little training.

• It utilizes a comprehensive error mode taxonomy based upon 
existing HEI EEM taxonomies, actual pilot error incidence 
data, and pilot error case studies.

• It is easily auditable as it comes in the form of an error pro 
forma.

• The HET taxonomy prompts the analyst for potential 
errors.

• The HET methodology has encouraging reliability and valid-
ity data (Marshall et al., 2003; Salmon et al., 2002; Stanton 
et al., 2006a).

• Although the error modes in the HET EEM taxonomy 
were developed specifically for the aviation domain, they are 
generic, ensuring that the HET technique can potentially be 
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used in a wide range of different domains, such as command 
and control, ATC, and nuclear reprocessing.

• It is a useful tool for HF certification (Stanton et al., 2006b).
• Li et al. (2009) argued that the method enables the design of 

a user-friendly interface that can improve task performance 
and increase task effectiveness.

5.3.6 Disadvantages

• For large, complex tasks, an HET analysis may become 
tedious and time-consuming.

• Extra work is involved if an HTA is not already available.
• It does not deal with the cognitive component of errors.
• It only considers errors at the sharp end of system operation 

and does not consider system or organizational errors.
• It is best applied by an analyst with domain-relevant knowl-

edge (Stanton et al., 2006b).

5.3.7 Flowchart

Start Start

Construct a
task network

Take a task
step from
the HTA

N

For each risk:
- Describe the risk
- Determine the consequence
- Enter probability (L, M, H) (optional)
- Enter criticality (L, M, H) (optional)
- Identify risk controls

Y

N
Stop

Are there any more
risk types?

Y

Consult the risks you
predicted with that

task in Stage 1

Using the
NET-HARMS

taxonomy and focusing
ONLY on the interaction

of the networked task
and the risks you predicted in

Stage 1, are there new risks
associated with the

linked tasks?

Start 1 (Task risks) Start 2 (Emergent risks)

Describe the
system using

the HTA

Take a task
step from
the HTA

Are there any risks
associated with

the classes of behavior?

N

NAre there any more
risk types?

Are there
any more

task steps?

N

Stop

For each risk:
- Describe the risk
- Determine the consequence
- Enter probability (L, M, H) (optional)
- Enter critically (L, M, H) (optional)
Identify risk controls

Y

Y

Y

Assign the task to the classes of behavior
from the NET-HARMS taxonomy:

task, communication, environmental
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5.3.8 Example

An HET analysis, shown in Table 5.2, was conducted on the task 4.1.2. 
Identify travel times to retail functions, within the larger Site Analysis 
HTA (Chapter 3, page 97). The HET identified and described the 
possible errors, their likelihood and criticality associated with under-
taking the task.

5.3.9 Related Methods

HET uses an EEM taxonomy to identify potential design-induced 
error. There are many taxonomic-based EI approaches available that 
have been developed for a variety of domains, including SHERPA, 
cognitive reliability and error analysis method (CREAM) (Hollnagel, 
1998), and TRACEr (Shorrock and Kirwan, 2002). An HET  analysis 
also requires an initial HTA (or some other specific task description) 
to be performed for the task in question. The data used in the devel-
opment of the HTA may be collected through the application of a 
 number of different techniques, including observational study, inter-
views, and walkthrough analysis.

5.3.10 Approximate Training and Application Times

In HET validation studies, Marshall et al. (2003) reported that with 
non-HF professionals, the approximate training time for the HET 
methodology is around 90 min. Application time varies depending on 
the scenario under analysis. 

5.3.11 Reliability and Validity

Stanton et  al. (2006a) compared HET with SHERPA, human-
error HAZOP, and HEIST in their ability to predict errors dur-
ing the landing of a commercial aircraft. The analysts used all 
methods on two separate occasions (separated by a month), and 
the results of these were compared with an independent collec-
tion of all errors possible during task performance (derived from 
interviews with, and questionnaires completed by, pilots) using a 



156 HUMAN FACTORS IN LUP AND UD

Ta
bl

e 
5.

2 
Ex

am
pl

e 
HE

T 
An

al
ys

is
 o

f I
de

nt
ify

 Tr
av

el 
Tim

es
 to

 R
et

ai
l F

un
ct

ion
s

SC
EN

AR
IO

:
Ur

ba
n 

an
al

ys
is

 fo
r a

 p
ro

po
se

d 
de

ve
lo

pm
en

t s
ite

. 4
.3

. E
st

ab
lis

h 
tra

ve
l t

im
es

 b
et

we
en

 s
ite

 a
nd

 n
ei

gh
bo

rh
oo

d 
fu

nc
tio

ns

TA
SK

 S
TE

P:
4.

1.
2.

 Id
en

tif
y t

ra
ve

l t
im

es
 to

 re
ta

il 
fu

nc
tio

ns
IN

TE
RF

AC
E 

EL
EM

EN
T:

Di
gi

ta
l m

ap
pi

ng

ER
RO

R 
M

OD
E

DE
SC

RI
PT

IO
N

OU
TC

OM
E

LI
KE

LI
HO

OD
CR

IT
IC

AL
IT

Y
PA

SS
FA

IL

L
M

H
L

M
H

X

Fa
il 

to
 e

xe
cu

te
Fa

il 
to

 e
st

ab
lis

h 
tra

ve
l t

im
es

Pr
ox

im
ity

 to
 d

ev
el

op
m

en
t 

op
po

rtu
ni

tie
s 

an
d 

co
m

pe
tit

io
n 

wi
ll 

no
t b

e 
we

ll 
un

de
rs

to
od

X
X

Ta
sk

 e
xe

cu
tio

n 
in

co
m

pl
et

e
Ac

tiv
e 

tra
ve

l m
od

es
 n

ot
 

in
cl

ud
ed

No
 w

ay
 d

et
er

m
in

in
g 

un
de

rs
ta

nd
in

g 
th

e 
wa

lk
ab

ili
ty

 a
nd

 c
yc

le
ab

ili
ty

X
X

X

Ta
sk

 e
xe

cu
te

d 
in

 th
e 

wr
on

g 
di

re
ct

io
n

Th
e 

tra
ve

l r
ou

te
s 

do
 n

ot
 re

fle
ct

 
pe

rm
is

si
bl

e 
ac

ce
ss

Ro
ut

es
 th

ro
ug

h 
pr

iv
at

e 
pr

op
er

ty
 

m
ay

 b
e 

in
cl

ud
ed

X
X

X

W
ro

ng
 ta

sk
 e

xe
cu

te
d

Ta
sk

 re
pe

at
ed

Ta
sk

 e
xe

cu
te

d 
on

 th
e 

wr
on

g 
in

te
rfa

ce
 e

le
m

en
t

Ta
sk

 e
xe

cu
te

d 
to

o 
ea

rly
Ta

sk
 e

xe
cu

te
d 

to
o 

la
te

Ta
sk

 e
xe

cu
te

d 
to

o 
m

uc
h

Ta
sk

 e
xe

cu
te

d 
to

o 
lit

tle
Tr

av
el

 ti
m

es
 a

re
 o

nl
y 

ca
lc

ul
at

ed
 a

t o
ne

 ti
m

e 
of

 d
ay

Pe
ak

 o
r l

ow
 ti

m
es

 fo
r t

ra
ve

l t
im

e 
no

t i
nc

lu
de

d
X

X
X

M
is

re
ad

 In
fo

rm
at

io
n

Co
nf

us
e 

th
e 

tra
ve

l t
im

es
 fo

r 
di

ffe
re

nt
 m

od
es

Op
po

rtu
ni

tie
s 

fo
r a

cc
es

s 
to

 re
ta

il 
fu

nc
tio

ns
 a

re
 in

ac
cu

ra
te

X
X

X

Ot
he

r



157ERROR IDENTIFICATION METHODS

signal detection paradigm. The results of the study revealed that 
the HET analysis was statistically more accurate than the other 
methods, each of which was statistically comparable with one 
another. Stanton et al. (2006a) concluded that HET is able to pre-
dict a higher proportion of actual errors than HEIST, SHERPA, 
or human-error HAZOP.

5.3.12 Tools Needed

HET can be carried out using a HET error pro forma such as the 
headings in Table 5.2, an HTA of the task under analysis, functional 
diagrams of the interface under analysis, and a pen and paper.

5.3.13 Recommended Text(s)

Stanton, N., Harris, D., Salmon, P. M., Demagalski, J. M., Marshall, A., 
Young, M. S., Dekker, S. W. A., & Waldmann, T. (2006b). Predicting 
design induced pilot error using HET (Human Error Template)—A 
new formal human error identification method for flight decks. Journal 
of Aeronautical Sciences, 110(1104), 107–115.

5.4 The NETworked Hazard Analysis and Risk-Management System

5.4.1 Background and Applications

The NETworked hazard analysis and risk-management system 
(NET-HARMS) is a systems theoretic risk assessment method that 
combines HTA (see Chapter 3) with principles of the event analy-
sis of systemic teamwork (see Chapter 10) and the SHERPA (see 
Chapter 5). The method supports the proactive identification of risk 
within complex sociotechnical systems by providing a description of 
the system under analysis on which a taxonomy is applied to iden-
tify task and emergent risks. The NET-HARMS method provides 
additional two key advances over existing risk assessment methods: 
First, it enables analysts to identify risks across the overall system, 
as opposed to sharp-end risks only, and, second, it enables analysts 
to identify emergent risks that arise when different risks from across 
the system interact with one another.
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Applying NET-HARMS involves first developing an HTA 
that describes the overall system under analysis, following which 
task risks are identified by applying a risk mode taxonomy to each 
task within the HTA. Next, a task network showing the interac-
tions between different tasks is developed, following which the risk 
mode taxonomy is applied once more to identify emergent risks 
that arise when task risks interact with one another. The output 
includes descriptions of the risks and their consequences, ratings 
of their probability and criticality, and suggested risk-management 
strategies.

5.4.2 Domain of Application

NET-HARMS was originally developed for the led outdoor activ-
ity sector (Dallat et al., In Press; Salmon et al., 2017a); however, the 
approach is generic in nature and can be applied in any domain for 
risk-assessment purposes. For example, NET-HARMS was recently 
used to identify task and emergent risks during railway level crossing 
system design and operation.

5.4.3 Application in Land Use Planning and Urban Design

NET-HARMS has great potential as tool to explore the risks 
 associated with a wide variety of LUP & UD projects and processes. 
It can allow for the thorough analyses of the risks associated with 
day-to-day urban interactions, planning processes, and  conceptual 
design. In addition, it can enable insights into the emergent risks for 
urban (re)development in light of changes in technology, climate, and 
resource-constrained urban scenarios.

5.4.4 Procedure and Advice

Step 1: Define Aims of the Analysis and Task or System Under Analysis
 The first step in an applying NET-HARMS involves clearly 

defining the aims of the analysis along with the task or system 
under analysis. As described earlier, one of the key strengths 
of the NET-HARMS method is that it is capable of identify-
ing risks across overall systems. It is therefore recommended 
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that NET-HARMS analyses focus on overall systems rather 
than frontline tasks or operations. This includes beyond the 
organizational level up to and including regulatory and gov-
ernment levels.

  A useful step at this stage is to develop a clear description 
of the system under analysis in terms of its goals and which 
actors work together to achieve them. The ActorMap method 
(see Chapter 10) is useful for this purpose.

Step 2: Construct an HTA for the System Under Analysis
 Once the task/system under analysis and aims of the analy-

sis are clearly defined, an HTA for the system under analy-
sis should be created. Initially, this involves collecting specific 
data regarding the system under analysis. Data should be col-
lected regarding the goals and tasks involved, the human and 
nonhuman agents involved, the interactions between humans 
and nonhuman agents, the ordering of tasks and information 
on the factors that influence behavior. A number of different 
approaches can be used to collect these data, including observa-
tions, concurrent verbal protocols, structured or semistructured 
interviews (e.g., the critical decision method), questionnaires 
and surveys, walkthrough analysis, and documentation review 
(e.g., incident reports, standard operating procedures). The 
data collection approach selected is dependent upon the vari-
ous constraints imposed on the analysis, such as time, number 
of analysts available, and access constraints.

  A key focus of NET-HARMS HTAs should be on tasks 
that are undertaken across the system, including government 
and regulatory activities. Developing the HTA itself involves 
identifying the main goal of the system under analysis and 
then decomposing this into a series of sub-goals, operations, 
and plans. Once the initial draft HTA is complete, it is use-
ful to have various SMEs review it. The HTA should then 
be refined on the basis of SME feedback. It is a normal prac-
tice for the HTA to go through many iterations before it is 
finalized.

Step 3: Identify Task Risks
 Once the HTA is finalized, it is used first to identify task risks 

that might emerge during the conduct of the different tasks. 
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Analysts use the associated risk mode taxonomy (Table 5.3) 
and domain expertize to determine any credible risks for the 
task in question. For each credible risk (i.e., those judged by 
the analyst to be possible), the analyst should give a descrip-
tion of the form that the risk would take, such as “site selection 
process is driven by external pressures.”

  For each credible risk, analysts should determine and 
describe the associated consequences. For the risk of “site 
selection process is driven by external pressures,” the conse-
quence recorded was that “site selection is misinformed and 
subsequently an inappropriate development may be prioritized.”

  Next, analysts should provide a rating of the probability 
of the risk occurring. An ordinal probability scale of low, 
medium, or high is typically used. If the risk has not occurred 
previously, a low (L) probability is assigned. If the risk has 
occurred on previous occasions, a medium (M) probability is 
assigned.

  Finally, if the risk has occurred on frequent occasions, a 
high (H) probability is assigned. The final phase of the task 
risk identification step involves assigning a criticality rating 
for each of the risks. Again, a scale of low, medium, and high 
is used to rate risk criticality. Normally, if the risk would lead 
to a critical incident (in relation to the task in question), it is 
rated as a highly critical risk. For the example of the “applica-
tion is not properly made,” it would have a medium probability, 

Table 5.3 NET-HARMS Risk Mode Taxonomy

BEHAVIOR RISK MODES

Task T1–Task mistimed
T2–Task omitted
T3–Task completed inadequately
T4–Inadequate task object
T5–Inappropriate task

Communication C1–Information not communicated
C2–Wrong information communicated
C3–Inadequate information communicated
C4–Communication mistimed

Environmental E1–Adverse environmental conditions
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and for the success of that application, it may be considered a 
critical error.

Step 4: Create Task Network
 Once the task risks are identified, the next step involves 

constructing a task network to support the identification of 
emergent risks. Task networks are used to represent HTA 
outputs in the form of a network that shows key tasks and 
the relationships between them (Stanton et al., 2013a). This 
enables analysts to understand the interactions and coupling 
that exists between tasks.

  Within the task network, tasks are represented as nodes, 
and relationships are represented via lines linking the nodes. 
Task networks are constructed by taking each high-level task 
step from the HTA and identifying which tasks are related 
with one another. Tasks are deemed to be related with one 
another if the conduct of one task influences, is undertaken 
in combination with, or is dependent on, another task. For 
example, the railway level-crossing design and operation 
example, the tasks select site for upgrade and announce upgrade 
program are linked as the upgrade program announcement 
cannot be made until the appropriate sites are selected.

Step 5: Identify Emergent Risks
 The task network is then used to support identification of 

emergent risks. Emergent risks represent additional risks 
that arise as a result of the interaction between the task risks 
identified during Step 3. Identifying emergent risks involves 
identifying the risks that arise when a task is impacted by a 
related task that was undertaken inadequately due to the pres-
ence of a task risk. For example, if tasks A and B are related, 
then analysts should determine what the impact on task B is 
if task A is undertaken inadequately due to the presence of 
a task risk. For each credible emergent risk, analysts should 
determine and describe the associated consequences.

  Next, analysts should provide a rating of the probability 
of the emergent risk occurring. An ordinal probability scale 
of low, medium, or high is typically used. If the risk has not 
occurred previously, a low (L) probability is assigned. If the 
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emergent risk has occurred on previous occasions, a medium 
(M) probability is assigned.

  Finally, if the emergent risk has occurred on frequent occa-
sions, a high (H) probability is assigned. The final phase of 
the emergent risk identification step involves assigning a 
criticality rating for each of the risks. Again, a scale of low, 
medium, and high is used to rate risk criticality. Normally, if 
the emergent risk would lead to a critical incident (in relation 
to the task in question), it is rated as a highly critical emer-
gent risk.

Step 6: Identify Risk-Management Strategies
 The final stage in the process is to propose risk-management 

strategies for both the task and emergent risks identified. 
Analysts should work through the task and emergent risk 
tables and discuss risk-management strategies that can be 
used to either prevent the risk from occurring or mitigate the 
consequences of the risk. Normally, risk-management strate-
gies comprise suggested changes to the design of the process 
or system. According to Stanton (2005a), remedial measures 
proposed following risk-assessment applications are normally 
proposed under the following four categories:

 1. Equipment (e.g., redesign or modification of existing 
equipment)

 2. Training (e.g., changes in training provided)
 3. Procedures (e.g., provision of new, or redesign of old, 

procedures)
 4. Organizational (e.g., changes in organizational policy or 

culture)
Step 7: Review and Refine Analysis

 Once the initial NET-HARMS is complete, it is useful to 
have various SMEs review it. The analysis should then be 
refined on the basis of SME feedback. This typically involves 
removing identified risks or identifying new risks or modify-
ing probability and criticality ratings and risk-management 
strategies.
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5.4.5 Advantages

• NET-HARMS goes beyond existing risk assessment meth-
ods to identify risks across overall systems.

• NET-HARMS identifies both task risks and emergent risks. 
The latter is a significant advancement over existing risk-
assessment methods.

• The analysis is extremely comprehensive, covering risks across 
the system.

• NET-HARMS analyses provide risk-management strategies 
for each of the task and emergent risks identified.

• The NET-HARMS taxonomy prompts the analyst for poten-
tial task and emergent risks.

• NET-HARMS is based on SHERPA, which, according to 
the literature, has the most supportive reliability and validity 
evidence associated with it.

• It is also easy to learn and apply, requiring minimal training.
• The NET-HARMS method and taxonomy are generic, 

allowing it to be used in a number of different domains.
• Conducting the HTA and task network analyses enables 

analysts to develop an in-depth understanding of the system 
under analysis.

5.4.6 Disadvantages

• As it covers entire systems, NET-HARMS can be time- 
consuming to apply.

• The quality of the analysis is highly dependent on the exper-
tise of the analysts.

• The requirement to develop the initial HTA and subsequent 
task network adds significant time to the analysis.

• Due to its infancy, there is no reliability and validity evidence 
associated with NET-HARMS.

• Some predicted risks and risks-management strategies may 
be unlikely or lack credibility, thus posing a false economy 
(Stanton, 2005a).
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• There is currently no performance-shaping factors taxonomy 
to support consideration of contextual factors and their impact 
on task and emergent risks.

5.4.7 Related Methods

NET-HARMS requires an initial HTA of the system under analysis. 
The HTA is subsequently used to develop a task network for the sys-
tem under analysis.

5.4.8 Approximate Training and Application Times

NET-HARMS is a relatively simple method that requires little 
training. In a recent reliability and validity study, participants were 
provided with training that lasted around one hour. Application 
time depends on the system under analysis; however, NET-
HARMS analyses typically require significant time as the analysis 
covers overall systems.

5.4.9 Reliability and Validity

Although NET-HARMS has recently been subject to reliability 
and validity studies, the findings have not yet been published. The 
SHERPA method on which it is based has a significant body of 
promising validation evidence associated with it (Baber and Stanton, 
1996a; Kirwan, 1992; Stanton and Stevenage, 1998; Stanton and 
Young, 1999). HTA also has some validation evidence associated with 
it (Stanton and Young, 1999).

5.4.10 Tools Needed

NET-HARMS can be conducted using pen and paper; however, 
analyses are normally undertaken using Microsoft Word. The HTA 
tool can be used for the HTA component, and task networks are typi-
cally drawn in Microsoft Visio.
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5.4.11 Flowchart

Start

StopN

N

• Describe the error
• Describe the consequences
• Enter any recovery steps (from HTA)
• Rate probability of the error occurring
• Rate the criticality of the error
• Propose remedial design measures

Are any of the
SHERPA error

modes credible?
NAre there any more

task steps?

Are there any more
error modes?

Y

Y

Y

Classify task step as a
behavior from the
SHERPA behavior

taxonomy

Take the first/next
bottom level task step

from the HTA

Develop HTA for the
task/system under

analysis

Adapted from Dallat, C. et al. Safety Science, 2017.
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5.4.12 Example

NET-HARMS was used to identify risks arising during the design 
and operation of railway level crossings in Victoria, Australia. Initially, 
an HTA of the railway level-crossing system lifecycle was developed 
on the basis of various sources of information, including analyses of 
railway level-crossing systems (e.g., Mulvihill et  al., 2016; Salmon 
et  al., 2016a) and documentation review (e.g., road and rail safety 
strategy and policy documents, crash investigation reports, relevant 
academic literature). The resulting HTA described the goals, 
 sub-goals, and operations required when designing, implementing, 
operating, and removing RLXs in Victoria, Australia. The high-level 
goals from the HTA are presented in the following: 

 1. Select sites for upgrade
 2. Announce upgrade program
 3. Identify user community of RLX
 4. Identify RLX type and infrastructure
 5. Design upgrade
 6. Construction and commissioning of safe and efficient RLX
 7. Manage infrastructure during construction process
 8. Meet legislative requirements around risk management for RLX
 9. Operate railway level crossing
 10. Monitor performance
 11. Check compliance with legislation
 12. Grade separation
 13. Crossing closure
 14. Continuous improvement of standards
 15. Budget allocated to level crossing program

A workshop was then held to identify the task and emergent risks. 
This involved four analysts working through the HTA and task net-
works to identify credible task and emergent risks that might impact 
the design and operation of railway level crossings.
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For the task risk, the analysts used the NET-HARMS taxon-
omy to identify credible risks that could occur during completion 
of the railway level-crossing design and operation tasks. For each 
credible task risk, the analysts recorded a description of the risk, 
identified and recorded the consequences, and provided a rating of 
the probability and criticality of the risk occurring. An extract of 
the railway level-crossing design and operation task risks is pre-
sented in Table 5.4.

Following identification of the task risks, the HTA was used to 
develop a task network showing the interrelations between railway 
level-crossing design and operation tasks. The resulting task network 
is presented in Figure 5.3.

The analysts then used the NET-HARMS taxonomy and task net-
work to identify credible emergent risks that could occur as a result 
of the interaction of task risks across the railway level-crossing design 
and operation tasks. This involved examining each set of related tasks 
in the task network and identifying what the impact of task risks 
would be on related tasks.

For each credible emergent risk, the analysts recorded a description 
of the risk, identified and recorded the consequences, and provided 
a rating of the probability and criticality of the risk occurring. An 
extract of the railway level-crossing design and operation emergent 
risks is presented in Table 5.5.

5.4.13 Recommended Text(s)

Dallat, C., Salmon, P. M., & Goode, N. (2017). Identifying risks and emer-
gent risks across sociotechnical systems: The Networked hazard analy-
sis and risk management system (NET-HARMS). Theoretical Issues in 
Ergonomics Science.

Dallat, C., Salmon, P. M., & Goode, N. (2017). Risky systems versus risky people: 
To what extent do risk assessment methods consider the systems approach 
to accident causation? A review of the literature. Safety Science, (In press).

Stanton, N. A., & Bessell, K. (2014). How a submarine returns to periscope 
depth: Analysing complex socio-technical systems using cognitive work 
analysis. Applied Ergonomics, 45(1), 110–125.
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Close
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required
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program
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Design
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upgrade
program

Identify
and consult

with RLX user
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Risk
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Check
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Figure 5.3 Task network of railway level-crossing system lifecycle.
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6
ACCIDENT ANALYSIS 

METHODS

6.1 Introduction

Although both error identification and error analysis methods can be 
used to analyze accidents, a subsection of methods designed specifi-
cally to focus on accident analysis is established in human factors (HF). 
Accident analysis methods are employed to derive an accident or inci-
dent etiology and identify contributory factors in the deviation from 
anticipated or safe performance. Salmon et al. (2010) identified over 30 
accident analysis-related methods, illustrating the prominence of acci-
dent analysis methods in contemporary HF.

Two accident analysis methods are introduced in this chapter to 
provide land use planning and urban design (LUP & UD) researchers 
and practitioner’s new ways of exploring planning and urban develop-
ment as contributor factors in accidents and disaster. There are a range 
of circumstances in which LUP can be attributed to both the cause 
and indeed the exacerbation of adverse incidents, including flooding 
and failures of critical infrastructure. Further, such approaches may 
offer ways to unpick some of the complex and detrimental outcomes 
to human health when considering LUP’s contributions to chronic 
disease, congestion, or indeed personal and societal safety and secu-
rity. A brief introduction to these analysis methods is provided in the 
following.

Accimap is a method that uses a systemic control structure (based 
upon Rasmussen’s [1997] risk framework) to guide the analyst in the 
identification of errors across six systemic levels. No taxonomy of error 
types is included, but the physical activities of the accident scenario 
are used as a basis to link out to contributory factors elsewhere in the 
system. The systems theory accident modeling and process (STAMP) 
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method combines a taxonomy and a systemic structure of control to 
aid in the identification of errors, or causal factors that were present in 
accidents within complex systems. The method is based upon the sup-
position that accidents occur due to inappropriate energy transfers that 
are allowed to evolve because of ineffective safety barriers. As such, the 
main focus of the method is on the identification of barriers within 
the system.

6.2 Accimap

6.2.1 Background and Applications

Accimap (Rasmussen, 1997; Svedung and Rasmussen, 2002) is 
an accident analysis method that is used to graphically  represent 
the   systemic causal factors involved in accidents and incidents. 
The  Accimap method differs from typical accident-analysis 
approaches in that, rather than identifying and apportioning blame 
at the sharp end, it is used to identify and represent the causal flow 
of events upstream from the accident and looks at the planning, 
management, and regulatory bodies that may have contributed to 
the accident (Svedung and Rasmussen, 2002). A typical Accimap 
uses the following six main levels: government policy and  budgeting, 
regulatory bodies and associations, local area government planning 
and budgeting (including company management, technical and 
operational management; physical processes and actor activities; 
and equipment and surroundings). Failures at each of the levels are 
identified and linked between and across levels based on cause–effect 
relations. Starting from the bottom of the graph, the equipment and 
surroundings level provides a description of the accident scene  in 
terms of the configuration and physical characteristics of the 
 landscape, buildings, equipment, tools, and vehicles involved. The 
physical processes and actor activities level provides a  description 
of the failures involved at the sharp end. The remaining levels above 
the physical processes level represent all of the failures by decision 
makers that, in the course of the decision-making involved in their 
normal work context, did or could have influenced the  accident flow 
during the first two levels. Accimap analysis focuses upon the causal 
relationships between these levels, which allows for a vertical analysis 
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across the levels of a system rather than the horizontal generalization 
within individual levels that is normally found in accident analysis 
methods (Svedung and Rasmussen, 2002).

6.2.2 Domain of Application

Accimap analysis is a generic approach that has been utilized in 
multiple domains, including aviation accidents (Royal Australian 
Aviation Force, 2001), police incidents ( Jenkins et al., 2010), 
and both rail and road accidents (Hopkins, 2005; Svedung and 
Rasmussen, 2002).

6.2.3 Application in Land Use Planning and Urban Design

For LUP & UD, it may be used to analyze any circumstance in which, 
for example, LUP or urban design may have been, or suspected to be, 
a contributory factor within an accident or incident. Indeed, if report-
ing exists for an LUP & UD investigation or incident (e.g., flood 
report), Accimap is a very useful tool to explore the broader contribu-
tory system. Further, the ActorMap component, Step 2 (detailed in 
Chapter 10) has been proven as a useful way to undertake stakeholder 
and policy analysis of urban development and planning stakeholders 
and their strategic positions.

6.2.4 Procedure and Advice

Step 1: Data Collection
 Being a retrospective approach, the Accimap approach is 

 dependent upon accurate data regarding the incident under 
analysis. The first step therefore involves collecting data 
regarding the incident in question. Data collection for 
Accimaps can involve a range of activities, including inter-
views with those involved in the incident or subject matter 
experts (SMEs) for the domain in question, analyzing reports 
or inquiries into the incident, and observing recordings of the 
incident. As the Accimap method is so comprehensive, the 
data collection phase is typically time-consuming and involves 
analyzing numerous data sources.
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Step 2: Construct an Actor Map (see also Chapter 10)
 Once the data collection is complete, the analyst should 

identify all actors involved in the scenario and annotate 
these onto an actor map. Actors should be linked to one 
another to reflect the communication structure of the 
system.

Step 3: Identify Physical Process/Actor Activities Failures
 After the key actors have been identified, the analyst can 

begin to develop the Accimap. The first stage of the Accimap 
involves identifying the errors involved and identifying the 
links between these errors. This step is concerned with the 
identification of errors that occurred at the level of physical 
process and actor activities.

Step 4: Identify Causal Factors
 The analyst now needs to identify causal factors for each of 

the physical and actor failures identified in Step 3. Each 
failure is taken in turn, and the analyst identifies all related 
failures at the remaining five levels of the Accimap: gov-
ernment policy and budgeting, regulatory bodies and asso-
ciations, local area government planning and budgeting, 
physical processes and actor activities, and equipment and 
surroundings.

Step 5: Identify Failures at Other Levels
 Once Step 4 has been completed, the analyst should 

review the six systemic levels to ensure that all relevant 
failures have been identified. He or she should also take 
each level in turn and, whilst reviewing the data collected 
in Step 1, ensure that no failures have been missed on the 
Accimap.

Step 6: Finalize and Review Accimap Diagram
 The Accimap should be constructed whilst the  analyst 

steps through these stages. At this stage, the analyst should 
review the Accimap and ensure that all links between 
causal factors have been identified and that all annotated 
links are appropriate. SMEs should be asked to review 
the Accimap to ensure its validity. This review and revise 
stage of the Accimap process normally requires several 
iterations.
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6.2.5 Advantages

• Accimaps enable the identification of system-wide errors that 
led to the occurrence of the accident at the sharp end. The 
complete accident etiology is exposed.

• The method is simple to learn and use.
• It is based upon a sound theoretical model.
• It considers causal factors across systemic levels.
• Its output offers an exhaustive analysis of accidents and 

incidents.
• It provides a clear visual interpretation of the accident etiology.
• It is a generic approach that has been applied across many 

domains.
• Considering the different levels involved in the accident 

enables an extended timeline of causality to be established.
• It focuses on systematic improvements rather than focusing 

on blaming individuals.

6.2.6 Disadvantages

• The method can be time-consuming.
• The quality of the analysis produced is entirely dependent 

upon the quality of the accident report.
• Accimap analysis does not provide a method to develop 

 corrective measures; these are based on the judgment of the 
analyst.

• It does not provide a structured taxonomy for error 
classification.

• Accimap analysis can only be used retrospectively.
• Its graphical output can become extensive and hard to 

decipher when used in the analysis of complex accidents.
• Almedia and Johnson (2005) argued that it is unable to ade-

quately explore the local rationality of those involved in the 
accident scenario.

6.2.7 Related Methods

To conduct Accimap analysis, data collection methods such as  interviews 
and document reviews must be utilized first. Accimap analysis is based 
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on the model proposed by Reason (1990) and as such is related to 
methods such as the incident cause analysis method and the human 
factors analysis and classification system (HFACS) (Wiegmann and 
Shappell, 2003) which are also developed from this model.

6.2.8 Approximate Training and Application Times

Accimaps is a simple method to learn and apply but can become 
time-consuming when applied to complex systems. Estimated tim-
escales for the method are expected to be around one to two weeks 
for data collection and a further week for the initial construction 
of the Accimap. However, the final procedural stage of review can 
take additional time.

6.2.9 Reliability and Validity

There are no reliability and validity data available, but the reliability 
of the approach is questionable due to the low level of guidance 
provided and the consequent reliance on the subjective judgment of 
the analyst to classify causal factors.

6.2.10 Tools Needed

Pen and paper are all that are required for Accimaps analysis; how-
ever, Microsoft Office tools such as Visio can be used to create more 
professional Accimaps.

6.2.11 Example

The following Accimap example in Figure 6.1 represents the 
Murrindindi bushfire response during the devastating February 2009 
bushfires in Victoria, Australia (Figure 6.1). It was developed from 
the Victorian Royal Bushfires Commission, 2010. Final report, vol. II—
fire preparation, response and recovery. It represents an analysis within 
which LUP policies and management practices were identified as 
 contributing factors to the disaster (Salmon et al., 2014b).
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6.2.12 Flowchart
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6.2.13 Recommended Text(s)
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Svedung, J., & Rasmussen, J. (2002). Graphic representation of  accident 
 scenarios: Mapping system structure and the causation of  accidents. 
Safety Science, 40, 397–417.

6.3 The Systems Theory Accident Modeling and Process

6.3.1 Background and Applications

STAMP (Leveson, 2004) is an accident-analysis technique  developed 
to explore accident causation from a systems theory  perspective. 
Leveson argues against traditional event chain models of accident cau-
sation and instead posits that accident causation should account for 
processes such as adaptation and emergence that are present within 
complex systems. The method is based upon the hypothesis that 
accidents occur due to “external disturbances, component failures, 
or dysfunctional interactions among system components” (Leveson, 
2004: 250) that are not sufficiently constrained or controlled by the 
system. Leveson posits that a system is made up of multiple levels 
that interact in unpredictable ways; to prevent an accident occurring, 
sufficient control should be enforced upon the system to prevent 
unsafe evolution.

The method provides an organizational hierarchy, control struc-
ture and taxonomy of causation, the classification of flawed control, 
which is applied to each level of the hierarchy to identify where the 
dysfunctional interactions occurred within the system under analysis 
(Leveson, 2004).

6.3.2 Domain of Application

The method is generic and has been applied to a number of com-
plex systems, including aviation safety systems (Allison et al., 
2017), friendly fire incidents (Leveson, 2002), the contamination 
of a water supply (Leveson, 2004), and road safety (Salmon et al., 
2016).
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6.3.3 Application in Land Use Planning and Urban Design

The STAMP approach is interested in describing various forms of 
control, including managerial, organizational, physical, operational, 
and manufacturing-based controls. Accordingly, STAMP is inher-
ently useful to explore LUP & UD via control structure models that 
incorporate a series of hierarchical system levels and describe the 
actors and organizations that reside at each level. Control and feed-
back loops afford the ability to show what control mechanisms are 
enacted down the hierarchy and what information about the status of 
the system is sent back up the hierarchy.

6.3.4 Procedure and Advice

Procedure and Advice (Leveson, 2004) 
Step 1: Define the Task Under Analysis
 The initial stage of analysis involves the analyst clearly defin-

ing the task under analysis. A definition of the core goals and 
boundaries should be developed to guide analysis and ensure 
that the investigation is appropriate and relevant.

Step 2: Data Collection
 Like all accident analysis methods, STAMP is dependent 

upon accurate data regarding the accident in question. The 
next step therefore involves collecting detailed data regard-
ing the accident and about the domain and organization in 
which the accident took place. Data collection tools such as 
reviewing accident reports, inquiry reports and task analyses 
of the  system in question, interviewing personnel involved in 
the accident, reviewing documents regarding the domain in 
question (e.g., rules and regulations, standard operating pro-
cedures), and/or interviewing SMEs for the domain/system 
in question should all be utilized.

Step 3: Construct Hierarchical Control Structure
 By using the data collected in Step 2, the analyst must 

 identify the key people involved in the accident scenario. 
These  people will be spread across the different levels of the 
 hierarchical control structure and will include those respon-
sible for producing guidelines, developing policies, and so 
on. The actors should be plotted onto a graphical illustration 
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of the structure at the appropriate hierarchical level. In 
addition to plotting actors onto the control structure, the 
relevant constraints between levels should be annotated 
onto the structure as well.

  STAMP provides a generic control model to guide the ana-
lyst in the construction of their specific control structure, an 
example of which is presented in Figure 6.2. The left-hand side 
of the diagram shows the control structure for system develop-
ment, whereas the right hand side of the diagram shows the 
control structure for system operations. The arrows between the 
levels represent the communications between levels that are used 
by levels to impose constraints on the levels below them and to 
provide feedback to the levels above regarding how effective the 
constraints are (Leveson, 2004). Although each domain/system 
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Figure 6.2 Generic control structure model. (Adapted from Leveson, N., Safety Sci., 42, 
237–270, 2004.)
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will have its own unique control structure, it is likely to be similar 
in structure to that presented in Figure 6.2.

Step 4: Classification of Flawed Control
 Next, the analyst should take each of the systemic elements 

identified within the control structure and classify each 
according to the classification of flawed control, which is pre-
sented in Table 6.1. Analysts should apply the taxonomy to 
each control loop to identify the control failures involved. It is 
normally useful to represent the control failures identified on 
the control structure diagrams developed during Step 3.

Step 5: Review and Finalize Analysis
 Once the first draft of the STAMP analysis is complete, the 

analyst should conduct a review (with SMEs if possible) to 
ensure that all failures have been identified and appropriately 
incorporated into the STAMP model. The final analysis may 
require several iterations.

Table 6.1 STAMP Classification of Flawed Control

1 Inadequate enforcement of constraints
1.1 Unidentified hazards
1.2 Inappropriate, ineffective, or missing control actions for identified hazards
1.2.1 Design of control algorithm (process) does not enforce constraints

Flaws in creation process
Process changes without appropriate change in control algorithm 
(asynchronous evolution)

Incorrect modification or adaptation
1.2.2 Process models inconsistent, incomplete, or incorrect

Flaws in creation process
Flaws in updating process (asynchronous evolution)
Time lags and measurement inaccuracies not accounted for

1.2.3 Inadequate coordination among controllers and decision makers
2 Inadequate execution of control action
2.1 Communication flaw
2.2 Inadequate actuator operation
2.3 Time lag
3 Inadequate or missing feedback
3.1 Not provided in system design
3.2 Communication flow
3.3 Time lag
3.4 Inadequate sensor operation (incorrect or no information provided)

Source: Leveson, N., Safety Sci., 42, 237–270, 2004.
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6.3.5 Advantages

• Leveson (2004) argued that the STAMP control flaws 
 classification scheme provides a number of different levels of 
analysis that are capable of exploring accident causation at a 
number of stages of abstraction.

• The method allows for the exploration of relationships 
between factors, including nonlinear relationships (Leveson, 
2004).

• Leveson (2004) posited that the method can be used for 
accident analysis, hazard analysis, and in the development of 
accident prevention, safety- and risk-assessment techniques.

• The comprehensive nature of the technique enables  causality 
to be identified across numerous systemic levels (Leveson, 
2004).

• The method can be, and has been, utilized in numerous 
domains.

• STAMP includes both a taxonomy of possible failures and a 
control structure template to guide the analyst in the identifi-
cation of causal factors.

• It is a systemic method and as such is supported by a 
wealth of contemporary HF research promoting the  systems 
approach.

6.3.6 Disadvantages

• The analysis is resource-intensive, especially with respect to 
time (Braband et al., 2003).

• A significant amount of detailed data is required to conduct 
the comprehensive method.

• Previous research has highlighted the need to increase the 
level of guidance within the STAMP method (Qureshi, 
2007).

6.3.7 Related Methods

Conducting a STAMP analysis requires the utilization of data 
 collection techniques such as observations and interviews.
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6.3.8 Approximate Training and Application Times

STAMP analysis is a time-consuming procedure (Braband et al., 
2003) and involves high training times.

6.3.9 Reliability and Validity

There is currently no data available on the reliability or validity of 
STAMP.

6.3.10 Tools Needed

A STAMP analysis can be conducted by using a pen and paper, but 
it benefits from software drawing packages such as Microsoft Office 
Visio to create high-quality control structure diagrams.

6.3.11 Example

STAMP has been applied to numerous incidents occurring within 
complex sociotechnical systems, for which the reader is referred 
to Leveson (2002). Figure 6.3 represents an extract of the analysis 
 conducted into the land use and transport integration of the road 
transport system in Queensland, Australia (Salmon et al., 2016). The 
aim of the analysis was to identify the range of actors and organiza-
tions within the system along with the key relationships that exist 
between them.
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6.3.12 Flowchart
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7
SITUATION AWARENESS 

ASSESSMENT

7.1 Introduction

Situation awareness (SA) is the term that is used within human  factors 
(HF) circles to describe the level of awareness that individuals have of 
the situation that they are engaged in. It focuses on how they develop 
and maintain a sufficient understanding of “what is going on” (Endsley, 
1995a) to achieve success in task performance. SA is a fundamen-
tal interaction of humans within our urban and regional  systems and 
environments. In land use planning and urban design (LUP & UD), 
it is imperative that we acknowledge that people develop SA based on 
what we decide to include within the urban environment. It under-
pins how people relate to their surroundings, and indeed each other, 
while making decisions about the tasks and activities they perform. 
A more sophisticated approach to the understanding and assessment 
of SA by LUP & UD practitioners and researchers can only lead to 
the design of more efficient and human-orientated urban places.

While an essential commodity in the safety critical domains, SA is 
now recognized as a key consideration in system design and evaluation 
more broadly (e.g., Endsley, 2016; Salmon et al., 2009a; Stanton et al., 
2017). Reflecting this, SA has been explored in a range of domains 
over the past 30 years, ranging from the military (e.g., Salmon et al., 
2009) and transportation domains (e.g., Salmon, 2014a) to sport 
(James and Patrick, 2004; Neville and Salmon, 2016), health care 
and medicine (Hazlehurst et al., 2007), and the emergency services 
(e.g., Blandford and Wong, 2004). A contentious concept, various 
models of SA have been postulated, focusing either on the aware-
ness held by individuals (e.g., Endsley, 2016; Smith and Hancock, 
1995), teams (e.g., Endsley and Robertson, 2000; Salas et al., 1995), 
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or sociotechnical systems (e.g., Salmon et al., 2009a; Stanton et al., 
2017). As a corollary,  various different approaches for assessing SA 
have been developed and applied in a range of domains.

7.2 Situation Awareness Theory

The concept first emerged as a topic of interest within the military 
aviation domain when it was identified as a critical asset for military 
aircraft crews during the World War I (Press, 1986; cited in Endsley, 
1995a). Despite this, it did not begin to receive attention in academic 
circles until the late 1980s (Stanton et  al., 2017), when SA-related 
research began to emerge within the aviation and air traffic control 
domains (e.g., Endsley, 1989, 1993).

Various definitions of SA are presented in the academic litera-
ture (e.g., Adams et al., 1995; Billings, 1995; Dominguez, 1994; 
Fracker, 1991; Sarter and Woods, 1991; Smith and Hancock, 1995; 
Stanton et al., 2006b; Taylor, 1990). Still, by far the most prominent 
is that offered by Endsley, who defines SA as a cognitive product 
( resulting from a separate process labeled situation assessment) com-
prising “the perception of the elements in the environment within a 
 volume of time and space, the comprehension of their meaning, and 
the  projection of their status in the near future” (Endsley, 1995a: 36). 
Given the increased presence of complex sociotechnical systems in 
which teams of humans together collaboratively, is Stanton et  al.’s 
(2006b) systems theory–oriented definition, which asserts that SA 
represents “activated knowledge for a specific task, at a specific time 
within a system.”

7.2.1 Individual Models of Situation Awareness

Inaugural SA models were, in the main, focused on how individual 
operators develop and maintain SA whilst undertaking activity within 
complex systems (e.g., Adams et al., 1995; Endsley, 1995a; Smith and 
Hancock, 1995). As such, these models primarily focus on the aware-
ness held in the minds of individuals (operators), that is, SA as experi-
enced in the mind of the person (Stanton et al., 2010b). Two of these 
models, in particular, stand out from the literature, one being by far the 
most popular, the other being, in the author’s view at least, the most 
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appropriate for describing the concept, albeit at an  individual level. 
Endsley’s three-level model (Endsley, 1995a, 2016) has undoubtedly 
received the most attention. The information  processing–based model 
describes SA as an internally held cognitive product comprising three 
levels (Figure 7.1) that follows perception and leads to decision-making 
and action execution.

The first level involves perceiving the status, attributes, and dynam-
ics of task-related elements in the surrounding environment. A range 
of factors influence the data perceived, including the task being 
 performed, the individual’s goals, experience, expectations, and also 
systemic factors such as interface design, level of complexity, and auto-
mation. To achieve level 2 SA, the individual interprets the level 1 data 
in such a way that they can then comprehend its relevance to their task 
and goals. The interpretation and comprehension of SA-related data 
is influenced by an individual’s goals, expectations, experience in the 
form of mental models, and preconceptions regarding the situation. 
Level 3 SA involves prognosticating future system states. By using a 
combination of level 1 and 2 SA-related knowledge and experience 
in the form of mental models, individuals can forecast likely future 

System complexity
interface design

stress and workload
complexity
automation

Task and system factors

Situation awareness

Feedback

Decision

Long-term
memory stores Automaticity

Abilities
experience

training

Information processing
mechanisms

Action
execution

State of the
environment

Individual factors Goals and objectives
preconceptions

and expectations

Level 1
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elements
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Comprehension

of situation

Level 3
Projection of
future states

Figure 7.1 Endsley’s three-level model of situation awareness. (Adapted from Endsley, M. R., 
Human Factors, 37, 32–64, 1995a.)



192 HUMAN FACTORS IN LUP AND UD

states in the situation. For example, a transport planner can forecast, 
based on level 1 and 2-related information, that a particular point of 
congestion may occur under a certain circumstance. The planner can 
do this through perceiving elements such as the location of a roadway, 
its hierarchy, the number of vehicles, comprehending what the ele-
ments mean, and then comparing this with experience (in the form of 
mental models) to forecast what might happen next. Mental models 
are therefore used to facilitate the achievement of SA by directing 
attention to critical elements in the environment (level 1), integrat-
ing the elements to aid understanding of their meaning (level 2), and 
generating possible future states and events (level 3). According to 
the model, SA acquisition and maintenance are influenced by other 
factors, including individual factors (e.g., training and workload), task 
factors (e.g., complexity), and systemic factors (e.g., interface design) 
(Endsley, 1995a).

Smith and Hancock’s ecological approach, based on Neisser’s (1976) 
perceptual cycle model, takes a more holistic stance, viewing SA as a 
“generative process of knowledge creation and informed action taking” 
(Smith and Hancock, 1995: 138). According to the perceptual cycle 
model, our interaction with the world (termed explorations) is directed 
by internally held schemata. The outcome of interaction modifies the 
original schemata, which in turn directs further exploration. This pro-
cess of directed interaction and modification continues in an infinite 
cyclical nature. By using this model, Smith and Hancock (1995) sug-
gested that SA is neither resident in the world nor in the person but 
resides through the interaction of the person with the world. They 
describe SA as “externally, directed consciousness” that is an “invariant 
component in an adaptive cycle of knowledge, action and information” 
(1995: 138). In addition, they argue that the process of achieving and 
maintaining SA revolves around internally held schema, which  contain 
information regarding certain situations. These schemata facilitate the 
anticipation of situational events, directing an individual’s attention to 
cues in the environment, and directing his or her eventual course of 
action. An individual then conducts checks to confirm that the evolv-
ing situation conforms to his or her expectations. Any unexpected 
events serve to prompt further search and explanation, which in turn 
modifies the individual’s existing model. The perceptual cycle model of 
SA is presented in Figure 7.2.
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Smith and Hancock (1995) identified SA as a subset of the content 
of working memory in the mind of the individual (in one sense, it 
is a product). However, they emphasize that attention is externally 
directed rather than introspective (and thus is contextually linked and 
dynamic). Unlike the three-level model, which depicts SA as a prod-
uct separate from the processes used to achieve it, SA is therefore 
viewed as both process and product. Smith and Hancock’s complete 
model therefore views SA as more of a holistic process that influences 
the generation of situational representations. The model has sound 
underpinning theory (Neisser, 1976) and is complete in that it refers 
to the continuous cycle of SA acquisition and maintenance, including 
both the process (the continuous sampling of the environment) and 
the product (the continually updated schema) of SA. Their description 
also caters for the dynamic nature of SA and more clearly describes an 
individual’s interaction with the world to achieve and maintain SA, 
whereas Endsley’s model seems to place the individual as a passive 
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(potentially available

information)
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and action

Directs
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world and its
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Figure 7.2 Smith and Hancock’s perceptual cycle model of situation awareness. (Adapted from 
Smith, K. and Hancock, P. A., Human Factors, 37, 137–148, 1995.)
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information receiver. The model therefore considers the individual, 
the situation, and the interactions between the two.

7.2.2 Team Models of Situation Awareness

Of course, due to the nature of teamwork and the systems in which 
it takes place, team SA has to be more complex than individual SA. 
Various models of team SA have been proposed (e.g., Salas et  al., 
1995; Shu and Furuta, 2005; Stanton et al., 2006b, 2009). By reflect-
ing the three-level model’s widespread popularity, the most common 
approach to describing team SA has involved applying Endsley’s 
model to team SA, along with the addition of the related but  distinct 
concepts of team and shared SA (e.g., Endsley and Jones, 1997; 
Endsley and Robertson, 2000). Team SA reflects “the degree to which 
every team member possesses the SA required for his or her respon-
sibilities” (Endsley, 2016), whereas shared SA refers to “the degree to 
which team members have the same SA on shared SA requirements” 
(Endsley and Jones, 1997). Endsley’s approach to team SA therefore 
suggests that team members not only have distinct portions of SA 
but also overlapping or shared portions of SA. Successful team perfor-
mance requires that individual team members have good SA on their 
specific elements and the same SA for shared SA elements (Endsley 
and Robertson, 2000).

Much like individual SA, the concept of team SA is plagued by 
contention. For example, many have expressed concern over the use 
of Endsley’s individual operator three-level model to describe team 
SA (Artman and Garbis, 1998; Gorman et al., 2006; Patrick et al., 
2006; Salmon et al., 2006, 2009a; Stanton et al., 2009, 2015; Shu 
and Furuta, 2005; Siemieniuch and Sinclair, 2006; Sonnenwald 
et  al., 2004) and also regarding the relatively blunt characteriza-
tion of shared SA (e.g., Salmon et al., 2009a; Stanton et al., 2009, 
2010b, 2017). By putting aside the obvious concerns associated with 
using an individual information processing–based account of SA for 
describing team SA, the concept of shared SA remains ambiguous, 
and research in the area has questioned the notion that different 
human operators can share SA in a way that they understand a situ-
ation in exactly the same manner (e.g., Salmon et al., 2009a, 2016; 
Stanton et al., 2010b).
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7.2.3 Models Accounting for Situation Awareness Held by Systems

Advances in the area have led to the description of SA as a social 
phenomenon, which is held by systems comprising human and 
 technological agents. Known as “distributed situation awareness” 
(DSA) (Salmon et  al., 2009a; Stanton et  al., 2006b, 2015), this 
approach uses as its basis, distributed cognition-based accounts of 
system performance (e.g., Hutchins, 1995), which move the focus on 
cognition out of the heads of individual operators and on to the overall 
system consisting of human and technological agents; here, cognition 
transcends the boundaries of individual actors and systemic cognition 
is achieved by the transmission of representational states throughout 
the system (Hutchins, 1995).

SA was first discussed in this context by Artman and Garbis (1998), 
who, due to the flaws evident when applying individualistic models to 
complex sociotechnical systems, called for a systems  perspective model 
on SA. They subsequently defined team SA as “the active construction 
of a model of a situation partly shared and partly distributed between 
two or more agents, from which one can anticipate important future 
states in the near future” (Artman and Garbis, 1998: 2). Following 
this, the foundations for a theory of DSA in complex systems, laid by 
Stanton et al. (2006), were built upon by Salmon et al. (2009a) who 
outlined a model of DSA, developed on the basis of applied research 
in a range of military and civilian command and control environments.

Briefly, Stanton et al. (2006), model is underpinned by four theo-
retical concepts: schema theory (e.g., Bartlett, 1932), genotype and 
phenotype schema, Neisser’s (1976) perceptual cycle model of cogni-
tion, and, of course, Hutchin’s (1995) distributed cognition approach. 
SA is viewed as an emergent property of collaborative systems, arising 
from the interactions between agents, both human and technological. 
According to Stanton et al. (2006b, 2009), a system’s awareness com-
prises a network of information on which different components of the 
system have distinct views and ownership of information. Scaling the 
model down to individual team members, it is suggested that team 
member SA represents the state of their perceptual cycle (Neisser, 
1976); individuals possess genotype schema that are triggered by the 
task-relevant nature of task performance, and during task perfor-
mance, the phenotype schema comes to the fore. It is this task and 
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schema-driven content of team member SA that brings the shared 
SA (Endsley and Robertson, 2000) notion into question. Rather than 
possess shared SA (which suggests that team members understand a 
situation or elements of a situation in the same manner), the model 
instead suggests that team members possess unique, but compatible, 
portions of awareness. Team members experience a situation in dif-
ferent ways, as defined by their own personal experience, goals, roles, 
tasks, training, skills, schemata, and so on. Compatible awareness is 
therefore the phenomenon that holds distributed systems together 
(Stanton et al., 2006b, 2009). Each team member has his or her own 
awareness related to the goals that he or she is working toward. This 
is not the same as other team members but is such that it enables 
him or her to work with adjacent team members. Although different 
team members may have access to the same information, differences 
in goals, roles, the tasks being performed, experience, and their schema 
mean that their resultant awareness of it is not shared; instead, the 
situation is viewed differently based on these factors. However, each 
team member’s SA is compatible as it is different in content but 
is collectively required for the system to perform collaborative tasks 
optimally, from one team member to another, which bestows upon 
team SA an emergent behavior.

7.2.4 Measuring Situation Awareness

The popularity of the concept is such that various methods of  measuring 
SA have been proposed and applied (for detailed reviews, see Salmon 
et  al., 2006, 2009a). These SA measures can be broadly categorized 
into the following methodological groups: SA requirements analysis, 
freeze probe recall methods, real-time probe methods, posttrial sub-
jective rating methods, observer rating methods, process indices, and 
team SA measures. SA requirements analysis forms the first step in 
an SA assessment effort and is used to identify what exactly it is that 
comprises SA in the scenario and environment in question. Endsley 
defines SA requirements as “those dynamic information needs associ-
ated with the major goals or sub-goals of the operator in performing 
his or her job” (2001: 8). According to Endsley, they concern not only 
the data that operators need but also how the data are integrated to 
address decisions. Matthews et al. (2004) highlighted the importance 
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of conducting SA requirements analysis when  developing reliable and 
valid SA metrics.

The current chapter focuses on the following SA assessment meth-
ods: the SA requirements analysis method (Endsley, 1993), the situa-
tion awareness global assessment technique (SAGAT: Endsley, 1995b), 
the situation awareness rating technique (SART: Taylor, 1990), and the 
propositional network method (Salmon et  al., 2009a; Stanton  et  al., 
2006b, 2009).

7.3 Situation Awareness Requirements Analysis

7.3.1 Background and Applications

SA requirements analysis is used to identify exactly what it is that 
comprises SA in the scenario and environment under analysis. 
According to Endsley (2001), SA requirements concern not only 
the data that operators need but also how the data are integrated to 
address decisions. Matthews et al. (2004) suggested that a funda-
mental step in developing reliable and valid SA metrics is to iden-
tify the SA requirements of a given task. Further, the authors point 
out that knowing what the SA requirements are for a given domain 
provides engineers, planners, and urban designers with a basis to 
develop optimal system designs that maximize human and urban 
system performance.

Endsley (1993) and Matthews et al. (2004) described a generic pro-
cedure for conducting SA requirements analyses that uses unstruc-
tured interviews with subject matter experts (SMEs), goal-directed 
task analysis, and questionnaires to determine the SA requirements 
for a particular task or system. Endsley’s methodology focuses on SA 
requirements across the three levels of SA, specified in her informa-
tion processing–based model of SA (level 1: perception of elements, 
level 2: comprehension of meaning, and level 3: projection of future 
states).

7.3.2 Domain of Application

The SA requirements analysis procedure is generic and has been 
applied in various domains, including the military (Bolstad et al., 2002; 
Matthews et al., 2004) and air traffic control (ATC) (Endsley, 1993).
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7.3.3 Application in Land Use Planning and Urban Design

The SA requirements analysis is the first step in clearly identifying 
which urban development settings or scenarios may benefit most from 
an understanding of SA. For example, the SA requirements of differ-
ent members of multidisciplinary teams in LUP & UD are a pertinent 
line of enquiry.

7.3.4 Procedure and Advice

Step 1: Define the Task or Scenario Under Analysis
 The first step in an SA requirements analysis is to clearly define 

the task or scenario under investigation. It is recommended 
that the task be described clearly, including the different actors 
involved, the task goals, and the environment within which 
the task is to take place. An SA requirements analysis requires 
that the task be defined explicitly to ensure that the appropri-
ate SA requirements are comprehensively assessed.

Step 2: Select Appropriate SMEs
 The SA requirements analysis procedure is based upon  eliciting 

SA-related knowledge from SMEs. Therefore, the analyst 
should next select a set of appropriate SMEs. The more expe-
rienced the SMEs are in the environment under analysis, the 
better, and the analyst should strive to use as many SMEs as 
possible to ensure comprehensiveness.

Step 3: Conduct SME Interviews
 Once the scenario and environment under analysis is defined 

clearly and appropriate SMEs are identified, a series of 
unstructured interviews with the SMEs should be conducted. 
First, participants should be briefed on the topic of SA and the 
concept of SA requirements analysis. Following this, Endsley 
(1993) suggested that the SME should be asked to describe, 
in their own words, what they feel comprises good SA for the 
task in question. They should then be asked what they would 
want to know to achieve perfect SA. Finally, the SMEs should 
be asked to describe what each of the SA elements identified 
is used for within the setting or scenario under analysis, for 
example, decision-making, planning, and actions. Endsley 
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(1993) also suggested that once the interviewer has exhausted 
the SME’s knowledge, he or she should offer his or her own 
suggestions regarding SA requirements and should discuss 
their relevance. It is recommended that each interview is 
recorded using either video- or audio-recording equipment. 
Following completion of the interviews, all data should be 
transcribed.

Step 4: Conduct Goal-Directed Task Analysis
 Once the interview phase is complete, a goal-directed task 

analysis should be conducted for the task or scenario under 
investigation. Endsley (1993) prescribed her own goal-
directed task analysis method; however, it is also possible to 
use hierarchical task analysis (HTA) (Annett et al., 1971) for 
this purpose as it focuses on goals and their decomposition. 
For this purpose, the HTA procedure presented in Chapter 3 
should be used. Once the HTA is complete, the SA elements 
required for the completion of each step in the HTA should 
be added. This step is intended to ensure that the list of SA 
requirements identified during the interview phase is com-
prehensive. Upon completion, the task analysis output should 
be reviewed and refined using the SMEs utilized during the 
interview phase.

Step 5: Compile List of SA Requirements Identified
 The outputs from the SME interview and goal-directed task 

analysis phases should then be used to compile a list of SA 
requirements for the different actors involved in the task 
under analysis.

Step 6: Rate SA Requirements
 Endsley’s method uses a rating system to sort the SA require-

ments identified on the basis of their importance. These 
should be compiled into a rating-type questionnaire, along 
with any other elements that the analyst feels are pertinent. 
Appropriate SMEs should then be asked to rate the criti-
cality of each of the SA elements identified in relation to 
the task under analysis. Items should be rated as not impor-
tant (1), somewhat important (2), or very important (3). The 
ratings provided should then be averaged across subjects for 
each item.
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Step 7: Determine SA Requirements
 Once the questionnaires have been collected and scored, 

the  analyst should use them to determine the SA elements 
for the task or scenario under analysis. How this is done is 
 dependent upon the analyst’s judgment. It may be that the 
elements specified in the questionnaire are presented as SA 
requirements, along with a classification in terms of impor-
tance (e.g., not important, somewhat important, or very 
important).

Step 8: Create SA Requirements Specification
 The final stage involves creating an SA requirements 

specification that can be used by other practitioners (e.g., 
architects, designers, or methods developers). The SA 
requirements should be listed for each actor involved in 
the task or scenario under analysis. Endsley (1993) and 
Matthews et al. (2004) demonstrated how the SA require-
ments can be categorized across the three levels of SA, as 
outlined by the three-level model; however, this may not 
be necessary, depending on the specification requirements. 
It is recommended that SA  requirements should be listed 
in terms of what it is that needs to be known, what infor-
mation is required, how this information is used (i.e., what 
the linked goals and decisions are), and what the relation-
ships between the different pieces of information actually 
are, that is, how they are integrated and used by different 
actors. Once the SA requirements are identified for each 
actor in question, a list should be compiled, including tasks, 
SA elements, the relationships between them, and the goals 
and decisions associated with them.

7.3.5 Advantages

• SA requirements analysis provides a structured approach for 
identifying the SA requirements associated with a particular 
task or scenario.

• The output tells us exactly what it is that needs to be known 
by different actors during task performance.
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• The output has many uses, including for developing SA 
measures or to inform the design of coaching and training 
interventions, procedures, or new technology.

• If conducted properly, it has the potential to be exhaustive.
• It is generic and can be used to identify the SA requirements 

associated with any task in any domain.

7.3.6 Disadvantages

• Due to the use of interviews and task analysis methods, the 
method is very time-consuming to apply.

• It requires a high level of access to multiple SMEs for the task 
under analysis.

• Identifying SA elements and the relationships between 
them requires significant skill on the part of the analyst 
involved.

• Analyses may become large and unwieldy for complex 
 collaborative systems.

• Analysts require an in-depth understanding of the SA 
concept.

• It does not directly inform design.

7.3.7 Related Methods

The SA requirements analysis procedure outlined by Endsley (1993) 
was originally conceived as a way of identifying the SA elements 
to be tested using the SAGAT freeze probe recall method. The SA 
requirements analysis method itself uses interviews with SMEs 
and also goal-directed task analysis, which is similar to the HTA 
approach.

7.3.8 Approximate Training and Application Times

Provided that analysts have significant experience of the SA con-
cept, interviews, and task-analysis methods, the training time for the 
SA requirements analysis method is low; however, for novice ana-
lysts new to the area and without experience in interview and task 
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analysis methods, the time required is high. The application time for 
the SA requirements analysis method is high, including the conduct 
of interviews, transcription of interview data, conduct of task analysis 
for the task in question, the identification and rating of SA elements, 
and finally the compilation of SA requirements and the relationships 
between them.

7.3.9 Reliability and Validity

The reliability and validity of the SA requirements method is difficult 
to assess. As long as appropriate SMEs are used throughout the pro-
cess, the validity should be high; however, the method’s reliability may 
be questionable.

7.3.10 Tools Needed

At its most basic, the SA requirements analysis procedure can be con-
ducted using pen and paper; however, to make the analysis as simple 
and as comprehensive as possible, it is recommended that video- and 
audio-recording equipment is used to record the interviews and that a 
computer with a word-processing package (such as Microsoft Word) 
and the Statistical Package for the Social Sciences is used during the 
design and analysis of the questionnaire. A drawing package such as 
Microsoft Visio is also useful when producing the task analysis and 
SA requirements analysis outputs.
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7.3.11 Flowchart
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7.3.12 Example

For example, the purposes of the site analysis HTA were used to 
generate the SA requirements during a site analysis task. The example 
extract, Figure 7.3 focuses on the sub-goal decomposition for the 
task Identify Surrounding Buildings.

7.3.13 Recommended Text(s)

Endsley, M. R., Bolte, B., & Jones, D. G. (2003). Designing for situa-
tion awareness: An approach to user-centred design. London: Taylor & 
Francis Group.

Matthews, M. D., Strater, L. D., & Endsley, M. R. (2004). SA requirements 
for infantry platoon leaders. Military Psychology, 16, 149–161.

7.4 The Situation Awareness Global Assessment Technique

7.4.1 Background and Applications

SAGAT (Endsley, 1995b) is a freeze probe recall method that was 
developed to assess pilot SA based on the three levels of SA postu-
lated by Endsley’s information-processing model. It is a simulation-
based measure and involves querying participants regarding their 
knowledge of SA elements during random freezes in a simulation of 
the task or scenario under analysis. During the freezes, all simulation 

Level 1 SA requirements

Buildings
Locations
Construction
Proximity
Registers
Mapping
Architecture
Ownership
Facades
Stories
Purpose

Level 2 SA requirements

Establish building address
and footprints
Identify the historical register
Search the historical register
Architectural features of 
buildings
Building condition and
current use
Heights of individual
buildings
Year of construction
Type of construction

Level 3 SA requirements
Identify clusters of 
architectural representation
Likelihood of buildings 
remaining
Projected cues for any 
potential site designs

Figure 7.3 SA requirements extract for 6.4.1 identify surrounding buildings. Decisions: Where are 
the buildings? Are they historically significant? What is their size and shape? What height are they? 
What are they made of?
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screens and displays are blanked, and relevant SA queries for that 
point of the task or scenario are administered.

7.4.2 Domain of Application

SAGAT was originally developed for use in the military aviation 
domain; however, numerous variations of the method have since been 
applied in other domains, including an air-to-air tactical aircraft ver-
sion (Endsley, 1990), an advanced bomber aircraft version (Endsley, 
1989), and an ATC version (Endsley and Kiris, 1995). SAGAT-style 
approaches can be applied in any domain provided that the queries are 
developed on the basis of an SA requirements analysis for the domain 
and activities under investigation.

7.4.3 Application in Land Use Planning and Urban Design

SAGAT is useful for the SA assessment of existing urban envi-
ronments or proposed urban environments. By using simulations 
or scenarios of either environment, SAGAT will allow designers’ 
and decision maker’s unique insights into the use and management 
of urban space. For example, it may assist in the identification of 
the SA of different types of users of public space; aged, young, 
disabled, frequent, or first-time visitors to a space. Further, it may 
assist in the evaluation of impact from the insertion of various 
technologies or urban-design configurations in an environment. 
Insights may afford better designs for safety, place attachment, and 
wayfinding.

7.4.4 Procedure and Advice

Step 1: Define the aims of the analysis
 First, the aims of the analysis should be clearly defined as this 

affects the scenarios used and the types of SAGAT queries 
administered. For example, the aims of the analysis may be to 
evaluate the impact that a new performance aid, technological 
device, or urban design has on SA during task performance, 
or it may be to compare novice and expert performer SA dur-
ing a particular task.
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Step 2: Define the task or scenario under analysis
 The next step involves clearly defining the task or scenario 

under analysis. It is recommended that the task be described 
clearly, including the different actors involved, the task goals, 
and the environment within which the task is to take place.

Step 3: Conduct SA requirements analysis and generate SAGAT  queries
 To support query development, an SA requirements analysis 

is required for the activity or system under  investigation. The 
SA requirements analysis output is then used to inform the 
development of appropriate SAGAT queries. Jones and Kaber 
(2005) highlighted the importance of this phase,  suggesting 
that the foundation of successful SAGAT data collection 
efforts rests solely on the efficacy of the queries used. The que-
ries generated should cover the three levels of SA as prescribed 
by Endsley’s model (i.e., perception, comprehension, and pro-
jection). Jones and Kaber stress that the wording of the queries 
should be compatible with the operator’s frame of reference and 
appropriate to the language typically used in the domain under 
analysis.

Step 4: Brief participants
 Once appropriate participants have been recruited on the basis 

of the analysis requirements, the data collection phase can begin. 
First, however, it is important to brief the participants involved. 
This should include an introduction to the area of SA and a 
description and demonstration of the SAGAT methodology. At 
this stage, participants should also be briefed on what the aims of 
the study are and what is required of them as participants.

Step 5: Conduct pilot run(s)
 Before the data collection process proper begins, it is recom-

mended that pilot runs of the SAGAT data collection pro-
cedure are undertaken. A number of small test scenarios, 
incorporating multiple SAGAT freezes and query adminis-
trations, should be used to iron out any problems with the 
data  collection procedure, and the participants should be 
encouraged to ask any questions. Once the participant is 
familiar with the procedure and is comfortable with his or her 
role, the real data collection  process can begin.
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Step 6: Begin SAGAT data collection
 Next, the SAGAT data  collection phase can begin. The exper-

imenter should initiate this by instructing the participant(s) to 
undertake the task under analysis.

Step 7: Freeze the simulation
 SAGAT works by temporarily freezing the simulation at pre-

determined random points and blanking all displays or inter-
faces. Jones and Kaber (2005) offered the following guidelines 
for task freezes:
• The timing of freezes should be randomly determined.
• SAGAT freezes should not occur within the first 3 to 

5 min of the trial.
• SAGAT freezes should not occur within 1 min of each 

other.
• Multiple SAGAT freezes should be used.

Step 8: Administer SAGAT queries
 Once the simulation is  frozen at the appropriate point, the 

analyst should probe the participant’s SA using the predefined 
SA queries. These queries are designed to allow the analyst to 
gain a measure of the participant’s knowledge of the situation 
at that exact point in time and should be directly related to 
the participant’s SA at the point of the freeze. A computer 
programmed with the SA queries is normally used to admin-
ister the queries; however, queries can also be administered 
using pen and paper. To stop any overloading of the partici-
pants, not all SA queries are administrated in any one freeze, 
and only a randomly selected portion of the SA queries is 
administrated at any one time. Jones and Kaber (2005) rec-
ommended that no outside information should be available 
to the participants during query administration. For evalua-
tion purposes, the correct answers to the queries should also 
be recorded; this can be done automatically by sophisticated 
computers/simulators or manually by an analyst. Once all 
queries are completed, the simulation should resume from the 
exact point at which it was frozen (Jones and Kaber, 2005). 
Steps 7 and 8 are repeated throughout the task until sufficient 
data are obtained.
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Step 9: Query response evaluation and SAGAT score calculation
 Upon completion of the simulator trial, participant’s query 

responses are compared with what was actually or expected 
to happen in the situation at the time of the query adminis-
tration. To achieve this, query responses are compared with 
the data recorded by the simulation computers or analysts 
involved. Endsley (1995b) suggested that this  comparison of 
the real and perceived situation provides an objective mea-
sure of participant’s SA. Typically, responses are scored as 
either correct (1) or incorrect (0), and a SAGAT score is cal-
culated for each participant, including an overall score and 
scores for each of the three SA levels. Additional measures 
or variations on the SAGAT score can be taken depend-
ing on study requirements, such as time taken to answer 
queries.

Step 10: Analyze SAGAT data
 SAGAT data are typically analyzed across conditions (e.g., 

trial 1 versus trial 2) and the three SA levels specified by 
Endsley’s three-level model. This allows query responses to 
be compared across conditions and also levels of SA to be 
compared across participants.

7.4.5 Advantages

• SAGAT provides an online measure of SA, removing the 
problems associated with collecting subjective SA data (e.g., a 
correlation between SA ratings and task performance).

• Online data collection avoids the problems associated with 
collecting SA data posttask, such as memory degradation and 
forgetting low SA periods of the task.

• SA scores can be viewed in total and also across the three 
 levels specified in Endsley’s model. Further, the specification 
of SA scores across Endsley’s three levels is useful for design-
ers and easy to understand.

• SAGAT is the most popular approach for measuring SA and 
has the most validation evidence associated with it (Jones 
and Endsley, 2000, Durso et al., 1998, Endsley and Garland, 
2000).
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• Evidence suggests that SAGAT is a valid metric of SA (Jones 
and Kaber, 2005).

• The method is generic and can be applied in any domain.

7.4.6 Disadvantages

• Various preparatory activities are required, including the 
conduct of SA requirements analysis and the generation of 
numerous SAGAT queries.

• The total application time for the whole procedure  (i.e., 
including SA requirements analysis and query development) 
can be high.

• By using the SAGAT method typically requires expensive 
high-fidelity simulators and computers.

• The use of task freezes and online queries is highly intrusive 
to performance on the primary task.

• It cannot be applied during real-world and/or collaborative 
tasks.

• It does not account for distributed cognition or distributed SA 
theory (Salmon et al., 2009a). For example, in a joint cogni-
tive system, it may be that operators do not need to be aware 
of certain elements as they are held by displays and devices. In 
this case, SAGAT would score participant’s SA as low even 
though this may not in fact be the case.

• It is based upon the three-level model of SA (Endsley, 1995a), 
which has various flaws (Salmon et al., 2008a).

• Participants may be directed to elements of the task that they 
are unaware of.

• To use the approach, one has to be able to determine what SA 
consists of a priori. This might be particularly difficult, if not 
impossible, for some scenarios.

7.4.7 Related Methods

SAGAT queries are generated based on an initial SA require-
ments analysis conducted for the task in question. Various ver-
sions of SAGAT have been applied, including an air-to-air tactical 
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aircraft version (Endsley, 1990), an advanced bomber aircraft ver-
sion (Endsley, 1989), and an ATC version (Endsley and Kiris, 1995). 
Situation awareness of en-route air traffic controllers in the context 
of automation (SALSA).

7.4.8 Approximate Training and Application Times

The training time for the SAGAT approach is low; however, if 
analysts require training in the SA requirements analysis proce-
dure, then the training time incurred will increase significantly. 
The application time for the overall SAGAT procedure, including 
the conduct of an SA requirements analysis and the development 
of SAGAT queries, is typically high. The actual data collection 
process of administering queries and gathering responses requires 
relatively little time, although this is dependent upon the task 
under analysis.

7.4.9 Reliability and Validity

There is considerable validation evidence for the SAGAT approach 
presented in the literature. Jones and Kaber (2005) pointed out that 
numerous studies have been undertaken to assess the validity of the 
SAGAT, and the evidence suggests that the method is a valid metric 
of SA. Endsley (2000) reported that SAGAT has been shown to have 
a high degree of validity and reliability for measuring SA. Fracker 
(1991), however, reported low reliability for SAGAT when measur-
ing participant’s knowledge of aircraft location. Regarding validity, 
Endsley et al. (2000) reported a good level of sensitivity for SAGAT, 
but not for real-time probes (online queries with no freeze) and sub-
jective SA measures.

7.4.10 Tools Needed

Typically, a high-fidelity simulation of the task or scenario under 
analysis and computers with the ability to generate and score 
SAGAT queries are required. The simulation and computer used 
should possess the ability to randomly blank all operator displays 
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and window displays, randomly administer relevant SA queries, and 
calculate participant’s SA scores.

7.4.11 Example

Based on the example of a wayfinding task, a series of SAGAT freeze 
probes for a pedestrian walking situation were developed. Level 1, 2, 
and 3 SA SAGAT probes for the task walk on the sidewalk are pre-
sented in Table 7.1.

Table 7.1 SAGAT Queries for the Wayfinding Task Walk on 
the Sidewalk

LEVEL 1 QUERIES
• Where are you going?
• What time is it?
• At what distance is your destination?
• Where are you?
• Where is the sidewalk?
• Where is the vehicle traffic and driveways?
• Where is the pedestrian traffic?
• Where are the obstacles?
• Where is the signage?
• Where is the free space on the sidewalk?
• Have you been given any instructions?
• What are the current weather conditions?

LEVEL 2 QUERIES
• What directional opportunities are available at the present moment?
• Can you see your destination?
• What obstacles are in the way?
• What type of traffic is there?
• Which of the sidewalk routes has free space?
• What are your instructions?
• What does the signage say?
• Have you got clear visibility?
• What are you looking at?

LEVEL 3 QUERIES
• Will the free space remain on the chosen route?
• Will any traffic slow you down?
• Which obstacles will stop you from walking?
• Will you be able to continue to walk?
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7.4.12 Flowchart
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7.5 The Situation Awareness Rating Technique

7.5.1 Background and Applications

The SART (Taylor, 1990) is a posttrial subjective rating method, which 
uses the following 10 dimensions to measure operator SA: familiarity of 
the situation, focusing of attention, information quantity, information 
quality, instability of the situation, concentration of attention, complex-
ity of the situation, variability of the situation, arousal, and spare mental 
capacity. SART is typically administered posttrial and involves partici-
pants subjectively rating each dimension on a seven-point rating scale 
(1 = low, 7 = high) based on their own perceived performance during 
the task under analysis. The ratings are then combined to calculate a 
measure of participant’s SA. A quicker version of the SART approach 
also exists, known as the 3D SART. The 3D SART uses the 10 dimen-
sions described earlier grouped into the following three dimensions: 

 1. Demands on attentional resources—A combination of 
 complexity, variability, and instability of the situation

 2. Supply of attentional resources—A combination of arousal, 
focusing of attention, spare mental capacity, and concentra-
tion of attention

 3. Understanding of the situation—A combination of information 
quantity, information quality, and familiarity of the situation

7.5.2 Domain of Application

The SART approach was originally developed for use in the military 
aviation domain; however, the dimensions used are generic, and it has 
since been applied in various domains to assess operator SA, includ-
ing command and control (Salmon et al., 2009a), and road transport 
(Walker et al., 2008).

7.5.3 Application in Land Use Planning and Urban Design

The SART approach could be applied in the LUP & UD context 
to provide a means by which users can rate urban spaces and provide 
designers and decision-makers with an assessment of their SA. 
Further, SART may be used to provide individual and team prac-
titioner insights into the multidisciplinary assessment of land use 
 planning scenarios or urban design concepts.
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7.5.4 Procedure and Advice

Step 1: Define the tasks under analysis
 The first step involves defining the tasks that are to be sub-

jected to analysis. The type of tasks analyzed is dependent 
upon the focus of the analysis. For example, when assessing 
the effects on operator or user SA caused by a novel design, it 
is useful to analyze as representative, a set of tasks as possible.

Step 2: Select participants
 Once the task (or tasks) under analysis is clearly defined, it is 

useful to select the participants who are to be involved in the 
analysis. This may not always be necessary, and it may suffice 
to select participants randomly on the day; however, if SA is 
being compared across experience or ability levels, then effort 
is required to select the appropriate participants.

Step 3: Brief participants
 Before the task (or tasks) under analysis is performed, all the 

participants involved should be briefed regarding the purpose 
of the study, the concept of SA, and the SART method. It may 
useful at this stage to take the participants through an example 
SART analysis so that they understand how the method works 
and what is required of them as participants. Explanation of 
the different SART dimensions should also be provided.

Step 4: Conduct pilot run
 It is recommended that participants take part in a pilot run 

of the SART data collection procedure. A number of small 
test scenarios should be used to iron out any problems with 
the data collection procedure, and the participants should be 
encouraged to ask any questions. Once the participants are 
familiar with the procedure and are comfortable with their 
role, the data collection process can begin.

Step 5: Performance of task
 The next step involves the performance of the task or scenario 

under analysis. Participants should be asked to perform the 
task as normal or as they would usually do it.

Step 6: Complete SART questionnaires
 Once the task is completed, participants should be given 

a SART pro forma and asked to provide ratings for each 
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dimension based on how they felt during task performance. 
The participants are permitted to ask questions to clarify the 
dimensions; however, the participants’ ratings should not 
be influenced in any way by external sources. To reduce the 
correlation between SA ratings and performance, no perfor-
mance feedback should be given until after the participants 
have completed the self-rating process.

Step 7: Calculate participants’ SART scores
 The final step in the SART analysis involves calculating each 

participant’s SA score. When using SART, participant’s SA 
is calculated using the following formula: SA = U  –  (D  – S) 
where U = summed understanding, D = summed demand, S = 
summed supply. Typically, for each participant, an overall SART 
score is  calculated along with total scores for the following three 
dimensions: understanding, demand, and supply.

7.5.5 Advantages

• SART is quick and simple to apply.
• It requires little training, both for analysts and participants.
• The data obtained are easily and quickly analyzed.
• It provides a low-cost approach to assessing participant’s SA.
• Its dimensions are generic, so it can be applied in any domain.
• It is nonintrusive to task performance.
• It is a widely used method and has been applied in a range of 

different domains.
• It provides a quantitative assessment of SA.

7.5.6 Disadvantages

• SART suffers from a host of problems associated with col-
lective subjective SA ratings, including a correlation between 
performance and SA ratings, and questions regarding whether 
or not participants can accurately rate their own awareness 
(e.g., how can one be aware that they are not aware?).

• It suffers from a host of problems associated with collecting 
SA data posttask, including memory degradation and poor 
recall, a correlation of SA ratings with performance, and also 
participants forgetting low SA portions of the task.
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• Its dimensions are not representative of SA. Upon closer 
inspection, the dimensions are more representative of work-
load than anything else.

• It has performed poorly in a number of SA methodology 
comparison studies (e.g., Endsley et al., 2000; Endsley et al., 
1998; Salmon et al., 2009b).

• The method is dated.

7.5.7 Related Methods

SART is one of many questionnaire-based, subjective-rating SA 
measurement approaches. Other such methods include the situation 
awareness rating scale (SARS: Waag and Houck, 1994), the crew 
awareness rating scale (CARS: McGuinness and Foy, 2000), and the 
situation awareness subjective workload dominance (SA-SWORD) 
method (Vidulich and Hughes, 1991).

7.5.8 Approximate Training and Application Times

The training and application times associated with the SART 
method are very low. As it is a self-rating questionnaire, there is very 
little training involved. In our experience, the SART questionnaire 
takes no longer than 5 min to complete, and it is possible to set up 
programs that autocalculate SART scores based on raw-data entry.

7.5.9 Reliability and Validity

Along with SAGAT, SART is the most widely used and tested measure 
of SA (Endsley and Garland, 2000); however, it has performed poorly in 
a number of validation and methods comparison studies (e.g., Endsley 
et al., 2000; Endsley et al., 1998; Salmon et al., 2009b). The construct 
validity of SART is limited, and many have raised concerns  regarding 
the degree to which its dimensions are actually representative of SA 
(e.g., Endsley, 1995b; Salmon et al., 2009b; Uhlarik and Comerford, 2002).

7.5.10 Tools Needed

SART is applied using pen and paper only; however, it can also 
be administered using Microsoft Excel, which can also be used to 
 automate the SART score calculation process.
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7.5.11 Example

The SART pro forma is presented in Figure 7.4.

SART

Complexity of the situation
How complicated is the situation? Is it complex with many interrelated components
(high) or is it simple and straightforward (low)?

Variability of the situation
How many variables are changing within the situation? Are there a large number of
factors varying (high) or are there very few variables changing (low)?

Arousal
How aroused are you in the situation? Are you alert and ready for activity (high) or
do you have a low degree of alertness (low)?

Concentration of attention
How much are you concentrating on the situation? Are you concentrating on many 
aspects of the situation (high) or focused on only one (low)?

Division of attention
How much is your attention divided in the situation? Are you concentrating on many
aspects of the situation (high) or focused on only one (low)?

Spare mental capacity
How much mental capacity do you have to spare in the situation? Do you have
sufficient capacity to attend to many variables (high) or nothing to spare at all (low)?

Information quantity
How much information have you gained about the situation? Have you received and
understood a great deal of knowledge (high) or very little (low)?

Familiarity with the situation
How familiar are you with the situation? Do you have a great deal of relevant
experience (high) or is it a new situation (low)?

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

Instability of the situation
How changeable is the situation? Is the situation highly unstable and likely to
change suddenly (high) or is it stable and straightforward (low)?

Figure 7.4 SART rating scale. (Modified from Taylor, R. M., Situational awareness rating technique 
(SART): The development of a tool for aircrew systems design, in Situational Awareness in Aerospace 
Operations (AGARD-CP-478 ), Neuilly Sur Seine, NATO-AGARD, Paris, France, pp. 3/1–3/17, 1990.)
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7.5.12 Flowchart
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7.5.13 Recommended Text(s)

Taylor, R. M. (1990). Situational Awareness Rating Technique (SART): 
The development of a tool for aircrew systems design. In Situational 
Awareness in Aerospace Operations (AGARD-CP-478), pp. 3/1–3/17, 
Paris: Neuilly Sur Seine, NATO-AGARD.

7.6 Propositional Networks

7.6.1 Background and Applications

The propositional network methodology (Stanton et  al., 2006b; 
Salmon et  al., 2009a) is used for modeling DSA in collaborative 
systems. As existing measures such as SAGAT and SART focus 
exclusively on the levels of SA held by individual operators, the 
propositional network approach was proposed as a way of model-
ing the SA held by sociotechnical systems comprising both human 
and technological agents. Propositional networks use networks of 
linked information elements to depict the information underlying a 
system’s awareness, the relationships between the different pieces of 
information, and also how each component of the system is using 
each piece of information. Salmon et al. (2009a) argued that, in addi-
tion to the information underpinning SA, it is the links between the 
different pieces of information that are more important in terms of 
understanding the concept. When using propositional networks, 
DSA is therefore represented as information elements (or concepts) 
and the relationships between them, which relate to the assumption 
that knowledge comprises concepts and the relationships between 
them (Shadbolt and Burton, 1995). Anderson (1983) first proposed 
the use of propositional networks to describe activation in memory. 
They are similar to semantic networks in that they contain linked 
nodes; however, they differ from semantic networks in two ways 
(Stanton et al., 2006b). First, rather than being added to the net-
work randomly, the words are instead added through the defini-
tion of propositions. A proposition in this sense represents a basic 
statement. Second, the links between the words are labeled to define 
the relationships between the propositions, that is, elephant has tail 
and mouse is rodent. Following Crandall et al. (2006), a propositional 
network about propositional networks is presented in Figure 7.5.
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7.6.2 Domain of Application

The approach was originally applied for modeling DSA in command 
and control scenarios in the military (e.g., Stanton et  al., 2006b; 
Salmon et al., 2009a) and civilian (e.g., Salmon et al., 2008b, 2014) 
domains; however, the method is generic and can be applied in any 
domain. Propositional networks have since been applied in a range of 
fields, including road transport (Salmon, 2015; Walker et al., 2009a), 
naval warfare (Stanton et  al., 2006b), land warfare (Salmon et  al., 
2009a), railway maintenance operations (Walker et  al., 2006), and 
military aviation (Stewart et al., 2008).

7.6.3 Application in Land Use Planning and Urban Design

The identification of DSA in urban settings is critical where we rely 
on knowledge from artifacts (e.g., signs, public art, and materials) and 
cognition to navigate a space. Propositional networks can reveal the 
intuition that is required and expected with the design of an urban 
environment, and also the impact of technology within an urban 
setting.
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Figure 7.5 Propositional network diagram about propositional networks. (From Salmon, 
P. M. et al., Distributed Situation Awareness: Advances in Theory, Measurement and Application to 
Teamwork, Ashgate, Aldershot, UK, 2009.)
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7.6.4 Procedure and Advice

Step 1: Define the aims of the analysis
 First, the aims of the analysis should be clearly defined as this 

affects the scenarios used and the propositional networks devel-
oped. For example, the aims of the analysis may be to evaluate 
DSA during task performance or to evaluate the impact that a 
new training intervention, assessment tool, procedure, or tech-
nological device has on DSA during task performance.

Step 2: Define task or scenario under analysis
 The next step involves clearly defining the task or scenario 

under analysis. It is recommended that the task is described 
clearly, including the different actors involved, the task goals, 
and the environment within which the task is to take place. 
The HTA method is useful for this purpose.

Step 3: Collect data regarding the task or scenario under analysis
 Propositional networks can be constructed from a variety of 

data sources, depending on whether DSA is being modeled 
(in terms of what it should or could comprise) or assessed 
(in  terms of what it did comprise). These include observa-
tional study and/or verbal transcript data, critical decision 
method data, HTA data, or data derived from work-related 
artifacts such as standard operating instructions, user manu-
als, standard operating procedures, and conditions of normal 
use. Data should be collected regarding the task based on the 
opportunities available, although it is recommended that, as 
a minimum, the task in question is observed and verbal tran-
script recordings are made.

Step 4: Define concepts and relationships between them
 It is normally useful to identify distinct task phases. This 

allows propositional networks to be developed for each phase, 
which is useful for depicting the dynamic and changing 
nature of DSA throughout a task or scenario. To construct 
propositional networks, first the concepts need to be defined, 
followed by the relationships between them. For the purposes 
of DSA assessments, the term information elements is used 
to refer to concepts. To identify the information elements 
related to the task under analysis, a simple content analysis 
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is performed on the input data and keywords are extracted. 
These keywords represent the information elements, which 
are then linked on the basis of their causal links during the 
activities in question (e.g., pedestrian has right of way, plants 
buffer roadway). Links are represented by directional arrows 
and should be overlaid with the linking proposition.

  The output of this process is a network of linked infor-
mation elements; the network contains all of the information 
that is used by the different actors and artifacts during task 
performance and thus represents the system’s awareness, or 
what the system needed to know to successfully undertake task 
performance.

Step 5: Define information element usage
 Information element usage is normally represented via shad-

ing of the different nodes within the network based on their 
usage by different actors during task or scenario performance. 
During this step, the analyst identifies which information ele-
ments the different agents, including both human and tech-
nological agents used. This can be done in a variety of ways, 
including by further analyzing input data (e.g., observational 
transcripts, verbal transcripts, and HTA) and by holding dis-
cussions with those involved or relevant SMEs.

Step 6: Review and refine network
 Constructing propositional networks is a highly iterative pro-

cess that normally requires numerous reviews and reiterations. 
It is recommended that once a draft network is created, it is 
subject to at least three reviews. It is normally useful to involve 
domain SMEs or the participants who performed the task in 
this process. The review normally involves checking the infor-
mation elements and the links between them and also the usage 
classification. Reiterations to the networks normally include the 
addition of new information elements and links, the revision of 
existing information elements and links, and also the modifica-
tion of the information element usage based on SMEs’ opinion.

Step 7: Analyze networks mathematically
 Depending on the aims and requirements of the analysis, it 

may also be pertinent to analyze the propositional networks 
mathematically using social network statistics. For example, in 
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the past, we have used sociometric status and centrality calcu-
lations to identify the key information elements within prop-
ositional networks. Sociometric status provides a measure of 
how busy a node is relative to the total number of nodes present 
within the network under analysis (Houghton et al., 2006). In 
this case, sociometric status gives an indication of the relative 
prominence of information elements based on their links to 
other information elements in the network. Centrality is also a 
metric of the standing of a node within a network (Houghton 
et al., 2006), but here, this standing is in terms of its distance 
from all other nodes in the network. A central node is one that 
is close to all other nodes in the network and a message con-
veyed from that node to an arbitrarily selected other node in 
the network would, on average, arrive via the least number of 
relaying hops (Houghton et al., 2006). Key information ele-
ments are defined as those that have salience for each scenario 
phase, salience being defined as those information elements 
that act as hubs to other knowledge elements. Those informa-
tion elements with a sociometric status value above the mean 
sociometric status value and a centrality score above the mean 
centrality value are identified as key information elements.

7.6.5 Advantages

• Propositional networks depict the information elements 
underlying a system’s DSA and the relationships between 
them.

• In addition to modeling the system’s awareness, they also 
depict the awareness of individuals and subteams working 
within the system.

• The networks can be analyzed mathematically to identify the 
key pieces of information underlying a system’s awareness.

• Unlike other SA measurement methods, they consider the 
mapping between the information elements underlying SA.

• The propositional network procedure avoids some of the flaws 
typically associated with SA measurement methods, includ-
ing intrusiveness, high levels of preparatory work (e.g., SA 
requirements analysis and development of probes), and the 
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problems associated with collecting subjective SA data and 
SA data posttrial.

• The outputs can be used to inform training, system, device, 
and interface design, and evaluation.

• Easy to learn and use.
• Software support is available via the workload, error, situ-

ational awareness, time and teamwork (WESTT) software 
tool (Houghton et al., 2008).

7.6.6 Disadvantages

• Constructing propositional networks for complex tasks can be 
very time-consuming and laborious.

• It is difficult to present larger networks within articles, 
reports, and/or presentations.

• No numerical value is assigned to the level of SA achieved by 
the system in question.

• Those offer more of a modeling approach than a measure, 
although SA failures can be represented.

• The initial data collection phase may involve a series of activi-
ties and often adds considerable time to the analysis.

• Many find the departure from viewing SA in the heads of 
individual operators (i.e., what operators know) to viewing SA 
as a systemic property that resides in the interactions between 
actors and between actors and artifacts (i.e., what the system 
knows) a difficult one to grasp.

• The reliability of the method is questionable, particularly 
when being used by inexperienced analysts.

7.6.7 Related Methods

Propositional networks are similar to other network-based knowl-
edge representation methods such as semantic networks (Eysenck 
and Keane, 1990) and concept maps (Crandall et al., 2006). The data 
collection phase typically utilizes a range of approaches, including 
observational study, critical decision method interviews, verbal pro-
tocol analysis, and HTA. The networks can also be analyzed using 
metrics derived from social network analysis methods.
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7.6.8 Approximate Training and Application Times

Provided the analysts involved have some understanding of DSA 
theory, the training time required for the propositional network 
method is low; our experiences suggest that around one or two hours 
of training is required. Following training, however, considerable 
practice is required before analysts become proficient in the method. 
The application time is typically high, although it can be low if the 
task is simplistic and short.

7.6.9 Reliability and Validity

The content analysis procedure should ease some reliability concerns; 
however, the links between concepts are made on the basis of the ana-
lyst’s subjective judgment and so the reliability of the method may be 
limited, particularly when being used by inexperienced analysts. The 
validity of the method is difficult to assess, although our experiences 
suggest that validity is high, particularly when appropriate SMEs are 
involved in the process.

7.6.10 Tools Needed

On a simple level, propositional networks can be conducted using pen 
and paper; however, video- and audio-recording devices are typically 
used during the data collection phase and a drawing package such 
as Microsoft Visio is used to construct the propositional networks. 
Houghton et al. (2008) describe the WESTT software tool that con-
tains a propositional network construction module that autobuilds 
propositional networks based on text data entry.

7.6.11 Example

The propositional network in Figure 7.6 represents the collaborative 
system of the design of a children’s playground environment. It shows 
the networks of linked information depicting the underlying system 
awareness of this playground environment. It shows the relation-
ships between the different pieces of information and also how each 
 component of the system is using each piece of information.
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7.6.12 Flowchart

Start

Administer SART
questionnaire

Calculate participants,
SART scores

Analyze data

Stop

Undertake task
performance

Conduct pilot run of
data-collection

procedure

Brief participants

Select appropriate task/
scenario/event and 

participants

Define study aims
and objectives
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7.6.13 Recommended Text(s)

Salmon, P. M., Stanton, N. A., Walker, G. H., & Jenkins, D. P. (2009). 
Distributed situation awareness: Advances in theory, modelling and applica-
tion to teamwork. Aldershot: Ashgate.



229

8
MENTAL WORKLOAD 

ASSESSMENT METHODS

8.1 Introduction

The assessment of mental workload (MWL) is of crucial importance 
to the design and evaluation of built environments. The increasing 
complexity of urban and regional settings and the greater degrees of 
embedded intelligence mirrored with the increased role of technol-
ogy has led to a greater level of demand being imposed on users of 
urban systems. MWL assessment recognizes that individuals possess 
a finite attentional capacity, and these attentional resources are allo-
cated to relevant tasks. MWL represents the proportion of resources 
demanded by a task or set of tasks, and an excessive demand typically 
results in performance degradation (Young et al., 2015).

There has been much debate as to the nature of MWL, with count-
less attempts at providing a definition. Rather than reviewing these 
(often competing) definitions, we opt for the approach proposed by 
Megaw (2005), which is to consider MWL in terms of a framework 
of interacting stressors on an individual (Figure 8.1). The arrows indi-
cate the direction of effects within this framework and imply that 
when we measure MWL, we are examining the impact of a whole 
host of factors on both performance and response. Clearly, this means 
that we are facing a multidimensional problem that is not likely to be 
amenable to single measures.

The construct of MWL has been investigated in a wide variety 
of domains, including aviation, air traffic control (ATC), military 
operations, driving, and control room operation to name but a few 
(Young et al., 2015). The assessment or measurement of MWL is used 
throughout the design life cycle to inform system and task design and 
to provide an evaluation of MWL imposed by existing operational 
systems and procedures. MWL assessment is also used to evaluate 
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the workload imposed during the operation of existing systems. There 
are a number of different MWL assessment procedures available to 
the researcher and practitioner. Traditionally, using a single approach 
to measure operator MWL has proved inadequate, and as a result, a 
combination of the methods available is typically used.

The assessment MWL often requires the use of a range of MWL 
assessment techniques, including primary task performance measures, 
secondary task performance measures (reaction times, embedded 
tasks), physiological measures (heart rate [HR], heart rate variabil-
ity [HRV]), and subjective rating techniques (subjective workload 
assessment technique [SWAT], the national aeronautics and space 
administration [NASA] task load index [TLX]). This chapter will 
outline three subjective rating MWL assessment techniques. Each 
of these is valuable for the users of urban environments or indeed to 
explore practitioner land use planning processes and provide ratings 
of their perceived MWL during task performance. Subjective rating- 
assessment techniques are also attractive due to their ease and speed of 
application, and also the low cost involved. They are also unobtrusive 
to primary task performance and can be used in the field in real-world 
urban settings. MWL assessment may assist in land use planning and 

Task factors
Demands/difficulty/

constraints/competing
tasks/modalities

Operator response
Workload/strain

Additional stressors
Environmental/organizational

Operator performance
Primary task performance

Figure 8.1 Framework of interacting stressors impacting workload. (Adapted from Megaw, T., 
The definition and measurement of mental workload, in J. R. Wilson and N. Corlett [Eds.], Evaluation 
of Human Work, pp. 525–553, CRC Press, Boca Raton, FL, 2005.)
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urban design (LUP & UD) to explore the inefficient use of, or indeed 
abuse of, valuable urban resources. If the users of an urban environ-
ment find it confusing, difficult to navigate, or have subjective feelings 
of poor safety, it will not be well used (Stevens, 2016). The following 
HF methods offer ways in which LUP & UD can better understand 
the MWL requirements of existing urban environments.

The NASA-TLX (Hart and Staveland, 1988) is a multidimen-
sional subjective rating tool that is used to derive an MWL rating 
based upon a weighted average of six workload subscale ratings. The 
six subscales are mental demand, physical demand, temporal demand, 
effort, performance, and frustration level. The TLX is the most com-
monly used subjective MWL assessment technique, and there have 
been a number of validation studies associated with this technique. 
The Bedford scale (Roscoe and Ellis, 1990) uses a hierarchical deci-
sion tree to assess spare capacity whilst performing a task. Participants 
simply follow the decision tree to gain a workload rating for the task 
under analysis. The instantaneous self-assessment (ISA) of workload 
technique involves participants self-rating their workload during a 
task (normally every 2 min) on a scale of 1 (low) to 5 (high).

8.2  The National Aeronautics and Space Administration 
Task Load Index

8.2.1 Background and Applications

NASA-TLX (Hart and Staveland, 1988) is a subjective workload 
assessment tool that is used to gather subjective ratings of operator 
MWL in complex human and technical systems, such as aircraft 
pilots, process control room operators, and command and control sys-
tem commanders. It is a multidimensional rating tool that gives an 
overall workload rating based upon a weighted average of six work-
load subscale ratings.

The six subscales and their associated definitions are given in the 
following: 

• Mental demand: How much mental demand and perceptual 
activity was required (e.g., thinking, deciding, calculating, 
remembering, looking, searching)? Was the task easy or 
demanding, simple or complex, exacting or forgiving?
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• Physical demand: How much physical activity was required 
(e.g., pushing, pulling, turning, controlling, activating)? Was 
the task easy or demanding, slow or brisk, slack or strenuous, 
restful or laborious?

• Temporal demand: How much time pressure did you feel due to 
the rate or pace at which the tasks or task elements occurred? 
Was the pace slow and leisurely or rapid and frantic?

• Effort: How hard did you have to work (mentally and physi-
cally) to accomplish your level of performance?

• Performance: How successful do you think you were in accom-
plishing the goals of the task set by the analyst (or yourself)? 
How satisfied were you with your performance in accom-
plishing these goals?

• Frustration level: How insecure, discouraged, irritated, 
stressed, and annoyed versus secure, gratified, content, 
relaxed, and complacent did you feel during the task?

Each subscale is presented to the participants either during or after 
the experimental trial, and they are asked to rate their score based 
upon an interval scale divided into 20 intervals, ranging from low (1) 
to high (20). The NASA-TLX also employs a paired comparisons 
procedure, whereby participants select the scale from each pair that 
has the most effect on the workload during the task under analysis. 
A total of 15 pairwise combinations are presented to the participants. 
This procedure accounts for two potential sources of between-rater 
variability: differences in workload definition between the raters and 
also differences in the sources of workload between the tasks.

The NASA-TLX is the most commonly used subjective MWL 
assessment technique and has been applied in numerous settings, 
including nursing (Malekpour et al., 2014), civil and military aviation, 
off-road driving (Stevens et al., 2016), nuclear power plant control room 
operation, and ATC. The tool has its own website http://human-
factors.arc.nasa.gov/groups/TLX in which both versions (paper and 
computer) are available along with a list of publications.

8.2.2 Domain of Application

Generic.

http://human-factors.arc.nasa.gov/groups/TLX
http://human-factors.arc.nasa.gov/groups/TLX
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8.2.3 Application in Land Use Planning and Urban Design

NASA-TLX can be utilized for better understanding and exploring a 
variety of LUP & UD tasks, designs, and processes. When consider-
ing the need and aspiration for better self-containment (live, work, 
and play) of our urban environments, it is clear that the measurement 
of six subscales of this technique is imperative. Further, that NASA-
TLX can provide, for the first time, LUP & UD practitioners and 
researchers with MWL assessments for the range of different users of 
these existing and proposed urban settings.

8.2.4 Procedure and Advice (Computerized Version)

Step 1: Define the Task Under Analysis
 The first step in a NASA-TLX analysis (aside from the pro-

cess of gaining access to any required environments and 
participants) is to define the task (or tasks) that is to be sub-
jected to analysis. The types of task analyzed are dependent 
upon the focus of the analysis. For example, when assessing 
the effects on user workload caused by a novel design or 
a new process, it is useful to analyze, as representative, a 
set of tasks as possible. To analyze a full set of tasks will 
often be too time-consuming and labor-intensive, and so it 
is pertinent to use a set of tasks that utilize all aspects of the 
system under analysis.

Step 2: Conduct a Hierarchical Task Analysis (HTA) for the Task 
under Analysis

 Once the task (or tasks) under analysis is defined clearly, an 
HTA should be conducted for each task. This allows the ana-
lyst and participants to understand the task fully.

Step 3: Select Participants
 Once the task (or tasks) under analysis is clearly defined and 

described, it may be useful to select the participants that are 
to be involved in the analysis. This may not always be neces-
sary, and it may suffice to simply select participants randomly 
on the day. However, if workload is being compared across 
rank or experience levels, then clearly effort is required to 
select the appropriate participants.
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Step 4: Brief Participants
 Before the task (or tasks) under analysis is performed, all the par-

ticipants involved should be briefed regarding the purpose of the 
study and the NASA-TLX technique. It is recommended that 
participants are given a workshop on workload and workload 
assessment. It may also be useful at this stage to take the par-
ticipants through an example NASA-TLX application so that 
they understand how the technique works and what is required 
of them as participants. It may even be pertinent to get the par-
ticipants to perform a small task and then get them to complete 
a workload profile questionnaire. This would act as a pilot run of 
the procedure and would highlight any potential problems.

Step 5: Performance of Task under Analysis
 Next, the participant should perform the task under analysis. 

The NASA-TLX Figure 8.2 can be administered during the 
trial or after the trial. It is recommended that the TLX is 
administered after the trial as online administration is intru-
sive to the primary task. If online administration is required, 
the TLX should be administered and completed verbally.

Step 6: Weighting Procedure
 When the task under analysis is complete, the weighting 

procedure can begin. The WEIGHT software presents 15 
pairwise comparisons of the six subscales (mental demand, 
physical demand, temporal demand, effort, performance, 
and frustration level) to the participants. The participants 
should be instructed to select, from each of the 15 pairs, 
the subscale that contributed the most to the workload of 
the task. The WEIGHT software then calculates the total 
number of times each subscale was selected by the partici-
pant. Each scale is then rated by the software based upon 
the number of times it is selected by the participant. This is 
done using a scale of 0 (not relevant) to 5 (more important 
than any other factor).

Step 7: NASA-TLX Rating Procedure
 Participants should be presented with the interval scale for 

each of the TLX subscales (this is done via the RATING 
software). Participants are asked to give a rating for each 
subscale, between 1 (low) and 20 (high), in response to the 
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associated subscale questions. The ratings provided are based 
entirely on the participant’s subjective judgment.

Step 8: TLX Score Calculation
 The TLX software is then used to compute an overall work-

load score. This is calculated by multiplying each rating by the 
weight given to that subscale by the participant. The sum of 
the weighted ratings for each task is then divided by 15 (the 
sum of weights). A workload score of between 0 and 100 is 
then provided for the task under analysis.

Ascent

Mental demand

Physical demand

Temporal demand

Performance

Perfect

E�ort

Failure

How successful were you in accomplishing what
you were asked to do?

How hard did you have to work to accomplish
your level of performance?

How hurried or rushed was the pace of the task?

Very low Very high

Very low Very high

Very low Very high

Very low

Frustration How insecure, discouraged, irritated, stressed,
and annoyed were you?

Very high

Very low Very high

How physically demanding was the task?

How mentally demanding was the task?

Finishing time:

Please place a cross on the scale for each question
for example

Figure 8.2 Example NASA-TLX pro forma. (From Salmon, P. M. et al., Distributed Situation Awareness: 
Advances in Theory, Measurement and Application to Teamwork, Ashgate, Aldershot, UK, 2009.)
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8.2.5 Advantages

• The NASA-TLX provides a quick and simple technique for 
estimating operator workload.

• Its subscales are generic, so the technique can be applied to any 
domain. In the past, it has been used in a number of  different 
domains, such as aviation, ATC, command and control, 
nuclear reprocessing, petrochemical, and automotive domains.

• It has been tested thoroughly in the past and has also been the 
subject of a number of validation studies, for example, Hart 
and Staveland (1988).

• The provision of the TLX software package removes most of 
the work for the analyst, resulting in a very quick and simple 
procedure.

• For those without computers, it is also available in a pen-
and-paper format (Vidulich and Tsang, 1985). It is prob-
ably the most widely used technique for estimating operator 
workload.

• It is a multidimensional approach to workload assessment.
• A number of studies have shown its superiority over SWAT 

(Hart and Staveland, 1988; Nygren, 1991).
• When administered posttrial, the approach is nonintrusive to 

primary task performance.
• According to Wierwille and Eggemeier (1993), it has dem-

onstrated sensitivity to demand manipulations in numerous 
flight experiments.

8.2.6 Disadvantages

• When administered online, the TLX can be intrusive to pri-
mary task performance.

• When administered after the fact, participants may have for-
gotten high workload aspects of the task.

• Workload ratings may be correlated with task performance, 
for example, subjects who performed poorly on the primary 
task may rate their workload as very high and vice versa.

• The subscale weighting procedure is laborious and adds more 
time to the procedure.
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8.2.7 Flowchart

Define task or scenario
under analysis

Conduct an HTA for the
task under analysis

Brief participant

Are there
any more

tasks?

N

Y

Stop

Once the trail is
complete, instruct

participant to complete
the Bedford scale and
record workload score

Begin first/next task
performance

Start

8.2.8 Example

A walking task by participants of different ages was undertaken as 
part of a study exploring the realities of the often used and arbitrary 
400 m walkable catchment. Figure 8.2 represents an example of the 
NASA-TLX proforma. The collective data sheets of the pilot study 
(Figure 8.3) show the results of five participants undertaking a 400 m 
walking task adjacent to a busy urban roadway. Of interest, here are 
the frustration levels of the two older participants.
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NASA-TLX (Cognitive load survey)

Walkability

Description of survey:

Instructions:

Mental demand

Physical demand

Temporal demand

Low___X_____________X__X_X_____X_____________________________________________________High

Low__X___________X_X___X___X_________________________________________________________High

Low_X__X____________X_X________X_____________________________________________________High

Low__X_X_________X__X_X_____X________________________________________________________High

Low__X____X____X_________________________________________________________X_______X__High

Low______________________________________________________________X_X___X__X_X________High

How much physical activity was required for example, pushing, pulling, turning, controlling, activation, and so on. Was
the task easy or demanding, slow or brisk, slack or strenuous, restful or laborious?

How much time pressure did you feel due to the rate or pace at which the tasks or task elements occurred? Was the
pace slow and leisurely or rapid and frantic?

How hard did you have to work (mentally and physically) to accomplish your level of performance?

Effort

How insecure, discouraged, irritated, stressed, and annoyed versus secure, gratified, content, relaxed, and
complacent did you feel during the task?

How successful do you think you were in accomplishing the goals of the task set by the analyst (or yourself )? How
satisfied were you with your performance in accomplishing these goals?

Performance

Frustration level

How much mental and perceptual activity was required (e.g., thinking, deciding, calculating, remembering, looking,
searching)? Was the task easy or demanding, simple or complex, exacting or forgiving?

Below are a series of questions to be answered regarding the different demands, which may have been utilized
whilst undertaking the walkability task at hand. Below the question is a scale with low and high indicators. Using the
knowledge from the walk just undertaken answer each question by placing an “X” on the scale bar where you believe
is an accurate representation of the load required in each section from the task just undertaken.

�is NASA-TLX cognitive load survey is a workload assessment tool. �is survey is used to address factors like mental
demands, physical demands, temporal demands, own performance, effort, and frustration.

�e real walkable catchment: What elements affect walkability amongst different age groups?

Figure 8.3 Pilot walkability study NASA-TLX work sheets. (From Pratt, J., The Real Walkable 
Catchment: What Elements Affect Walkability amongst Different Age Groups? Unpublished Honors 
Theses. Bachelor of Regional and Urban Planning [Honors], University of the Sunshine Coast, 2017.)
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8.2.9 Related Methods

The NASA-TLX technique is one of a number of multidimensional 
subjective workload assessment techniques. Other multidimensional 
techniques include SWAT, the Bedford scale, DRA workload scales 
(DRAWS), and the MAlvern capacity estimate (MACE) technique. 
When conducting a NASA-TLX analysis, a task analysis (such as 
an HTA) of the task or scenario is often conducted. In addition, 
 subjective workload assessment techniques are normally used in 
 conjunction with other workload assessment techniques, such as 
primary and secondary task performance measures. To weight the 
subscales, the TLX uses a pairwise comparison weighting procedure.

8.2.10 Approximate Training Times and Application Times

The NASA-TLX technique is simple to use and quick to apply. The 
training times and application times are typically low.

8.2.11 Reliability and Validity

A number of validation studies concerning the NASA-TLX have 
been conducted (Hart and Staveland, 1988; Vidulich and Tsang, 
1985, 1986). Vidulich and Tsang (1985, 1986) reported that the 
NASA-TLX produced more consistent workload estimates for par-
ticipants performing the same task than the SWAT technique (Reid 
and Nygren, 1988) did. Hart and Staveland (1988) also reported 
that the NASA-TLX workload scores suffer from substantially less 
between-rater variability than one-dimensional workload ratings did. 
Pretorious and Cilliers (2007) raised a number of objections to the 
reliability of the NASA-TLX, arguing that the method provides a 
measure of participants’ subjective opinions of task difficulty and as 
such is impacted by factors such as experience, personality and even 
motivation, rather than being an objective measure of task demands.

8.2.12 Tools Needed

A NASA-TLX analysis can be conducted using either pen and paper 
or the software method. Both the pen-and-paper method and the soft-
ware method can be purchased from NASA Ames Research Center.
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8.2.13  Recommended Text(s)

Hart, S. G., & Staveland, L. E. (1988). Development of a multi-dimensional 
workload rating scale: Results of empirical and theoretical research. 
In P. A. Hancock, & N. Meshkati (Eds.), Human mental workload. 
Amsterdam: Elsevier.

Vidulich, M. A., & Tsang, P. S. (1986). Technique of subjective workload 
assessment: A comparison of SWAT and the NASA bipolar method. 
Ergonomics, 29, 1385–1398.

8.3 The Bedford Scale

8.3.1 Background and Applications

The Bedford scale (Roscoe and Ellis, 1990) is a unidimensional 
MWL assessment technique that was developed to assess pilot work-
load. The technique is a very simple one, involving the use of a hier-
archical decision tree to assess participant workload via an assessment 
of spare capacity whilst performing a task. Participants simply follow 
the decision tree to derive a workload rating for the task under analy-
sis. A scale of 1 (low MWL) to 10 (high MWL) is used. The scale is 
normally completed posttrial, but it can also be administered during 
task performance.

8.3.2 Domain of Application

Generic.

8.3.3 Application in Land Use Planning and Urban Design

The Bedford scale may be used to understand the MWL required for any 
land use planning procedural or analysis task, or indeed to explore the 
workload associated with a particular urban environment. For exam-
ple, it is a quick and easy way to understand the user effort required to 
navigate, or use, a particular urban setting and to understand the dif-
ferent workloads required within an environment by users of different 
abilities or backgrounds. The range of tasks to be undertaken within 
that setting may then be explored individually (e.g., crossing the road, 
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accessing information, wayfinding), providing a detailed interpretation 
of the MWL associated with that environment.

8.3.4 Procedure and Advice

Step 1: Define the Task under Analysis
 The first step in a Bedford scale analysis (aside from the pro-

cess of gaining access to the required systems and  personnel) 
is to define the task (or tasks) that is to be subjected to analy-
sis. The types of task analyzed are dependent upon the focus 
of the analysis. For example, when assessing the effects on 
user MWL caused by a novel urban design or a new land 
use planning process, it is useful to analyze a set of tasks that 
are as representative of the full functionality of the interface, 
environment, or procedure as possible. To analyze a full set of 
tasks will often be too time-consuming and labor-intensive, 
and so it is pertinent to use a set of tasks that utilize all aspects 
of the system under analysis.

Step 2: Conduct an HTA for the Task under Analysis
 Once the task (or tasks) under analysis is defined clearly, an 

HTA should be conducted for each task. This allows the ana-
lyst and participants to understand the task fully.

Step 3: Selection of Participants
 Once the task (or tasks) under analysis is defined, it may be 

useful to select the participants that are to be involved in the 
analysis. This may not always be necessary, and it may suffice 
to simply select participants randomly on the day. However, if 
workload is being compared across different user types (demo-
graphics, physical ability, etc.) then clearly effort is required to 
select the appropriate participants.

Step 4: Brief Participants
 Before the task (or tasks) under analysis is performed, all 

the participants involved should be briefed regarding the 
purpose of the study and the Bedford scale technique. It 
is recommended that participants are given a workshop 
on MWL and MWL assessment. It may also be useful 
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at this stage to take the participants through an example 
of Bedford scale analysis so that they understand how the 
technique works and what is required of them as partici-
pants. It may even be pertinent to get them to perform a 
small task and then to complete a Bedford scale question-
naire. This acts as a pilot run of the procedure highlighting 
any potential problems.

Step 5: Task Performance
 Once the participants fully understand the Bedford scale 

technique and the data collection procedure, they are free to 
undertake the task under analysis as normal.

Step 6: Completion of the Bedford Scale
 Once the participants have completed the relevant task, they 

should be given the Bedford scale and instructed to work 
through it, based on the task that they have just completed. 
Once they have finished working through the scale, a rating 
of participant MWL is derived. If there are any tasks requir-
ing analysis left, the participants should then move on to the 
next task and repeat the procedure.

8.3.5 Advantages

• The Bedford scale is very quick and easy to use, requiring 
minimal analyst training.

• It is generic and so can easily be applied in different domains.
• It may be useful when used in conjunction with other tech-

niques of MWL assessment.
• It offers a low level of intrusiveness.

8.3.6 Disadvantages

• There is limited validation evidence associated with the 
technique.

• Its output is limited.
• Participants are not efficient at reporting mental events after 

the fact.
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8.3.7 Flowchart
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8.3.8 Related Methods

The Bedford scale technique is one of a number of subjective MWL 
assessment techniques. It is especially similar to the MCH technique 
(Casali and Wierwille, 1983), as it uses a hierarchical decision tree to 
derive a measure of participant MWL. When conducting a Bedford 
scale analysis, a task analysis (such as an HTA) of the task or scenario 
is normally required.

8.3.9 Approximate Training and Application Times

The training and application times for the Bedford scale are estimated 
to be very low.

8.3.10 Reliability and Validity

There are no data regarding the reliability and validity of the tech-
nique available in the literature.

8.3.11 Tools Needed

The Bedford scale technique is applied using pen and paper.

8.3.12 Example

A modified Bedford scale applicable to the LUP & UD context is 
presented in Figure 8.4.

8.3.13  Recommended Text(s)

Roscoe, A., & Ellis, G. (1990). A subjective rating scale for assessing pilot work-
load in flight. Farnborough: RAE.

8.4 Instantaneous Self-Assessment

8.4.1 Background and Applications

The ISA workload technique is another very simple subjective MWL 
assessment technique that was developed by National Air Traffic 
Services for use in the assessment of air traffic controller MWL during 
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the design of future ATM systems (Kirwan et al., 1997). It involves 
participants self-rating their workload during a task (normally every 
two minutes) on a scale of 1 (low) to 5 (high). Kirwan et al. (1997) 
used the following ISA scale in Table 8.1 to assess air traffic control-
lers’ workload.

Typically, the ISA scale is presented to the participants in the form 
of a color-coded keypad. The keypad flashes when a workload rating 
is required, and the participant simply pushes the button that cor-
responds to their perceived workload rating. It can also be down-
loaded as digital media application or app. Alternatively, the workload 
ratings can be requested and acquired verbally. The ISA technique 
allows a profile of user or participant workload throughout the task to 
be constructed and allows the analyst to ascertain excessively high or 
low workload parts of the task under analysis. The appeal of the ISA 
technique lies in its low resource usage, its low level of intrusiveness, 
and its flexibility.

Yes

Yes

Yes

Was
workload

satisfactory
without

reduction?

Was
workload

satisfactorily
tolerable for

the task?

No

Little spare capacity. Level of effort allows little
attention to additional tasks

Workload insignificant, very easy task WL1

WL2

WL3

WL4

WL5

WL6

WL7

WL8

WL9

WL10

Workload low, significant spare capacity

Reduced spare capacity. Additional tasks cannot be
given the desired amount of attention

Enough spare capacity for all desirable additional tasks

Sufficient spare capacity for easy attention to
additional tasks

No

Task abandoned: participant unable to perform the
task

Very little spare capacity but able to maintain effort of
the primary task

Very high workload with almost no spare capacity.
Difficulty in maintaining the level of effort

Extremely high workload. No spare capacity. Serious
doubts as to ability to maintain level of effort

No
Was it

possible to
complete
the task?

Figure 8.4 Modified Bedford scale of MWL. (Adapted from Roscoe, A. and Ellis, G., A Subjective 
Rating Scale for Assessing Pilot Workload in Flight, RAE, Farnborough, UK, 1990.)
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8.4.2 Domain of Application

Generic.

8.4.3 Application in Land Use Planning and Urban Design

ISA as a workload assessment is inherently useful for designing bet-
ter and more efficient urban environments. It may be used to under-
stand the workloads of land use planning procedures, processes, and 
even assessing the effort required in understanding, for example, pub-
lic documentation or master plans. Here also, it is a technique that 
lends itself to understanding the workload required in the use of a 
range of urban environments, by a range of different users. ISA as a 
method may also be used to capture subjective rating associated with 
aesthetics, or user experience, or indeed both the cognitive and physi-
cal efforts required for wayfinding or walkability.

8.4.4 Procedure and Advice

Step 1: Construct a Task Description
 The first step in any workload analysis is to develop a task 

description for the task or scenario under investigation. It is 
recommended that an HTA is used for this purpose.

Table 8.1 Example ISA Workload Scale

LEVEL WORKLOAD HEADING SPARE CAPACITY DESCRIPTION

5 Excessive None Behind on tasks; losing track of the 
full picture.

4 High Very little Nonessential tasks suffering. Could 
not work at this level very long.

3 Comfortable busy pace Some All tasks well in hand. Busy but 
stimulating pace. Could keep going 
continuously at this level.

2 Relaxed Ample More than enough time for all tasks. 
Active on ATC task less than 50% of 
the time.

1 Underutilized Very much Nothing to do. Rather boring.

Source: Kirwan, B. et al., Human Factors in the ATM System Design Life Cycle, FAA/Eurocontrol ATM 
R&D Seminar, Paris, France, pp. 16–20, June, 1997.
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Step 2: Brief Participants
 The participants should be briefed regarding the ISA tech-

nique, including what it measures and how it works. It may 
be useful to demonstrate an ISA data collection exercise for 
a task similar to the one under analysis. This allows the par-
ticipants to understand how the technique works and also 
what is required of them. It is also crucial at this stage that 
the participants have a clear understanding of the ISA work-
load scale being used. In order for the results to be valid, the 
participants should have the same understanding of each 
level of the workload scale, that is, what level of perceived 
workload constitutes a rating of 5 on the ISA workload scale 
and what level constitutes a rating of 1. It is recommended 
that the participants are taken through the scale, and exam-
ples of workload scenarios are provided for each level on the 
scale. Once the participants fully understand the ISA work-
load scale being used, the analysis can proceed to the next 
step.

Step 3: Pilot Run
 Once the participants have a clear understanding of how the 

ISA technique works and what is being measured, it is use-
ful to perform a pilot run. Whilst performing a small task, 
participants should be subjected to the ISA technique. This 
allows them to experience the technique in a task perfor-
mance setting. Participants should be encouraged to ask ques-
tions during the pilot run to understand the technique and 
the experimental procedure fully.

Step 4: Begin Task Performance
 Next, the participants should begin the task under analysis. 

A simulation of the environment under may be used; how-
ever, this is dependent upon the domain of application.

Step 5: Request and Record Workload Rating
 The analyst may request a workload rating either verbally, 

through flashing lights on the workload scale display, or 
through the app if the data are being collected in situ. The 
 frequency and timing of the workload ratings should be deter-
mined beforehand by the analyst. Typically, a workload rating 
is requested every 2 min. It is crucial that the provision of a 
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workload rating is as unintrusive to the participant’s primary 
task performance as possible.

  Step 4 should continue at regular intervals until the task is 
completed. The analyst should make a record of each work-
load rating given.

Step 6: Construct Task Workload Profile
 Once the task is complete and the workload ratings are col-

lected, the analyst should construct a workload profile for the 
task under analysis. Typically, a graph is constructed, high-
lighting the high and low workload points of the task under 
analysis. An average workload rating for the task under analy-
sis can also be calculated.

8.4.5 Advantages

• ISA is a very simple technique to learn and use.
• The output allows a workload profile for the task under analy-

sis to be constructed.
• It is very quick in its application as data collection occurs dur-

ing the trial.
• It has been used extensively in numerous domains.
• It requires very little in the way of resources.
• Although it is obtrusive to the primary task, it is prob-

ably the least intrusive of the online workload assessment 
techniques.

• It is a low-cost technique.

8.4.6 Disadvantages

• ISA is intrusive to primary task performance.
• There is limited validation evidence associated with the 

technique.



249MENTAL WORKLOAD ASSESSMENT METHODS

• It is a very simplistic technique, offering only a limited assess-
ment of workload.

• Participants are not very efficient at reporting mental events.

8.4.7 Related Methods

ISA is a subjective workload assessment technique of which there are 
many scales, such as the NASA-TLX, and Bedford. To ensure com-
prehensiveness, it is often used in conjunction with other subjective 
techniques, such as the NASA-TLX.

8.4.8 Approximate Training and Application Times

It is estimated that the training and application times associated with 
the ISA technique are very low. Application time is dependent upon 
the duration of the task under analysis.

8.4.9 Reliability and Validity

Djokic et al. (2010) used ISA to explore the ATC operators’ subjective 
workload in a simulated experiment involving the Central European 
Air Traffic Services airspace. The subjective measure of workload was 
compared with ATC complexity components (identified using prin-
cipal component analysis) and controller activity metrics to assess the 
relative contribution of each to workload. The results found that com-
plexity components alone could not predict workload as additional 
factors contributed to workload level such as communication load.

8.4.10 Tools Needed

ISA can be applied using pen and paper.
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8.4.11 Flowchart
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8.4.12  Recommended Text(s)

Kirwan, B., Evans, A., Donohoe, L., Kilner, A., Lamoureux, T., Atkinson, T., & 
MacKendrick, H. (1997). Human factors in the ATM system design life cycle. 
Paris: FAA/Eurocontrol ATM R&D Seminar, June 16–20, 1997.
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9
INTERFACE EVALUATION 

METHODS

9.1 Introduction

Urban and regional environments represent an array of unique  natural 
and human-made interfaces. The built environment represents an 
interface established by land use planning and urban design (LUP & 
UD) policy and practitioners, which mediates between the needs of 
humans in the space and the expectations and boundaries of urban 
planning. When we take the perspective of our urban settings as 
interfaces, it is then possible to apply a range of human factors (HF) 
methodologies and gain greater insights into their usability, satisfac-
tion, and overall design. The output of interface analysis methods is 
typically used to improve the interface in question through redesign. 
For example, when considering human–computer interactions, ISO 
9241-11 requires that the usability of software is considered along 
three dimensions: effectiveness (how well does the product perfor-
mance meet the tasks for which it was designed?), efficiency (how 
much time or effort is required to use the product to perform these 
tasks?), and attitude (e.g., how favorably do users respond to the prod-
uct?). Such enquires and the more rigorous exploration of the array 
of human interfaces within the LUP & UD disciplines is certainly 
warranted.

Further there may be practical lessons to be learned from HF 
when considering ISO 9241-210:2010 (human-centered design for 
interactive systems). This standard details the need to apply interface- 
analysis techniques throughout a product’s life cycle, either in the 
design stage to evaluate design concepts or in the operational stage to 
evaluate effects on performance. In particular, this standard calls for 
the active involvement of users in the design process to gain an appro-
priate understanding of requirements and an appropriate allocation of 
function between users and the products. It assumes that the design 
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process is both multidisciplinary and iterative. This suggests that there 
is a need to have a clear and consistent set of representations that can 
be shared across the design team and revised during the development 
of the design. In the current chapter, we review methods that can 
fulfill these requirements. Most of the methods considered in this 
review require at least some form of interface, ranging from concep-
tual designs and diagrams to the operational environment itself, and 
most methods normally use end users of the system under analysis.

A number of different types of interface-analysis technique are avail-
able, such as usability assessment, error analysis, interface layout analy-
sis, and general interface assessment techniques.  Usability-assessment 
techniques are used to assess the usability (effectiveness, learnability, 
flexibility, and attitude) of a particular interface. Typically, these are 
completed by potential end users based upon user trials with the envi-
ronment or system under analysis.

The layout of an interface can also be assessed using techniques 
such as link analysis and layout analysis. As the names suggest, 
these methods are used to assess the layout of the interface and its 
effects upon task performance. More general interface-analysis tech-
niques such as heuristic evaluation (including those of Neilsen, 1994; 
Schneiderman, 1998) and user trials are used to assess the interface as 
a whole and are flexible in that the focus of the analysis is determined 
by the analyst. The advantages associated with the use of interface-
analysis techniques lie in their simplistic nature and the usefulness 
of their outputs. Most of the techniques are simple to apply, requir-
ing minimal time and costs, and also require only minimal training. 
The utility of the outputs is also ensured, as most approaches offer 
interface redesigns based upon end-user opinions. The only signifi-
cant disadvantages associated with the use of interface-analysis tech-
niques are that the data-analysis procedures may be time-consuming 
and laborious, and also that much of the data obtained is subjective. 
A  brief description of the interface-analysis methods considered in 
this review is given in the following.

Checklists offer a simplistic and low-cost approach to interface 
assessment. When using a checklist, the analyst checks the environ-
ment or system interface against a predefined set of criteria to evaluate 
its usability. Heuristics analysis is one of the simplest interface-analysis 



255INTERFACE EVALUATION METHODS

techniques available, involving simply obtaining subjective opinions 
of the analyst based on his or her interactions with a particular envi-
ronment or design. In conducting a heuristic analysis, an analyst or 
end user should perform a user trial with the environment, design, 
or urban artifacts (seating, signage, shelter, etc.) under analysis and 
make observations regarding the usability, quality, and error potential 
of the design.

Link analysis is used to evaluate and redesign an interface in terms 
of the nature, frequency, and importance of links between elements of 
the interface in question. A link analysis defines links (physical move-
ments, hand or eye movements) between elements of the interface 
under analysis. The interface is then redesigned on the basis of these 
links, with the most often linked elements of the interface relocated 
to increase their proximity to one another. Layout analysis is also used 
to evaluate and redesign the layout of the interface in question. This 
involves arranging the interface components into functional groupings 
and then organizing these groups by importance of use, sequence of 
use, and frequency of use. The layout-analysis output offers can offer an 
urban redesign based upon a variety of user’s interactions with a task.

9.2 Checklists

9.2.1 Background and Applications

Checklists offer a quick, easy, and low-cost approach to interface 
assessment. Typical checklist approaches involve analysts checking 
features associated with a product or interface against a checklist 
containing a predefined set of criteria. Checklist style evaluation can 
occur throughout the life cycle of a product or system, from CAD 
or paper drawings to the finished product. Checklists can be used to 
evaluate the usability and design of a system in any domain. In the 
past, they have been used to evaluate product usability in the human–
computer interaction (HCI) (Ravden and Johnson, 1989), automotive 
(Stanton and Young, 1999a), and ATC domains. When using check-
lists, the analyst should have some level of skill or familiarity with 
the environment or artifact under evaluation. Performing a check-
list analysis is a matter of simply inspecting the artifact against each 
point on an appropriate checklist. Checklists are also very flexible in 
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that they can be adapted or modified by the analyst according to the 
demands of the investigation.

9.2.2 Domain of Application

Generic. Although checklist techniques are originated in the HCI 
domain, they are typically generic and can be applied in any domain.

9.2.3 Application in Land Use Planning and Urban Design

LUP & UD researchers and practitioners are familiar with checklists, 
yet often disregard them as a relevant method of evaluation. They in 
fact offer significant insights into the appropriate design and rede-
sign of both the elements within an environment as well as the envi-
ronment itself for a range of users and under different temporal and 
microclimate conditions.

9.2.4 Procedure and Advice

Step 1: Select the appropriate checklist
 First, the analyst must decide which form of checklist is 

appropriate for the artifact, environment, or system under 
investigation. The checklist used may be simply an existing 
one or the analyst may choose to adapt an existing checklist 
to make it more appropriate for the system under analysis. 
Alternatively, if a suitable checklist is not available, the ana-
lyst may choose to create a new checklist specifically for the 
system/product in question.

Step 2: Check item on checklist against product
 The analyst should take the first point on the checklist and 

check it against the artifact, environment, or system under 
analysis. For example, the first item on a planning checklist 
for cycling pathways: “Are the paths a minimum of 2.4 m 
wide?” The analysts should then proceed to check the width 
of the pathway. The options given may be Always, Most of the 
time, Some of the time, and Never. By using subjective judg-
ment, the analyst should rate the environment under analy-
sis according to the checklist item. Step 2 should be repeated 
until each item on the checklist has been dealt with.
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9.2.5 Flowchart
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9.2.6 Advantages

• Checklists are quick and simple to apply and incur only a 
minimal cost.

• They offer an immediately useful output.
• They are based upon established knowledge about human 

performance (Stanton and Young, 1999a).
• The technique requires very little training.
• Resource usage is very low.
• They are very adaptable and can easily be modified to use for 

many scenarios.
• A number of different checklists are available to the LUP & 

UD practitioner.

9.2.7 Disadvantages

• A checklist-type analysis does not account for errors or cogni-
tive problems associated with the device.

• Context is ignored by checklists.
• Checklist data are totally subjective. What one analyst classes 

as bad design may be classed as suitable by another.
• Checklists offer a low level of consistency.
• They are not a very sophisticated approach to system 

evaluation.

9.2.8 Example

The following example (Figure 9.1) is an extract of a Sidewalks 
Implementation Strategy Checklist (City of Los Angeles 2008, p. 9) 
that is supported by illustrative recommendations of practice.
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9.2.9 Related Methods

There are a number of checklists available to the LUP & UD and the 
HF practitioner.

9.2.10 Approximate Training and Application Times

Checklists require only minimal training time. Similarly, the appli-
cation time associated with checklist techniques is minimal. In an 

Sidewalks implementation strategy checklist

1

1 Create a continuous and predominantly straight sidewalk and open space.

Recommended Not recommended

Create a continuous and predominantly straight sidewalk and open space.

Plant parkways with ground cover, low-growing vegetation or permeable materials that
accommodate both pedestrian movement and car doors.

Incorporate closely planted shade-producing street trees. �ey may be interspersed
with existing or proposed palms.

Utilize street furnishings to create a consistent rhythm (i.e., consistent height to light
poles or consistent shade pattern of trees).

Provide adequate sidewalk width that accommodates pedestrian �ow and activity
yet is not wider than necessary.

Create a bu�er between pedestrians and moving vehicles by the use of landscape
and street furniture (benches, newspaper racks, pedestrian information kiosks, bicycle
racks, bus shelters, and pedestrian lighting).

2
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Figure 9.1 Sidewalks implementation strategy checklist extract.
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analysis of 12 ergonomics methods, Stanton and Young (1999a) 
reported that checklists are one of the quickest techniques to train, 
practice, and apply.

9.2.11 Reliability and Validity

Although Stanton and Young (1999a) reported that checklists per-
formed quite poorly on intrarater reliability, they also report that 
inter-rater reliability and predictive validity of checklists was good.

9.2.12 Tools Needed

Checklists can be applied using pen and paper only; however, for a 
checklist analysis, the analyst must have access to some example of a 
design or urban environment under analysis. An appropriate checklist 
is also required.

9.2.13 Recommended Text(s)

Ravden, S. J., & Johnson, G. I. (1989). Evaluating usability of human-computer 
interfaces: A practical method. West Sussex: Ellis Horwood.

Stanton, N. A., & Young, M. S. (1999). A guide to methodology in ergonomics: 
Designing for human use. London: Taylor & Francis Group.

9.3 Heuristic Analysis

9.3.1 Background and Applications

Heuristic-analysis techniques offer a quick and simple approach to 
interface evaluation. Heuristic analysis involves analysts providing sub-
jective opinions based upon their interaction with a particular design, 
urban interface, or environment. It is a flexible approach that can be 
used to assess a number of features associated with a particular prod-
uct or interface, including usability, error potential, mental workload 
(MWL), and overall design quality. To conduct a heuristic analysis, an 
analyst (or team of analysts) simply performs a series of interactions 
with the design, interface, or environment under analysis, recording 
their observations as they proceed. Heuristic-type analyses are typi-
cally conducted throughout the design process to evaluate design con-
cepts and propose remedial measures for any problems encountered. 
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The popularity of heuristic analysis lies in its simplicity and the fact 
that it can be conducted easily and with only minimal resource usage 
at any stage throughout the design process.

9.3.2 Domain of Application

Generic.

9.3.3 Application in Land Use Planning and Urban Design

Heuristic analysis can be used within an LUP & UD context to 
evaluate any technology, devices, and performance aids that may be 
deployed within urban settings or used procedurally. It can be used 
throughout the design process to evaluate design concepts or for the 
evaluation of operational urban environments.

9.3.4 Procedure and Advice

Step 1: Define the task under analysis
 The first step in a heuristic analysis is to define a representative 

set of tasks or scenarios for the design, interface, or environ-
ment under analysis. It is recommended that heuristic analy-
ses are based upon the analyst performing an exhaustive set 
of tasks with the design in question. The tasks defined should 
then be placed in a task list. It is normally useful to conduct 
a hierarchical task analysis (HTA) for this purpose, based on 
the operation of the device in question. The HTA then acts as 
a task list for the heuristic analysis.

Step 2: Define heuristic list
 In some cases, it may be fruitful to determine which aspects 

are to be evaluated before the analysis begins. Typically, 
usability (ease of use, effectiveness, efficiency, and comfort) 
and error potential are evaluated.

Step 3: Familiarization phase
 To ensure that the analysis is as comprehensive as possible, 

it is recommended that the analyst involved spends some 
time familiarizing themselves with the design in question. 
This might involve consultation with the associated design 
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documentation or being taken through a walkthrough of the 
concept in question.

Step 4: Perform tasks
 Once familiar with the environment under analysis, the ana-

lyst should then perform each task from the task list developed 
during Steps 1 and 2 and offer opinions regarding the design 
and the heuristic categories required. During this stage, any 
good points or bad points associated with the participant’s 
interactions with the design should be recorded. If the analy-
sis concerns a design concept, then a task walkthrough is suf-
ficient. Each opinion offered should be recorded.

Step 5: Propose remedies
 Once the analyst has completed all of the tasks from the 

task list, remedial measures for any of the problems recorded 
should be proposed and recorded.

9.3.5 Advantages

• Heuristic analysis offers a quick, simple, and low-cost 
approach to usability assessment.

• Due to its simplicity, only minimal training is required.
• It can be applied to any form of product, including paper-based 

diagrams, mock-ups, prototype designs, and functional devices.
• The output derived is immediately useful, highlighting prob-

lems associated with the design in question.
• It involves the use of very few resources.
• It can be used repeatedly throughout the design life cycle.

9.3.6 Disadvantages

• Heuristic analysis offers poor reliability, validity, and compre-
hensiveness.

• It requires subject matter experts in order for the analysis to 
be worthwhile.

• It is subjective.
• It is totally unstructured.
• The consistency of such a technique is questionable.
• It is difficult to perform (Bennett and Stephens, 2009).
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9.3.7 Example

There are many forms of heuristic analysis, Cronholm (2009) argues 
that both Schneiderman’s eight golden rules (Schneiderman, 1998) 
and Nieslen’s 10 heuristics (Nielsen, 1994a, b) are frequently cited 
within the literature, illustrating a large impact on interface develop-
ment. The importance of these two sets of heuristics is continually 
emphasized by researchers (Singh and Wesson, 2009). From these 
sets of HCI heuristics, the authors here have established an example 
set of LUP & UD appropriate heuristics, Table 9.1, which will pro-
vide guidance in the analysis of urban systems and designs.

Table 9.1 Example of Heuristics-Appropriate Land Use Planning and Urban Design Interface 
Design and Evaluation

Offer feedback/visibility of 
system status

The system should always keep users informed through appropriate 
feedback within a reasonable time. The level of feedback should 
match the level of task (i.e., simple/small task = modest/quick 
feedback) (Neilsen 1994a, b; Schneiderman 1998)

Match between system 
and the real world

The system should speak the user’s language, with words, phrases, 
and concepts familiar to the user, rather than system-oriented 
terms. It should follow real-world conventions, making information 
appear in a natural and logical order (Neilsen 1994a, b)

User control and freedom Offer simple error handling and reverse actions. Users often choose 
system functions by mistake and will need a clearly marked 
emergency exit. Support undo and redo (Neilsen 1994a, b; 
Schneiderman 1998)

Consistency and 
standards

Users should not have to wonder whether different words, 
situations, or actions mean the same thing. Follow platform 
conventions (Neilsen 1994a, b)

Recognition rather than 
recall

Minimize the user’s memory load by making objects, actions, and 
options visible. The user should not have to remember information 
from one action to another. Make users initiators, not responders of 
action (Neilsen 1994a, b; Schneiderman 1998)

Flexibility and efficiency of 
use. Develop shortcuts

Accelerators—unseen by the novice user—may often speed up the 
interaction for the expert user such that the system can cater to 
both inexperienced and experienced users. Users should be 
permitted to tailor frequent actions (Neilsen 1994a, b; 
Schneiderman 1998)

Aesthetic and minimalist 
design

Designs and dialogs should not contain information that is 
irrelevant or rarely needed. Keep it beautiful and uncomplicated 
(Neilsen 1994a, b; Schneiderman 1998)

Help and instruction Even though it is better if the system can be used without 
documentation, it may be necessary to provide help and instruction 
(Neilsen 1994a, b)
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9.3.8 Approximate Training and Application Times

The technique requires very little, if any, training, and the associated 
application time is also typically low. Comparing a number of tech-
niques in the analysis of in-car interfaces, Harvey and Stanton (2013) 
concluded that heuristic analysis required fewer time resources than 
methods such as HTA, systematic human-error reduction and predic-
tion approach (SHERPA), and critical path analysis. They estimated 
that the method required 1 h for data collection and 1 h for analysis.

9.3.9 Reliability and Validity

In conclusion to their comparison of 12 HF methods, Stanton and 
Young (1999b) reported that the unstructured nature of the technique 
led to very poor results for reliability and predictive validity. Both 
intra- and interanalyst reliability for the technique are questionable, 
due to its unstructured nature.

9.3.10 Tools Needed

Heuristic analysis is conducted using pen and paper only. The envi-
ronment or design under analysis is required in some form, for exam-
ple, functional diagrams, the actual design, or paper drawings.

9.3.11 Recommended Text(s)

Stanton, N. A., & Young, M. S. (1999). A guide to methodology in ergonomics: 
Designing for human use. London: Taylor & Francis Group.

9.4 Link Analysis

9.4.1 Background and Applications

Link analysis is an interface evaluation method that is used to iden-
tify and represent links in a system between interface components and 
operations and to determine the nature, frequency, and importance of 
these links. In HF, links are defined as movements of attentional gaze 
or position between parts of the system, or communication with other 
system elements. For example, if an actor is required to press button A 
and then button B in sequence to accomplish a particular task, a link 
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between buttons A and B is recorded. Link analysis uses spatial dia-
grams to represent the links within the system or device under analy-
sis, with each link represented by a straight line between the linked 
interface elements. Specifically aimed at aiding the design of inter-
faces and systems, the most obvious use of link analysis is in the area 
of workspace-layout optimization (Stanton and Young, 1999a), that is, 
the placement of controls and displays according to their importance 
first, then to their frequency of use, then to their function within the 
system, and finally to their sequence of use. Link analysis was origi-
nally developed for use in the design and evaluation of process control 
rooms (Stanton and Young, 1999a), but it can be applied to any system 
in which the user exhibits hand or eye movements. When conducting 
a link analysis, establishing the links between system/interface com-
ponents is normally achieved through a walkthrough or observational 
study of the task (or tasks) under analysis. The output of a link analy-
sis is normally a link diagram and also a link table (both depict the 
same information). The link diagram and table can be used to suggest 
revised layouts based on the premise that links should be minimized 
in length, particularly if they are important or frequently used.

9.4.2 Domain of Application

Generic.

9.4.3 Application in Land Use Planning and Urban Design

Link analysis may allow the design of better interfaces in a range of 
LUP & UD scenarios. The interaction with and the comprehension 
of our built environments through wayfinding are central to their 
use and usability. When thinking about urban design, it offers a way 
in which to design appropriate use of space at important decision- 
making nodes (Lynch, 1960) within a city systems (e.g., public 
transport stops; street crossings; changes in levels, bike hubs). Link 
analysis can reveal what users require and look for at these junc-
tures (information, comfort, amenity, shelter), how do they need 
it, and exactly when. There are new possibilities for urban design 
when efficient and intuitive systems within systems are designed and 
deployed.
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9.4.4 Procedure and Advice

Step 1: Define the task under analysis
 The first step in a link analysis involves clearly defining the 

task (or tasks) under analysis. When using link analysis to 
evaluate the interface layout of a particular device or system, 
it is recommended that a set of tasks that are as representative 
of the full functionality of the device or system are used. It is 
normally useful to conduct an HTA for normal operation of 
the device or system in question at this stage, as the output 
can be used to specify the tasks that are to be analyzed. It also 
allows the analyst involved to gain a deeper understanding of 
the tasks and the device under investigation.

Step 2: Task analysis/list
 Once the task (or tasks) under analysis is clearly defined, a 

task list including (in order) all of the component task steps 
involved should be created. The task list can be derived from 
the HTA. Typically, a link analysis is based upon the bottom-
level tasks or operations identified in the HTA developed 
during Step 1.

Step 3: Data collection
 The analyst should then proceed to collect data regarding 

the tasks under analysis. This normally includes performing 
a walkthrough of the task steps contained in the task list and 
also observational study of the task in question. The analyst 
should record which components are linked by hand/eye 
movements and how many times these links occur during the 
tasks performed.

Step 4: Construct link diagram
 Once the data collection phase is complete, construction of 

the link diagram can begin. This involves creating a schematic 
layout of the device/system/interface under analysis and add-
ing the links between interface elements recorded during the 
data collection phase. Links are typically represented in the 
form of lines joining the linked interface elements or compo-
nents. The frequency of the links is represented by the num-
ber of lines linking each interface element, for example, seven 
lines linking interface elements A and B represent a total of 
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seven links between the two interface elements during the 
task under analysis.

Step 5: Link table
 The link diagram is accompanied by a link table, which dis-

plays the same information as the link diagram, only in a 
tabular format. Components take positions at the heads of 
the rows and columns, and the numbers of links are entered 
in the appropriate cells.

Step 6: Redesign proposals
 Although not compulsory as part of a link analysis, a rede-

sign for the interface under analysis is normally offered on the 
basis of the links defined between the interface elements dur-
ing the analysis. The redesign is designed to reduce the dis-
tance between the linked interface components, particularly 
the most important and frequently used linked components.

9.4.5 Advantages

• Link analysis is a very simple technique that requires only 
minimal training.

• It is a quick technique that offers an immediately useful 
output.

• Its output helps one to generate design improvements.
• It has been used extensively in the past in a number of domains.
• Its output prompts logical redesign of system interfaces.
• It can be used throughout the design process to evaluate and 

modify design concepts.

9.4.6 Disadvantages

• Link analysis requires preliminary data collection, including 
observational study and a walkthrough analysis of the task 
under analysis.

• The development of an HTA adds considerable time to the 
analysis.

• It only considers the basic physical relationship between the 
user and the system. Cognitive processes and error mecha-
nisms are not accounted for.

• Its output is not easily quantifiable.
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9.4.7 Flowchart
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9.4.8 Example

The following example presents the results of a link analysis of the 
interfaces associated with a pedestrian activated midblock pedestrian 
crossing. Table 9.2 identifies the tasks and crossing components asso-
ciated with a pedestrian approaching and waiting at the crossing, in 
addition to them entering and exiting the crossing. Also established 
is the type of link—visual or physical—whereas the components in 
Table 9.3 are identified for each part of the system; and their links 
during the task are shown in Table 9.4. Figure 9.2 is the link diagram 
for crossing the road, identifying both the number of links and if they 
were visual or physical links.

In this example, the links have been established only from the per-
spective of the pedestrian. However, in a complex system such as this, 
it is possible to identify a number of other user and component inter-
faces, including cyclists and motorists. This type of multiuser analysis of 
systems is critical to the success and efficiency of urban environments.

Table 9.2 Pedestrian Crossing Tasks Associated with Crossing Components

APPROACH AND WAIT AT THE CROSSING

HTA TASKS CROSSING COMPONENTS VISUAL LINK PHYSICAL LINK

Check traffic right Traffic right X
Check traffic left Traffic left X
Check traffic signal Traffic signal X
Check walk signal Walk signal X
Press signal button Signal button X
Check sidewalk waiting point Sidewalk waiting point X
Check position of other pedestrians Sidewalk waiting point X
Check crossing surface Crossing surface X
Recheck walk signal Walk signal X

ENTER AND LEAVE THE CROSSING

HTA TASKS INTERFACE ELEMENT VISUAL LINK PHYSICAL LINK

Check walk signal Walk signal X
Check traffic right Traffic right X
Check traffic left Traffic left X
Check position of other pedestrians Sidewalk waiting points X
Check crossing surface Crossing surface X
Enter crossing Crossing surface X
Leave crossing Sidewalk waiting points X
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9.4.9 Related Methods

A link analysis normally requires an initial task description to be cre-
ated for the task under analysis, such as an HTA. In addition, an 
observation or walkthrough analysis of the task under analysis should 
be performed to establish the links between components in the system.

Table 9.4 Link Table for Crossing the Road

A x
B x
C x
D x
E x
F 2 2 1 2 1 x 1 2
G x 1
H x

A B C D E F G H

GC

B
D

H

Visual links

Physical links

E

C

A

F

Figure 9.2 Link diagram for pedestrian interface with midblock roadway crossing.

Table 9.3 Component Table of the System

A. Traffic right E. Signal button
B. Traffic left F. Sidewalk waiting point
C. Traffic signal G. Sidewalk waiting point
D. Walk signal H. Crossing surface
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9.4.10 Approximate Training and Application Times

In conclusion to their comparison of 12 ergonomics methods, Stanton 
and Young (1999a) reported that the link-analysis technique is rela-
tively fast to train and practice, and also that execution time is mod-
erate compared with the other techniques (e.g., SHERPA, layout 
analysis, repertory grids, and checklists).

9.4.11 Reliability and Validity

Stanton and Young (1999a) reported that link analysis performed par-
ticularly well on measures of intrarater reliability and predictive valid-
ity. They also reported, however, that the technique was let down by 
poor inter-rater reliability.

9.4.12 Tools Needed

When conducting a link analysis, the analyst should have the device 
under analysis, pen and paper, and a stopwatch. For the observation 
part of the analysis, a video-recording device is required. An eye-
tracker device can also be used to record fixations during the task 
performance.

9.4.13 Recommended Text(s)

Drury, C. G. (1990). Methods for direct observation of performance. In 
Wilson, J. and Corlett, E. N. (Eds.). Evaluation of human work: A practi-
cal ergonomics methodology, 2nd edition, pp. 45–68. London: Taylor & 
Francis Group.

Stanton, N. A, & Young, M. S. (1999). A guide to methodology in ergonomics: 
Designing for human use. London: Taylor & Francis Group.

9.5 Layout Analysis

9.5.1 Background and Applications

Layout analysis is similar to link analysis and in that it is based on spa-
tial diagrams of the product and its output directly addresses interface 
design. It is used to analyze existing designs and suggests improve-
ments to the interface arrangements based on functional grouping. 
The theory behind layout analysis is that the interface should mirror 
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the user’s structure of the task and the conception of the interface as 
a task map greatly facilitates design (Easterby, 1984). A layout analy-
sis begins by simply arranging all of the components of the inter-
face into functional groupings. These groups are then organized by 
their importance of use, sequence of use, and frequency of use. The 
components within each functional group are then reorganized; once 
again, this is done according to importance, sequence, and frequency 
of use. The components within a functional group will then stay in 
that group throughout the analysis and cannot move anywhere else 
in the reorganization stage. At the end of the process, the analyst has 
redesigned the device in accordance with the user’s model of the task 
based upon importance, sequence, and frequency of use.

9.5.2 Domain of Application

Generic.

9.5.3 Application in Land Use Planning and Urban Design

To date, LUP & UD practitioners have undertaken the kinds of pro-
cesses identified here as layout analysis more intuitively. That is the 
organization of urban spaces into functional groupings to allow for 
greater efficiencies in the design and use of our cities. Here, however, 
is a detailed description and theoretical background to these  processes. 
These HF insights afford early career and established LUP  & UD 
researchers and practitioners a grounding and replicability in what is 
an important design activity in our discipline.

9.5.4 Procedure and Advice

Step 1: Schematic diagram
 First, the analyst should create a schematic diagram for the 

environment under analysis. This diagram should contain 
each (clearly labeled) interface and urban element.
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Step 2: Arrange interface components into functional groupings
 The analyst begins by arranging the interface components 

into functional groupings. Each urban element should be 
grouped according to its function in relation to the environ-
ment under analysis. For example, the interface components 
of a sidewalk were arranged into the functional groups infra-
structure, furniture, throughway, and frontage (Stevens and 
Salmon, 2014).

Step 3: Arrange functional groupings into importance of use
 Next, the analyst should arrange the functional groupings 

into importance of use. The analyst may want to make the 
most important functional group the most readily available 
on the interface. Again, this is based on the intended purpose 
of the system and the analyst’s judgment.

Step 4: Arrange functional groupings into sequence of use
 The analyst should then repeat Step 3, only this time arrang-

ing the functional groupings based on their sequence of use.
Step 5: Arrange functional groupings into frequency of use
 The analyst should then repeat Step 3, only this time arrang-

ing the functional groupings based on their frequency of 
use. At the end of the process, the analyst has redesigned 
the environment according to the end-user map of the task 
(Stanton and Young, 1999a) and the intended functions of the 
environment.

Step 6: Redesign the interface
 Once the functional groups have been organized on the basis 

of their importance, sequence, and frequency of use, the pro-
cess is repeated for within functional group items (organi-
zation of elements within the furniture group). The analyst 
should base the interface redesign on the three categories 
(importance, sequence, and frequency of use). For example, 
the analyst may wish to make the most important and fre-
quently used aspect of the interface  (pavement) the most read-
ily available.
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9.5.5 Flowchart
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9.5.6 Advantages

• Layout analysis offers a quick, easy to use, and low-cost 
approach to interface design and evaluation.

• It can be used at a range of LUP & UD scales.
• It has a low level of resource usage.
• It requires only minimal training.
• It can be applied to concept maps, schematics, or master plan 

documents of the environment/interface under analysis.
• Its output provided is immediately useful, offering a redesign 

of the interface under analysis based on importance, sequence, 
and frequency of use of the interface elements.

9.5.7 Disadvantages

• Layout analysis offers poor reliability and validity (Stanton 
and Young, 1999a).

• The output of the technique is very limited, that is, it only 
caters for layout. Errors, MWL, and task performance times 
are ignored.

• Literature regarding layout analysis is extremely sparse.
• If an initial HTA is required, application time can rise 

dramatically.
• Conducting a layout analysis for complex interfaces may be 

very difficult and time-consuming.

9.5.8 Example

Here layout analysis has been used to redesign a typical roadside 
pedestrian and cycleway environment. Stevens et al. (2017) estab-
lished a Work Domain Analysis that prioritized walking and cycling 
as the principal modes of urban transport. The outcomes of that anal-
yses are used here to develop the design and use requirements.

Figure 9.3 outlines the development of the street-side environment 
by way of the layout analysis process. The initial design is first presented 
as a schematic which is then organized into the functional groupings of 
task or design elements. Next the importance of use is established. Here 
the uses are prioritized for pedestrian and cyclist mobility and as such 
the roadway and car parking functions are less influential. The sequence 
of use is then detailed, followed by consideration of the frequency of use, 
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ultimately resulting in a revised design. The outcome is intended as a 
pedestrian and cyclist friendly environment, which affords users safety, 
amenity and flexibility. Incompatible modes of transport are separated 
allowing the efficiency of movement through the corridor. However, 
users can also move safely between active modes of transport across the 
corridor, as boundaries are permeable, yet clearly delineated optimizing 
the use of shared facilities and street-side amenity.

9.5.9 Related Methods

Layout analysis is very similar to link analysis in its approach to inter-
face design.

9.5.10 Approximate Training and Application Times

In conclusion to their comparison study of 12 ergonomics methods, 
Stanton and Young (1999a) reported that little training is required 

Initial design

Sequence of use Frequency of use Revised design

Roadway edge and
cycle path

Car parking

Barrier/curb
Barrier/curb

Barrier/curb

Sidewalk and street trees and
furniture and �ttings

Street trees and furniture
and �ttings

Street trees and furniture
and �ttings

Property frontage Property frontage

Sidewalk

Sidewalk

Property frontage

Car parking

Car parking

Cycleway

Cycleway

Roadway edge

Roadway edge

Roadway edge

Car parking

Barrier/curb Barrier/curb Barrier/curb

Barrier/curb Barrier/curb
Street trees and furniture

and �ttings

Street trees and furniture
and �ttings

Street trees and furniture
and �ttings

Property frontage Property frontage

Sidewalk

Sidewalk

Sidewalk

Property frontage Car parking Car parking

CyclewayCycleway Cycleway

Roadway edge Roadway edge

Functional groupings Importance of use

Figure 9.3 Layout analysis of a roadside environment for walking and cycling. (Adapted from 
Stevens, N. J. et al., Work domain analysis applications in urban planning: Active transport infra-
structure and urban corridors. In Cognitive Work Analysis: Applications, Extensions and the Future, 
Taylor & Francis Group, Boca Raton, FL, 2017.)
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for layout analysis, and that it is amongst the quickest of the 12 tech-
niques to apply. It is therefore estimated that the training and appli-
cation times associated with the technique are low. However, if an 
initial HTA is required, the application time would rise considerably. 
Harvey and Stanton (2013) concluded that layout analysis was quicker 
to use than methods such as HTA, SHERPA, and critical path anal-
ysis. They estimated that the method required 1–2 h for data collec-
tion and an hour for analysis.

9.5.11 Reliability and Validity

Stanton and Young (1999a) reported poor statistics for intrarater reli-
ability and predictive validity for layout analysis.

9.5.12 Tools Needed

Layout analysis can be conducted using pen and paper, providing the 
device or pictures of the device under analysis are available.

9.5.13 Recommended Text(s)

Stanton, N. A., & Young, M. S (1999). A guide to methodology in ergonomics. 
London: Taylor & Francis Group.

9.6 Walkthrough Analysis

9.6.1 Background and Applications

Walkthrough analysis is a very simple procedure used by design-
ers whereby experienced users of a system or environment perform 
a walkthrough or demonstration of a task or set of tasks using the 
system under analysis. Walkthroughs are typically used early in the 
design process to envisage how a design concept would work and also 
to evaluate and modify the design concept. They can also be used on 
existing urban systems to demonstrate to designers how a process or 
task is currently performed, highlighting flaws, error potential, and 
usability problems. The appeal of walkthrough-type analysis lies in 
the fact that the scenario or task under analysis does not necessar-
ily have to occur. That is, one of the problems of observational study 
is that the required scenario simply may not occur or, if it does, the 
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observation team may have to spend considerable time waiting for it 
to occur. Walkthrough analysis allows the scenario to be acted out, 
removing the problems of gaining access to systems and personnel 
and also waiting for the scenario to occur. A walkthrough involves 
a participant walking through a scenario, performing (or pretending 
to perform) and explaining the actions that would occur. The walk-
through is also verbalized and the analyst can stop the scenario and 
ask questions at any point. Walkthrough analysis is particularly useful 
in the initial stages of task-analysis development.

9.6.2 Domain of Application

Generic.

9.6.3 Application in Land Use Planning and Urban Design

Walkthrough analyses may allow for the better understanding of a 
range of land use planning and urban design concepts and urban set-
tings. Many LUP & UD practitioners already incorporate similar 
methodologies for site analysis and concept development. For exam-
ple, undertaking a walkthrough analysis of the anticipated tasks and 
activities on site allows for a better understanding and inclusion of 
subjective elements and sensory receptors such as view sheds and aural 
amenity for urban development scenarios.

9.6.4 Procedure and Advice

There are no set rules for a walkthrough analysis. The following pro-
cedure is intended to act as a set of guidelines for conducting such an 
analysis of a proposed (system) design concept.

Step 1: Define the set of representative scenarios
 First, a representative set of tasks or scenarios for the system 

under analysis should be defined. As a general rule, the set 
of scenarios used should cover every aspect of the design and 
its interface at least once. The personnel involved in each sce-
nario should also be defined. If the required personnel cannot 
be gathered for the walkthrough, then members of the design 
team can be used.
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Step 2: Conduct an HTA for scenario under analysis
 Once a representative set of tasks for the system or device under 

analysis are defined, they should be described using an HTA. 
This involves breaking down the task under analysis into a hier-
archy of goals, operations, and plans. Tasks are broken down 
into hierarchical set of tasks, subtasks, and plans. The HTA is 
useful as it gives the analyst a clear description of how the task 
(or tasks) should be carried out and also defines the component 
task steps involved in the scenario (or scenarios) under analysis.

Step 3: Perform walkthrough
 Next, the analyst simply takes each scenario and performs 

a verbalized walkthrough using the concept design under 
analysis. It is recommended that the analyst uses the HTA 
to determine the component task steps involved. The sce-
nario can be frozen at any point and questions can be asked 
regarding design, comfort, decisions made, situation aware-
ness, potential for errors, and so on. The walkthrough should 
be recorded using video-recording equipment. Any problems 
with the design concept encountered during the walkthrough 
should be recorded and design remedies offered and tested.

Step 4: Analyze data
 Once the walkthrough has been performed, the data should 

be analyzed accordingly and used with respect to the goals 
of the analysis. Walkthrough data are very flexible and can 
be used for a number of purposes, such as task analysis, con-
structing timelines, and evaluating error potential.

Step 5: Modify design
 Once the walkthrough is complete and the data are analyzed, 

the design can be modified on the basis of the remedial mea-
sures proposed as a result of the walkthrough. If a new design 
is proposed, a further walkthrough should be conducted to 
analyze the new design.

9.6.5 Advantages

• When used correctly, a walkthrough can provide a very accu-
rate description of the task under analysis and also how a pro-
posed system design would be used.
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• Walkthrough analysis allows the analyst to stop or interrupt 
the scenario to query certain points. This is a provision that is 
not available when using other techniques, such as observa-
tional analysis.

• It does not necessarily require the system under analysis and 
so can be performed in early phases of the design process 
(Mahatody et al., 2010).

• It is a simple, quick, and low-cost technique.
• It would appear to be a very useful tool in the analysis of dis-

tributed (team-based) tasks.
• It can provide a very powerful assessment of a design concept.
• It requires little training (Mahatody et al., 2010).
• It offers a simple, guided process.
• It can identify errors or error potential and redundant features 

of a system.

9.6.6 Disadvantages

• For the analysis to be fruitful, experienced operators for the 
system under analysis are required.

• The reliability of the technique is questionable.
• Further guidance on preparation and analysis is required 

(Mahatody et al., 2010).

9.6.7 Related Methods

The walkthrough technique is very similar to verbal protocol analysis 
and observational analysis. Cognitive walkthrough is commonly used 
with think-aloud methods (Peute and Jaspers, 2007).

9.6.8 Approximate Training and Application Times

There is no training as such for walkthrough analysis, and the associ-
ated application time is dependent upon the size and complexity of 
the task or scenario under analysis. The application time for walk-
through analysis is typically very low.



281INTERFACE EVALUATION METHODS

9.6.9 Reliability and Validity

Peute and Jaspers (2007) found that all of the problems that the 
walkthrough method identified were also present in the think-
aloud procedure, providing initial levels of validation support for the 
method.

9.6.10 Flowchart

Start

Define task(s) or
scenario(s) to be

analyzed

Take first/next
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Task complete?

Y

N

Stop
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9.6.11 Tools Needed

A walkthrough analysis can be conducted using pen and paper. 
Some form of the concept or system under analysis is also required 
(e.g.,  pop-up, prototype, installation, mark out). It is also recom-
mended that video- and audio-recording equipment be used to record 
the walkthrough.

9.7 Usefulness, Satisfaction, and Ease-of-Use Questionnaire

9.7.1 Background and Applications

The usefulness, satisfaction, and ease-of-use (USE) questionnaire 
was developed by Lund (2001). Lund wanted to create a method that 
would enable a transferable and comparable usability score to be derived 
for all interfaces. The method aims to incorporate user satisfaction 
into usability evaluation to utilize users’ ability to subjectively evalu-
ate what is usable. Lund argues that current usability methods neglect 
the user’s subjective opinions, whereas USE tries to incorporate these 
judgments into the development of transferable usability scores. The 
method involves asking users to rate their agreement, on a seven-point 
Likert scale, with a set of 30 statements. The 30- statements map onto 
four high-level categories: usefulness, ease of use, ease of learning, 
and satisfaction.

9.7.2 Domain of Application

The method was originally developed for the evaluation of software, 
hardware, and services with a core emphasis on its transferability 
across domains (Lund, 2001).

9.7.3 Application in Land Use Planning and Urban Design

Such an approach is central to the LUP & UD necessity for capturing 
subjective experiences of users in a range of urban systems and set-
tings. Having the ability to empirically explore the insights of a range 
of users of different urban designs and scenarios is invaluable for both 
research and practice.
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9.7.4 Procedure and Advice

Step 1: Define the task under analysis
 The initial stage of any analysis involves defining the task or 

setting under analysis. This definition guides the analysis and 
ensures that relevant information is captured. It is important 
that the analyst presents a clear definition of the goals of the 
analysis before the next step is conducted.

Step 2: Identify participants
 The next stage of this interface evaluation is to define the user 

population. Once it is clear who the end users are, a repre-
sentative sample should be recruited to take part in the USE 
analysis.

Step 3: Design task scenario
 At this stage, the analyst should decide and formulate partici-

pant instructions regarding which aspects of the environment 
should be explored and how this exploration will proceed. It 
is important that participants experience the urban system in 
the same manner in order for their results to be comparable. 
The set of tasks should be representative of the system as a 
whole and must be large enough to represent all aspects of the 
system, but not so large as to be overwhelming for the partici-
pant. It is recommended that an HTA for task under analysis 
should be used to develop the task list.

Step 4: Briefing
 Before the analysis is undertaken, the analyst should ensure 

that all participants understand what is required of them. It 
may be useful for the analyst to provide an example of how 
to complete the questionnaire. At this point, the participants 
should be encouraged to question anything they are confused 
or unsure about to ensure that they fully understand the task, 
the system, and the questionnaire.

Step 5: Task performance
 At this stage in the analysis, the participants are asked to 

undertake the task list in the order that it is listed. They 
should not be able to help one another or receive assistance 
from the analyst during this stage. This stage will continue 
until all participants have completed all tasks on the task list.
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Step 6: Complete USE questionnaire
 The next stage of the analysis involves the participants com-

pleting the USE questionnaire. Once the task list is com-
pleted, participants should be given the questionnaire and 
told to complete all items based on the task list experience 
with the system under analysis. Again, participants should 
not be conferring with one another in this stage, although the 
analyst can aid them in completing the questionnaire.

Step 7: Analyze Data
 On completion of the questionnaires, the analyst can begin to 

score the responses and analyze the data. Calculating average 
scores may be used for summary analysis.

9.7.5 Advantages

• The USE questionnaire provides metrics to reliably measure 
user reactions to a product.

• It is a very quick method to apply.
• It enables the definition of an acceptable level of user satisfac-

tion (Lund, 1998).
• It provides a baseline evaluation that can measure progress 

through design iterations (Lund, 2001).
• It allows the identification of priority areas for usability 

improvement (Lund, 1998).
• It allows insight into design aspects that can increase usability 

(Lund, 1998).

9.7.6 Disadvantages

• Every question in the questionnaire is positively phrased, 
which means that the results it gives are biased toward posi-
tive responding.

9.7.7 Approximate Training and Application Times

Both training and application times for the method are low.

9.7.8 Validity and Reliability

There seems to be a degree of validity to the method (Lund, 2001), 
although no data are currently available.
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9.7.9 Related Methods

There are many similar usability questionnaires, such as system usabil-
ity scale (SUS).

9.7.10 Tools Needed

The method can be conducted using pen and paper.

9.7.11 Flowchart
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9.7.12 Example

The 30 statements are given in the following (Lund, 1998); each of 
these is to be rated against a seven-point Likert scale. 

Usefulness
 1. It helps me be more effective.
 2. It helps me be more productive.
 3. It is useful.
 4. It gives me more control over the activities in my life.
 5. It makes the things I want to accomplish easier to get done.
 6. It saves me time when I use it.
 7. It meets my needs.
 8. It does everything I would expect it to do.

Ease of Use
 9. It is easy to use.
 10. It is simple to use.
 11. It is user friendly.
 12. It requires the fewest steps possible to accomplish what I 

want to do with it.
 13. It is flexible.
 14. Using it is effortless.
 15. I can use it without written instructions.
 16. I do not notice any inconsistencies as I use it.
 17. Both occasional and regular users would like it.
 18. I can recover from mistakes quickly and easily.
 19. I can use it successfully every time.

Ease of Learning
 20. I learned to use it quickly.
 21. I easily remember how to use it.
 22. It is easy to learn to use it.
 23. I quickly became skillful with it.

Satisfaction
 24. I am satisfied with it.
 25. I would recommend it to a friend.
 26. It is fun to use.
 27. It works the way I want it to work.
 28. It is wonderful.
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 29. I feel I need to have it.
 30. It is pleasant to use.

9.7.13 Recommended Text(s)

Lund, A. M. (2001). Measuring usability with the USE questionnaire12. 
Usability Interface, 8(2), 3–6.

9.8 The System Usability Scale

9.8.1 Background and Applications

SUS offers a very quick and simple to use questionnaire designed to 
assess the usability of a particular product or urban setting. It con-
sists of 10 usability statements that are rated on a Likert scale of 1 
(strongly agree with statement) to 5 (strongly disagree with state-
ment). Answers are coded and a total usability score is derived for the 
product or device under analysis.

9.8.2 Domain of Application

Generic.

9.8.3 Application in Land Use and Urban Design

Here also SUS provides LUP & UD practitioners and researchers 
with an empirical way to better understand the usability of artifacts 
within the urban realm (e.g., wayfinding devices, interpretation dis-
plays, seating) or particular urban environments. Further, the generic 
nature of the questionnaire statements would permit its use to explore 
the usability of community or stakeholder consultation devices or web-
sites, for example. It also allows for the quick comparison of different 
designs or indeed the same design from different user perspectives.

9.8.4 Procedure and Advice

Step 1: Create exhaustive task list for the device under analysis
 Initially, the analyst should develop an exhaustive task list 

for the artifact or environment under analysis. This should 
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include every possible action associated with the artifact or 
environment. If this is not possible due to time constraints, 
then the task list should be as representative of the full func-
tionality of the device as possible. An HTA is normally used 
for this purpose.

Step 2: User trial
 Next, the participant should complete a thorough user trial 

for the object, system, or environment under analysis. They 
should be instructed to perform every task on the task list 
given to them.

Step 3: Complete SUS questionnaire
 Once the participant has completed the appropriate task 

list, he or she should be given the SUS questionnaire and 
instructed to complete it, based on his or her opinions of the 
device under analysis.

Step 4: Calculate SUS score for the device under analysis
 Once completed, the SUS questionnaire score is calculated to 

derive a usability score for the device under analysis. Scoring 
an SUS questionnaire is a very simple process. Each item in 
the SUS scale is given a score between 0 and 4. The items are 
scored as follows (Stanton and Young, 1999a):

  The score for odd numbered items is the scale position, for 
example, 1, 2, 3, 4, or 5 minus 1.

  The score for even-numbered items is 5 minus the associ-
ated scale position.

  The sum of the scores is then multiplied by 2.5.
  The final figure derived represents a usability score for the 

device under analysis and should range between 0 and 100. 
The higher the score, the better the usability.

9.8.5 Advantages

• SUS is very easy to use, requiring only minimal training.
• It offers an immediately useful output in the form of a usabil-

ity rating.
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• It is very useful for canvassing user opinions of artifacts and 
environments.

• The scale is generic and so can be applied in any domain.
• It is very useful when comparing two or more devices in terms 

of usability.
• Its simplicity and speed of use mean that it is a very useful 

technique to use in conjunction with other usability assess-
ment techniques.

• It is very quick in its application.
• It can be adapted to make it more suitable for other domains.
• It is freely available.

9.8.6 Disadvantages

• The output of the SUS is very limited.
• It requires an operational version of the device or system 

under analysis.
• It is unsophisticated.
• Non-English speakers have experienced problems under-

standing the terminology (Finstad, 2010).
• Finstad (2010) questions the adequacy of using a five-point 

Likert scale, suggesting that a seven-point scale may be more 
appropriate.

• According to Finstad (2010), the method does not adequately 
align with the ISO usability standards.

9.8.7 Example

The questionnaire statements for use with the five-point Likert scale 
for the SUS are given in the following: 

 1. I think that I would like to use this system frequently.
 2. I found the system unnecessarily complex.
 3. I thought the system was easy to use.
 4. I think that I would need the support of a technical person to 

be able to use this system.
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 5. I found the various functions in this system were well integrated.
 6. I thought there was too much inconsistency in this system.
 7. I would imagine that most people would learn to use this 

 system very quickly.
 8. I found the system very cumbersome to use.
 9. I felt very confident using the system.
 10. I needed to learn a lot of things before I could get going with 

this system.
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10
SYSTEMS ANALYSIS AND 

DESIGN METHODS

10.1 Introduction

In the current chapter we describe a series of methods, which relate to 
the so-called systems thinking approach to analysis and design. This 
is a philosophy currently prevalent within the discipline of human 
factors, which aims to understand and improve performance and 
safety in complex sociotechnical systems (STS). It is most prominent 
in the area of accident analysis and prevention whereby, after first 
emerging in the early twentieth century (Heinrich, 1931), it is now 
 characterized by a series of accident causation models and analysis 
methods (Leveson, 2004; Rasmussen, 1997). Contemporary models 
are underpinned by the notion that safety and accidents are emer-
gent properties arising from nonlinear interactions between multiple 
components across complex STS (Leveson, 2004). A key focus of 
systems analysis and design methods is the need to take the over-
all system as the unit of analysis rather than individual components 
within the system.

As well as accidents, human factors issues are increasingly being 
examined through the systems thinking lens (Karsh et  al., 2014; 
Salmon et al., 2017b; Walker et al., 2017). In line with this, since the 
turn of the century, a range of human factors methods have either 
been developed or have experienced a resurgence in popularity. These 
include systems analysis frameworks, such as cognitive work  analysis 
(CWA; Vicente, 1999) and the event analysis of systemic teamwork 
(EAST; Stanton et  al., 2013a); accident analysis methods, such as 
Accimap (Svedung and Rasmussen, 2002), the systems theoretic 
accident model and processes (Leveson, 2004), and the functional 
resonance analysis method (Hollnagel, 2012); and systems design 
methods, such as the MacroErgonomic Analysis and Design method 
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(Kleiner, 2006) and the cognitive work analysis (CWA) Design 
Toolkit (Read et al., 2016).

The aim of the current chapter is to demonstrate how two of 
these methods can be used to provide in-depth analyses of perfor-
mance in complex STS, such as those found in the land use plan-
ning and urban design (LUP & UD) discipline. The systems thinking 
approach involves taking the overall system as the unit of analysis, 
looking beyond individuals, and considering the interactions between 
humans and between humans and artifacts within a system. This view 
also encompasses factors within the broader organizational, social, or 
political system in which behavior takes place. Taking this perspec-
tive, behaviors emerge not from the decisions or actions of individuals 
but from interactions between humans and artifacts across the wider 
system. At the most basic level when examining LUP & UD within 
complex STS, the descriptive constructs of interest can be distilled 
down to simply

• Why (the goals of the system, subsystem[s], and actor[s]).
• Who (the actors performing the activity are, including humans 

and technologies).
• When (activities take place and which actors are associated 

with them).
• Where (activities and actors are physically located).
• What (activities are undertaken, what knowledge/decisions/

processes/devices are used and what levels of workload are 
imposed).

• How (activities are performed and how actors communicate 
and collaborate to achieve goals).

To assist researchers and practitioners in exploring these constructs, 
two systems analysis methods will be detailed: CWA (Vicente, 1999) 
and EAST (Stanton et  al., 2013a). CWA offers a comprehensive 
framework for the design, evaluation, and analysis of complex STS. 
Rather than offering a description of the activity performed within a 
particular system, the CWA framework provides methods that can 
be used to develop an in-depth analysis of the constraints that shape 
agent activity within the system. STS scenarios are often so complex 
and multifaceted, and analysis requirements so diverse, that various 
methods need to be applied as one method in isolation cannot cater 
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for the scenario and analysis requirements. Building on a long history 
and tradition of methods integration in human factors research and 
practice (Kirwan, 1992; Stanton et al., 2005, 2013a), EAST (Stanton 
et al., 2008, 2013a) provides an integrated suite of methods for ana-
lyzing the performance of complex STS. The framework supports 
this by providing methods to describe, analyze, and integrate three 
 network-based representations of activity: task, social, and informa-
tion networks.

10.2 Cognitive Work Analysis

10.2.1 Background and Applications

CWA (Jenkins et al., 2009; Vicente, 1999) is a framework that was 
developed to support the analysis and design of complex sociotechni-
cal work systems. The framework provides a suite of methods that 
are used to model different types of constraints, building a model of 
how work could proceed within a given work system. The focus on 
constraints separates the technique from other approaches to analysis 
that aim to describe how work is actually conducted, or prescribe how 
it should be conducted.

CWA was originally developed at the Risø National Laboratory in 
Denmark (Rasmussen et al., 1994). In the years that have followed, 
attempts have been made to add additional detail and clarification to 
the framework proposed by Rasmussen et al.; however, the underlying 
framework remains largely unchanged.

The CWA approach can be used to describe the constraints imposed 
by purpose of a system, its functional properties, the nature of the 
activities that are conducted, the roles of the different actors, and 
their cognitive skills and strategies. Rather than offering a prescribed 
methodology, the CWA framework provides a set of tools that can be 
used either individually or in combination with one another, depend-
ing upon the analysis needs. These tools are divided between phases. 
The exact names and scopes of these phases differ slightly depend-
ing on the scope of the analysis; however, the overall scope remains 
largely the same. As defined by Vicente (1999), the CWA framework 
comprises five different phases: work domain analysis (WDA), con-
trol task (or activity) analysis, strategies analysis, social organization 
and cooperation analysis (SOCA), and worker competencies analysis.
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The different tools within the CWA framework have been used 
for various purposes, including system modeling (Chin et al., 1999; 
McLean et  al., 2017; Salmon et  al., 2016b; Stanton et  al., 2013a), 
system design (Bisantz et  al., 2003; Rasmussen et  al., 1994; Read 
et al., 2017), accident analysis (Stevens and Salmon, 2016), evaluation 
of design concepts (Cornelissen et al., 2015; Read et al., 2017), urban 
design and planning (Stevens and Salmon, 2014; Stevens et  al., 
2017), analyses of decision-making processes (Mulvihill et al., 2016), 
training needs analysis (Naikar and Sanderson, 1999), design and 
information requirements specification (Salmon et al., 2016b; Stoner 
et al., 2003), tender evaluation (Naikar and Sanderson, 2001), team 
design (Naikar et al., 2003), and error management training design 
(Naikar and Saunders, 2003). Despite the CWA’s origins within the 
nuclear power domain, the CWA applications referred to earlier have 
taken place in a wide range of different domains, including naval, 
military, aviation, road, rail, urban planning, health care, and sport.

10.2.2 Domain of Application

The CWA framework was originally developed for the nuclear power 
domain; however, the generic nature of the methods within the 
framework allows it to be applied in a wide range of domains. The 
framework is best suited to domains that can be described as com-
plex and sociotechnical in nature (i.e., comprising social and technical 
elements and exuding some or all of the following qualities: dynamic, 
uncertain, with interconnected parts).

10.2.3 Application in Land Use Planning and Urban Design

CWA is a useful approach to explore complex urban systems. It allows 
LUP & UD practitioners and researchers the means to better identify 
the array of interdependencies between the technical and subjective 
parameters of our cities. CWA provides a way for LUP & UD to reveal 
the complexity and therein optimize the design of urban environments 
as STS. To date, the framework has been used for a variety of urban 
applications including urban corridors (Stevens et al., 2017), pedestrian 
prioritization (Stevens and Salmon, 2014) and land use and transport 
integration (Stevens and Salmon, 2016).
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10.2.4 Procedure and Advice

It is especially difficult to prescribe a strict procedure for the CWA 
framework. In its true form, the framework is used to provide a 
description of different constraint sets within a particular system. 
This description can then be used to address specific research and 
design aims. For example, WDA is commonly used to support inter-
face design and evaluation purposes, but it can also be used to inform 
training design and evaluation. It would also be beyond the scope of 
this review to describe the procedure fully. The following procedure 
is intended to act as a broad set of guidelines for each of the phases 
defined by the CWA framework. A more complete description can be 
found in Jenkins et al. (2009a) and Stanton et al. (2017a).

Step 1: Determine the Aims and Objectives of the Analysis
 The first step in applying CWA involves clearly defining the 

tasks or system under analysis along with any analysis boundar-
ies. In addition, the aim of the analysis should be clearly defined.

Step 2: Select Appropriate CWA Phases and Methods
 Defining an appropriate boundary for the analysis is particu-

larly important as this prevents the analysis from becoming 
too large, complex, and unwieldy. Once the nature and desired 
outputs of the analysis are clearly defined, the analysis team 
carefully selects the most appropriate CWA phases and meth-
ods to be employed during the analysis. In general, it is recom-
mended that WDA be applied as a starting point as it provides 
a holistic view of the system. The remaining phases are nor-
mally undertaken on the basis of this description; however, it 
may be that a WDA will suffice. Recent applications of the 
method have included multiple phases (Salmon et al., 2016b) 
or WDA alone (Stevens and Salmon, 2016).

  Conduct Steps 3–8 as appropriate.
Step 3: Data Collection
 Once the aims of the analysis are clearly defined and the 

appropriate phases are chosen, the next step involves collecting 
targeted data about the system and its behavior. The specific 
data collected is dependent on the phases being applied; how-
ever, data collection for CWA typically involves observations, 
concurrent verbal protocols, structured or semistructured 
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interviews (e.g., the Critical Decision Method), questionnaires 
and surveys, walkthrough analysis and documentation review 
(e.g., incident reports, standard operating procedures). For 
studies of expertise that involve applying the work domain 
analysis, control task analysis, strategies analysis and worker 
competencies analysis phases it is recommended that the fol-
lowing data collection approaches are used:
• Documentation review and analysis (WDA, SOCA);
• Observations (WDA, Control task analysis, Strategies 

analysis, SOCA);
• Critical Decision Method interviews with SMEs (Control 

task analysis, Strategies analysis, SOCA);
• Task walkthroughs with SMEs providing concurrent ver-

bal protocols (Control task analysis, Strategies analysis, 
Worker competencies analysis);

• SME workshops (WDA, Control task analysis, Strategies 
analysis, SOCA, Worker competencies analysis).

Step 4: Work Domain Analysis
 The initial phase within the CWA framework, WDA, provides 

a description of the constraints that govern the purpose and the 
function of the systems under analysis. The abstraction hier-
archy (Rasmussen, 1985; Vicente, 1999; see also Figure 10.1) 
is used to provide a context-independent description of the 
domain. The abstraction hierarchy consists of five levels of 
abstraction, ranging from the most abstract level of purposes to 
the most concrete level of form (Vicente, 1999). The labels used 
for each of the levels of the hierarchy tend to differ, depending 
on the aims of the analysis. It is felt that the use of the word 
domain in the top three levels and the use of the word physical 
in the bottom two levels draw a fitting distinction:
• Domain purpose: The domain purpose, displayed at the 

very top of the diagram, represents the reason why the 
work system exists. This purpose is independent of any 
specific situation and is also independent of time—the 
system purpose exists as long as the system does.

• Domain values: The domain values level of the hierar-
chy is used to capture the key values that can be used to 
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assess how well the work system is performing its domain 
purpose(s). These values are likely to be conflicting.

• Domain functions: The middle layer of hierarchy lists the 
functions that can be performed by the combined work 
system. These functions are expressed in terms of the 
domain in question.

• Physical functions: The physical functions that the objects 
can perform are listed. These are listed generically and are 
independent of the domain purpose.

• Physical objects: The key physical objects within the work 
system are listed at the base of the hierarchy. These objects 
represent the sum of the relevant objects from all of the 
component technologies. This level of the diagram is inde-
pendent of purpose; however, analyst judgment is required 
to limit the object list to a manageable size.

 The structure of the abstraction hierarchy framework acts as 
a guide to acquiring the knowledge necessary to understand 
the domain. The framework helps to direct the search for 
deep knowledge about the work domain, providing struc-
ture to the document analysis process, particularly for the 
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Figure 10.1 The five levels of the abstraction hierarchy. (Adapted from Vicente, 1999, in Stevens, 
N. J. et al., Work domain analysis applications in urban planning: Active transport infrastructure and 
urban corridors, in Cognitive Work Analysis: Applications, Extensions and the Future, Taylor & Francis 
Group, Boca Raton, FL, 2017.)
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domain novice. Although the output may initially appear 
overbearing, its value to the analysis cannot be overstated. 
The abstraction hierarchy defines the systemic constraints at 
the highest level.

  The top three levels of the diagrams consider the overall objec-
tives of the domain, and what it can achieve, whereas the bot-
tom two levels concentrate on the physical components and their 
affordances. Through a series of means–ends links, Figure 10.2, it 
is possible to model the what, why, and how individual compo-
nents can have an impact on the overall domain purpose.

  The abstraction hierarchy is constructed by considering the 
work system’s objectives (top–down) and the work system’s 
capabilities (bottom–up). The diagram is constructed on the 
basis of a range of data collection opportunities. The exact 
data collection procedure is dependent on the domain in ques-
tion and the availability of data. In most cases, the procedure 
commences with some form of document analysis. Document 
analysis allows the analyst to gain a basic domain understand-
ing, forming the basis for semistructured interviews with 
domain experts. Wherever possible, observation of the urban 
context is highly recommended. Table 10.1  provides a series of 
prompts for inclusions at each of the WDA hierarchy levels.

Step 5: Control Task Analysis (Contextual Activity Template)
 Up until this point, the analysis has deliberately not consid-

ered the constraints that are imposed by specific situations. 
Control task analysis shifts the focus onto the constraints that 
are imposed by specific situations. One tool for considering 
such constraints is the contextual activity template (CAT; Naikar 
et  al., 2006). This tool plots the functions, affordances, and 
objects identified in the abstraction hierarchy against a number 
of specific situations. At this stage, the analysis remains inde-
pendent of the actor. The first stage of the process is to define 
the situations. Situations can be characterized by either time 
or location (or a combination of the two). In many cases, it is 
appropriate to explore more than one set of situations using 
multiple CAT representations to meet a range of analytic goals.

  Next, depending on the focus of the analysis, nodes from 
the relevant level of the WDA are added to the CAT. For 
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example, if the analysis is focused on object-related con-
straints, the physical objects level of the WDA should be 
added to the CAT. On the other hand, if the analysis is 
focused on functions, then the generalized processes level of 
the WDA should be added.

  Once the CAT matrix is developed, analysts should work 
through the matrix and specify, for each object/affordance/
function, where they currently reside or are undertaken, and 
where they could reside or be undertaken given modifications 
of constraints (i.e., through system redesign).

  Thus, the products provide a more context-specific 
description of the domain. The CATs can be used to inform 
 information-exchange requirements by indicating situations 
in which information may be required. Likewise, by add-
ing in  additional constraints, the list of possible information 
requirements is reduced in certain situations.

Step 6: Control Task Analysis (Decision Ladders)
 Continuing with the theme of describing additional con-

straint, key function-situation cells within the CAT can be 
explored in terms of decision-making. The decision ladder 
(Rasmussen, 1974; Figure 10.2) is the tool most commonly 
used within CWA to describe decision-making activity. Its 
focus is on the entire decision-making activity rather than the 
moment of selection between options. It is not specific to any 
single actor; instead, it represents the decision-making process 
of the combined urban system. In many cases, the decision-
making process may be collaborative, distributed between a 
range of human and technical decision-makers.

  The ladder contains two different types of node: the rect-
angular boxes represent data processing activities and the 
circles represent resultant states of knowledge. Novice users 
(to the situation) are expected to follow the decision ladder 
in a linear fashion, whereas expert users are expected to link 
the two halves by shortcuts known as leaps and shunts. Leaps 
connect two states of knowledge (circle to circle on the deci-
sion ladder) and shunts connect an information processing 
activity to a state of knowledge (box to circle on the deci-
sion ladder). The left side of the decision ladder represents 
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the observation of the current system state, whereas the right 
side represents the planning and execution of tasks and pro-
cedures to achieve a target system state. Decision ladders 
can be populated on the basis of semistructured interviews 
with subject matter experts (SMEs) (Jenkins et  al., 2008). 
This involves coding the interview data to each part of the 
decision ladder (e.g., alert, information, system state, goals, 
and options) and also using the interview data to identify 
instances of leaps and shunts. Ostensibly, in its raw form, the 
decision-ladder models provide an overview of the decision-
making process under analysis along with a list of the infor-
mation requirements for making a decision triggered by a 
number of presupposed events. At this stage of the analysis, 
the relative importance of these information elements is not 
considered (Figure 10.3).

Step 7: Conduct Strategies Analysis
 The aim of strategies analysis phase is to describe the con-

straints that dictate how a system can be moved from one 
state to another. The strategies analysis phase therefore 
involves identifying the different strategies that can poten-
tially be employed to achieve control tasks; as Jenkins (2009) 
pointed out, the strategy adopted in a given situation may 
vary significantly depending upon the constraints imposed. 
Naikar et  al. (2006) suggested that strategies analysis is 
concerned with identifying general categories of cognitive 
procedures. The strategy adopted is dependent upon vari-
ous factors, including workload and task demands, training, 
time pressure, experience, and familiarity with the current 
situation. Ahlstrom (2005) proposed a modified form of 
Vicente’s (1999) information flow map for the strategies anal-
ysis phase; here the situation is broken down into a start state 
and a desired end state. The strategies available for achieving 
the end state connect the two states. An example of a sim-
plified flow map is presented in Figure 10.4. The strategies 
available are typically identified via interviews with appro-
priate SMEs.

  Although information flow maps are typically used for 
the strategies analysis component of CWA, other tools, 



304 HUMAN FACTORS IN LUP AND UD

such as the strategies analysis diagram (Cornelissen et al., 
2013), can also be applied. The strategies analysis diagram 
builds on the abstraction hierarchy developed in the WDA 
phase and involves the addition of two levels to the dia-
gram: verbs and criteria. The verbs are used to specify how 
the physical objects can be used. The criteria are then used 
to specify the circumstances under which different strate-
gies might be chosen.

Goals

Data processing
activities

States of knowledge
resulting from data
processing

Chosen
goal

Target
state

System
state

Diagnose state De�nition of task

TaskInfor-
mation

Alert

Activation Execute

Proce-
dure

Observe information
and data, scanning

for cues
Planning of
procedure

Options

Predict
consequences

Evaluate
performance

Figure 10.3 Decision ladder (showing leaps and shunts).
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Step 8: Conduct Social Organization and Cooperation Analysis
 The SOCA phase involves identifying how activities and strat-

egies are and can be distributed between agents (human and 
nonhuman) within the system. The objective is to determine 
how social and technical factors can work together in a way 
that maximizes system performance. SOCA is undertaken 
on outputs from the other CWA phases, such as the abstrac-
tion hierarchy, CAT, decision ladders, and information flow 
maps. This involves shading nodes to show who or what can 
undertake functions, provide affordances, engage in parts of 
the decision-making process, and complete different compo-
nents of strategies. This provides a systemic description that 
can be used to explore optimal allocation of functions across 
the system.

  As an example, when applying SOCA to the abstraction 
hierarchy, the first step involves identifying all the relevant 
actors within the system and allocating a color to each. This 
includes human (e.g., driver, pedestrian, and cyclist) and 
nonhuman actors (e.g., legislation, plans, and policy). Next 
the analyst works through each of the nodes in the abstrac-
tion hierarchy and determines which actors currently perform 

End state

Do 1

Do 2a Do 2b

Do 3a Do 3b

Do 4a

Do 5a

Do 6a Do 6b Do 6c Do 6d

Do 5b Do 5c

Do 4b

Start state

Figure 10.4 Strategies analysis simplified flow map.
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or provide each node, followed by identifying which actors 
could perform or provide each given design modifications.

  An example of SOCA, based on the strategies analysis 
flow map presented earlier, is depicted in Figure 10.5. SOCA 
is best informed through SME interviews, observation, and 
review of relevant documentation such as training manuals 
and standard operating procedures.

Step 9: Conduct Worker Competencies Analysis
 The final phase, WCA, involves identifying the competen-

cies required for undertaking activity within the system in 
question. This phase is concerned with identifying the psy-
chological constraints that are applicable to system design 
(Kilgore and St-Cyr, 2006). Vicente (1999) recommends that 
the skill, rule, and knowledge (SRK) framework (Rasmussen, 
1983; cited in Vicente, 1999) be used for this phase. The 
SRK framework describes three hierarchical levels of human 
behavior: skill, rule, and knowledge-based behavior. Each 
of the levels within the SRK framework defines a different 
level of cognitive control or human action (Vicente, 1999). 

End state

Do 1

Do 2a Do 2b

Do 3a Do 3b

Do 4a

Do 5a

Do 6a Do 6b Do 6c Do 6d

Do 5b Do 5c

Do 4b

Start state

= Actor 1

= Actor 2

= Actor 3

Figure 10.5 Mapping actors onto strategies analysis output for SOCA.
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Skill-based behavior occurs in routine situations that require 
highly practiced and automatic behavior and in which there 
is only small conscious control on behalf of the operator. 
According to Vicente (1999), skill-based behavior consists of 
smooth, automated, and highly integrated patterns of action 
that are performed without conscious attention. The second 
level of behavior, the rule-based level, occurs when the situ-
ation deviates from the normal but can be dealt with by the 
operator applying rules that are either stored in memory or 
are readily available; for example, emergency procedures. 
According to Vicente (1999), rule-based behavior consists 
of stored rules derived from procedures, experience, instruc-
tion, or previous problem-solving activities. The third and 
highest level of behavior is knowledge-based behavior, 
which typically occurs in nonroutine situations (i.e., emer-
gency scenarios) in which the operator has no known rules 
to apply and has to use  problem solving skills and knowl-
edge of the system characteristics and mechanics to achieve 
task performance. According to Vicente (1999), knowledge-
based behavior consists of deliberate, serial, search based on 
an explicit representation of the goal and a mental model 
of the functional properties of the environment.  Further, 
 knowledge-based behavior is slow, serial, and effortful, as 
it requires conscious, focused attention (Vicente, 1999). The 
SRK framework is presented in Figure 10.6.

Step 10: SME Review
 Once the initial draft analyses for each phase are complete it 

is useful to have various SMEs review it. The analyses should 
then be refined based on SME feedback. be It is normal prac-
tice for the CWA outputs to go through many iterations before 
they are finalized.

10.2.5 Example

Stevens and Salmon (2014) used CWA to describe the engineering 
and urban design relationships of footpaths. The aim of this study was 
to use a systems analysis and design framework to develop a design 
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template for an ideal footpath system that embodies both safety and 
sense of place. This was achieved through using the first phase of 
the CWA framework, WDA shown in full in Figure 10.7 (summa-
rized in Figure 10.8), to specify a model of footpaths as safe places for 
pedestrians.

10.2.6 Advantages

• CWA offers a comprehensive framework for the design and 
analysis of complex systems.

• The CWA framework is based on sound underpinning 
 theory, is extremely flexible, and can be applied for a number 
of  different purposes.
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Figure 10.6 SRK behavioral classification scheme.



309SYSTEMS ANALYSIS AND DESIGN METHODS

Fi
gu

re
 1

0.
7 

W
DA

 o
f f

oo
tp

at
h 

sy
st

em
. (

Fr
om

 S
te

ve
ns

, N
. a

nd
 S

al
m

on
, P

., 
Ac

cid
. A

na
l. 

Pr
ev

., 
72

, 2
57

–2
66

, 2
01

4.
)



310 HUMAN FACTORS IN LUP AND UD

Pr
ov

id
e a

 sa
fe

 p
ub

lic
pe

de
st

ria
n 

rig
ht

 o
f

w
ay

Fu
nc

tio
na

l
pu

rp
os

e

Va
lu

es
 an

d
pr

io
rit

y
m

ea
su

re
s

Pu
rp

os
e-

re
la

te
d

fu
nc

tio
ns

O
bj

ec
t-

re
la

te
d

pr
oc

es
se

s

Ph
ys

ic
al

ob
je

ct
s

A
�o

rd
an

ce
s r

el
at

ed
 to

 e
dg

ez
on

e
ob

je
ct

s (
e.g

., p
ar

ki
ng

 m
et

er
 p

er
m

its
pa

ym
en

t f
or

 p
ar

ki
ng

)

Ed
ge

zo
ne

 o
bj

ec
ts

 (e
.g

., p
ar

ki
ng

m
et

er
s, 

te
le

gr
ap

h 
po

le
s)

Fu
rn

ish
in

g 
zo

ne
 o

bj
ec

ts
 (e

.g
.,

ve
ge

ta
tio

n,
 p

ub
lic

 ar
t, 

bi
ke

 ra
ck

s)

�
ro

ug
hz

on
e o

bj
ec

ts
 (e

.g
.,

pa
ve

m
en

t t
ac

til
e

su
rfa

ce
 in

di
ca

to
rs

)

Fr
on

ta
ge

 zo
ne

 o
bj

ec
ts

 (e
.g

.,
aw

ni
ng

s, 
bu

ild
in

g
se

tb
ac

ks
, l

an
ew

ay
s)

Pl
an

ni
ng

, s
ta

nd
ar

ds
, d

es
ig

n
gu

id
el

in
es

, e
tc

.

A
�o

rd
an

ce
s r

el
at

ed
 to

 fu
rn

ish
in

g
zo

ne
 o

bj
ec

ts
 (e

.g
., v

eg
et

at
io

n
pr

ov
id

es
 p

hy
sic

al
 b

ar
rie

r)

A
�o

rd
an

ce
s r

el
at

ed
 to

 th
ro

ug
hz

on
e

 o
bj

ec
ts

 (e
.g

., p
ed

es
tr

ia
n 

lig
ht

in
g

pr
ov

id
es

 il
lu

m
in

at
io

n)

A
�o

rd
an

ce
s r

el
at

ed
 to

 fr
on

ta
ge

ob
je

ct
s (

e.g
., a

w
ni

ng
s p

ro
vi

de
sh

el
te

r)

A
�o

rd
an

ce
s r

el
at

ed
 to

 p
la

nn
in

g,
st

an
da

rd
s a

nd
 d

es
ig

n 
gu

id
el

in
es

(e
.g

., e
ng

in
ee

rin
g 

st
an

da
rd

s s
to

re
 

in
fo

rm
at

io
n 

on
 en

gin
ee

rin
g s

ta
nd

ar
ds

)

Co
nf

or
m

 w
ith

en
gi

ne
er

in
g

st
an

da
rd

s

M
ax

im
iz

e
ad

he
re

nc
e t

o
ro

ad
 ru

le
s

Sa
fe

ty
-r

el
at

ed
 fu

nc
tio

ns
(e

.g
., M

ax
im

iz
e l

ig
ht

in
g,

 m
in

im
iz

e o
bs

ta
cl

es
,

w
ar

n 
pe

de
st

ria
ns

)

M
in

im
ize

 ri
sk

fro
m

 ve
hi

cle
s-

co
lli

sio
n,

em
iss

io
ns

, n
oi

se

M
ax

im
iz

e
ac

tu
al

sa
fe

ty
M

in
im

iz
e c

rim
e

Ph
ys

ic
al

 d
es

ig
n 

fu
nc

tio
ns

(e
.g

., M
in

im
iz

e c
ha

ng
es

 in
 g

ra
de

, p
ro

vi
de

ac
ce

ss
, m

ax
im

iz
e t

hr
ou

gh
 zo

ne
 se

tb
ac

ks
,

pr
ov

id
e o

pe
n 

sp
ac

e)

U
se

r b
eh

av
io

r-
re

la
te

d 
fu

nc
tio

ns
(e

.g
., M

ax
im

iz
e p

ed
es

tr
ia

n 
co

nv
en

ie
nc

e,
m

ax
im

iz
e w

ay
-�

nd
in

g,
 m

ax
im

iz
e i

nt
er

ac
tio

n)

M
ax

im
iz

e
co

m
fo

rt
M

ax
im

iz
e

pe
rc

ei
ve

d 
sa

fe
ty

M
ax

im
iz

e
nu

m
be

r o
f

pe
de

st
ria

ns

M
ax

im
iz

e
su

bj
ec

tiv
e

ex
pe

rie
nc

e

M
ax

im
iz

e s
en

se
of

 co
m

m
un

ity

Su
bj

ec
tiv

e u
rb

an
 d

es
ig

n 
fu

nc
tio

ns
(e

.g
., M

ax
im

iz
e v

ib
ra

nc
y, 

m
ax

im
iz

e
di

ve
rs

ity
, m

ax
im

iz
e l

oc
al

 ch
ar

ac
te

r)

Pr
ov

id
e s

af
e s

pa
ce

 fo
r

ut
ili

tie
s

Pr
ov

id
e s

af
e

pe
de

st
ria

n 
so

ci
al

sp
ac

e (
se

ns
e o

f p
la

ce
)

Fi
gu

re
 1

0.
8 

Su
m

m
ar

ize
d 

W
DA

 o
f f

oo
tp

at
h 

sy
st

em
. (

Fr
om

 S
te

ve
ns

, N
. a

nd
 S

al
m

on
, P

., 
Ac

cid
. A

na
l. 

Pr
ev

., 
72

, 2
57

–2
66

, 2
01

4.
)



311SYSTEMS ANALYSIS AND DESIGN METHODS

• The diversity of the different methods within the framework 
enables a comprehensive analysis.

• The methods within the framework are extremely useful. The 
abstraction–decomposition space in particular can be used for 
a wide range of purposes.

• It can be applied in a number of different domains.
• CWA supports both analysis and design. Indeed its formative 

nature has seen it employed for system design purposes across 
many domains (Read et al., 2017).

• CWA now has an associated system design tool, the CWA-
Design Toolkit (Read et al., 2016, 2017).

10.2.7 Disadvantages

• The methods within the framework are complex and 
practitioners may require considerable training in their 
application.

• A full five phase CWA analysis requires significant data 
 collection activities which can be time-consuming, costly, 
and difficult to arrange.

• The CWA methods are initially time-consuming to apply 
(although the products can be reused).

• Some of the methods within the framework are still in their 
infancy and there is limited prescriptive guidance available on 
their usage.

• The reliability of the methods may be questionable.
• CWA outputs can be large, unwieldy, and difficult to com-

municate to practitioners.

10.2.8 Related Methods

The CWA approach does not explicitly define the methods for each 
of the different CWA phases. Vicente (1999) described the following 
approaches for the CWA framework: the abstraction– decomposition 
space (WDA), decision ladders (control task analysis), information 
flow maps (strategies analysis), and the SRK framework (worker 
competencies analysis). More recently, Cornelissen et  al. (2013) 
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developed the strategies analysis diagram. For system design pur-
poses, Read et  al. (2016) recently developed the CWA-Design 
Toolkit.

Various data collection methods have also been used to support 
CWAs. These include semistructured interviews, concurrent verbal 
protocols, observation, surveys and questionnaires, and documenta-
tion review.

10.2.9 Approximate Training and Application Times

The methods used within the CWA framework are complex and 
there is also limited practical guidance available on their application. 
The training time associated with the CWA framework is therefore 
high, particularly if all phases of the framework are to be undertaken. 
Due to the exhaustive nature of the CWA framework and the meth-
ods used, the application time is also considerable. The time taken 
to complete an analysis will be dependent on the size of the system 
and the analysis objectives. Naikar and Sanderson (2001) reported 
that a WDA of the airborne early warning and control system took 
six months to complete. Conversely, smaller-scale studies can be con-
ducted in a few weeks (Stevens and Salmon, 2014).

10.2.10 Reliability and Validity

The reliability and validity of the CWA framework are difficult to 
assess. The flexibility and diversity of the methods used ensure that 
reliability is impossible to address, although it is apparent that the 
reliability of the approaches used may be questionable.

10.2.11 Tools Needed

Most methods within the CWA framework can be applied using 
pen and paper only. However, typically interviews and observations 
are required, and so audio- and video-recording equipment may be 
required. CWA outputs are also typically large and require software 
support in their construction. For example, Microsoft Visio is par-
ticularly useful in the construction of abstraction hierarchies, decision 
ladders, strategies analysis diagrams, and so on.
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10.2.12 Flowchart
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Work domain analysis
• Determine system purpose
• Define domain values
• List key physical objects
• Describe object functionality
• Define how object functionality impacts domain values
• Complete abstraction decomposition space

Activity analysis in work domain terms
• List relevant functions from WDA
• Define range of situations in which functions could occur
• Plot which function could occur in which situations
• Plot where functions “typically” occur

Activity analysis in decision-making terms
• Define a decision-making function
• Determine the goal of the decision-maker
• Determine the values they must consider
• Create decision ladder
• Describe a typical path through the decision ladder
• Add all additional elements to make the model prototypical

Social organization and cooperation analysis (SOCA)
• Define/describe key actors
• Assign color to each
• Code the WDA output to indicate which actors could influence
• Code the contextual action template
• Code the decision ladder
• Code the strategies flow diagram

Competencies analysis
• For each document in the SOCA analysis consider the required
   behavior in terms of skill, rules, and knowledge

Activity analysis of strategies
• Define activity start point
• Define activity end point
• Link the two using shortest-known route
• Link the two using the most convoluted route
• Add in additional routes
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interest and allocate
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Define the purpose
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Define boundaries
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10.3 Event Analysis of the Systemic Teamwork

10.3.1 Background and Applications

The EAST (Stanton et al., 2008) provides a framework of methods 
that allows system performance to be comprehensively described 
and evaluated. Since its conception, the framework has been applied 
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in many domains, including land and naval warfare (Stanton et al., 
2006a; Stanton et al., 2014a), aviation (Stewart et al., 2008), air traffic 
control (Walker et al., 2010), road transport (Salmon et al., 2014a) the 
emergency services (Houghton et al., 2008), and elite cycling (Salmon 
et al., 2017a).

Underpinning the approach is the notions that distributed team-
work can be meaningfully described via a network of networks 
approach in Figure 10.9. Specifically, three networks are considered: 
task, social, and information networks. Task networks describe the 
goals and subsequent tasks being performed within the system. Social 
networks analyze the organization of the system (i.e., communica-
tions structure) and the communications taking place between the 
actors working in the team. Finally, information networks describe 
the information and knowledge (situation awareness) that the differ-
ent actors use and share during task performance.

10.3.2 Domain of Application

EAST is a generic approach that was developed specifically for the 
analysis of teamwork in STS. As such it can be used in any domain in 
which social and technical elements are working together in pursuit 
of a common goal.

Task
network

Social
network

Information
network

Information required
during task

performance

Operational and
structure
required

Distribution and
communication of

information underpinning
knowledge

Figure 10.9 Network of networks approach.
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10.3.3 Application in Land Use Planning and Urban Design

LUP & UD is most often a product of multidisciplinary approaches 
to complex environments and STS. Our projects and processes 
require different resources from a variety of participants over a range 
of time frames. Although we may not always define these approaches 
as teamwork, the EAST approach has the potential to offer critical 
insights into more effective and efficient cooperative processes and 
project performance.

10.3.4 Procedure and Advice

Step 1: Define Analysis Aims
 First, the aims of the analysis should be clearly defined so that 

appropriate scenarios are used and relevant data are collected. 
In addition, not all components of the EAST framework may 
be required, so it is important to clearly define the aims at this 
point to ensure that the appropriate EAST methods are applied.

Step 2: Define the Task/System Under Analysis
 Next, the task (or tasks) or scenario (or scenarios) under analysis 

should be clearly defined. This is dependent upon the aims of the 
analysis and may include a range of tasks or one task in particu-
lar. It is normally standard practice to develop a hierarchical task 
analysis (HTA) for the task under analysis if sufficient data and 
SME access are available. This is useful later on in the analysis 
and is also enlightening, allowing the analyst to gain an under-
standing of the task before the observation and analysis begins.

Step 3: Data Collection
 Once the aims of the analysis are clearly defined, the next 

step involves collecting targeted data about the system and 
its behavior. The specific data collected are dependent on 
the analysis aims and the resources available; however, data 
 collection for EAST typically involves observations, concur-
rent verbal protocols, structured or semistructured interviews 
(e.g., the critical decision method [CDM]), walkthrough 
analysis, and documentation review (e.g., incident reports, 
standard operating procedures).

  The observation step is often the most important part of 
the EAST procedure. Typically, a number of analysts are 
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used to observe the system or scenario under analysis. All 
 activities involved in the scenario under analysis should be 
recorded along an incident timeline, including a description 
of the activity undertaken, the agents involved, any commu-
nications made between agents, and the technology involved. 
Additional notes should be made where required, including 
the purpose of the activity observed, any tools, documents, or 
instructions used to support activity, the outcomes of activi-
ties, any errors made, and also any information that the agent 
involved feels is relevant. In addition, it is useful to video 
record the task and record verbal transcripts of all communi-
cations if possible.

  Once the task under analysis is complete, each key agent 
(e.g.,  scenario commander, agents performing critical tasks) 
involved should be subjected to a CDM interview. This 
involves dividing the scenario into key incident phases and 
then interviewing the actor involved in each phase using a 
set of predefined CDM probes (O’Hare et al., 2000; see also 
Chapter 4 for more information on the CDM).

Step 4: Transcribe Data
 Once all of the data are collected, it should be transcribed to 

make it compatible with the EAST analysis phase. An event 
transcript should then be constructed. This should describe 
the scenario over a timeline, including descriptions of activity, 
the actors involved, any communications made, and the tech-
nology used. To ensure the validity of the data, the scenario 
transcript should be reviewed by one of the SMEs involved.

Step 5: Construct Task Network
 The first analysis step involves constructing a task network. 

Prior to this, the initial HTA should be reviewed and refined 
on the basis of the data collected during Step 3. The data-
transcription process allows the analyst to gain a deeper and 
more accurate understanding of the scenario under investi-
gation. It also allows any discrepancies between the initial 
HTA scenario description and the actual activity observed 
to be resolved. Typically, activities in complex sociotechnical 
systems do not run entirely according to protocol, and certain 
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tasks may have been performed during the scenario that were 
not described in the initial HTA description. The analyst 
should compare the scenario transcript with the initial HTA 
and add any changes as required.

  Constructing the task network involves identifying high-
level tasks and the relationships between them and creating 
a network to represent this. Some general rules around the 
construction of EAST networks are presented in Table 10.2.

Step 6: Conduct Social Network Analysis
 A social network analysis (SNA; Driskell and Mullen, 2004) 

is used to analyze the relationships (e.g., communications, 
transactions) between the agents involved in the scenario 
under analysis. This involves first creating a social network 
matrix should the relationships between agents following by 
a social network diagram that provides a visual representa-
tion of the social network. Typically, the direction (i.e., from 
actor A to actor B) frequency, type, and content of associa-
tions are recorded. It is normally useful to conduct a series of 
SNAs representing different phases of the task under analysis 
(using the task phases defined during the CDM part of the 
analysis).

Step 7: Construct Information Networks
 The final step of the EAST analysis involves constructing 

information networks (see Chapter 7 for a full description) 
for each scenario phase identified during the CDM inter-
views. Following construction, information usage should be 
defined for each actor involved via shading of the information 
 elements within the propositional networks.

Step 8: Construct Composite Networks
 Composite networks are used to explore the relationships 

between tasks, agents, and information (Stanton, 2014). As 
such, composite networks are constructed by combining the 
different networks. For example, a task by agents network 
can be constructed by combining the task and social net-
work to show which tasks are undertaken by which agents. 
This involves assigning a color to the different agents within 
the social network and shading each node within the task 
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network to show which agent performs that particular task. 
Useful composite networks to construct include
• Task by agents network (combined task and social network)
• Information by agents network (combined information 

and social network)
• Task and associated information network (combined task 

and information network)
• Information by agents and tasks network (combined task, 

social, and information network)
 Once the EAST networks are complete, it is pertinent to val-

idate the outputs using appropriate SMEs and recordings of 
the scenario under analysis. Any problems identified should 
be corrected at this point.

Step 9: Analyze Networks
 An important component of EAST analyses involved using 

network metrics to analyze the task, social, and informa-
tion networks. This enables analysis of the structure of the 
networks and identification of key nodes (e.g., tasks, agents, 
information) within the networks. Three popular network 
analysis metrics that have previously been used to interrogate 
EAST networks include

 1. Network density (overall network): Network density repre-
sents the level of interconnectivity of the network in terms 
of relations between nodes. Density is expressed as a value 
between 0 and 1, with 0 representing a  network with no 
connections between nodes, and 1 representing a network 
in which every node is connected to every other node. 
Higher density values are indicative of a well- connected 
network in which tasks, agents, information, and controls 
are tightly coupled.

 2. Sociometric status (individual nodes): Sociometric status 
provides a measure of how busy a node is relative to the 
total number of nodes within the network under analy-
sis (Houghton et al., 2006). In the present analysis, nodes 
with sociometric status values greater than the mean socio-
metric status value plus one standard deviation are taken to 
be key (i.e., most connected) nodes within each network. 
These nodes represent either key tasks, agents, pieces of 
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information, or controls. For example, in the case of the 
social network, the node with the highest sociometric sta-
tus is the agent that is the most interrelated with other 
agents based on communication.

 3. Centrality (individual nodes): Centrality is used to exam-
ine the standing of a node within a network based on 
its geodesic distance from all other nodes in the network 
(Houghton et  al., 2006). Central nodes represent those 
that are closer to the other nodes in the network as, for 
example, information passed from one to another node in 
the network would travel through less nodes. Houghton 
et  al. (2006) point out that well-connected nodes can 
still achieve low centrality values as they may be on the 
periphery of the network. For example, in the case of the 
social network, nodes with higher centrality status values 
are those that are closest to all other agents in the net-
work as they have direct rather than indirect links with 
them.

10.3.5 Advantages

• The analysis produced is extremely comprehensive, and activi-
ties are analyzed from various perspectives.

• The analysis is both qualitative (networks) and quantitative in 
nature (network analysis metrics).

• Composite networks enable analysts to explore the relation-
ships between tasks, agents, and information.

• The use of network analysis metrics enables analysts to iden-
tify key tasks, agents, and information.

• The framework can be used both retrospectively and predic-
tively to forecast system behavior (Stanton and Harvey, 2017).

• The framework approach allows methods to be chosen on the 
basis of analysis requirements.

• EAST has been applied in a wide range of different domains 
for various purposes.

• The approach is generic and can be used to evaluate activities 
in any domain.
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• A number of HF concepts are evaluated, including distrib-
uted situation awareness, cognition, decision-making, team-
work, and communications.

• It uses structured and valid HF methods and has a sound 
theoretical underpinning.

• It has great potential to be applied in LUP & UD context to 
explore multidisciplinary performance.

10.3.6 Disadvantages

• When undertaken in full, the EAST framework is a very 
time-consuming approach.

• The use of various methods ensures that the framework incurs 
a high training time.

• To conduct an EAST analysis properly, a high level of access 
to the domain, task, and SMEs is required.

• Some parts of the analysis can become overly time-consuming 
and laborious to complete.

• Some of the outputs can be large, unwieldy, and difficult to 
present in reports, papers, and presentations.

• Reliability and validity have not yet been formally tested.

10.3.7 Related Methods

EAST uses HTA, SNA, and information networks.

10.3.8 Approximate Training and Application Times

Due to the number of different methods involved, the training time 
associated with the EAST framework is high. Similarly, application 
time is typically high, although this is dependent upon the task under 
analysis and the scope of the analysis.

10.3.9 Reliability and Validity

Due the number of different methods involved, the reliability and 
validity of the EAST methods is difficulty to assess. Indeed, it has not 
yet been formally tested.
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10.3.10 Flowchart
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10.3.11 Tools Needed

Normally, video- and audio-recording devices are used to record 
the activities under analysis. A drawing software package such as 
Microsoft Visio is also typically used to reproduce the networks. The 
Agna SNA software tool is typically used to quantitatively analyze 
the networks.

10.3.12 Example

In the following example, EAST was used to examine a generic 
site-analysis process. Task, social, and information networks were 
constructed to describe the key tasks, agents, and information used 
during site analysis.

Initially, a task network was constructed on the basis of an HTA of 
a generic site-analysis process (Figure 10.10).

As shown in Figure 10.10, 11 key interrelated tasks were identi-
fied. The task network is a dense one with many interdependencies 
between tasks, suggesting that the tasks required are tightly coupled. 
In particular, the tasks of analyzing the neighborhood and determining 
circulation patterns are the most connected within the task network, 
suggesting that they are central to the overall site-analysis process.
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A social network diagram was constructed on the basis of identifying 
which agents are required to communicate with each other during the 
site-analysis process (Figure 10.11). The social network demonstrates 
that there are 19 distinct agents involved in the site-analysis process. 
This reliance on multiple actors to assemble the required information for 
the site analyses is central to the work within LUP & UD disciplines. 
In contrast to the well-connected task network, however, there are few 
connections between the agents within the social network, suggesting 
that the network of agents involved in site analysis is loosely coupled.

The social network suggests that, although many actors are nec-
essary for the assembly of the required information, they are most 
often working independently, whereas a central organizational agent 
coordinates their responses. This central agent is the urban planner 
and designer, with the social network diagram revealing that most 
connected agents within the site-analysis process are urban planners 
and designers, with connections to all other agents involved in the 
process. Indeed, urban planners and designers are the only agent in 
the social network to have connections with more than four other 
agents. This indicates that urban planners and designers are the key 

2. Identify
legal

constraints

1. Analyze
location

10. Identify
human and

cultural
elements

9. Identify
sensory

elements
8. Identify

utilities

7. Determine
circulation

patterns

4. Analyze
neighborhood

3. Identify
site and
zoning

6. Identify
human-made

features

5. Identify
natural
physical
features

11. Assemble
climatic data

Figure 10.10 Task network of the generic site analysis.
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agents within the site-analysis process, with the local council being 
the next most connected. The structure of the social network diagram 
suggests that there may be some simplistic interventions that could 
improve the site-analysis process. Logical interventions would be to 
attempt to increase the connectivity of the network through incorpo-
rating a requirement for further communication between agents and 
to reduce the load placed on urban planners and designers.

An information network showing the information required during 
the site-analysis process was constructed on the basis of the HTA 
(Figure 10.12). According to the information network, multiple 
sources of information are required to complete the site-analysis pro-
cess ranging from information on locations, topography, views, drain-
age, climate and utilities to traffic, urban form, sensory elements and 
commercial, retail, residential, and community functions.

Local
council Lawyers/

legal
experts

Community

Business
associa-

tions

Business
owners

Botanist

Transport
planners

Geologist

Ecologist

HydrologistUrban
planners/
designers

Engineers

Architects

Meteorolo-
gist

Utility
provides

Transport
engineers

Police
and

emergency
services

Surveyors

Developers

Figure 10.11 Social network of the agents in the site-analysis process.
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Examining the connectedness of different nodes within the net-
work suggests that there are various critical pieces of information 
required including locations, commercial functions, neighborhood 
context, road hierarchy, residential functions, retail functions, path-
ways, and travel times.

To demonstrate the composite network function of EAST, the 
information and social networks of three tasks were combined. These 
tasks are ‘identify human and cultural elements’, ‘identify sensory ele-
ments’, and ‘identify natural physical elements’. Figure 10.13 pres-
ents this composite network—these representations are most often 
presented in color, however in this image the actors are numerically 
identified.

For each task the required information is presented, including the 
actors responsible for that information and the links between different 
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Dimen-
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Figure 10.12 The information network for the site-analysis task.
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information components.  When multiple tasks are considered it is then 
possible to identify information that is shared between them. Such 
insights make the interdependencies of the actors, tasks and informa-
tion required LUP & UD explicit, providing powerful interpretations 
of urban complexity. This example reveals that all information nodes are 
‘shared’ —there is not one piece of information that only one actor either 
uses or provides. This composite network also identifies that ‘urban 
form’ is the key information node with the most connections. While 
the importance of elucidating urban form in site analyses is intuitively 
understood in LUP & UD, EAST permits the empirical identification 
of the crucial role it plays in a range of tasks undertaken by a variety of 
actors. The critical role of the urban planner and designer is also appar-
ent with their identification in the majority of information nodes. This 
highlights a key responsibility in perhaps organizing or facilitating a 
broader site analysis process for an urban development project.

10.3.13 Recommended Text(s)

Baber, C., Harris, D., & Stanton, N. A. (2012). Modelling command and con-
trol: Event analysis of systemic teamwork. Farnham: Ashgate Publishing.

Salmon, P. M., Lenne, M. G., Walker, G. H., Stanton, N. A., & Filtness, A. 
(2014). Using the event analysis of systemic teamwork (EAST) to 
explore conflicts between different road user groups when making right 
hand turns at urban intersections. Ergonomics, 57(11), 1628–1642.

10.4 ActorMap Analysis

The Accimap technique has been detailed in Chapter 6 (Rasmussen, 
1997; Svedung and Rasmussen, 2002) as an approach used to identify 
and represent the causal flow of events upstream from an accident. 
It also explores the planning, management, and regulatory bodies 
that may have contributed to the accident (Svedung and Rasmussen, 
2002). As such, a key component of developing the Accimap frame-
work is the ActorMap (Step 2), and in this chapter, we are exploring 
ActorMaps as a standalone approach for better understanding com-
plex urban systems. ActorMaps also utilize the six levels of (1) gov-
ernment policy and budgeting, (2) regulatory bodies and associations, 
(3) local area government planning and budgeting, (4) technical and 
operational management, (5) physical processes and actor activities, 
and (6) equipment and surroundings.



328 HUMAN FACTORS IN LUP AND UD

When considering complex multistakeholder systems, such as 
those found in the LUP & UD disciplines, this approach allows for 
clearer interpretations of the following: (1) which actors are part of, 
or have a stake in, the system (whether they recognize it or not); and 
(2) the level of interaction between these actors, either by way of for-
mal avenues such as legislative responsibility, or indeed informal con-
nections, perhaps by way of spatial or geographical proximity. Actors 
are identified at each of the levels and linked between and across the 
levels based on their relations.

10.4.1 Domain of Application

ActorMap analysis is a generic approach, which has been utilized 
largely as a component of the Accimap process. However, ActorMaps 
rely less on retrospective data than Accimaps and can be used to 
explore current systems of actors.

10.4.2 Application in Land Use Planning and Urban Design

For LUP & UD, it may be used as a valuable means to establish a 
clear understanding of the range and interactions of all actors within a 
particular setting or development scenario. Further, it may be used to 
undertake stakeholder and policy analysis of urban development and 
planning stakeholders and identify strategic relations.

10.4.3 Procedure and Advice

Step 1: Data Collection
 The first step involves clearly identifying the system you are 

exploring; it therefore involves collecting data regarding the 
region, policy, or urban-development scenario in question. 
Data collection for Accimaps can involve a range of activi-
ties, including interviews with those involved in the system 
of interest or SMEs for the domain in question, analyzing 
reports, legislation, and strategic documents, and observing 
the scenario or system.

Step 2: Identify Actors across the Levels
 Utilizing the six levels as a guide, the analyst should begin to 

explore and identify a draft list of key actors at those levels 
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involved in the scenario in question. They should also make 
notes regarding any strategic documents or policies associated 
with that actor, including links to additional actors.

Step 3: Establish Links between Actors
 After the initial key actors have been identified, the analyst 

can begin to establish the links to other actors and annotate 
the nature of those links, that is, for example, if the link is a 
legislatively required referral, or perhaps it is simply a consul-
tative relationship.

Step 4: Finalize and Review ActorMap Diagram
 The ActorMap should be constructed whilst the analyst steps 

through these stages. At this stage, the analyst should review 
the ActorMap and ensure that all links have been identified 
and that all annotated links are appropriate. SMEs should 
be asked to review the ActorMap to ensure its validity. This 
review and revise stage of the ActorMap process normally 
requires several iterations.

10.4.4 Advantages

• ActorMaps enable the identification of system-wide actors 
and their relationships.

• The method is simple to learn and use.
• It is based upon a sound theoretical model.
• Its output offers an exhaustive analysis of actors in systems.
• It provides a clear visual interpretation of the actor relation-

ships, interdependencies, and gaps.
• It is a generic approach that can be applied across many domains.

10.4.5 Disadvantages

• The method can be time-consuming.
• The quality of the analysis produced is entirely dependent 

upon the quality of the analyst data and investigation.
• ActorMaps simply show the stakeholder relationships.
• Its graphical output can become extensive and hard to  decipher 

when considering complex systems.
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10.4.6 Related Methods

To establish thorough ActorMaps, it is important that data collec-
tion methods such as interviews and document reviews must be uti-
lized first. ActorMaps analysis is an expanded component of Accimap 
analysis (Rasmussen, 1997; Svedung and Rasmussen, 2002).

10.4.7 Approximate Training and Application Times

ActorMaps are a simple method to learn and apply and can be used 
quickly as a sketching and scoping exercise, but they can also become 
time-consuming when applied to large complex systems. If they are 
exhaustive, they could take similar timeframes to Accimaps (3 weeks) 
regardless time should be taken with the final SME verification and 
validation stage.

10.4.8 Reliability and Validity

There are no reliability and validity data available, but the reliability 
of the approach may be rigorous if all actors within the systems and 
their relationships are identified.

10.4.9 Tools Needed

Pen and paper are all that are required for ActorMaps.

10.4.10 Example

ActorMaps have been established in a number of domains as an  integral 
part of the Accimap process. More recently, in a LUP & UD context, 
they have been used to identify the range of actors associated with the 
establishment of neighborhoods that support independent living for 
adults with intellectual disability (MacMillan and Stevens, in press).

The example detailed in the following is that of a study explor-
ing the array of actors in a complex system associated with trans-
port planning. The study revealed an array of 42 actors responsible for 
the safety and management of beach driving on world heritage listed 
K’gari (Fraser Island) (Stevens and Salmon, 2015a). Previous reporting 
of the responsible actors associated with a number of driving-related 
incidents on the island had only identified 12 actors (Figure 10.14).
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10.4.11 Recommended Text(s)

Rasmussen, J. (1997). Risk management in a dynamic society: A modelling 
problem. Safety Science, 27(2/3), 183–213.

Svedung, J. & Rasmussen, J. (2002). Graphic representation of accident sce-
narios: Mapping system structure and the causation of accidents. Safety 
Science, 40, 397–417.
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11
FUTURE HUMAN 

FACTORS APPLICATIONS 
IN LAND USE PLANNING 

AND URBAN DESIGN

11.1 Introduction

Both human factors (HF) and land use planning and urban design 
(LUP & UD) are at an exciting juncture in terms of their increasing 
role in the design of our future world. A world that will be  increasingly 
technology centric and developing in areas such as automation, arti-
ficial intelligence, and big data. Although the possibilities for opti-
mizing systems and human behavior are tantalizing, the potential to 
create systems that are  cumbersome, inefficient, and even killers is 
omnipresent.

HF will play a key role in ensuring that future systems do not 
frustrate, injure, and kill people on a regular basis, whereas LUP & 
UD has a critical role in the design of the environments in which 
our future lives will play out. Integrating the two disciplines pro-
vides a compelling opportunity to ensure that the design of our 
future living environments is optimized for human use based on 
long-standing theory, method, and principles. As such, the possi-
bilities are endless.

The current chapter will highlight the ongoing implications and 
application of HF methods in LUP & UD. It first considers the 
past and the ongoing efforts of LUP & UD to elucidate and provide 
 meaning to the complexity of urban and regional development. These 
are practices that have often not resulted in substantive change but 
instead have provided reflective and normative descriptions of how 
we have and should be living, working, and playing. Next, readers 
will be challenged to consider the future implications of cities and 
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urban form that prioritize empirically understood models of the 
complex nature of humans, technology, and their environment. The 
synergies between the HF and LUP & UD disciplines are strong 
and we give thought to the role of HF practitioners may play in 
supporting LUP & UD. The appetite for HF in the LUP & UD 
domain is clear and the possibilities for knowledge exchange con-
siderable. Further, we contemplate how HF can enhance the wider 
exchange of knowledge between a range of existing (and neces-
sary) interdisciplinary approaches that collaborate and interface 
with LUP & UD. To that end, an entirely new paradigm, that of 
Sociotechnical Urbanism, will be introduced. This presents itself as a 
vital research and practice agenda for future HF and LUP & UD 
applications.

11.2 Back to the Future

It is possible to identify a long legacy of theoretical, conceptual, 
and practical efforts that seek to create better cities and interpret 
their complexity. There have been theoretical paradigms ranging 
from Walter Christaller’s “central place theory” (Christaller, 1966) 
 (proposed in 1933) to Lindblom’s (1959) exploration of incremental-
ism and the science of muddling through. The land use planning 
discipline has conceived participatory and transactive approaches 
that draw upon and, indeed, prioritize community input and dialog 
(Forester, 1999; Friedman, 1973). There are communicative and col-
laborative approaches that seek to incorporate the range of interests 
and their associated experiences, including individual subjective par-
ticipation within urban settings (Healey, 1997). Although the litera-
ture around LUP & UD provides insights into how these approaches 
can be studied and delivered, it has continued to struggle with the 
identification of practical means or proactive strategies for necessary 
change.

In the past, there have been a variety of conceptual and applied 
approaches that have sought to deliver utopian and best-practice 
 models of urban integration. These range from Ebenezer Howard’s 
(1902) Garden City Movement to the enduring concentric zone model 
of city form offered by Ernest Burgess in 1925 or the multiple nuclei 
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model of Harris and Ullman (1945). A noteworthy aspect of nearly 
all utopian models of urban integration is the extent to which they 
have delivered distinctly dystopian outcomes, more often than not 
because people in these cities did not behave as expected. Perhaps 
the classic example is Le Corbusier’s Quartiers Modernes Fruges, an 
ideological and esthetic experiment in prisme pur or machines for 
living. Far from the expected rationality, Le Corbusier’s modern-
ist homes, which were provided for workers of the nearby Fruges 
factory, were quite quickly personalized, adapted, hacked, or other-
wise adjusted to suit the needs and whims of their occupants. This 
behavior is an inherent property of all sociotechnical systems and a 
recurring theme in the perceived downfall of most techno-utopian 
urban planning dreams.

More recently, there has been a range of planning and design 
movements that seek to provide leadership and guidance on good city 
structures around distinctly human constructs such as quality of life, 
infrastructure efficiencies, and city futures. Congress for the New 
Urbanism (1993), for example, advocates quality of life in urban neigh-
borhoods in its charter, foregrounding the mix of different land uses in 
walkable communities. Transit-orientated developments seek to have 
commercial, residential, and community facilities, all within the walk-
able proximity of major public transport nodes such as railway stations 
(Cervero et al., 2002). In the twenty-first century, we recognize and 
conceive creative (Scott, 2006), smart (Caragliu et al., 2011), or knowl-
edgeable (Ergazakis et al., 2004) cities that focus on the use of human 
resources, social capital, education, innovation, and information com-
munication and digital technologies. Common to all of them, however, 
are the often simplified assumptions about how the decisions made 
by designers and planners will enhance or constrain human behavior 
within the environment that is subsequently built. We argue that the 
underlying weakness with many of these approaches is that they tend 
to provide sets of standards, guidelines, and normative principles for 
the way-built environments and urban form should be designed and 
developed. Because of this, they often deliver generic and illustrative 
guidance on best-practice examples, detailing instances from differ-
ent contexts in the expectation that the ideas may transplant to other 
regions. This translocation of a successful place is often limited in 
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success, as the underlying emergent factors that made it work in one 
setting are not understood and indeed not transferred to a new location.

All this reflects a key issue for the LUP  & UD discipline as a 
whole. When considering the methodological guidance available to 
LUP & UD, it is clear there is little literature that assembles practical 
approaches to data analysis and application. In other words, a strongly 
empirical and evidence-based approach, particularly with regard 
to human behavior in built environments, is difficult for the typi-
cal practitioner to access. Of course, there are books that deal with 
urban planning methods in the context of research and policy analy-
sis (Bracken, 2014), whereas broader land use planning texts have 
largely provided insights into the development and changes to theory 
and practice over time (Fainstein and Campbell, 2002; Paris, 2013). 
Alternately, LUP  & UD books often represent edited chapters of 
reflective practice that reiterate the need for planning principles 
while contemplating potential future city circumstance (Freestone, 
2000; Hall and Tewdwr-Jones, 2010). There is some guidance on 
urban-planning analyses that takes subdisciplinary views such as 
economics, the environment, or public health. These texts also often 
outline key principles and normative approaches, and they are largely 
restricted to a dialog between disciplines and are scant on practical 
methods of analyses or applications (Brooks et  al., 2012; Frumkin 
et al., 2004).

What has been lacking, until now, for LUP & UD is a suite of 
accessible methods and the means for all practitioners, researchers and 
students to explore the inherent complexity of cities. Such complexity 
will only increase with the advent of smart cities, and it is a  complexity 
that stems from an inviolable social and technical interconnection. 
Past experience shows that we have failed to establish ways to iden-
tify the formative possibilities of what could happen within our cit-
ies. Rather, we continue to be surprised when people in our urban 
landscapes behave in ways we have clearly enabled yet not predicted 
or considered when designing them. This book is a direct response to 
this, offering a range of HF methods that may be used in a variety of 
geographic and jurisdictional contexts. We offer ways for LUP & UD 
disciplines to begin to explore the use of the voluminous data that our 
urban communities generate but which we struggle to utilize effec-
tively for sound evidence-based decision-making.
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11.3 Beyond Business as Usual

Without appropriate interdisciplinary understanding, LUP  & UD 
may only be expected to generate the inefficient, resource hungry, and 
placeless urban settings to which we have become accustomed. The 
ways in which we have designed and delivered our urban and regional 
environments over the past century cannot continue unchecked. After 
thousands of years of progress in urban development and  organization, 
we have plateaued. Cities are not safer, healthier, more efficient, or 
more equitable despite sometimes brave and visionary approaches to 
changing the status quo. Indeed, they are getting worse. The  statistics 
on fear of crime and chronic disease in our urban  environments paints 
a bleak future as do rising road tolls and congestion and emissions 
levels. Globally, the accommodation and support infrastructures 
(i.e.,  transport, social, and economic) cannot be built fast enough 
to support the urbanization of the world’s population. There is an 
urgency to understand and plan for the ways in which we want to 
live in urban communities. We need to explore the cities we have and 
retrofit and redesign them to accommodate much higher density and 
more resource-efficient living. Yet, they must still offer the amenity 
and urban design quality to ensure that they are not simply shelters, 
machines for living, but homes and communities where life’s neces-
sities and services are met. This is not the utopian dream, this is the 
reality of the situation that must be addressed, and the best way to 
explore these complex human-centered urban systems is with complex 
systems methods.

We all agree that urban development and LUP & UD are com-
plex systems. If we consider two aspects of this complexity that have 
held back LUP & UD, it is possible to identify that HF methods 
and theoretical approaches may offer the required insights. First, 
planning must deal with a range of significant issues at a variety 
of scales, from the site to the local to the regional. There are the 
human-scale  interactions—seating, fittings, and fixtures—right 
through to  significant large-scale exogenous shocks—disasters, 
technology, or terrorism. There are also a range of complex issues 
such as transport, water, and even the economy that are crosscut-
ting from the micro to the macro scale, as they traverse formal 
and informal regulatory and spatial systems. HF methods have the 
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capacity to enhance the understanding of this complexity—that is, 
both as discrete issues across different spatial and temporal dimen-
sions as well as the interdependence of a range of issues at a particu-
lar scale or hierarchy.

Second, LUP & UD involve an increasing range of stakeholders and 
finance from the public and private sectors. LUP & UD are big busi-
nesses and expensive pursuits, requiring commitment for results that 
are often long term (beyond the political cycles) and frequently in the 
face of competing public and private sector priorities. Further, we face 
issues that require collaborative and multidisciplinary approaches, often 
at different times and often at the same time. Here too, HF can help 
the consideration of complex and conflicting stakeholder systems. They 
permit ways for decision-makers to understand the value and evidence 
in commitment. All participants in the system can be afforded the 
opportunity to see their places in the puzzle and, indeed, that their pri-
orities are reflected, considered, and optimized. The use of HF methods 
reveals ways to recognize the consequences of choices and trade-offs 
and be assisted in understanding the interdependencies and possibili-
ties of better coordination and cooperation in the delivery and design 
of city systems.

11.4  New Work for Human Factors and Land Use 
Planning and Urban Design

The message for LUP & UP professionals is clear: HF offers a new 
approach for achieving a more balanced sociotechnical outcome for 
current and future cities—a way to capture the human requirements 
of urban form. The message for HF practitioners and researchers is 
that there is a deep well of unresolved complex urban issues that can 
benefit from your attention. These subsume the entirety of day-to-day 
issues with which you are familiar: whether it is the daily commute, 
the neighborhood we live in, the parks and open spaces we visit, the 
redevelopment of the high street, or the urban sprawl that consumes 
your country. These are the challenges in which your expertise can 
assist. In being a complex sociotechnical system, the built environ-
ment is not only amenable to HF methods, but HF methods, in their 
turn, offer the possibility to discover small, clever, and inexpensive 
LUP  & UP solutions that yield disproportionately large effects. 
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Moreover, now is the time to become involved in a new frontier of 
HF research and application.

For those in parallel disciplines who continue to despair at the state 
of our cities, and its impacts on human health, wealth, and happiness, 
HF methods offer a way to explore the synergies and interactions 
between known complementary fields. The nexus between LUP & 
UD and transportation systems (active, passive, and autonomous), 
between LUP & UD and preventative and public health (physical and 
cognitively engaging cities), between LUP & UD and technology and 
the arts (our smart and creative cities), the balance between LUP & 
UD, ecological systems, and the economy—it does not have to be one 
or the other. We contend that HF methods and HF systems methods 
particularly offer new ways to explore the possibilities for productive, 
efficient, and community-centered cities and towns through evidence-
based and scientific approaches to LUP & UD.

11.5 A New Agenda—Sociotechnical Urbanism

In a rapidly changing world where smart cities are desired and urban 
megacities are increasingly a reality, we need to explore the potential 
for Sociotechnical Urbanism. It is a paradigm that builds on the legacy 
of recognition of the city as system and reinforces the notion that they 
are indeed sociotechnical systems. The application of HF methods 
and importantly multiple methods to complex sociotechnical systems 
provides this new agenda for land use planning and urban design 
research. It is an agenda to support HF, ergonomics, and the array of 
LUP & UD researchers and practitioners in exploring, learning, and 
applying human factors and sociotechnical systems approaches. It is 
an agenda to allow for the demonstration, tailoring, and detailing of 
experiences in the practical design and application of these methods 
for optimizing our urban and regional environments.

Sociotechnical Urbanism, operationalized through the use of 
HF & STS methods, calls for all stakeholders to begin to conceive and 
design LUP & UD processes and outcomes that explore and leverage 
from the recognized properties of city complexity— nonergodicity 
(lack of probable behavior over time), phase transition (tipping points 
in the system), emergence (new systems arise from interactions), and 
 universality (despite difference, it is recognized as the same system). 
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This is the potential for new designs, policy, and processes that 
 recognize complexity and make the constraints we face explicit. It is 
an approach that is valid for the design and understanding of 

• Smaller urban settings—a footpath, a bus stop, parks, and 
squares

• The neighborhood, the mixed-use urban corridor, and subre-
gional catchments

• Beyond to the city, the state, and global systems and urban 
challenges like terrorism and climate change

Significantly, it is also the critical and enhanced exploration (at each 
of these scales) of change over time and the important interim uses of 
our cities. Understanding and optimizing the inevitable and impor-
tant short, medium, and long-term transitional phases of urban and 
regional development.

This is not a flight of fancy, it is necessity, and Sociotechnical 
Urbanism offers a coherent, accessible and comprehensive means 
to allow for the valid analyses of the urban and regional network 
of  systems and subsystems. The time is right for effective and spe-
cific guidance that will assist in addressing some of the perennial 
and universal  challenges of built environment design and analyses. 
What is certain is that the integration of HF  & STS methods in 
the urban and regional development problem space provides new 
opportunities for our current and future communities. Constraints, 
complexity, and emergent behaviors are not necessarily concepts that 
are ordinarily associated with urban development. However, it is the 
acknowledgment, identification, and optimization of these systems 
characteristics that have the most to offer our LUP & UD futures.
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NASA-TLX, 233
NET-HARMS, 158
observation, 44
OSD, 78
propositional networks, 220
questionnaires, 32
SAGAT, 205
SA requirements analysis, 197
SART, 213
SHERPA, 142
STAMP, 182
SUS, 287
task decomposition, 72
USE questionnaire, 282
VPA, 64
walkthrough analysis, 278

Large-sample administration, 36
Latest finish time (LFT), 91
Layout analysis, 255

advantages, 275
applications

background and, 271–272
domain, 272
in LUP & UD, 272
and training time, 276–277

disadvantages, 275
example, 275–276
flowchart, 274

methods, 276
procedure and advice

functional groupings, 273
redesign interface, 273
schematic diagram, 272

reliability and validity, 277
street-side environment, 

275, 276f
tools, 277

Leaps, 302–303
Le Corbusier, 335
Leximancer software, 66, 67f
Likert scale, 282, 286–287, 289
Link analysis, 255

advantages, 267
applications

background and, 264–265
domain, 265
in LUP & UD, 265
and training time, 271

disadvantages, 267
example, 269, 270t
flowchart, 268
methods, 270
output, 265
pedestrian crossing tasks, 269t, 

270f
procedure and advice

data collection, 266
diagram, 266–267
redesign, 267
table, 267
task analysis/list/under 

analysis, 266
reliability and validity, 271
tools, 271

M

MAlvern capacity estimate 
(MACE) technique, 239

Means–ends relationships, 
298, 299f
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Measuring SA, 196–197
Mental workload (MWL), 

229, 260
assessment methods, 8, 229

the Bedford scale, 240–244
ISA, 244–251
NASA-TLX, 231–240
overview, 229–231, 230f

Microsoft Visio tool
concept maps, 127
CWA, 312
EAST, 322
HTA, 62
OSD, 83
propositional network, 225
SA requirements analysis, 202

Multiple nuclei model, 334–335

N

NASA-TLX, 230–231
advantages, 236
applications

background and, 231–232
domain, 232
in LUP & UD, 233
and training time, 239

disadvantages, 236
effort, 232
example, 237
flowchart, 237
frustration level, 232
mental demand, 231
methods, 239
performance, 232
physical demand, 232
pilot walkability study, 238f
procedure and advice 

(computerized version)
HTA, 233
participants, 233–234
rating, 234–235

task under analysis, 233–234, 
235f

TLX score calculation, 235
reliability and validity, 239
temporal demand, 232
tools, 239

National aeronautics and space 
administration (NASA), 
230–231

NETworked hazard analysis and 
risk-management system 
(NET-HARMS), 157

advantages, 163
applications

background and, 157–158
domain, 158
in LUP & UD, 158
and training time, 164

disadvantages, 163–164
example, 166–167
flowchart, 165
methods, 164
procedure and advice

emergent risks, 161–162
review and refine analysis, 162
risk-management strategies, 162
task network, 161
task risks, 159–161
task/system under analysis, 

158–159
reliability and validity, 164
risk mode taxonomy, 160t
tools, 164

Network of networks approach, 314, 
314f

Networks analysis, 319
centrality, 320
density, 319
sociometric status, 319–320

New Science of Cities (book), 3
New Urbanism, 335
Nonergodicity, 2, 339
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O

Observation, data collection 
methods, 22

advantages, 48
application

background and, 43–44
domain, 43–44
in LUP & UD, 44
and training time, 49

conduct, 45–46
direct, 43
disadvantages, 48–49
flowchart, 47
information types, 43
methods, 49
objective, 44
phases, 44
pilot, 45
plan, 45
procedure and advice

data analysis, 46
further analysis, 46
objective, 44
participant feedback, 46
scenarios, 44–45

reliability and validity, 50
tools, 50
transcript, 45–46, 46t

Observer XT software, 19, 46
Open-ended question, 24–25
Operation sequence diagrams 

(OSD), 53
advantages, 81–82
application

background and, 78
domain, 78
in LUP & UD, 78
and training time, 82–83

diagram construction, 79
disadvantages, 82
example, 83

flowchart, 85
intra-analyst reliability, 83
methods, 82
procedure and advice

data collection, 79
operation loading figures, 

79, 81
overlay additional analyses 

results, 81
task defined, 78
task/scenario using HTA, 79

reliability and validity, 83
for site-analysis scenario, 83, 84f
template and glossary, 80f
tools, 83

Ordinal probability analysis
HET, 152
SHERPA, 144

P

Phase transition, 2–3, 339
Physical functions/objects, 

WDA, 297
Pilot run

interview, 26–27
ISA, 247
observation, 45
questionnaires, 34–36
SAGAT, 206
SART, 214

Predictive validity, 13–14, 13t
Probing question, 24–25
Propositional networks, SA

advantages, 223–224
applications

background and, 219
domain, 219
in LUP & UD, 220
and training time, 225

centrality, 223
central node, 223
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Propositional networks, SA 
(Continued)

diagram, 219, 220f
disadvantages, 224
example, 225
flowchart, 227
methods, 224
of playground design, 225, 226f
procedure and advice

aims, 221
concepts and relationships, 

221–222
data collection, 221
information element 

usage, 222
mathematical analyzing, 

222–223
review and refine network, 222
task/scenario defined, 221

reliability and validity, 225
tools, 225

Q

Quartiers Modernes Fruges, 335
Questionnaires, data collection 

methods, 22
administration, 36–37
advantages, 38
application

background and, 32
domain, 32
in LUP & UD, 32
and training time, 40

disadvantages, 38
example, 40
flowchart, 39
information/introduction section, 

33–34
length, 34
parts of, 33
piloting, 34–36
procedure and advice, 32

data analysis, 37
follow-up phase, 37
population definition, 33
sample size, 33
study objectives, 33

reliability and validity, 40
size, 34
social desirability, 40
tools, 40
urban development, 40, 41f–43f
USE. See Usefulness, satisfaction, 

and ease-of-use (USE) 
questionnaire

Question types, interview
closed, 24
identify focus, 124
multiple-choice, 34
open-ended, 24–25
probing, 25–26
in questionnaire design, 34, 35t

R

Rail level crossings (RLX), 146
Railway level–crossing system

emergent risks, 167, 172t
task network, 167, 171f
task risks, 167, 168t–170t

Reason, J., 140
Recovery analysis, SHERPA, 144
Reliability and validity

Accimap method, 178
ActorMap analysis, 330
the Bedford scale, 244
CDM, 118
checklists, 260
collegial verbalization method, 133
concept maps, 126
CPA, 94
CWA, 312
EAST, 321
HET, 155, 157
heuristic analysis, 264
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HTA, 62
interviews, 30
ISA, 249
layout analysis, 277
link analysis, 271
NASA-TLX, 239
NET-HARMS, 164
observation, 50
OSD, 83
propositional networks, 225
questionnaires, 40
SAGAT, 210
SA requirements analysis, 202
SART, 216
SHERPA, 150
STAMP, 186
task decomposition, 76
VPA, 69
walkthrough analysis, 281

Remedy analysis, SHERPA, 144–145
Rule-based behavior, 306–307

S

SAGAT. See Situation awareness 
global assessment technique 
(SAGAT)

SA requirements analysis, 196–197
advantages, 200–201
applications

background and, 197
domain, 197
in LUP & UD, 197
and training time, 201–202

disadvantages, 201
Endsley definition, 196
example, 204
flowchart, 203
HTA, 199
for identify surrounding 

buildings, 204, 204f
levels, 197
methods, 200–201

procedure and advice
elements determination, 200
goal-directed task 

analysis, 199
list compiling, 199
rating, 199
SMEs selection and 

interviews, 198–199
specification creation, 200
task/scenario, 198

reliability and validity, 202
SAGAT queries 

generation, 206
tools, 202

SARS (situation awareness rating 
scale), 216

SART. See Situation awareness 
rating technique (SART)

SA-SWORD (situation awareness 
subjective workload 
dominance) method, 216

Scientist–practitioner model, 
11–13

Semistructured interview, 23
Shared SA, 194
SHERPA. See Systematic 

human-error reduction 
and prediction approach 
(SHERPA)

Shunts, 302–303
Site-analysis process, 322–324

composite network, 326f
information network, 325f
OSD for, 83, 84f
social network, 324f
task network, 323f

Situation awareness (SA)
defined, 190
Endsley’s three-level model, 191, 

191f
formula, 214
measuring, 196–197
methods, 8
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Situation awareness (SA) (Continued )
models

accounting by systems, 
195–196

individual, 190–194
team, 194

overview, 189–190
propositional networks, 219–228
requirements analysis, 197–204
SAGAT, 204–212
SART, 213–219
Smith and Hancock’s perceptual 

cycle model, 192, 193f
theory, 190–197

Situation awareness global 
assessment technique 
(SAGAT), 197

advantages, 208–209
applications

background and, 204–205
domain, 205
in LUP & UD, 205
and training time, 210

data analyzed, 208
disadvantages, 209
example, 211
flowchart, 212
methods, 209–210
procedure and advice

aims, 205
brief participants, 206
data collection, 207
freezing simulation, 207
pilot run, 206
SA requirements analysis, 206
task/scenario defined, 206

queries, 207
reliability and validity, 210
score calculation, query response 

and, 208
tools, 210–211
wayfinding task walk on 

sidewalk, 211, 211t

Situation awareness rating scale 
(SARS), 216

Situation awareness rating technique 
(SART), 197

3D, 213
advantages, 215
applications

background and, 213
domain, 213
in LUP & UD, 213
and training time, 216

disadvantages, 215–216
flowchart, 218
methods, 216
operator measure, 213
procedure and advice

brief participants, 214
participants selection/scores 

calculation, 214–215
pilot run, 214
task performance, 214
tasks under analysis, 214

questionnaires, 214–215
rating scale, 217, 217f
reliability and validity, 216

Situation awareness subjective 
workload dominance 
(SA-SWORD) method, 216

Skill-based behavior, 306–307
Skill, rule, and knowledge (SRK) 

framework, 306–307, 308f
SMEs. See Subject matter experts 

(SMEs)
Social network analysis (SNA), 314, 

314f, 317, 323
Social organization and cooperation 

analysis (SOCA), 293, 
305–306

abstraction hierarchy, 305
strategies analysis output, 306f

Sociometric status, 223, 319–320
Sociotechnical systems (STS), 5, 

291–292
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Sociotechnical urbanism, 339–340
STAMP. See Systems theory 

accident modeling and 
process (STAMP)

Strategies analysis phase, CWA, 
303–304, 305f

Structured interview, 23
Subjective rating assessment 

techniques, 230
Subjective workload assessment 

technique (SWAT), 
230, 239

Subject matter experts (SMEs), 110, 
142, 175, 197, 303

interviews, 198–199
review, 307
SA requirements analysis, 198

SUS. See System usability scale 
(SUS)

System analysis methods, 9
Systematic human-error reduction 

and prediction approach 
(SHERPA), 52, 141, 264

advantages, 145
applications

background and, 141
domain, 141
in LUP & UD, 142
and training time, 148

disadvantages, 145
error mode taxonomy, 143, 143f, 

146
example, 146–148
flowchart, 149
methods, 148
procedure and advice

consequence analysis, 
143–144

criticality analysis, 144
HTA, 142
identify errors, 143
ordinal probability analysis, 144
recovery analysis, 144

remedy analysis, 144–145
task classification, 142

reliability and validity, 150
RLX, 147t
tools, 150

Systems analysis and design 
methods

ActorMap analysis, 327–332
CWA, 293–313
EAST, 313–327
overview, 291–293

Systems design problem space, 15, 15f
Systems theory accident modeling 

and process (STAMP), 181
advantages, 185
applications

background and, 181
domain, 181
in LUP & UD, 182
and training time, 186

disadvantages, 185
example, 186–187
flawed control classification, 

184, 184t
flowchart, 188
generic control structure model, 

183, 183f
methods, 185
procedure and advice

data collection, 182
hierarchical control structure 

construction, 182–184
review and finalize analysis, 

184
task under analysis, 182

reliability and validity, 186
tools, 186

System usability scale (SUS), 285
advantages, 288–289
applications

background and, 287
domain, 287
in LUP & UD, 287
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System usability scale (SUS) 
(Continued )

disadvantages, 289
example, 289–290
procedure and advice

device under analysis, 
287–288

user trial, 288
questionnaire, 288

T

Task analysis methods, 7
CPA, 86–108
definition, 51
HTA, 53–63
OSD, 78–85
overview, 51–53
popularity, 52
task decomposition, 71–78
VPA, 64–71

Task decomposition, 53
advantages, 74
application

background and, 71–72
domain, 72
in LUP & UD, 72
and training time, 76

categories, 72–73, 73t
comprehensive analysis, 74
disadvantages, 74
example, 74
flowchart, 77
methods, 76
procedure and advice

HTA, 72
information collection, 73
task decomposition, 

73–74
task descriptions, 72

reliability and validity, 76
tools, 76

Task load index (TLX), 230–231, 235
Task networks

EAST, 314, 314f, 316–317, 322
NET-HARMS, 161

Team SA, 194–195
Temporal dependency, CPA, 86, 89f
Transcript verbalization, VPA, 65
Transit-orientated development, 335

U

Universality, 3, 339
Unstructured interview, 24
Urban and Regional Planning: A 

Systems Approach (book), 3
Urban development questionnaire, 

40, 41f–43f
Urban-planning analyses, 336
Usability-assessment 

techniques, 254
Usefulness, satisfaction, and 

ease-of-use (USE) 
questionnaire, 282

30-statements map, 286–287
advantages, 284
applications

background and, 282
domain, 282
in LUP & UD, 282
and training time, 284

disadvantages, 284
example, 286–287
flowchart, 285
methods, 285
procedure and advice

analyze data, 284
briefing, 283
identify participants, 283
task performance, 283
task scenario, 283
task under analysis, 283

questionnaire, 284



375INDEX

tools, 285
validity and reliability, 284

V

Verbalizations
collegial, 129–134
encode, 65
transcript, 65

Verbal protocol analysis (VPA), 
53, 127

advantages, 66–68
application

background and, 64
domain, 64
in LUP & UD, 64
and training time, 69

disadvantages, 68
example, 66, 67f
excel, 69
flowchart, 70
laborious, 68
methods, 68–69
procedure and advice

data columns devising, 65
data recording, 65
encode verbalizations, 65
inter- and intrarater reliability, 

65–66
pilot study, 66
scenarios, 64
structure analysis of 

encoding, 66
transcript verbalization, 65

reliability and validity, 69
tools, 69

Video-cued recall procedure, 133

W

Walkthrough analysis
advantages, 279–280
applications

background and, 277–278
domain, 278
in LUP & UD, 278
and training time, 280

disadvantages, 280
flowchart, 281
methods, 280
procedure and advice, 

278–279
reliability and validity, 281
tools, 282

WCA (Worker Competencies), 
306–307

WDA. See Work domain analysis 
(WDA)

WEIGHT software, 234
WESTT (workload, error, 

situational awareness, time 
and teamwork) software, 
82–83, 224–225

Work domain analysis (WDA), 
293, 295

abstraction hierarchy, 296
CWA, 296–298
footpath system, 309f, 310f
prompts, 300t–301t

Worker Competencies Analysis 
(WCA), 306–307

Workload, error, situational 
awareness, time and 
teamwork (WESTT) 
software, 82–83, 224–225
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