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Preface

This volume, Oxford Textbook of Clinical Neurorehabilitation, 
mainly reflects insights from knowledge gained over the last 
25 years. It covers the most relevant aspects of neurorehabilitation 
approaches as currently applied, most of which are dependent, to 
a large degree, upon advances made through basic, clinical, thera-
peutic, social, and technological research during recent decades. 
We asked the authors-all of whom are acknowledged experts in a 
specific field of neurorehabilitation-to present their chapters with 
the current state of the art in their area and, as far as possible, 
the scientific basis on which contemporary treatment approaches 
are based. The authors were also asked to make their chapters 
attractive and accessible for both specialists and non-specialists 
involved in the neurorehabilitation of patients by including vid-
eos, illustrations, and tables to provide a summary of particular 
aspects of their subject. Where appropriate, different perspectives 
on a given field are also provided. This volume should serve as a 
current overview covering all aspects of neurorehabilitation for 
medical doctors, scientists and therapists working in this diverse 
and advancing field.

Impressive progress has been made in the field of neuroreha-
bilitation over recent decades. This period of change dawned 
with an almost exclusively experience-based neurorehabilitation 
approach, inaugurated by a number of schools and usually prac-
ticed in separation from other medical disciplines. Over time, 
in most subspecialities, evidence-based neurorehabilitation has 
been gradually established. This move towards a more scientific 
and integrated paradigm is illustrated by smoother transitions 
from acute care: for instance, stroke patients into early rehabilita-
tion requiring close multidisciplinary interactions characterized 
by close cooperation between clinical staff and researchers. This 
early phase of rehabilitation is followed by longer-term functional 
training approaches and social integration programmes, which 
are today being successfully applied for patients with stroke, brain 
injury, and spinal cord injury (SCI). Such modern rehabilitation 
approaches have strong theoretical underpinnings, for instance 
on evidence gained from animal experiments investigating the 
exploitation potential of neuroplasticity or from well-conducted 
patient studies concerning the effect of longer training times 
on the recovery of sensorimotor function during rehabilitation 
in patient with various forms of central (CNS) and peripheral 
nervous system damage. However, despite all this recent pro-
gress, we must acknowledge the evident limitations of our treat-
ment approaches. After severe CNS damage neurological deficits 

remain, and our ongoing aim can only be to achieve more optimal 
outcomes for individual patients.

Repetitive training of lost functional movements has become 
established for the recovery of sensorimotor function. This has 
been associated with an increase in the use and impact of tech-
nology in contemporary neurorehabilitation programmes, using 
assistive devices, feedback information, and virtual reality train-
ing conditions. This technology allows standardized training ses-
sions and objective measurement of the trajectory of movement 
recovery and can motivate the patient through feedback over the 
course of rehabilitation. Today, the significance of this technol-
ogy is occasionally considered to be overestimated and its further 
development is critically discussed. Further progress with tech-
nology must be driven by recognition of the physiological require-
ments for its beneficial application. Nevertheless, there are few 
doubts that technology will continue to have an increasing impact 
in neurorehabilitation.

Despite all these promising developments, in several respects 
there are still hurdles to overcome if we are to achieve optimal 
neurorehabilitation strategies. Although concepts such as neuro-
plasticity are well attested in animal experiments, a major prob-
lem still concerns the successful translation of basic research into 
clinical applications. Several causes may perpetuate this problem. 
Despite promising techniques for inducing neural regeneration 
in animal models, applying therapies based on these concepts in 
human patients with SCI has not yet shown convincing results. 
This failure may be due to the lack of an adequate animal model 
and a solution will require close cooperation between researchers 
and clinicians involved in the care of patients with CNS damage.

We are also still at the beginning of building a true understand-
ing of the factors which underlie and influence training effects. 
For example, which proprioceptive input is required to achieve 
meaningful limb muscle activation, in turn leading to training 
effects resulting in improved sensorimotor functional outcomes? 
How can a treatment programme be optimally adapted to indi-
vidual abilities and requirements, for example, with respect to 
movement velocity and complexity? To what extent must training 
of particular factors, such as equilibrium control during stepping, 
be challenging?

We must also be aware of the increasing population of elderly 
people requiring neurorehabilitation. This is having and will 
continue to have profound medical, therapeutic and social con-
sequences. This situation is frequently neglected and solutions 

  



  prefacevi

must be identified and developed in the near future. One such 
solution might be improved transition from an initial, short, 
focused neurorehabilitation period in specialized centres, prior 
to early integration into community- or home-based rehabilita-
tion with community-based nursing care and an environment 
adapted to the individual's needs and access to neurorehabilita-
tion specialists.

Observations indicate that neuroplasticity can still be success-
fully exploited in elderly patients and lead to a degree of neurolog-
ical recovery similar to that possible in young patients, although 
translation in functional gains is usually poor. Elderly people thus 
require special training approaches focused on a few important 
daily life activities, something often more successfully achieved in 
a familiar setting (i.e. at home or in the community) rather than 
in a specialized centre where elderly people may have difficulty 
adapting to an unfamiliar setting.

In the future, prediction of outcome will be further improved 
and will determine the focus of training approaches to be applied. 

It might not only allow the optimization of sensorimotor func-
tional rehabilitation but also prevent complications of autonomic 
dysfunction and the development of pain syndromes. Such early 
outcome predictions, particularly for sensorimotor functions, 
are available today, usually using a combination of electrophysi-
ological and imaging assessments in conjunction with clinical 
examination.

If rehabilitation medicine is to continue its recent progression, 
close cooperation between basic and clinical research, therapists, 
and engineers is required to develop and promote useful assess-
ments for an early refined prediction of outcome (sensorimotor 
and autonomic function and pain syndromes) with the aim of 
establishing standardized, but individually adapted, treatment 
programmes.

Volker Dietz
Nick Ward
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CHAPTER 1

The International 
Classification of Functioning, 
Disability, and Health
Diane Playford

The International Classification of Functioning, Disability, and 
Health (ICF) provides a framework for the description of health 
and health-related states and offers a biopsychosocial model of 
disability. It lists body functions and structure, and activity and 
participation. The relationship between impairment, activity, 
and participation is not linear, and can be further moderated by 
contextual factors, including personal and environmental fac-
tors. Each of these components is denoted by a prefix, followed 
by a numeric code, and then a qualifier, which also has a numeric 
value. This approach allows clear description of each domain, 
the extent of any impairment, and the level of performance and 
capacity at the activity and participation level. There are a wide 
range of potential applications of the ICF. It has been adopted 
most widely within rehabilitation services to describe individual 
functioning, but can also be used at a service and national policy 
level to describe, monitor, and evaluate different activities. This 
chapter aims to outline the use of the ICF, consider its strengths, 
and highlight its function in a range of settings.

The ICF was introduced by the World Health Organization 
(WHO) in 1999 as a response to the conceptual and practical dif-
ficulties posed by its predecessor, the International Classification 
of Impairment, Disability and Handicap (ICIDH) [1] . For many 
years there was a tension between medical and social models of 
disability. In the medical model disability was seen as a problem 
of the individual’s body, whereas the social model identified dis-
ability as a consequence of the external environment and soci-
etal attitudes [2]. These two views polarize the debate. While it is 
clearly not acceptable for an individual to be denied their role in 
society through barriers created by the social, political and physi-
cal environment, it is also appropriate for clinicians, if requested, 
to treat pain, spasticity, weakness and other symptoms.

It is clear that such polarized views were never the only views 
on this debate. Gzil and colleagues [3]  chart clearly the evolu-
tion of thinking around disability. However, over the past ten 
years thinking has shifted as is exemplified by the adoption of 
the biopsychosocial model of disability described in the WHO 
ICF. When this was first published adoption was slow, but it is 
now accepted as a practical model of disability. This chapter will 
outline the ICF, consider how widely it has been adopted, and 

identify some of the remaining issues in its widespread adoption 
and use.

The ICF provides a framework for the description of health 
and health-related states. It lists body functions and structure, 
and activity and participation [1] . Functioning refers to all 
body functions, activities, and participation, while disability 
is used for impairments, activity limitations, and participation 
restrictions. The relationship between impairment, activity, and 
participation is not linear, and can be further moderated by con-
textual factors, including personal and environmental factors. 
Body structures and functions, activities, participations, and 
environmental factors are coded, whereas personal factors are 
not. For example, the loss of a little finger is an impairment of 
body structure; in most people this will result in little change 
in activity or participation, but for an international concert vio-
linist the participation restriction will be considerable and will 
impact on their ability to maintain paid work. However, whether 
they are able to accept this participation restriction and go on to 
find other paid work, say as a cab driver, will depend on personal 
factors including values and beliefs about paid work, and envi-
ronmental factors such as their families willingness to support 
them financially.

The ICF can be drawn out schematically as shown in Figure 1.1.

◆ Body functions are physiological functions of body systems 
(including psychological functions). Examples of body func-
tions include cognitive and emotional functioning; vision; 
hearing; and cardiovascular, respiratory, digestive, reproduc-
tive, and musculoskeletal functions.

◆ Body structures are anatomical parts of the body such as 
organs, limbs, and their components. Examples include the 
oesophagus, stomach, intestine, pancreas, and liver or the 
brain, spinal cord, and meninges.

◆ Impairments are problems in body function or structure, 
such as a significant deviation or loss. Examples would include 
respiratory failure or limb loss.

◆ Activity is the execution of a task or action by an individual, 
for example, lifting and carrying objects.
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◆ Activity limitations are difficulties an individual may have in 
executing activities.

◆ Participation is involvement in a life situation, such as paid 
employment.

◆ Participation restrictions are problems an individual may 
experience in involvement in life situations.

Together, activity and participation describes the person’s func-
tional status and these are coded together using the following 
headings:  learning and applying knowledge, general tasks and 
demands, communication, mobility, self care, domestic life, inter-
personal interactions and relationships, major life areas and com-
munity, and social and civic life.
◆ Environmental factors make up the physical, social, and attitu-

dinal environment in which people live and conduct their lives. 
They include factors that are not within the person’s control, 
such as work, health, and social care agencies, legislation, and 
societal norms.

◆ Personal factors include race, gender, age, educational level, 
coping styles, values, and beliefs. Personal factors are not spe-
cifically coded in the ICF because of the wide variability among 
cultures. They are included in the framework, however, because 
although they are independent of the health condition they may 
have an influence on how a person functions.

Each of these components is denoted by a prefix, and is divided 
into chapters covering different domains:

b for body function

s for body structures

d for activities and participation

e for environmental factors.

When assigning a code, each prefix is followed by a numeric code 
that starts with the chapter number (one digit) and followed by 
second level item (two digits). For example, if we have to code 
body function for back pain then these are the codes:

The third and fourth level items are pertinent to some codes and 
not others.

For example, when coding dysarthria, the code will be as follows:

The domains of ICF become more meaningful when ‘qualifiers’ 
are used. Qualifiers are a numerical value and are suffixed after 
a point (separator) with the ICF code. They record the presence 
and severity of a problem at the functions, structure and activi-
ties, and participation level. The ICF guidelines state that any code 
should be accompanied by a qualifier, without which the code has 
no inherent meaning.

For the body structure and function, the qualifiers indicate 
presence of a problem and, on a five-point scale, the degree of 
impairment of function and/or structure, that is:

xxx.0 no problem

xxx.1 mild problem

xxx.2 moderate problem

xxx.3 severe problem

xxx.4 complete problem.

For example, b320.3: severe impairment in articulation functions 
of speech. In this example the (.3) after the main code b320 is the 
qualifier, and it describes severe impairment.

For activities and participation, there are two qualifiers that  
are used:

The first is the ‘performance qualifier’, which describes what 
individuals do in their current environment. This takes into 
account the environmental factors, so provides a ‘lived experience’.

The second is the ‘capacity qualifier’, which describes the highest 
probable level of functioning of an individual in a given domain 
in a given time. This provides information related to a ‘standard’ 
environment.

For example:

A further two qualifiers can then be added, including capacity 
qualifier with assistance and performance qualifier without assist-
ance. This allows one to identify what patients do in their current 
environment using assistance (first qualifier), what they would 

b2 Sensory functions and pain (first-level item)

b280 Sensation of pain (second-level item)

b2801 Pain in a body part (third-level item)

b28013 Pain in back (fourth-level item).

b3 Voice and speech 
functions

(first-level item)

b320 Articulation functions (second-level item).

d4500.21 In this example, the ‘2’ after the point is the performance 
qualifier, and the ‘3’ is the capacity qualifier. This will be 
read as:

d450    walking

d4500    walking short distances

d4500.2–  moderate difficulty in walking short 
distances in current setting (may include 
environmental support such as rails, or use 
of a frame

d4500.–3 severe difficulty in walking in a standard 
environment.

Health condition
(disorder or disease)

Body functions
and structure

Environmental factors

Contextual factors

Personal factors

Activity Participation

Fig. 1.1 The International Classification of Functioning, Disability and Health 
(ICF) drawn out schematically.
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do in a standard environment (second qualifier), what they could 
do in an optimized environment (third qualifier), and what they 
can do in their current environment without assistance (fourth 
qualifier).

The qualifier coding for environmental factors helps in indicat-
ing whether the environmental factors are facilitating or imped-
ing the person’s performance. Thus, they are represented with a 
plus sign for facilitation, and a minus sign or just a ‘.’ for impedi-
ment. For example,

This highlights the fact that environment should be assessed 
according to individual needs, and thus, it cannot be taken as 
standard. The pavement ramps and slopes can be a facilitator for a 
wheelchair user, whereas they may provide barrier to a blind per-
son who uses a stick.

The WHO highlights a wide range of potential applications of 
the ICF. Initially adoption was slow [4] . Reasons highlighted were 
that activities and participation were categorized together in 
comparison with the very distinct conceptual differences of dis-
ability and handicap found in the earlier ICIDH. It was reported 
that, as they were conceptually distinct, they should have been 
categorized separately. However, it was recognized that users 
could differentiate activity and participation domains in a num-
ber of different ways, and this was left up to the user. Many users 
used to describing disability in terms of loss found the more 
positive language of the ICF unwieldy. It was felt that the ICF 
could only be used effectively following training. However, by 
2012, Wiegand and colleagues [5] felt that although the adop-
tion of the ICF was widespread in the field of rehabilitation, its 
implementation in practice was idiosyncratic and had rarely been 
evaluated properly. A study in 2013 of the implementation of the 
ICF in Israeli rehabilitation centres among physiotherapists sug-
gested that the majority were familiar with the ICF, and nearly 
two thirds reported partial implementation in their units [6]. 
Implementation focused mostly on adopting the biopsychosocial 
concepts and using ICF terms. The ICF was not used either for 
evaluating patients or for reporting or encoding patient informa-
tion, supporting Wiegand’s view that evidence that the ICF has 
lead to real changes is lacking [5].

As suggested by Jacob [6] , the place where the ICF has probably 
been most useful has been in rehabilitation of an individual patient 
where it provides a shared language within the multidisciplinary 
teams supporting a comprehensive assessment of an individual 
with a disability and facilitating treatment planning, which may 
aim to improve physiological function, maximize activity, alter 
the environment or support patient adjustment, all with a view to 
reaching a goal focussed on participation. As the whole data set 
can be unwieldy a considerable body of work using Delphi meth-
odology has been undertaken, producing comprehensive and brief 
‘core sets’ for different conditions and settings [7, 8]. Examples of 

such core sets exist for multiple scelerosis (MS) [9, 10], stroke [11], 
traumatic brain injury [12], and rheumatoid arthritis [13], and 
also for acute rehabilitation settings [14].

In other domains the ICF has been used less frequently. For 
example, it is rarely used for the evaluation of treatment and other 
interventions, or for self-evaluation by patients, although the 
capacity and performance qualifiers should allow this.

At the institutional level the ICF has potential to be used in plan-
ning, developing and evaluating services. Madden and colleagues 
[15] recently investigated the relationship between the ICF and 
information in reports published to monitor and evaluate com-
munity rehabilitation services. Thirty-six articles were selected 
for analysis containing 2495 information items. Approximately 
one third of the 2,495 information items identified in these arti-
cles (788 or 32%) related to concepts of functioning, disability and 
environment, and could be coded to the ICF. These information 
items were spread across the entire ICF classification with a con-
centration on activities and participation (49% of the 788 infor-
mation items) and environmental factors (42%). Based on these 
findings Madden and colleagues [15] suggest the ICF can be used 
as a potentially useful framework and classification, providing 
building blocks for the systematic recording of information related 
to functioning and disability to inform health professionals and 
other staff, and to enable national and international comparisons.

The ICF could also be used to guide social policy development, 
including legislative reviews, model legislation, regulations and 
guidelines, and definitions for anti-discrimination legislation. 
For example, at the social level the ICF has potential to be used 
for eligibility criteria for state entitlements such as social security 
benefits, disability pensions, workers’ compensation, and insur-
ance. A recent study by Anner and colleagues [16] examined the 
official requirements on medical reporting about disability in 
social insurance across Europe. They found that four features 
were demanded: an assessment of work capacity, a socio-medical 
history, a determination of the feasibility and effectiveness of 
intervention and the prognosis. Within the reports on working 
capacity there was an increasing trend for authors to make for-
mal or informal reference to the ICF. However, the formats of 
reporting on work capacity varied between countries, from free 
text to semi-structured report forms to fully structured and scaled 
report forms of working capacity. They suggest the ICF could 
serve as a reference for describing work capacity, provided the ICF 
contains all necessary categories. It is of interest that as well as 
recording the ICF categories the authors recognize the need for a 
socio-medical history, and a determination of the feasibility and 
effectiveness of intervention and the prognosis. These features are 
absent from the ICF and highlight some its potential weaknesses. 
The Italian Ministry of Health and Ministry of Labor and Social 
Policies supported a 3-year project for the definition of a common 
framework and a standardized protocol for disability evaluation 
based on ICF.

The MHADIE project (Measuring Health and Disability in 
Europe: Supporting policy development) aimed to develop real-
istic, evidence-based, and effective national policies for persons 
with disabilities [17]. A preliminary step towards this goal was 
the demonstration of the feasibility of employing the ICF in clin-
ical, educational and statistical fields, which corresponds to the 
recognized need to enhance the European Union’s capacity to 
describe the levels and extent of disability across populations, as 

e150.2 design, construction, and building products, and 
technology of buildings for public use confer a moderate 
obstacle

e150+2 design, construction, and building products, and 
technology of buildings for public use provide a moderate 
facilitating effect.
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highlighted in its Disability Action Plan 2006–2007. The ultim-
ate outcome of the project was the production of 13 policy rec-
ommendations, dealing with statistics, clinical, and educational 
areas, and 4 general policy recommendations focusing on the need 
to: (a) co-ordinate and integrate disability conceptualization at all 
policy levels and across sectors; (b) conduct longitudinal cohort 
studies which include children aged 0–6; (c)  review transport 
policies in light of the requirements of persons with disabilities; 
(d) review all disability policies to emphasize and support the role 
of the family, which is a consistent and substantial environmental 
facilitator in the lives of persons with disabilities.

Similarly the ICF has potential to be used in planning, developing 
and evaluating education and training for both professionals and 
patients. Little has been written on the use of the ICF for structuring 
professional curricula, although Sabariego [18, 19] demonstrated its 
utility in structuring an educational programme for stroke patients.

In research, the ICF has been used to provide a framework for 
patient-reported outcomes. Baker et  al. described a scale selec-
tion strategy for choosing relevant outcomes for a study of robot-
ics to treat the upper limb after stroke [20]. They used the ideas 
contained in the Food and Drug Administration (FDA) Patient 
Reported Outcome Measures document and mapped them on 
to the ICF to select a comprehensive set of measures. A study by 
Fayed and colleagues [21] used the ICF as a framework to demon-
strate how many clinical trials do not capture measures important 
to children with chronic conditions. In a study of nearly 500 clin-
ical trials less than 8% included an outcome focussed on activity 
and participation as part of the trial evaluation process.

It seems that, while the ICF has had a profound influence on 
the thinking of clinicians, it has not been adopted as widely as 
it could have been at a patient, service, policy, or research level 
for assessment and evaluation. Some of this may be due to lack of 
familiarity and it is clear that familiarity is growing. Escorpizo 
and Stucki [22] argue that disability can be described and meas-
ured using the ICF and ICF-related tools such as the Generic Set, 
ICF Core Sets specific to health conditions or settings, and meas-
urement instruments that have been linked to the ICF. He states 
that education of those in occupational medicine, work rehabilita-
tion, disability adjudication, policy and legislation, and govern-
ment agencies about the ICF will lead to greater implementation 
of the ICF, including determining functional and work capacity 
and as a reference framework and a language of disability to help 
facilitate a common ground of understanding.

Some of this may be due to the fact that the full ICF is large and 
can be seen as unwieldy but the development of core sets mitigates 
this difficulty. A number of areas where the framework could be 
strengthened have been identified, many of which were apparent 
to the authors at first publication

First, the fact that there is lack of clarity in the distinction between 
activity and participation. Many authors have highlighted the diffi-
culties, including Whiteneck [23]. Typical activities include activities 
of daily living (ADL) such as bathing, dressing, eating, walking, and 
talking, various combinations of which may be required to fulfil social 
roles. Typically, participation includes social roles (such as earning a 
living, parenting, and leisure activities), fulfilling civic and religious 
roles (spouse, parent, and citizen), all of which can be fulfilled in a wide  
variety of ways.

Second, it has been suggested by Wade and Halligan [24] that it 
needs to be integrated with a model of illnesses. At present, to code 

disease the International Classification of Diseases 10th edition 
(ICD 10) has to be used, but there are areas where the ICD 10 and 
the ICF overlap. Work is currently being undertaken to address 
these difficulties [25]. However, our understanding of impairment 
of structure and function continues to develop and can now be 
considered at molecular, subcellular, cellular, and tissue level. Any 
categorization of pathology is likely to run the risk of being either 
simplistic or complex, incomplete and unwieldy. However, within 
the rehabilitation framework identifying pathology and its treat-
ment is essential to allow rehabilitation physicians and teams to 
use all the means at their disposal to minimize disability. As rec-
ognized by the original authorsof the ICF, in addition to failing to 
recognize pathology, it fails to acknowledge as part of the patho-
logical diagnosis the importance of disease course in managing 
the treatment of disability; the needs of a person with relapsing 
remitting MS are quite different than the needs of a patient with a 
progressive neuropathy, which differ again from someone with a 
single-incident disorder. The only way to capture this is by record-
ing changes in qualifiers over time.

Third, it does not describe personal factors [24]. Personal factors 
are not specifically coded in the ICF because of the wide variabil-
ity among cultures. They are included in the framework, however, 
because although they are independent of the health condition 
they may have an influence on how a person functions. However, 
personal factors are critical to understanding performance; this 
explains why one patient, ventilated and quadriplegic, might 
apply to the courts requesting physician-assisted suicide and 
another similar patient manages with an appropriate care pack-
age and technological support to go to work every day for an IT 
company. It is also personal factors that explain the apparent mis-
match between objective and experienced disability.

Closely related to personal factors are values and beliefs [24]. If 
rehabilitation is concerned with changing behaviour in an adap-
tive manner, then working with patients to determine their goals 
demands more than an understanding of the activity limitations 
and participation restrictions, but also needs an understanding of 
values and beliefs that lead to the prioritization of one goal over 
another.

In summary, the ICF represents a significant step forward and 
has embedded a biospsychosocial approach into rehabilitation 
thinking. It is used as a framework for considering the disabil-
ity experienced by individual patients. However, it has not been 
adopted as widely as envisaged. It has rarely used for evaluat-
ing patients, or for reporting or encoding patient information, 
or for the evaluation of treatment and other interventions. It has 
potential to be used far more widely, including in education of 
both professionals and patients, to be used within occupational 
medicine, vocational rehabilitation, and government policy, 
allowing a shared language and precise coding of information 
both within and between services and countries. Some of the 
reasons for its slow adoption may be that it can feel unwieldy. 
It is likely that with the increasing use of core sets that the ICF 
will be used more widely in the future. Other limitations, many 
of which were highlighted by the authors at outset, include the 
fact that it does not incorporate any model of illness, or provide 
descriptors of personal factors, and individual values and beliefs. 
There is, however, a growing consensus about the use of the ICF 
and how it should further develop. With time, it is likely to be 
adopted more widely.



CHAPTER 1 the icf 7

References
 1. International Classification of Functioning, Disability and 

Health: ICF. World Health Organization, Geneva, 2001.
 2. Marks D. Models of disability. Disabil Rehabil. 1997;19(3):85–91. 

Review.
 3. Gzil F, Lefeve C, Cammelli M, et al. Why is rehabilitation not yet 

fully person-centred and should it be more person-centred? Disabil 
Rehabil. 2007;29(20–21):1616–1624.

 4. Schuntermann MF. The implementation of the International 
Classification ofFunctioning, Disability and Health in 
Germany: experiences and problems. Int J Rehabil Res. 
2005;28(2):93–102.

 5. Wiegand NM, Belting J, Fekete C, Gutenbrunner C, Reinhardt JD. All 
talk, no action?: the global diffusion and clinical implementation of 
the international classification of functioning, disability, and health. 
Am J Phys Med Rehabil. 2012;91(7):550–560.

 6. Jacob T. The implementation of the ICF among Israeli rehabilita-
tion centers—the case of physical therapy. Physiother Theory Pract. 
2013;29(7):536–546.

 7. Grill E, Stucki G. Criteria for validating comprehensive ICF Core 
Sets anddeveloping brief ICF Core Set versions. J Rehabil Med. 
2011;43(2):87–91.

 8. Yen TH, Liou TH, Chang KH, Wu NN, Chou LC, Chen HC. 
Systematic review of ICF core set from 2001 to 2012. Disabil Rehabil. 
2014;36(3):177–184.

 9. Coenen M, Cieza A, Freeman J, Khan F, Miller D, Weise A, Kesselring 
J; Members of the Consensus Conference. The development of 
ICF Core Sets for multiple sclerosis: results of the International 
Consensus Conference. J Neurol. 2011;258(8):1477–1488.

 10. Kesselring J, Coenen M, Cieza A, Thompson A, Kostanjsek N, 
Stucki G. Developing the ICF Core Sets for multiple sclerosis to 
specify functioning. Mult Scler. 2008;14(2):252–254. Epub 2007 Nov 
6. PubMed PMID: 17986511.

 11. Geyh S, Cieza A, Schouten J, et al. ICF Core Sets for stroke. J Rehabil 
Med. 2004;(44 Suppl):135–141.

 12. Laxe S, Zasler N, Selb M, Tate R, Tormos JM, Bernabeu M. 
Development of the International Classification of Functioning, 
Disability and Health core sets for traumatic brain injury: an 
International consensus process. Brain Inj. 2013;27(4):379–387

 13. Stucki G, Cieza A, Geyh S, et al. ICF Core Sets for rheumatoid arthri-
tis. J Rehabil Med. 2004;(44 Suppl):87–93. PubMed PMID: 15370754.

 14. Grill E, Ewert T, Chatterji S, Kostanjsek N, Stucki G. ICF Core Sets 
development for the acute hospital and early post-acute rehabilita-
tion facilities. Disabil Rehabil. 2005 Apr 8–22;27(7–8):361–366. 
Review.

 15. Madden RH, Dune T, Lukersmith S, et al. The relevance of the 
International Classification of Functioning, Disability and Health 
(ICF) in monitoring and evaluating community-based rehabilitation 
(CBR). Disabil Rehabil. 2014;36(10):826–837.

 16. Anner J, Kunz R, Boer WD. Reporting about disability evaluation in 
European countries. Disabil Rehabil. 2014;36(10):848-854

 17. Leonardi M, Chatterji S, Ayuso-Mateos JL, et al. Integrating research 
into policy planning: MHADIE policy recommendations. Disabil 
Rehabil. 2010;32(Suppl 1):S139–147.

 18. Sabariego C, Barrera AE, Neubert S, Stier-Jarmer M, Bostan C, Cieza 
A. Evaluation of an ICF-based patient education programme for 
stroke patients: a randomized, single-blinded, controlled, multicentre 
trial of the effects on self-efficacy, life satisfaction and functioning.  
Br J Health Psychol. 2013 Nov;18(4):707–728.

 19. Neubert S, Sabariego C, Stier-Jarmer M, Cieza A. Development 
of an ICF-based patient education program. Patient Educ Couns. 
2011;84(2):e13–17.

 20. Baker K, Cano SJ, Playford ED. Outcome measurement in stroke: a 
scale selection strategy. Stroke. 2011;42(6):1787–1794.

 21. Fayed N, de Camargo OK, Elahi I, et al. Patient-important activity 
and participation outcomes in clinical trials involving children with 
chronic conditions. Qual Life Res. 2014;23(3):751–757.

 22. Escorpizo R, Stucki G. Disability evaluation, social security, 
and theinternational classification of functioning, disability and 
health: the time is now. J Occup Environ Med. 2013;55(6):644–651.

 23. Whiteneck G, Dijkers MP. Difficult to measure constructs: concep-
tual andmethodological issues concerning participation and environ-
mental factors. Arch Phys Med Rehabil. 2009;90(11 Suppl):S22–35.

 24. Wade DT, Halligan P. New wine in old bottles: the WHO ICF 
as an explanatory model of human behaviour. Clin Rehabil. 
2003;17(4):349–354.

 25. Escorpizo R, Kostanjsek N, Kennedy C, Nicol MM, Stucki G, Ustün 
TB; Functioning Topic Advisory Group (fTAG) of the ICD-11 
Revision. Harmonizing WHO’s International Classification of 
Diseases (ICD) and International Classificationof Functioning, 
Disability and Health (ICF): importance and methods to link disease 
and functioning. BMC Public Health. 2013;13:742. 

 



CHAPTER 2

An interdisciplinary approach 
to neurological rehabilitation
Derick Wade

Introduction
People who have continuing disability often benefit from help to 
improve their abilities and/or to adapt. Rehabilitation services 
provide this help. Rehabilitation is a process focused on disabil-
ity, the functional activities that are limited. It aims to optimize 
participation in social activities and to minimize distress and 
discomfort. Neurological and neuromuscular diseases are a com-
mon and potent cause of persistent, often progressive disability. 
Therefore the process of neurological rehabilitation is important 
to all healthcare.

This chapter discusses the process of rehabilitation, what it is, 
and how services should be organized. It argues that having access 
to a specialist team using an interdisciplinary approach is essen-
tial for all patients, even people with relatively straightforward 
problems. It focuses on the benefits that should follow on from 
using an interdisciplinary approach.

There are many definitions of rehabilitation, but the important 
core features [1–4] are that:
◆ It is primarily a process, not a single or limited set of treatments.
◆ It has as its focus disability, not disease.
◆ It necessarily has to take a holistic view, actively considering 

and taking into account all influences on a patient’s situation, 
rather than considering such influences as of interest but to be 
put to one side as not relevant.

◆ Therefore it necessarily often involves a wide range of different:

•	 people

•	 professions,	and	also	non-professional	people

•	 agencies	 and	 organizations	 including	 many	 outside	 the	
healthcare system.

Neurological and neuromuscular disorders pose a particular dif-
ficulty for two reasons. The central patient-related processes in 
rehabilitation are learning and adaptation, and it is the nervous 
system that is required for these recovery processes. Therefore the 
process must be adapted to the patient’s cognitive ability, which 
will often be limited by the disease.

At the same time, because the nervous system is central to 
almost all human skills and activities, the range of losses is great 
and in particular usually includes a perceived or actual change in 
a person’s identity. Consequently, the knowledge and skills needed 
cover a very wide range.

Although rehabilitation may appear very different from normal 
neurological practice, in reality it shares many common features. 
In particular, success depends upon a full, accurate analysis of the 
presenting problems (diagnosis) and then undertaking targeted 
interventions aimed at reversing or ameliorating identified prob-
lems (treatment). The primary difference is that the focus of atten-
tion in rehabilitation is on disability, the functional activities that 
are limited, rather than on the underlying damage to or disease of 
the nervous system, which is the focus of neurological and neuro-
surgical services.

The main consequence of this different focus—disability, not 
disease—is that a much wider range of factors is of importance. 
Even in neurology success requires access to a team covering a 
wide range of different areas of expertise such as neurophysiology, 
psychology and neurosurgery. In rehabilitation this is even more 
important, and the range of expertise needed is much larger.

This chapter outlines, for the non-expert, some more detail on 
the need for, and benefits of, a multidisciplinary approach, illus-
trating the very large range of expertise needed. It does so by start-
ing with a short discussion of the analytic framework used within 
rehabilitation practice. This demonstrates the need for a team 
approach. It then discusses the rehabilitation process, before con-
sidering the membership of the team and how teams should work. 
One definition of a team is a group of people working towards a 
common goal, and this emphasizes the central importance of goal 
setting when faced with complex problems.

The biopsychosocial model of illness
In 1977 Engel wrote a seminal paper that is as relevant and fresh 
now as it was then [5] . In the paper he drew upon sociological and 
other research to formalise a much broader approach to analys-
ing and understanding illness. Together with the ideas of Talcott 
Parsons published in 1952 [6], the biopsychosocial model of ill-
ness enabled a fuller understanding of illness. The biopsychosocial 
model was soon used by the World Health Organization as the basis 
for the International Classification of Impairments, Disabilities 
and Handicaps (WHO ICIDH, 1980) [7] and then the improved 
International Classification of Functioning (WHO ICF, 2001) [8].

The original biopsychosocial model has been developed to make 
it complete [2–4, 8]. Despite its relevance to all healthcare, it is only 
now becoming incorporated into wider healthcare systems [9–11]. 
It will be described briefly here. Many other references in this 
chapter expand upon it and its use. It is illustrated in Figure 2.1.
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The basic insight is that the complexity of any illness must first 
be divided into contextual factors and patient-related factors. The 
patient-related factors come from one of four hierarchical lev-
els: the organ, the body, the person interacting with their phys-
ical, observable environment, and the person’s interactions with 
other people. The contextual factors encompass four concepts: the 
physical environment, the social environment, the person’s own 
pre-existing characteristics and time, which is subdivided to cover 
both the person’s stage in their life and their stage in their illness.

The descriptive framework is also a systems analytic model, and 
only major interactions are shown in Figure 2.1. As would be pre-
dicted from a systems approach, there are multiple and complex 

interactions between different factors including some that apply 
in a direction contrary to expectation. One strength of this model, 
of particular relevance to neurologists is that it predicts the exist-
ence of functional illness [3] .

Loss, change, and recovery
Recovery following an episode of tissue dysfunction occurs, ini-
tially, through restitution of the tissue and thus the functions asso-
ciated with that tissue. However, when there is residual dysfunction 
the body and person adapts, a process of learning to achieve goals 
in a different way. For most internal, physiological functions this 

Age and associated factors 
- family commitments/support 
- resources available 
- expectations, responsibilities 
- employment etc. 

Temporal context:
stage in life 

Temporal context:
stage in illness 

Time since onset 
- in context of natural history

Social Participation
Social role functioning 
- participation in social interaction 
- at leisure, work, groups, family etc.

Social context
Local culture 

- famility, friends, work colleagues etc. 
General culture 
- laws, rights, duties etc.
Includes 

- expectations, attitudes, resources

Physical context
�e actual environment 
- peri-personal (clothes, aids, etc.) 
- local (house, larger equipment etc.) 
- community (locality, transport etc.) 
- people as helpers

Activities (disability)
Behaviour 
- goal-directed interaction 
- with environment 
Adaptability 

- change behaviour as needed 

Choice

Personal context
- life goals & life style 
- past experiences 
- beliefs and expectations 
- attitudes 
- financial resource 
- other resources 

Impairment
Label attached 
- symptoms and/or signs 
Actual 

- experienced by patient 
Perceived 
- deduced by others 
- from patient behaviour 
Note: 
- all are constructs

Pathology
Label attached 
- diagnosis, disease 
Actual 
- Damage to the organ 
- Within the body 
Perceived 
- by patient 
- by others 

= one of four levels concerning the person 

Text = one of four contextual domains 

Text

= direct influences

= indirect influences

Activities and physical context are both directly observable. 

Social participation and social context concern meaning and
require interpretation or inference of observed actions or
situations.   

Temporal context is a given, but is often overlooked

Note: Pathology, Impairment, Personal context and choice are all
            within the person, and are not directly observable.  

Fig. 2.1 Biopsychosocial model of illness: components of importance.
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is ‘automatic’ and beyond conscious control. There are exceptions, 
such as the use of hormone replacement therapy after failure of an 
organ when the person has to learn to take the replacement appro-
priately, which is not trivial for insulin (for example).

In conditions where there is a gradual and usually progressive 
loss of tissue function, such as occurs with muscular dystrophies, 
multiple sclerosis, Huntington’s disease or motor neuron disease, 
then there is an inevitable process of adaptation than can, in slowly 
progressive disorders such as Parkinson’s disease, be so successful 
that the patient (to be) may lose significant amounts of tissue with-
out noticing it. In other words, subclinical disease simply reflects 
very successful adaptation. In some disorders it is other people 
and not the patient who notice change, so successful is the adapta-
tion. However, eventually most people will notice problems, espe-
cially in fluctuating conditions such as multiple sclerosis.

Finally, there are conditions that arise before, at or shortly after 
birth, when the person is naturally totally dependent anyway. If 
the damage is fixed, then the person will learn and develop and 
will incorporate the consequences of their losses (if any) into their 
normal development which may thus be different from usual. If 
the person has an additional progressive loss, they will also adapt 
to their changing abilities.

Rehabilitation
Rehabilitation is no more or less than helping the person to adapt 
and learn in response to their limited, altered, or changing abili-
ties. Conceptually, it is exactly similar to education, except that it 
is set in the context of loss or absence of existing or expected abili-
ties arising from a disease or health disorder.

Sometimes, for example when muscles have simply wasted 
through disuse or after an acute but reversible injury but are still 
intact, the process is primarily one of encouraging ‘natural’ recov-
ery and doing so in a safe environment so that, for example, the 
person does not fall or develop skin pressure ulcers while recover-
ing. More commonly, the process involves identifying and teaching 
alternative strategies and allowing practice in a safe environment. 
Also quite commonly, the process involves helping the person rec-
ognize that some previous goals or activities are no longer achiev-
able, and helping them and their family adjust to this.

This approach emphasizes that rehabilitation is not only applic-
able to people with recently acquired losses set in the context of 
premorbid ‘normality’. It is also appropriate for people who have 
limitations imposed by some congenital or other problem present 
from birth and for people who have a progressive disorder. In these 
circumstances the goals may be different and the underlying ill-
ness processes may be different, but rehabilitation services can still 
help the person adapt, set appropriate goals, which may be greater 
than those expected by the patient, and learn new skills to meet 
goals.

The process of rehabilitation is shown in Figure 2.2 and Figure 2.3.
The rehabilitation process depends crucially upon an accurate 

initial analysis of the situation, identifying:
◆ Underlying pathology (disease, disorder) if any, because it may:

•	 Determine	prognostic	field	and	prognostic	markers

•	 Suggest	impairments	that	should	be	looked	for,	or	do	not	need	
testing for

◆ Impairments present, nature and severity

Diagnosis/assessment
�e collection and interpretation of data

to allow a sufficient understanding of
the situation to plan the next steps

Problem
onset 

Goal setting 
�e identification of possible goals (short-
and long-term), identification of patient
preferences, and negotiation of goals and

necessary actions 

Data and process
Collect information,
liaise and work with

other agencies/services 

Treatment 
Actions that are

expected to alter the
outcome 

Support
Actions that are

needed to maintain
life and safety 

REHABILITATION TEAM ACTIONS

Evaluate 
Compare against goals, and

decide if further goals
appropriate

More goals
possible 

No more
goals

possible 

Discharge 
- Ensure sufficient support

and ongoing care  
- Check that patient can

self-manage  
- Specify when and how

to return to service 

Patient enters

Patient/family actions
Actions etc. to be 

undertaken by patient 
and/or family

Fig. 2.2 The rehabilitation process—a reiterative cycle.
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◆ Levels of activity and social participation

•	 Currently

•	 Previously,	or	in	case	of	life-long	illness,	anticipated	or	desired
◆ Personal contextual factors

•	 Expectations	of	rehabilitation	and	change

•	 Attitudes,	strengths,	weaknesses,	etc.

•	 Goals/domains	of	interest
◆ Physical contextual factors such as:

•	 Accommodation

•	 Availability	of	practical	support	from	people	(caring,	not	social)

•	 Equipment	and	adaptations
◆ Social contextual factors, such as

•	 Attitudes	and	expectations	of	family	and	important	others

•	 Benefits	and	other	resources	available
◆ Prognosis: likely change and interventions needed and available.

Rehabilitation team
The list given of important components needed to achieve suc-
cessful (efficient and effective) rehabilitation illustrates why a 
multidisciplinary team is needed.

For most patients with more complex problems, this detailed 
and in depth analysis can only be achieved by a group of profes-
sionals who have between them appropriate expertise. Without a 
clear, accurate initial analysis it is probable that the process may 
be misdirected, attempting to achieve inappropriate goals or not 
attempting to achieve appropriate goals. Unfortunately, failures in 
determining and setting expectations early on are still a common 
cause of both unnecessary disability (people not realizing that 
they could do more) and of distress, when given unduly optimistic 
expectations.

Patients with neurological conditions are particularly likely to 
have complex problems. Complexity is, in fact, difficult to define 
and in this context it refers to problems that:
◆ are multifactorial (i.e. are influenced by many different factors 

such as cognition, mood change, altered sensation)
◆ have interactions between the different factors that themselves 

influence the outcome of interest (e.g. combination of blind-
ness and amnesia after posterior cerebral circulation ischae-
mia makes rehabilitation of both impairments much more 
difficult)

◆ have non-linear relationships between the different factors
◆ usually include also clinical uncertainty about the disease and 

its prognosis.

This complexity arises particularly in neurological rehabilitation 
because the nervous system is the central system to being a person, 

CONTINUING NEEDS

- teach self-management 
DISCHARGE FROM SERVICE 

- enable self referral back

- Transfer care to 
OTHER MORE APPROPRIATE SERVICE 

- less OR more specialist

Patient presents 
with problem(s)

EVALUATION 
- against goals set 

- also considering new data 
- and new opportunities

SOCIAL CONTEXT 
- facilitate social support 

- alter beliefs of family/carers/others 
- facilitate social contacts/interactions

PHYSICAL CONTEXT 
- optimise peri-personal structures 
- provide equipment/adaptations 

- change accommodation, community

PERSONAL CONTEXT 
- alter invalid/unattainable expectations 
- alter invalid beliefs, increase knowledge 

- increase self-efficacy

PARTICIPATION 
- explore social roles of interest 

- explore options to maintain roles 
- consider possibility of new roles

ACTIVITIES 
- teach how to achieve 

- enable safe practice of sub-components 
- enable safe practice of activity 

IMPAIRMENTS 
- minimize losses 

- minimise distressing experience 
- replace/support if possible

PATHOLOGY 
- confirm/correct diagnosis 

- diagnose/manage new disease 
- ensure & monitor treatment

INTERVENTION 
- support (care) 

- treatment (therapy)Collect more data

GOAL SETTING 
- short-, medium-, and long-term goals 

- relevant, time limit, challenging (measured) 
- based on prognosis, patient goals, available options

ASSESSMENT: 
- identify problems (screening for others) 
- formulate situation (causes, influences) 

- identify potential goals (prognosis, patient goals)

Fig. 2.3 The rehabilitation process and its components.

 



SECTION 1 general aspects of neurorehabilitation12

defined in rehabilitation as a social being who learns and adapts to 
changing circumstances. The brain, in particular, controls almost 
all conscious and much unconscious behaviour. It analyses situa-
tions, plans actions, responds to changes, etc. It also is the basis for 
personality, emotion and goals. Indeed most people now equate 
brain damage with a change in their personhood—who they are.

There are few if any conditions that affect the central nervous 
system that do not cause complex problems. Consequently, most 
patients with continuing problems associated with any neuro-
logical disorder may benefit from expert rehabilitation.

Given the wide range of problems that may arise from neuro-
logical dysfunction, it should be obvious that no single person or 
profession is likely to have the very large range of expertise needed 
to lead to an accurate analysis of a patient’s situation. However, 
without a full understanding both of the deficits and of the areas 
of preserved or good function, it is likely that each individual pro-
fessional person involved will not set appropriate goals or under-
take appropriate interventions. For example, knowing how much 
apparent memory loss is actually secondary to depression, or how 
much apparent motor loss is secondary to a functional disorder 
may have a major impact on treatments offered.

Teams and teamwork
A team is or should be more than a group of people who simply 
share factual, analytic information. The word is derived from a 
team of horses pulling a plough, which illustrates its cardinal fea-
ture; a team works towards a common goal, each member contrib-
uting according to their expertise and ability.

Teams are themselves complex systems (in a systems analytic 
sense), and this is or should be manifest in several ways. Team 
members should:
◆ have shared knowledge and skills
◆ share clinical information about patients continuously
◆ be able to undertake tasks usually undertaken by others within 

the team; the work is shared and therefore if someone is not 
available the team can continue to function.

This is not to say that the missing person’s skills and knowledge are 
not important, but it does mean that a proper team can continue to 
function without a member without too much difficulty for a period.

In network terms, teams are resilient and resist degradation, 
which means that once they are set up, they can continue to func-
tion albeit at a reduced level despite loss of a significant proportion 
of their members. It is worth contrasting how two teams might 
function in the absence of a particular therapist. One team is a 
true team, but the other is a ‘virtual team’, a group of people who 
just happen to be involved with a particular patient. If a therapist 
is missing from a true team, it will function quite well for several 
weeks but in the case of a virtual, single patient ‘team’ the work 
will simply not be done.

This feature of teamwork is obvious in many other contexts. For 
example, a hospital’s chief executive will go on holiday, sleep, be 
away at meetings, etc., but the hospital and the hospital manage-
ment team continue to function. However, no-one would dispute 
that organizations need a chief executive and that the absence, or 
the presence of a poor chief executive leads to organizational fail-
ure in the long term.

In rehabilitation there is the potential for endless discussion 
about:
◆ the membership of the team
◆ the type of teamwork used, usually distinguishing between 

multidisciplinary and interdisciplinary teams and, more 
recently transdisciplinary practice

◆ whether or not the patient (and family) are a part of the team (if, 
like me, you think that this is a meaningless question, then see 
National Institute of Health and Care Excellence (NICE) guide-
line on stroke [12])

◆ who should lead the team.

Some of these issues are best left to one side, but others will be 
discussed.

It is worth starting by considering what exactly constitutes ‘the 
rehabilitation team’, primarily to show that there is no simple sin-
gle answer.

It is self-evident that no team can include every single expert 
who might ever be needed by the patients seen by a service. In 
other words, teams will always need to seek additional knowl-
edge or skills from others in some situations. For example, a small 
number of patients may need an intrathecal baclofen pump to 
manage spasticity, but one cannot expect a neurosurgeon to be 
closely involved with the team.

Moreover, in a team of any significant size the actual group 
of people involved with a particular patient will be a subset of 
the whole team in the service. Some patients will have no need 
for some professions; that patient’s team is not the same as the 
whole team. Even with a highly focused service, every therapist 
cannot be involved with every patient, and often a person or 
people or team from elsewhere will be involved to a greater or 
lesser extent.

Figure 2.4 illustrates the complexity of ‘the team’ and the dif-
ficulty in defining ‘the team’: the overall group of people who are 
actively and appropriately involved directly or indirectly can be 
very large and can come from a wide variety of different organiza-
tions or no organization and can come from a wide variety of pro-
fessions or no profession. Each individual will have his or her own 
interests, skills, knowledge, experience and expectations. Success 
depends upon each person acting in concert with all the others, 
and not against them (usually accidentally).

Figure 2.4 also shows that the potential for miscommunication 
and misunderstanding is great, and highlights the overwhelming 
importance of liaison and communication, which is discussed 
later.

Considering the ‘core team’—the group of people who constitute 
the general ‘rehabilitation team’—they may espouse a particular style 
of teamwork. These are often characterized as one of three types [14]:
◆ multidisciplinary; work undertaken with other disciplines in 

parallel or sequentially
◆ interdisciplinary; work undertaken jointly with other 

disciplines
◆ transdisciplinary; work integrated across many disciplines, 

and undertaken collaboratively.

These are really degrees of integration and sharing, ranging from 
the incidental group of people who happen to be involved with 
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one patient but otherwise rarely work together, to a group of peo-
ple who work together all the time, sharing much knowledge and 
skills, and working collaboratively.

The ideal is to have a fully integrated team who all work collab-
oratively, because this is likely to lead to a more efficient and effect-
ive team. Evidence in support of this assertion will be reviewed in 
the next section.

Is teamwork effective?
There is some evidence from healthcare research to support this 
assertion [13, 14], including some related to rehabilitation [15].

A large observational study [15] on 1688 stroke patients seen by 
530 team members from six disciplines in 46 Veteran’s Association 
hospitals showed that three team features were associated with 
better outcomes in terms of patient functional independence. The 
team features were:
◆ task orientation
◆ order and organization
◆ utility of quality information.

Teams that scored more highly on effectiveness had shorter 
lengths of stay.

There is some randomized, controlled trial evidence from 
neurological rehabilitation. The most convincing comes from 
stroke rehabilitation where studies show that stroke unit care is 
more effective that care in general settings [16]. The major differ-
ences between stroke unit care and the control intervention have 
been investigated and many concern teamwork—meeting together 

to discuss patients, sharing common processes, team education, 
and so on. Although the studies were not specified as a contrast 
between integrated teamwork and either no teamwork, or at best 
ad hoc multidisciplinary teamwork, they did in fact study that. 
There is reasonable evidence for other diseases that integrated 
teams produce better results than ‘usual practice’, which will gen-
erally include therapists working together on a particular patient, 
but not as a team [17, 18].

Effective team structure and function
Some suggested general principles will be given here, many based 
on experience, not research. The discussion assumes that:
◆ it concerns people with an actual or apparent neurological or 

neuromuscular disorder which includes people with neuromi-
metic functional disorders

◆ the service is based with a healthcare system rather than social 
services (the principles would be the same, but organization 
names would differ).

The core membership of the team should include sufficient staff 
with a sufficiently broad range of knowledge and skills to the 
competent and able to manage at least 80% of the problems posed 
by the patients seen without needing to seek external help [19]. 
Teamwork requires individuals to know and trust each other and 
to have a shared understanding, and this only arises from regu-
lar contact and working together. Individuals who have a primary 
responsibility elsewhere simply cannot be full team members. 
Therefore most people seeing most patients should work together 

Team of people
involved with an
individual patient 

�e 'rehabilitation
service team'; the
lead team with
primary clinical
responsibility. 

People within the NHS
who sometimes
contribute to the
rehabilitation service
team. E.g. orthoptists,
orthotists, surgeons. 

Other organizations
with teams whose

members contribute
to the rehabilitation

team quite often,
e.g. community

rehabilitation team,
social services,

housing, children's
services 

Individuals (not family or friends)
who contribute for this particular

patient (e.g. a lawyer).

An organization with a team
involved with this patient but

rarely involved in
rehabilitation process, e.g. an

employer, a school. 

Family and friends of this individual.

Fig. 2.4 The complex nature of team-work with an individual patient.
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within the same group, with external people being called in for 
particular, relatively rare, problems only.

The members of the team should agree and use a single model 
of illness when analysing or discussing a patient’s situation. This 
will lead to a shared, consistent vocabulary and set of explana-
tions given to others (patient, family, other external teams, etc.). It 
is manifest by using documentation that has a similar structure.

The management approach to common problems such as 
patients with amnesia, transferring patients who have poor mobil-
ity, and irritability and aggression, should be agreed both in gen-
eral and for individual patients. To achieve this there should be 
shared educational activities and training, and agreed protocols 
(evidence from stroke).

The team must share a single office or group of offices. This 
facilitates easy communication both about individual patients 
and about team working practices. It engenders a team spirit and 
allows meetings to be convened easily and quickly, both when 
an acute patient problem arises and when team practice needs 
discussion.

The team must work within a single management and budgetary 
arrangement. This is essential for several reasons. Different organ-
izations have different priorities, and have organizational meeting 
and activities that are all likely to differ from other organizations 
leading to disintegration of the team. Separate budgetary arrange-
ments will also lead to conflicts.

The suggested team membership is listed here. It must be 
stressed that all members of the team are expected to have spe-
cific, documented knowledge and skills covering rehabilitation 
and an appropriate level of experience of neuromuscular disor-
ders. It should also be stressed that every team member needs to 
be familiar with recognizing and managing emotional problems 
and behaviour that might pose risk or distress to the patient or 
others.

The core professional membership must include:
◆ doctors
◆ nurses; this is the key group for all in-patient services but is also 

important for outpatient and domiciliary services
◆ physiotherapists
◆ occupational therapists
◆ speech and language therapists
◆ clinical neuropsychologists
◆ social workers; this is a second key group, without which service 

efficiency and effectiveness is markedly reduced because liaison 
with social services is so important.

There is a second group of professions where local factors and the 
patient group seen may need to be considered, but who should 
often be part of the core team:
◆ dieticians
◆ orthotists
◆ orthoptists.

The team will need ready access to a wide range of other profes-
sionals regularly or on an intermittent basis. Generally, it is best to 
form a particular relationship with one person, so that the specific 

person becomes familiar with the rehabilitation team. Professions 
to consider include:
◆ clinical engineers and the whole team specializing in equip-

ment, if they are not an integral part of the service
◆ orthopaedic surgeons
◆ liaison psychiatrist.

Goal setting
If a team is defined as a group of people working towards a com-
mon goal, then the process of identifying, agreeing and setting 
those goals must be the central, defining process that distin-
guishes effective teams from less effective teams. If there is no a 
shared agreed and regularly used process of setting goals used by 
the members of a team, it cannot be called a team.

Therefore, because goal setting is so central to ‘transdiscipli-
nary’, integrated team working, this section will expand upon the 
process especially in the context of neurological rehabilitation, 
although the evidence comes from a much broader field.

Goal setting increases motivation and engagement [20, 21]. The 
evidence is very strong that setting goals for individuals and for 
teams alters behaviour; individuals and teams achieve more when 
they set appropriate goals. The evidence also suggests that effec-
tive goals are:
◆ considered relevant and important by the individual concerned 

(the patient)
◆ considered achievable by the person concerned (whether or not 

it is actually achievable)
◆ considered challenging by the person concerned
◆ supported by intermediate goals if the overall goal is set some 

way in the future
◆ specified rather than general; it needs to be easily known when 

the goal is reached.

However, it must be recognized that goal setting also carries dis-
advantages: risks to the patient and the resources used. For exam-
ple, goal setting can also be demotivating if the goals are too easily 
achieved or are perceived as impossible or irrelevant. Moreover, 
achieving goals should not be used to determine any other deci-
sion [20], because it decreases engagement. They do not need to be 
SMART [22] (there is debate about what SMART stands for [22], 
and one set of terms is Specific, Measureable, Achievable (though 
originally it was Attributable), Relevant and Time-limited.).

Consequently, when developing rehabilitation goals it is vital 
to discover what the patient’s wishes and expectations are. 
Furthermore, because the goals set will also be influenced by and 
have an impact upon others, it is important always to consider 
the wishes and expectations of others. This applies obviously to 
family, but less obviously it also applies (for example) to team 
members and organizations. For example, if a team member dis-
agrees fundamentally with a goal such as returning to live with 
an abusive partner, or if an organization does not agree with a 
plan to discharge home with a care package (because they do not 
want to pay) then they will not work wholeheartedly towards the 
goals.
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At the same time, it is also important to know what change can 
be expected, both in the absence of any intervention and if there 
are interventions, and whether theoretically beneficial interven-
tions are actually available to the patient.

All of this information then needs to be used to draw up a plan 
with long-term and shorter-term goals and a list of specific actions 
to be undertaken by members of the team. This plan must be com-
patible with the patient’s own wishes and interests.

The plan should always recognize that exact prediction is impos-
sible, and that progress should be reviewed and goals adjusted 
according to changes that occur in the situation and according to 
the success or otherwise of interventions tried.

Several specific facts need to be stressed. Although the patient’s 
wishes must be taken into account, it is neither possible nor desir-
able for team goals simply to repeat a patient’s stated wishes. 
The patient’s wishes may be impossible, given the losses or the 
resources available, the actions needed may not be within the 
power of the team to execute, or they may be appropriate but only 
at a later stage.

Second, it is important to explain to the patient how sub-goals 
are related to their wishes. For example, most patients who lose 
the ability to walk have regaining that ability has an important 
goal, but few will express any interest in regaining trunk control 
(for example). Regaining control over balance may be an essential 
first stage towards walking but if the patient does not understand 
and accept this they are unlikely to work towards it as a goal.

Lastly, it is important to accept that changing a patient’s beliefs 
or expectations is a reasonable part of rehabilitation, so that they 
can expend their effort on achievable goals that are consistent 
with their overall wishes. For example, after complete spinal cord 
injury it may be necessary to help the patient accept that they will 
never walk so that they can learn to use a wheelchair and thereby 
achieve a greater goal of living independently and working.

Team working
If the goal setting process discussed is followed, the output should 
be a series of actions that lead towards a set of goals that are rel-
evant to the patient. The goals should all start from the patient’s 
overall wishes, rather than being dominated by what the team 
members feel that they can do. In other words, the question is 
‘what do you want us to help you achieve?’ rather than ‘We can 
help you achieve these goals; are they useful to you?’.

Within any team there must be an element of shared work, 
which takes two forms.

First, and by definition, two or more team members will be 
working together towards a common goal with the patient. This 
will lead to team members using techniques that are advised by 
another team member, which reinforces the ‘treatment’; for exam-
ple a speech and language therapist may use specified, agreed 
techniques for transfer and to manage emotional distress as part 
of a session aimed at improving speech clarity. This duplication 
and continuation of a treatment approach within other activities 
greatly increases the patient’s learning.

Second, and more controversially, a team member may at least 
on occasions, undertake work on behalf of others. The easiest 
example is when a patient is first assessed. The first team member 
to see a patient, perhaps in a different setting, can and should col-
lect information that is not important to his or her own profession, 

but is relevant to another profession. For example, a therapist 
might collect information on diagnoses, investigations, and drugs 
for a doctor, and a speech and language therapist might collect 
information on transfers (for a physiotherapist) or memory (for a 
psychologist).

This sharing of roles is of great importance, and although it is 
sometimes seen as offering a cheap, second-class service it should 
be something that increases the expertise of team members and 
also the quality of the service. There are now several examples 
available in guidelines, the most obvious being the assessment of 
swallowing in the acute phase after stroke by nursing staff [11]. 
This has not lead to any diminution in the role of a speech and 
language therapist.

The risk is that managers may see it as an opportunity to reduce 
staffing, which then actually greatly reduces team quality. The 
overall level of team expertise is reduced—it has less depth—and 
individual professions will avoid or stop supporting each other, 
and therefore collaborative team-work is destroyed.

An effective collaborative rehabilitation team is likely to have 
the following characteristics:
◆ An agreed, shared framework for understanding and analysing 

and describing a patient’s situation. This will now usually be the 
biopsychosocial model of illness. This is manifest through:

•	 A shared	terminology	and	vocabulary

•	 A similar	lay-out	of	clinical	notes.
◆ The use of an agreed set of measures for frequently measured 

domains, such as independence in personal activities of daily 
living (ADL).

•	 The	 Barthel	 ADL	 index	 is	 likely	 to	 be	 the	 measure	 of		 
personal ADL

•	 Measures	should	be	chosen	for	mobility,	dexterity,	communi-
cation, memory, etc.

◆ A shared primary clinical record where all professions record 
all major observations, etc. This is becoming more common. 
It does not preclude separate professional notes for day-to-day 
recording and recording specific detailed information.

•	 One	challenge	is	that	some	professions	are	reluctant	to	share	
some data

•	 Another	 challenge	 is	 to	 achieve	 a	 comprehensive	 complete	
record that can nonetheless be easily searched to find relevant 
information quickly.

◆ A single geographic area (office or set of offices) used by all team 
members.

•	 A good	team	will	also	have	a	shared	‘social’	area	for	coffee,	
meals, relaxation.

◆ Shared treatment spaces, not ‘belonging’ to any particular pro-
fession or department.

◆ Evidence of actual sharing of roles and responsibilities such as:

•	 Chairing	 or	 leading	 multi-disciplinary	 patient-centred	
meeting

•	 Chairing	or	leading	team	and	service	projects

•	 Undertaking	clinical	work	on	behalf	of	other	team	members.
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◆ Multidisciplinary goal-setting meetings on a regular basis for 
all patients.

•	 Reviewing	all	patients	under	the	team	on	a	regular	basis,	usu-
ally weekly

•	 Reviewing	 individual	 patients	 at	 a	 goal-setting	meeting	or	
similar, at an appropriate interval.

◆ Shared, agreed protocols for managing common problems (e.g. 
swallowing problems, aggression).

◆ Shared educational activities.
◆ Be managed as a single unit, including having a single budget 

shared by the whole team.

Key-workers
One of the recurring areas of discussion within rehabilitation con-
cerns key-workers, with many questions being debated: are they 
needed or even essential, what are the limits of their responsibility 
and power, who should be a key-worker?

The idea of a key-worker has arisen in response to quite a wide 
variety of perceived (not necessarily actual) problems:
◆ Patients and families not knowing who to approach about a par-

ticular problem.
◆ Failures in communication within the team, for example about 

clinical changes and/or changes in the management plan.
◆ Difficulties faced by people from outside the central team (e.g. exter-

nal social workers) in contacting the team and getting information.
◆ Lack of continuity in care, with an associated lack in consist-

ency in information and advice given.
◆ Failures in goal setting:

•	 not	setting	a	comprehensive	set	of	goals

•	 not	monitoring	progress	towards	or	achievement	of	goals.
◆ Failures in organizing external management, especially trans-

fers of care.

From this list one can appreciate that a key-worker could easily 
be overwhelmed! With this list in mind, it is worth considering 
whether having a key-worker would actually help any of the prob-
lems, let alone all.

In all discussions it is assumed that the key-worker is a single, 
named individual who carries that responsibility for a named 
patient over a prolonged time (e.g. whole admission, whole epi-
sode of out-patient care, one year). It must then also be accepted 
that key-workers:
◆ may be part-time only
◆ will have periods of leave
◆ will not be on-call every day or all hours
◆ will have other work commitments (i.e. they are not employed 

primarily as a key-worker)
◆ will have his or her own areas of expertise and therefore other 

areas where they have limited skills and knowledge.

Consequently, it is quite unrealistic to expect a keyworker to fulfil 
any of the expectations very well, if at all.

Further reflection shows that the problems identified are really 
related to team organization, because the team as a whole could 
easily resolve all of these problems.

Many of the problems concern interaction with other agencies, 
especially Social Services (as the organization which is, in many 
countries, responsible for social and domiciliary support, hous-
ing, etc.). The primary solution, in the UK at least, would be to 
insist upon having a social worker as an integral member of the 
team; this is sadly not the case in many areas within the UK.

Most of the other problems simply require all members of a team 
to take responsibility for a problem when they are approached. 
For example, if a patient wants to know about wheelchairs, the 
key-worker is likely to suggest contacting the appropriate team 
member, but this could be done by any team member. Indeed, 
the team member should actually contact the appropriate person 
directly, rather than delaying the process by asking the key worker 
to do it.

Thus it is probably better to identify and analyse the problem 
faced, and to develop a protocol or way for the team to respond 
to the need, rather than to suggest a key-worker which simply 
transfers the problem and probably complicates the process still 
further.

Conclusion
Patients with long-term neurologically based problems present 
a great challenge to healthcare. The problems for one patient 
requires the attention of a few to many people delivered over a 
variable length of time often in a variety of settings. These people 
constitute that person’s team. Other patients will have other prob-
lems, some in common and some not. Some of the people involved 
will help many patients, some only a proportion. Nonetheless, the 
areas of expertise are similar.

The simplest solution is for there to be a group of people who 
between them can resolve the majority of problems faced by the 
majority of people with neurological disease. The evidence sug-
gests, quite strongly, that this leads to a better outcome for the 
patient at no more cost to the healthcare system. The evidence also 
suggests that a system focused on the patient’s needs and wishes 
whereby the group of people involved discuss and agree a set of 
goals which they work towards collaboratively is more effective.

This is a description of an interdisciplinary team. Unfortunately, 
for practical, political and organizational reasons, the teams are 
rarely comprehensive and there are still weaknesses. Nonetheless, 
using a patient-centred goal-setting process based within a 
biopsychosocial model of illness and an interdisciplinary health-
care rehabilitation team is probably the best achievable method 
for managing the problems of this group of patients.
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CHAPTER 3

The economic benefits 
of rehabilitation for 
neurological conditions
Rory O’Connor

Introduction
Rehabilitation produces outcomes that are most apparent at the 
level of participation [1]  or health-related quality of life rather 
than body function or structure. Measuring outcomes, therefore, 
requires a greater level of sophistication than simply collecting 
biochemical or radiological findings and attributing any change 
to the effect of the treatment [2]. Deriving econometric data from 
the outcome of rehabilitation interventions relies on using the 
outcomes generated by rehabilitation programmes combined with 
the costs of the input.

As rehabilitation is reliant on extensive direct patient contact 
with healthcare professionals, the apparent cost of interventions 
can seem high in the early phase. People severely disabled by 
long-term neurological conditions require considerable medical, 
nursing and therapy input to maintain and improve their func-
tioning and wellbeing [3] . The initial management of an acute 
spinal cord injury requires full clinical and radiological exami-
nation of the central nervous system, turns to prevent pressure 
sores by nurses every 2 or 4 hours, active bladder and bowel man-
agement, and passive movements of the patient’s joints by physi-
otherapists. The behavioural management of an acquired brain 
injury often requires 24-hour individual nursing, with intensive 
neuropsychology and occupational therapy input. The clinicians 
delivering these therapies are often senior, further increasing the 
apparent cost.

Rehabilitation environments tend to be enriched and more 
sophisticated than general hospital wards and departments. 
Hyperacute rehabilitation following the onset of severe neuro-
logical illness or trauma requires considerable space to accommo-
date the extra staff and equipment to manage the patient’s needs. 
Postacute rehabilitation environments will include adapted bath-
rooms, kitchens, therapeutic gymnasia, and hydrotherapy pools. 
These facilities tend to be provided in standalone locations, which 
tend to have higher overheads per patient than larger institutions. 
After discharge, community rehabilitation teams will need thera-
peutic milieu to treat their patients, particularly if patients’ home 
environments are less than suitable [4] .

These factors combine to explain the apparent initial high cost 
of rehabilitation: interventions are extensive, labour intensive, and 
require expensive facilities. If we accept that rehabilitation is effec-
tive [5] , can we justify the cost?

Disability is expensive, both for the individuals concerned and 
for society in general. Costs of equipment and medication, care 
provision at home or in institutions, welfare payments, lost earn-
ings and consequently reduced tax receipts [6]  combine to make 
disability a major draw on a society’s exchequer. If rehabilitation 
interventions could reduce people’s requirements for support in 
the community, make them more independent and more likely to 
return to work after illness, then rehabilitation would pay for itself 
over time. Linking the changes measured by rehabilitation out-
come assessments to economic evaluations can demonstrate the 
financial benefits as well as the functional improvements.

As most of the costs associated with living with a disability in 
the community are related to the cost of providing personal care 
(e.g. assistance with washing, dressing, toileting, and meal provi-
sion), economic evaluations have focused on recording individu-
al’s daily and weekly care requirements and using this information 
to develop a cost model. Additional expenditure associated with 
expensive equipment or housing adaptations can be included in 
this model. Once costs are established for a healthcare economy, 
then the model can be applied to other patients coming through 
the system. Once such model is based on the suite of measures 
developed in Northwick Park Hospital in London, UK [7] , which 
capture the weekly care requirements of people with long-term 
neurological conditions and translate this into a weekly cost of 
care. Other models have been developed around the costs asso-
ciated with a year-of-care, for example, motor neurone disease. 
But, for many people with a sudden onset neurological condition, 
improvement can be expected with rehabilitation and costs are 
loaded towards the initial year after onset [8].

Using this methodology, rehabilitation can be demonstrated to 
reduce care costs and return the investment of an inpatient multi-
disciplinary rehabilitation programme within a number of months 
[9] . However, the upfront costs of rehabilitation can be substantial, 
particularly if a rehabilitation pathway is not already in existence 
in a health economy and investment is required for development. 
Furthermore, most of the potential savings are recouped through 
reduced social care costs and welfare payments, although health 
systems benefit through reduced length of stay and fewer second-
ary complications for patients [10], and improved outcomes for 
family carers [11]. Therefore, healthcare facilities need to work 
within integrated health and social care environments to derive 
full benefit from the cost savings.
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History of economic evaluations
Financial assessments of healthcare interventions have always 
been a topic of interest to communities with medical practition-
ers. The Code of Hammurabi in ancient Egypt prescribed fidu-
ciary rewards for physicians who successfully treated patients. 
Unfortunately, adverse outcomes were punished by physical 
and financial penalties depending on the severity of the mishap 
[12]. In the 1800s mortality statistics were the primary outcomes 
reported by healthcare institutions, with no regard for the results 
of the operations and interventions that were performed within 
their institutions [13]. These institutions were largely charitable 
and, apart from ensuring overall financial regularity, no other 
scrutiny was placed on how their money was spent.

Apart from small experiments in collecting outcome data and 
relating it to healthcare interventions (14], very few advances were 
made in the first half of the last Century. A step-change in evalu-
ating health outcomes occurred in the 1960s [15]. Donabedian’s 
work was the first to assess healthcare interventions using the 
concepts of structure, process and outcomes, with which we are 
familiar today. In North America in the 1980s and Australia in 
the 1990s, structure and process were used to develop healthcare 
resource groups (HRGs)—treatment episodes which are similar in 
resource use and in clinical response. Only in the last decade are 
these healthcare economies systematically examining outcomes 
to justify expenditure.

However, inappropriate outcomes can still be applied to these 
interventions—this can make it difficult to determine the cor-
rect underlying costs if the necessary data are not collected. For 
instance, survival data are presented for conditions where sur-
vival is not at risk. Survival is also often presented in a composite 
outcome, included with other events, such as recurrence of the 
index event or additional morbidity, which is inappropriate too, 
as these outcomes have different impacts on individuals. In some 
instances prolonging survival may not actually be in a patient’s 
best interests [16]. Therefore, it is essential to choose an outcome 
that can provide robust patient-level data and adequately register 
the economic impact of the intervention.

A further consideration formerly under-recognized is that many 
health status measures ultimately used in economic analyses do 
not collect information that will completely describe the impact 
of the rehabilitation input. Many measures used in economic 
analyses contain impairment or activity level items, such as level 
of pain or walking, and these may not actually be the relevant out-
come for many people—reducing pain or improving walking may 
only be an antecedent to returning to work or education. There 
are not many healthcare providers who regularly measure wider, 
participation outcomes, and yet they are increasingly relevant to 

society, particularly in reducing the cost of welfare payments such 
as incapacity benefits. Therefore, rehabilitation services planning 
to judge the economic effectiveness of their interventions need to 
have a measure that is correctly targeted to the population they 
serve and that population’s needs. For example, a rehabilitation 
unit working with people with severe neurological impairments 
needing substantial care input would look to reducing the hours 
and complexity of a package of care on discharge. Similarly, a 
vocational rehabilitation programme working with clients with 
traumatic brain injury living in the community would collect data 
on job return and retention and level of salary achieved in those 
taking up their first employment.

An illustration of these issues can be seen in the development 
of the International Classification of Functioning, Disability and 
Health (ICF) [1] . It was initially proposed that impairments lead in 
a linear fashion to ‘handicap’ [17]. However, the limitations of this 
model were quickly identified as the impact of impairments are 
modulated by a wide range of factors both internal and external 
to the individual. So, for example, a heavy goods vehicle driver 
who developed post-stroke epilepsy would be unable to return to 
driving as an occupation for up to 10 years, even if he had no other 
physical manifestations of the his stroke. This is a function of a 
country’s legislation in relation to driver licensing, which would 
be considered an issue relating to the person’s environment in the 
widest sense. The latest model (Figure 3.1) outlines the complex, 
bi-directional relationships between each of the factors. The ICF is 
the currently accepted way to fully describe the impact of a health 
condition on an individual and complements the International 
Classification of Diseases.

Methods of economic evaluation
Many of the functional outcome measures that are routinely 
collected by rehabilitation services will encompass a range of 
activities of daily living and record the activity limitations that 
the patients encounter. Whilst this is an important first step in 
an economic analysis, it is not sufficient to record the full ben-
efit derived by the intervention. Measures such as the Barthel 
Index [18] and Functional Independence Measure [19] cannot 
be directly translated into care costs. Only measures which 
record hours of nursing or care input such as the Northwick 
Park suite of measures [7]  or an health status measure that has 
been extensively assessed in relation to quality adjusted life 
years (QALY), such as the EuroQol [20], can be used for eco-
nomic evaluations.

There is an important difference between these two economet-
ric methods. The first, recording actual care hours, gives a finan-
cial cost if the individual is currently in the community receiving 
care. Whilst care is the most expensive part of community sup-
port, due to substantial input from care staff, it is not the only 
cost and consideration must be given to additional costs such as 
housing adaptations, welfare and loss of income. It is also a theo-
retical cost and it assumes that all care will be provided by paid 
carers. Very many family members take on a carer’s role and this 
is not likely to be recompensed. Indeed, carers may remain out-of-
pocket if they choose to give up work to care for their relatives. 
But for most post-acute rehabilitation services in developed coun-
tries it provides a useful overview of the effectiveness, in financial 
terms, of the rehabilitation programme.

Health condition

Body functions and
structures

Activity Participation

Personal factorsEnvironment

Fig. 3.1 The International Classification of Functioning, Disability and Health.
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Translating health-related quality of life into a QALY deter-
mines the annual cost that would be required to transform the 
current quality of life for given individual into full quality of life. 
This method has been used extensively by statutory bodies, such 
as the National Institute for Health and Care Excellence, to deter-
mine whether to support new health technologies. Whilst many 
rehabilitation interventions have been judged to be cost-effective 
[21], others have been judged to be too expensive relative to the 
change in function produced to be considered for funding.

Trying to convert activity-level data to an economic quantum 
is fraught with complications. For example, attempts have been 
made to link the Barthel Index with the EuroQol as there is a 
commonality in some of the items (mobility, personal care, usual 
activities). However, the items of the two measures are worded and 
scored differently, which would result in different responses to the 
items. More importantly, the Barthel Index is clinician-scored and 
the EuroQol is self-report, therefore two different and not nec-
essarily equivalent perspectives are recorded [22]. Furthermore, 
40% of the items (pain and psychological functioning) in the 
EuroQol have no correspondence with items on the Barthel Index. 
This leaves a large, clinically important, component of the QALY 
unscored, which may result in a floor effect where a potentially 
important clinical difference is not recorded by the measure [23].

This illustrates a use of the ICF in choosing a suitable measure. 
Each component of the ICF can be measured (the Barthel Index 
measures body functions and activity) but this does not directly 
relate to other components of the ICF. Therefore, to measure 
participation, one needs to choose a scale that relates directly to 
the construct that it is intended to measure. This avoids the con-
ceptual discrepancy between collecting data that are expected to 
change with the proposed rehabilitation intervention and a meas-
ure that does not identify that a change has occurred. Examples 
of measures and how they relate to the ICF constructs are given 
in Figure 3.2.

Even when using self-report health status measures to gather 
primary data directly, there are substantial methodological issues 
with the process that derives the scores. It was initially assumed 
that health related quality of life was a linear construct from full 
health through to death. However, most analyses will reveal that 
many people regard certain health conditions—e.g. the persistent 
vegetative state—to be much worse than death and these states fall 
below the floor of the scale and any change through rehabilitation 
is thus lost. Data also need to be compared to normative groups 
and as many health status measures are completed by people in 
full, or near full, health, it can be difficult to benchmark the qual-
ity of life of people with long-term conditions. Most people with 

long-term conditions regard their quality of life as comparable 
to people without long-term conditions one year after the onset 
of the condition—the disability paradox [24]. This also reduces 
the apparent effect of an intervention and consequently it cost 
effectiveness.

A further limitation of these measures is that they do not pro-
duce interval level data, which are critical to allow arithmetic 
procedures [25]. Money and time are interval-level data and are 
crucial to calculating the full economic cost of an intervention. 
However, many health status measures produce, at best, ordinal-
level data, which cannot be manipulated arithmetically or corre-
lated to interval-level data, rendering most economic analyses of 
this type invalid. As an example, one might examine the stairs 
item of the Barthel index, which records patients’ stair climbing 
abilities into one of three categories: unable (0), needs help (aid, 
verbal, physical; 1), and independent (2). Independence in stair 
climbing can make a huge difference to a person’s independence 
when they return home and a great deal of time and rehabilita-
tion staff effort (money) goes into achieving this. Yet, the record-
ing of change by the Barthel Index item (output) will not correlate 
directly with the input: the effort of generating stair climbing 
ability at all is very substantial compared to gaining independent 
stair climbing once this has been achieved [26]. Therefore gaining 
a Barthel point from 0 to 1 takes far greater resource (and cost) 
than from 1 to 2, yet would appear to generate the same improve-
ment in the overall Barthel score (a change of 1 point). A better 
measure for this purpose would be the Assessment of Motor and 
Process Skills (AMPS), which is based on analyses that produce an 
interval-level score [27].

An alternative, robust approach will use a functional measure, 
such as the Northwick Park dependency measures that directly 
records the care and nursing input that an individual requires. 
The temporal data generated by these measures can then be costed 
based on the quantity of input and the pay of those employed to 
provide this care. Rehabilitation interventions that reduce indi-
vidual’s, dependency will reduce their care needs and therefore 
the overall cost of their care will be less. As a starting place for an 
economic evaluation, this provides very robust data, which can 
be manipulated arithmetically, used in comparisons, and tracked 
longitudinally.

This approach is straightforward for patients in post-acute inpa-
tient rehabilitation programmes, where the data can be routinely 
collected as part of the rehabilitation process. Additional data col-
lection must be performed to determine the expenditure associ-
ated with hospitalizations and other healthcare-associated costs, 
social care and welfare, and loss of potential earning and hence 
exchequer returns. Some of these potential costs are less easy to 
calculate as future expenditure and earnings can be more difficult 
to predict. More complicated economic modelling is required to 
determine these costs.

Case studies of rehabilitation  
economic evaluations
◆ Liaison rehabilitation in acute and critical care settings

 Acute medical and surgical beds in any health economy are 
a precious and expensive resource and length of stay could 
be judged to be a reasonable approximation for cost in this 
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Fig. 3.2 Mapping outcome measures onto the ICF.
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setting. Any intervention that reduces length of stay will 
result in economies. Rehabilitation provided in these set-
tings will not only reduce length of stay, but will also result in 
avoidable complications such as pressure sores and contrac-
tures, which in themselves, will increase length of stay, delay 
transfer to a definitive rehabilitation facility, and increase the 
amount of time that the rehabilitation team spends dealing 
with the complications rather than rehabilitating the under-
lying condition [10].

 At present, there are no economic evaluations of this type of 
rehabilitation input [28]. Head-to-head studies of different 
methods of delivering early rehabilitation would be required 
in order to fully evaluate the economic benefits of these 
interventions.

◆ Post-acute acquired brain injury rehabilitation

 Similarly, there are no published economic assessments 
on the impact of inpatient rehabilitation for adults in the 
post-acute phase of their recovery from acquired brain 
injury. Early work in our own unit (a 19-bed inpatient facil-
ity providing goal-orientated rehabilitation to adults with 
neurological conditions) demonstrates the effectiveness in 
discharging severely impaired patients to their own homes. 
From September 2008 to September 2010, 261 patients (174 
males; median age 53 years, range 16 to 84) were discharged 
from inpatient rehabilitation, 85.5% of these patients to their 
own homes. Discharge destination was not determined by the 
dependency level, but environmental factors: 93% of patients 
were discharged home if they lived with a carer and had their 
own accommodation. Median length of stay was 29  days 
(interquartile range 32 days). However, only 22% of patients 
who did not have their own accommodation or live with a 
carer returned home (length of stay 62 days; IQR 51), illus-
trating the importance of these factors in promoting a safe 
and timely discharge relative to the underlying diagnosis or 
the resultant impairments.

 We looked at a subset of these patients using the Northwick 
Park dependency suite of measures. We included 79 patients 
(42 males; median age 54 years, range 17–85) who had com-
plete admission and discharge data. All costs were based 
on direct treatment costs and overheads and are presented 
in UK pounds sterling at 2010 costs. The median cost of 
inpatient rehabilitation per patient was £14,026 (interquartile 
range £8,617 to £23,811). The median weekly cost of care for 
a patient reduced by £939 from £1,232 to £300. The median 
time to offset the investment in post-acute rehabilitation was 
17 weeks.

◆ Stroke rehabilitation

 More data are available for patients in post-acute stroke reha-
bilitation, much of it originating from the work of the Stroke 
Trialists in the 1990s who identified that organized stroke 
rehabilitation does not increase length of stay and produces 
better outcomes for patients at all levels of disability [29]. 
Further work illustrated that length of stay could be reduced 
through the use of community based stroke rehabilitation 
once patients were initially stabilized and had received early 
rehabilitation in the stroke unit [30]. Overall costs were not 
reduced due to the costs of the community service, but inpa-
tient hospital costs were significantly less.

 Looking more closely at the reduction in care costs associ-
ated with inpatient stroke rehabilitation it has been possible 
to identify what savings can be achieved [9] . At 2006 costs, 
median weekly care costs were reduced from £1,900 to £1,100 
for 35 inpatients in post-acute stroke rehabilitation.

◆ Spinal cord injury rehabilitation

 Prior to the establishment of spinal cord injury rehabilita-
tion units, the life expectancy of a person with tetraplegia 
was approximately one month. Avoidance of the main com-
plications of spinal cord injury (pressure sores, urinary and 
respiratory tract infections) and comprehensive rehabilita-
tion has resulted in near normal life expectancy for people 
living with spinal injury. Returning people to economic activ-
ity was one of the main objectives of rehabilitation [31].

 Spinal cord injuries tend to occur in a bimodal age distri-
bution with a peak in early adulthood and later life [32]. For 
the younger cohort, life expectancy approaches that of peo-
ple with no neurological injury [33], hence comprehensive 
rehabilitation that facilitates return to, or entry into, work 
will have an important impact [34]. The initial rehabilitation 
of people with spinal cord injury is expensive (US $282,000 in 
2003) [35], with high annual costs relating to ongoing medical 
and rehabilitation interventions. Unfortunately, no groups 
have looked at the comparative effect of rehabilitation inter-
ventions in reducing these costs.

◆ Community-based rehabilitation

 For many neurological conditions, community-based rehabili-
tation interventions will be required to maintain individ-
ual’s functioning in their own environments. This is equally 
important for people who are discharged from post-acute 
rehabilitation facilities as well as people with long-term condi-
tions living in the community [4] . Two studies have looked at 
the costs of supporting individuals in the community. A study 
of interventions to support people with challenging behaviour 
after traumatic brain injury identified that while the first year 
of organized intervention was more costly than usual care, 
costs decreased substantially in subsequent years [8].

 A second study looked at community rehabilitation for peo-
ple following stroke [36]. With a median input of nine weeks 
of daily rehabilitation input in 71 people’s own homes (45 
males; median age 71 years), costs of care reduced from £234 
per week (2009 costs) to £102 per week.

Developing an economic evaluation
As a first step in designing an economic evaluation, it is essen-
tial to record the costs of the input provided by the rehabilita-
tion programme. For most healthcare economies, approximately 
three-quarters of costs will be associated with direct staff costs. 
Premises, medication, equipment and overheads will vary depend-
ing on the nature of the programme. Second, an outcome meas-
ure is chosen that has good psychometric properties, is linked to 
a robust economic evaluation, and is targeted to the population 
participating in the rehabilitation programme (Table 3.1). Then a 
decision must be made about collecting additional data regarding 
wider aspects of the population’s needs such as welfare benefits, 
earnings and other costs that need to be offset such as additional 
childcare for family members who are carers (Box 3.1).
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Converting categorical data, such as patient’s level of ability, 
into interval level data, preferably monetary, through the use of 
measures of recording care, nursing, therapy, and medical input 
will increase the range of statistical procedures that can be per-
formed on the data. Most data collected through rehabilitation 
interventions are non-parametric and will require appropriate 
statistical analyses. If categorical level data cannot be converted, 
then specialist, less powerful techniques can be applied [37].

Finally, data must be presented in a form that is comprehensible 
to the commissioners of the rehabilitation service, whether locally 
or nationally, as many of these will not have a clinical background. 
The information should also be available to lay people including 
service users and their families. It is incumbent on us to demon-
strate that we are spending money on these services responsibly.

Economic evaluation of rehabilitation and 
the future
Of course, health and social care provision are not isolated 
from the wider socio-political environment. Rehabilitation ser-
vices have always had to respond to wider social and political 
demands. The two greatest changes to the delivery of rehabilita-
tion in developed countries was the impact of the First and Second 
World Wars. These catastrophes resulted in the development and 
expansion of amputee rehabilitation services and neurologi-
cal rehabilitation services, respectively [38,  39]. Other changes 
have been more evolutionary rather than revolutionary and have 
responded to changes in epidemiology [40], technology [41], and 
service delivery [3] . Cultural changes have also determined that 
rehabilitation and disability management services are delivered 
more in the community rather than in institutions [42]. Most 
of these developments and changes have been positive, resulting 
in enhanced services and better outcomes for those affected by 
disabling conditions. More recently, however, global economic 
pressures have resulted in a contraction of health and social care 
services, or at least a halt to further investment in new services. 
Straitened healthcare budgets over the last decade have resulted in 
a failure to appreciate the benefits of investment-to-save with its 
upfront budgetary requirements.

It is expected that economic pressures will continue to affect the 
ability of rehabilitation services to provide the input required to 
realise the potential savings that can be brought about by appro-
priate treatments. The longer-term benefits of rehabilitation may 
be disregarded in favour of the apparent short-term cost-saving 
measures of disinvestment in rehabilitation services. Therefore, 
it is important that each rehabilitation service is aware of exter-
nal socio-political pressures and is proactive in collecting robust 
information on the full, long-term benefits of rehabilitation input. 
These efforts will enable rehabilitation services to continue to pro-
vide for disabled people into the future.
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techniques are employed. The most commonly used ones are 
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can be difficult to explain to patients and the time trade-off 
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apparent effect of a rehabilitation intervention.
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CHAPTER 4

Predicting activities after stroke
Gert Kwakkel and Boudewijn Kollen

Why should we predict activities  
after stroke?
Stroke recovery is heterogeneous in terms of outcome, and it is 
estimated that 25 into 25% of the 50 million stroke survivors 
worldwide require some assistance or are fully dependent on car-
egivers for activities of daily living (ADL) after their stroke [1] . 
In addition to medical management after acute stroke to prevent 
further cerebral damage, early stroke rehabilitation is initiated 
with the ultimate goal of achieving better recovery in terms of 
body functions and activities in the first months after stroke, and 
to reduce disability and handicap during the years that follow 
[2]. Knowledge about factors that determine the final outcome in 
terms of activities after stroke is important for early stroke man-
agement, in order to set suitable rehabilitation goals, enable early 
discharge planning, and correctly inform patients and relatives. 
The current trend to shorten the length of stay in hospital stroke 
units, as well as the increasing demand for efficiency in the conti-
nuity of stroke care, imply that knowledge about the prognosis for 
the outcome in terms of basic activities such as dressing, mobility, 
and bathing is crucial to optimize stroke management in the first 
months post stroke. Knowledge about the prognosis in terms of 
activities (i.e. functional prognosis) is also important for the effec-
tive design of future trials in stroke rehabilitation. In particular, 
identifying subgroups of patients who may benefit most from a 
particular intervention [3–5] and stratifying patients into prog-
nostically comparable groups will prevent underpowered stud-
ies (i.e. type II errors), keeping in mind that the contribution of 
stroke rehabilitation services is relatively small (i.e. 5 to 10% of 
the variance in the outcome) compared to the variability across 
patients included in trials [6–8]. A number of observational stud-
ies suggest that the degree of recovery in terms of impairments 
and activities after stroke is already largely defined within the first 
days after stroke onset [9–16]. This finding also suggests that the 
effectiveness of therapy is not only determined by selecting the 
most effective therapy but also depends on selecting appropri-
ate patients, who show some potential for recovery of activities 
after stroke. Moreover, many evidence-based therapies such as 
constraint-induced movement therapy (CIMT) or modified ver-
sions of it, body weight-supported treadmill training (BWSTT), 
neuromuscular stimulation, and early supported discharge poli-
cies by a stroke team are heavily dependent on an appropriate 
selection of stroke patients [17]. Hence, the establishment of an 
adequate prognosis by a stroke rehabilitation team will increase 
the efficiency of stroke services and reduce costs. From a patient’s 
perspective, effective prognostics enable health care professionals 

to respond to changes that occur over time, to estimate the feasi-
bility of the short- and long-term treatment goals, and to provide 
correct information to patients and their partners [18].

Despite the above advantages, prognostic research has received 
little attention in neurology and rehabilitation medicine com-
pared to intervention research, and has not gained much accept-
ance in clinical practice as a result of: (1) doubts about predictive 
accuracy due to issues such as bias in observations, (2) problems 
with the generalization of the results, and (3) the complexity of 
algorithms, which hampers practical implementation [18–20]. 
Furthermore, a number of previous systematic reviews of prog-
nostic research have shown that a high proportion of prognostic 
studies in stroke are of poor methodological quality [18–21]. On 
the other hand, a favourable trend can be discerned, since the bet-
ter quality studies were published in the most recent years [18, 20]. 
This illustrates the growing awareness among investigators of the 
importance of meeting the methodological criteria for prediction 
model development.

The present chapter will focus on prediction of activities after 
stroke. First, we will discuss some methodological shortcomings 
of prognostic research. Subsequently, based on the most common 
flaws in prospective cohort studies, we will elucidate the main 
characteristics about the pattern and hierarchical sequence of 
recovery of impairments and disability post stroke. Finally, the 
most important clinical bedside factors will be discussed that 
independently predict outcome of activities of daily living, dex-
terity and walking ability post stroke.

What constitutes good quality  
prognostic research?
In contrast to the CONSORT statements [22], there are no strict 
methodological criteria for assessing the quality of prognostic 
research. A number of key factors have been identified in clini-
cal epidemiology that may confound the relationship between the 
independent variable of interest (i.e. the determinant) and the out-
come or dependent variable in the regression model. The method-
ology of prognostic studies continues to evolve [3, 19, 21, 23–25] 
and guidelines for reporting observational studies in accordance 
with the ‘strengthening of reporting of observational studies in 
epidemiology’ (STROBE) statement have only recently been estab-
lished [26].

Table 4.1 summarizes the main factors that affect inter-
nal, statistical, and external validity of high-quality prognos-
tic research. This 27-item checklist addresses six major risks of 
bias:  (1)  study participation, (2)  study attrition, (3)  prognostic 
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factor measurement, (4)  outcome measurement, (5)  statistical 
analysis, and (6) clinical performance [3, 19, 18, 20, 23, 25, 27, 28]. 
As shown in Table 4.1, each item can be rated as positive (sufficient 
information: low risk of bias, 1 point assigned), negative (insuf-
ficient information: potential risk of bias, 0 points assigned), or 
partial/unknown. A total score can be obtained by summing all 
items that were given a positive rating.

What do we know about the pattern of stroke recovery 
in terms of body functions and activities?
The development over time of body functions (i.e. impairments) 
and activities (i.e. disabilities) after stroke is characterized by a 
large diversity. Some patients show hardly any improvement even 
in the long term, whereas other patients recover fully within hours 
or days after their stroke. Even though the outcome of stroke 
patients is heterogeneous and individual recovery patterns differ, 
clear mathematical regularities (i.e. logistic and sigmoidal) have 
been found in these non-linear patterns of recovery, making the 
outcome in terms of body functions and activities highly predict-
able [7, 14, 15, 16, 17, 21, 27–31]. Figure 4.1 shows an average com-
mon, hypothetical pattern of stroke recovery of patients with a 
first-ever ischaemic middle cerebral artery (MCA) stroke [32].

As shown in Figure 4.1, the time course after stroke is charac-
terized by larger improvements during the first weeks post stroke 
than in the post-acute phases beyond 3  months after stroke, 
reflecting common underlying mechanisms known as ‘spontane-
ous neurological recovery’ [17, 30, 33, 34–36]. A number of cohort 
studies have shown that the initial severity of disability as well as 

the extent of improvement observed within the first days or weeks 
post stroke are important indicators of the outcome at 6 months 
after stroke [20, 33, 34, 37–40]. Another striking feature support-
ing the existence of a predefined biological pattern in time is the 
observation that the sequence of progress in activities, as assessed 
for example with the Barthel Index (BI), is almost fixed in time. 
Hierarchical scaling procedures of the BI show that in about 80% 
of all patients with a first-ever MCA stroke, progress of activities 
follows the same sequence of BI items [41].

As shown in Figure 4.2, skills that allow the use of compen-
sation strategies, such as grooming, recover earlier than more 
complex skills such as dressing and climbing stairs. The observed 
sequence in this small sample of patients was recently confirmed 
by a number of studies using Rasch analysis. Rasch analysis deter-
mines the probability of achieving a particular milestone on the 
basis of ‘patient’s’ ability’ and ‘item difficulty’ [42, 43]. A  larger 
study involving 556 stroke patients [41] found the same hierarchi-
cal sequence in terms of BI items. It should be noted, however, 
that not all items of the BI measure the same underlying concept. 
Indeed, items that measure body functions (i.e. bladder and bowel 
control) in the BI [41] and the Functional Independence Measure 
(FIM) [44, 45] are not suitable for a Rasch analysis, because these 
items assess different (impairment-related) constructs.

The fact that the recovery of activities after stroke follows a 
fixed hierarchy is not limited to ADL outcomes measured with 
instruments like the BI or the FIM [45], but have also been 
found for the Stroke Impact Scale [46], the National Institutes of 
Health Stroke Scale (NIHSS) [47], as well as for the recovery of 
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Fig. 4.1 Hypothetical pattern of recovery after stroke with timing of intervention strategies.
Reprinted from Lancet, 14, Langhorne P, Bernhardt J, Kwakkel G, Stroke rehabilitation, 1693–702, Copyright (2011), with permission from Elsevier.
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Table 4.1 Quality assessment of reports of prognostic studies

Outcome strategies Scale Criteria

Evaluation of study design

D1 Source population and 
recruitment

Y/N/? Positive when sampling frame (e.g. hospital based, community based, primary care) and recruitment 
procedure (place and time period, method used to identify sample) are reported.

D2 Inclusion and exclusion criteria Y/? Positive if both the inclusion and exclusion criteria are explicitly described.

D3 Important baseline key 
characteristics  
of study sample

Y/? Positive if the following key characteristics of the sample are described: gender, age, type, localization, 
number of strokes, stroke severity.

Number of strokes is adequate when at least ‘a history of stroke’ or ‘recurrent stroke’ is reported.

D4 Prospective design Y/N/? Positive when a prospective design was used, or in case of a historical cohort in which prognostic factors 
were measured before the outcome was determined.

D5 Inception cohort Y/N/? Positive if observation started at an uniform time point within 2 weeks after stroke onset.

D6 Information about treatment Y/N/? Positive if information on treatment during observation period is reported (e.g. medical or paramedical, 
usual care, randomized, etc.)

Study attrition

A1 Loss to follow-up Y/N/? Positive if loss to follow-up during period of observation did not exceed 20%.

A2 Reasons for loss to follow-up Y/N/? Positive if reasons for loss to follow-up are specified, or there was no loss to follow-up.

A3 Methods to deal with missing 
data

Y/N/? Positive if adequate method of dealing with missing values was used in case of missing values (e.g. multiple 
imputation), or there were no missing values.

A4 Comparison of completers and  
non-completers

Y/N/? Positive if article reports that there are no significant differences between participants who completed 
the study and those who did not, concerning key characteristics of gender, age, type and severity and 
candidate predictors and outcome, or if there was no loss to follow-up.

Predictor measurement

P1 Definition of predictors Y/N/? Positive if the article clearly defines or describes all candidate predictors (concerning both clinical and 
demographic features).

P2 Measurement of predictors  
reliable and valid

Y/N/? Positive if ≥1 candidate predictor was measured in a valid and reliable way, or referral is made to other 
studies which have established reliability and validity,

P3 Coding scheme and cut-off 
points

Y/N/? Positive if coding scheme for candidate predictors was defined, including cut-off points and rationale for 
cut-off points; or if there was no dichotomization or classification.

P4 Data presentation Y/N/? Positive if frequencies or percentages or mean (SD/CI), or median (IQR) are reported for all candidate predictors.

Outcome measurement

O1 Outcome(s) defined Y/N/? Positive when a clear definition of the outcome(s) of interest is presented.

O2 Measurement of outcome(s)  
reliable and valid

Y/N/? Positive when outcome was measured in a valid and reliable way, or reference is made to other studies 
which have established reliability and validity.

O3 Coding scheme and cut-off  
points described

Y/N/? Positive if the coding scheme of the outcome is given, including cut-off points and rationale for cut-off 
points; or if there was no dichotomization.

O4 Appropriate end-points of 
observation

Y/N/? Positive if observation was obtained at a fixed time after stroke onset, negative if observation was made at 
discharge.

O5 Data presentation Y/N/? Positive if frequencies or percentages or mean (SD/CI) or median (IQR) are reported for the outcome measure.

Statistical analysis

S1 Strategy for model building 
described

Y/N/? Positive if the method of the selection process for multivariable analysis is presented (e.g. forward, 
backward selection, including p-value).

S2 Sufficient sample size Y/N/? Positive if the number of patients with a positive or negative outcome (event) per variable in the logistic 
regression analysis was adequate, i.e. equal to or exceeding 10 events for each variable in the multivariable 
model (Events Per Variable), or in case of linear regression analysis N ≥ 10 for each variable.

S3 Presentation of univariate 
analysis

Y/N/? Positive if univariate crude estimates and confidence intervals (β/SE, OR/CI, RR, HR) are reported. Negative 
when only p-values or correlation coefficients are given, or if no tests were performed at all.

S4 Presentation of multivariable 
analysis

Y/N/? Positive if point estimates with confidence intervals (β/SE, OR/CI, RR, HR,) are reported for the 
multivariable models.

S5 Continuous predictors Y/N/? Positive if continuous predictors were not dichotomized in the multivariable model.

(continued)
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the upper limb function measured with the ABILHAND ques-
tionnaire [48] or the Action Research Arm Test (ARAT) [49]. 
These findings support the notion that defining milestones may 
serve as an important part of multidisciplinary stroke manage-
ment [50–52] in order to allow the team to focus on realistically 
attainable treatment goals.

Are we able to predict ADL independence after stroke?
Knowledge about robust and unbiased factors that predict out-
come in terms ADL is paramount in early stroke management. 
A systematic review of 48 studies that aimed to predict ADL out-
come showed that the BI and mRS were the two activity level out-
come measures most frequently used in prognostic stroke studies. 
Despite the fact that that only a small proportion of the included 
studies, i.e. 6 out of 48 (12.5%), was of high quality [20], strong 
evidence was found that age and scores on scales assessing sever-
ity of neurological deficits in the early post-stroke phase, such as 
the NIHSS and CNS, are strongly associated with the final basic 

ADL outcome beyond 3 months post stroke [53]. In a prospec-
tive cohort study in 159 stroke victims with a mild to moder-
ate first-ever ischaemic hemispheric stroke, we found that when 
measured within 72 h post stroke, the NIHSS score was strongly 
associated with the final outcome in terms of ADL independency 
as measured with the Barthel Index at 6 months.

The discriminative properties as well as the accuracy of pre-
diction with the NIHSS at baseline seem to be robust and hardly 
influenced by the timing of assessment in the first 9 days after 
stroke onset [15]. As shown in Figure 4.3 the area under the curve 
(AUC) ranged from 0.789 (95%CI, 0.715–0.864) for measurements 
on day 2 to 0.804 (95%CI, 0.733–0.874) and 0.808 (95%CI, 0.739–
0.877) for days 5 and 9, respectively [15].

The systematic review of 48 prognostic studies also showed that 
gender and the presence of risk factors for stroke, such as atrial 
fibrillation, did not predict the outcome in terms of basic ADL [20]. 
Conspicuously, imaging data for the prediction of ADL outcome 
proved to be of limited value when compared to the contribution 

Outcome strategies Scale Criteria

Clinical performance/validity

C1 Clinical performance Y/N/? Positive if article provides information concerning at least one of the following performance 
measures: discrimination (e.g. ROC), calibration (e.g. HL statistic), explained variance, clinical value (e.g. 
sensitivity, specificity, PPV, NPV)

C2 Internal validation Y/N/? Positive if appropriate techniques were used to assess internal validity (e.g. cross-validation, 
bootstrapping), negative if split-sample method was used.

C3 External validation Y/N/? Positive if the prediction model was validated in a second independent group of stroke patients.

Y, Positive, 1 point; N, Negative, 0 points; ?, Partial/unknown.

Veerbeek JM, Kwakkel G, van Wegen EE, et al. Early prediction of outcome of activities of daily living after stroke: a systematic review. Stroke. 42(5):1482–8 © 2011.
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Fig. 4.2 Progress of patients’ skills (Barthel Index) in a fixed sequence, with earlier recovery for relatively less complex skills that allow compensation strategies, such as 
feeding and grooming, and later recovery for more complex skills, such as dressing and climbing stairs. As illustrated in this figure, patients showed an almost consistent 
sequence of recovery with bowel control restored first, followed by grooming, bladder control, feeding, transfer, toilet use, mobility, bathing, dressing, and finally 
climbing stairs. The so-called Guttmann scaling procedure yielded a coefficient of scalability ranging from 0.72 for week 26 to 0.85 for week 3 post stroke, suggesting 
that about 80% of the patients progressed through this fixed sequence in time.
Reprinted from Restor Neurol Neurosci, 22, Kwakkel G, Kollen B, Lindeman E., Understanding the pattern of functional recovery after stroke: facts and theories, 281–99, Copyright (2004), with 
permission from IOS Press.
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of clinical variables alone [20]. In a previous prospective study in 75 
first-ever MCA stroke survivors, we found that age and the initial 
BI score measured at day 5 post stroke predicted 84% of the AUC for 
the outcome in terms of ADL independency 1 year post stroke. In 
this study, patients were classified as ADL-independent if they had 
a BI score of 19 or 20 points. However, adding magnetic resonance 
imaging (MRI) findings at 11 days post stroke, such as the presence 
of white matter lesions, hemisphere of stroke, cortical or subcorti-
cal, and lesion and stroke volume, increased the AUC from 0.84 to 
0.87 in the surviving patients. [54] In line with other studies in this 
field that investigated the impact of stroke lesion volumes on the 
outcome in terms of ADL [55], this prospective cohort study sug-
gests that neuroimaging variables from conventional MRI scans do 
not increase the accuracy of long-term prediction of ADL [54-56].

In addition to the predictive validity of neurological scales such 
as NIHSS and CNS, a number of prospective cohort studies have 
shown that the baseline value of the BI (or FIM) assessed within 
2 weeks post stroke is highly associated with the final BI (or FIM) 
measured at 6 months post stroke [7, 27, 53, 54]. However, the predic-
tive accuracy of the initial BI score seems to be time dependent [53]. 
For example, a prospective cohort study investigating the diagnostic 
accuracy of the BI in 206 hemispheric stroke patients [53] showed 
a significantly higher accuracy in predicting the outcome in terms 
of the BI at 6 months when assessed at 5 or 9 days post stroke than 
when assessed at 2 days post stroke. The AUC ranged from 0.785 on 
day 2 to 0.837 and 0.848 on days 5 and 9, respectively, suggesting 
that the assessment on day 5 proved to be the earliest post-stroke 
moment for an optimal prediction of final outcome in terms of ADL 
(Figure 4.4). This finding suggests that the BI should preferably be 
measured at the end of the first week in hospital-based stroke units 
to ensure effective stroke rehabilitation management. This time-
dependence of the predictability can be explained by several puta-
tive mechanisms. The first is that 2 days post stroke is too early for 
patients to begin to develop the compensatory strategies that they 

will use to carry out ADL. At one week, in contrast, the core com-
pensatory abilities may already be present. The second possibility 
is that subjects may have a greater tendency to perform below their 
true maximal capacity early after stroke. The third option is that 
oedema and metabolic factors, which have their maximal influence 
in the first 72 hours, could mask the capacity for recovery.

The less than optimal prediction of BI at 6 months for patients 
assessed within 72 hours in our study may have been caused by the 
instability of neurological deficits, which is manifested by the neu-
rological worsening observed in approximately 25% of all patients 
during the first 24 to 48 hours after stroke [53]. However, a paral-
lel study focusing on the timing of an assessment of neurological 
deficits by the NIHSS in the same population resulted in no signif-
icant differences between days 2, 5, and 9 [15], which makes neu-
rological worsening within this period unlikely. A more plausible 
explanation could be that observers find it difficult to determine 
the patient’s actual performance in terms of basic ADL when the 
patient is still bedridden. As a consequence, an assessment within 
72 h post stroke will underestimate their actual performance. In 
line with the recommendation by Kasner [57], our findings sug-
gest that even in individuals with a minor stroke who are bedrid-
den during the first few days after stroke, the BI will underestimate 
outcome scores, making the BI an unsuitable instrument to meas-
ure disability within the first 3 days post stroke.

Other determinants reported in valid prospective cohort studies 
suggest that not only baseline ADL factors such as sitting balance 
but also urinary incontinence, severity of hemiplegia, cozmorbid-
ity, consciousness at admission, cognitive status, and depression 
are independent factors that contribute to the outcome in terms of 
ADL beyond 6 months [18, 19, 20, 27, 58].

Who regains walking ability?
Regaining independent gait is considered a primary goal in stroke 
rehabilitation. A number of prospective cohort studies have shown 
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Fig. 4.3 Graphic presentation of ROC analyses of the moment of timing of the assessment of NIHSS scores for the outcome of BI (≥19) at 6 months after stroke.
Reprinted from J Neurol Sci, 57– 61, Kwakkel G, Veerbeek J, van Wegen E, et al., Predictive value of the NIHSS for ADL outcome after ischemic hemispheric stroke: does timing of early 
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that approximately 60% [10, 59] to 80% [21] of stroke patients are 
able to walk independently at 6 months post stroke. Various prog-
nostic studies suggest that age [60,  61], severity of sensory and 
motor dysfunction of the paretic leg [62], homonymous hemiano-
pia [61. 62], urinary incontinence [11, 60], sitting balance [11, 13, 
21, 63–66], initial disability in ADL and ambulation [10, 11, 13], 
level of consciousness on admission [60], and the number of days 
between stroke onset and first assessment [16] are independently 
associated with gait outcomes 6  months after stroke [21]. For 
example, the EPOS study, involving 154 first-ever ischaemic stroke 
patients who were unable to walk independently, used multivariate 
(or multivariable) logistic modelling to show that accurate predic-
tion within 72 hours is achievable at hospital stroke units by means 
of two simple bedside tests:  namely sitting balance and muscle 
strength of the paretic leg. Independent gait was defined as 4 points 
or more on the Functional Ambulation Categories (FAC), suggest-
ing that patients could be classified as safe walkers able to walk 
independently on flat surfaces [21]. Those non-ambulatory patients 
who regained their sitting balance as assessed by the trunk control 
test (TCT) and who developed some voluntary movement of the 
hip, knee and/or ankle as assessed by the MI–leg score (≥25 points) 
within the first 72 hours post stroke had about a 98% chance of 
regaining independent gait within 6  months. In contrast, those 
patients who were unable to sit independently for 30 seconds and 
were hardly able to contract the muscles of the paretic lower limb 
within 72 hours had a probability of about 27% of achieving inde-
pendent gait [21]. Early reassessment of sitting balance and lower 
limb strength on days 5 and 9 showed that if sitting ability and 
lower limb strength failed to recover, the probability of regaining 
independent gait declined to 23% when assessed on day 5, and 10% 
when assessed on day 9 post stroke [21].

The increasing accuracy of prediction over time may reflect 
underlying intrinsic neurological mechanisms of recovery such 

as elevation of diaschisis after stroke [7, 30]. Comparing these 
findings with those of other studies is difficult due to the lack of 
prognostic studies investigating the accuracy of prediction within 
72 hours. However, a number of prospective studies have shown 
that muscle strength of the hemiplegic leg [21, 61, 62] and sitting 
balance [11, 21, 64], when measured between the second to fourth 
week after stroke, are significantly associated with improvement 
of walking ability [13] and achieving independent gait [13, 65, 66] 
at 6 months. Obviously, the early control of sitting balance as a 
prerequisite for regaining standing balance and gait is an impor-
tant factor for the final outcome at 6 months [65]. The importance 
of balance control for gait is also supported by the study of Kollen 
and colleagues [13], who showed that improvement in standing 
balance was the most important variable associated with improve-
ment of gait performance as measured with the FAC [13].

Since the proportion of false positives (≈7%) was clearly smaller 
than the proportion of false negatives (≈27%) within 2 days post 
stroke, our study suggests this model is generally somewhat pes-
simistic, and illustrates that some patients with an initially poor 
sitting balance and a severe paresis of the hemiplegic limb will 
nevertheless regain independent gait [13]. This finding is sup-
ported by a number of recent longitudinal studies showing that 
gait recovery is closely related to learning to use compensatory 
movement strategies [67–69]. For instance, patients learn to keep 
their balance by shifting their centre of gravity to the non-paretic 
side [68, 70], despite significant change in motor control on the 
paretic side is almost lacking [67, 69]. In the same vein, longitudi-
nal studies with repeated measurements over time show that the 
contribution of the non-paretic side to the increase in comforta-
ble and maximal walking speed is larger than the contribution of 
the paretic side [71]. To date, all longitudinal studies suggest that 
patients learn to cope with existing neurological deficits when 
regaining standing balance [68, 70, 72] and independent gait 
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Fig. 4.4 Graphic presentation of ROC analyses of the timing of the assessment of BI on days 2, 5, and 9 for the outcome in terms of dichotomized BI scores (≥19) after 
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SECTION 1 general aspects of neurorehabilitation30

after stroke [67, 69, 73, 74]. Obviously, these adaptation strategies 
already start as soon as patients learn to accomplish tasks within 
the first weeks post stroke.

Who regains dexterity after stroke?
Although prospective epidemiological studies are lacking, find-
ings of a number of prospective cohort studies suggest that 33% 
to 66% of stroke patients with a paretic upper limb do not show 
any recovery in upper limb function at 6 months after stroke [75, 
76]. Depending on the outcome measures used, 5% to 20% achieve 
full recovery of the upper paretic limb in terms of activities at 6 
months [9, 12, 75, 76].

A recent systematic review of 58 studies on prognostic vari-
ables relating to upper limb recovery showed that the initial 
severity of upper limb impairment and function were the most 
significant predictors of upper limb recovery (i.e. odds ratio 14.84 
(95%CI: 9.08–24.25) and 38.62 (95%CI: 8.40–177.53), respectively 
[28]. With that the most important predictive factor for upper 
limb recovery following stroke was the initial severity of motor 
impairment post stroke [28]. However, the interpretation of these 
results were complicated by methodological factors such as using 
different upper limb motor outcome scales, timing of baseline and 
outcome assessments and with that, predictors selected [28].

In order to better understand the functional prognosis of the 
upper limb, we tested the probability of impairment being reduced 
and dexterity being regained at 6 months using logistic regression 
analysis in patients who had an almost flaccid upper limb in the 
first week post stroke and no dexterity as assessed the FM arm 
score, as shown in Figure 4.1 [12]. We found that only by those 
patients with some early reduction of impairment in the upper 
paretic limb had greater gains later; patients showing some (syn-
ergistic) movement in the upper limb within 4 weeks post stroke 
had a 94% chance of improving their ARAT score, whereas this 

probability remained below 10% in those who failed to show any 
return of motor control (Figure 4.5).

This study, with repeated measurements over time, suggests 
that there is a critical time window in which the final outcome 
in terms of dexterity is largely determined. In fact, it is the same 
limited time window that has been found in animal studies for an 
upregulation of growth-promoting factors, resulting in synapse 
strengthening and activity-dependent rewiring of neuronal net-
works to compensate for tissue lost to injury [77].

These findings built on the results of previous prospective stud-
ies starting after the first week post stroke [78–81]. For example, 
Smania et al. [79] showed in a sample of 48 stroke patients that 
active finger extension at day 7 post stroke is a valid early indicator 
of a favourable outcome in terms of upper limb function as meas-
ured with the nine-hole peg test, the Fugl-Meyer for the arm, and 
the Motricity Index for the arm. Katrak et al. [80] reported that 
initial shoulder abduction, measured about 11 days after stroke, is 
an early predictor of good hand function at 1 and 2 months after 
stroke. These findings also suggest that the selection of patients 
in terms of poor or favourable prognosis for upper limb recovery 
at the impairment level is an important prerequisite for effective 
stroke rehabilitation. To date, all evidence-based therapies that 
have proved to be effective for the upper limb, including CIMT, 
have been based on studies with selected patients with a low level 
of impairment that allows for superposition of compensatory 
strategies. In contrast, studies on evidence-based therapies for 
patients with an unfavourable prognosis at the impairment and 
function levels are lacking in the literature.

In a more recent prospective study [14] involving 159 stroke vic-
tims, we investigated if outcome in terms of upper limb function 
at 6 months can be predicted within 72 hours after stroke onset. In 
addition, we reinvestigated the effect of the timing of assessment 
on the accuracy of prediction by reassessing observed clinical 

Probability (%) of achieving dexterity (ARAT>9) at 6 months post stroke  (N = 102).
100

90

80

70

60

50

40

30

20

10

0
1 2 3 4 5 6

Weeks

7 8 9 10 26

Fig. 4.5 Probability of achieving some dexterity at 6 months post stroke. Within the first 3 to 4 months, a critical time window was present in which the outcome in 
terms of dexterity (dichotomized into ARAT < 10 points or ARAT ≥10) was determined. Optimal prediction was based on the Fugl-Meyer scores of the paretic arm and 
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Kwakkel G, Kollen BJ, van der Grond J, et al. Probability of regaining dexterity in the flaccid upper limb: impact of severity of paresis and time since onset in acute stroke. Stroke. 34:2181–2186  
© 2003, with permission.
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determinants on days 5 and 9 after stroke. The results showed that 
those patients with some finger extension and some visible shoul-
der abduction on day 2 after stroke onset had a 98% probability 
of achieving some upper limb function at 6 months. In contrast, 
patients who did not show this voluntary motor control had a 
probability of only 25%. It was also remarkable that 60% of the 
patients with some finger extension within 72 hours had regained 
full upper limb function according to the ARAT at 6 months. [14]

This finding confirms the substantial predictive value of finger 
extension as a positive sign for a favourable outcome for the upper 
paretic limb in the acute phase after stroke. Retesting the model 
on days 5 and 9 showed that the probability of regaining function 
remained 98% for those with some finger extension and shoulder 
abduction, whereas the probability decreased from 25% to 14% for 
those without this voluntary control. Obviously, the reservation 
of some voluntary finger extension reflects the importance of the 
presence of some intact corticospinal tract fibres of the corticospi-
nal tract system (CST) in the affected hemisphere that can activate 
distal arm and hand muscles [82], assuming that the forearm and 
hand lack direct bilateral innervation from both hemispheres [84]. 
Studies using transcranial magnetic stimulation (TMS) [83–85] 
and diffusion tensor imaging [86,  87] have further confirmed 
this hypothesis. For example, Van Kuijk et al. [88] showed that in 
patients with an initial paralysis of the upper limb, the presence or 
absence of a motor-evoked potential in the abductor digiti minimi, 
measured with transcranial magnetic stimulation at the end of the 
first week after stroke, is highly predictive of the final outcome in 
terms of dexterity at 6 months. However, the predictive value of 
the presence or absence of motor-evoked potentials in the abduc-
tor digiti minimi is similar to that of clinical assessments alone, 
suggesting that transcranial magnetic stimulation measurements 
should focus on the predictive value of motor-evoked potentials of 
the finger extensors in particular, rather than the finger flexors or 
the abductor digiti minimi alone [89].

In the same vein, similar to findings from TMS studies, but in 
contrast to the predictive value of lesion volume of MRI for the 
outcome in terms of ADL, we found in 75 MCA victims that 
lesions of the internal capsule detected on MRI were associated 
with a significantly lower probability of the return of isolated hand 
motor function than superficial lesions of the cortex, subcortex, 
and corona radiata [90]. This difference in the relevance of lesion 
volume in predicting impairment versus ADL was to be expected 
as the latter largely depends on compensation. The probability of 
regaining hand function declined from 54% when the corticofu-
gal tract was only partly affected to 13% when both motor cortex 
and internal capsule were affected. The latter study once again 
shows that the return of hand function 1 year after stroke largely 
depends on the preservation of neuroanatomical areas known to 
represent the corticofugal tract of the upper limb. Obviously, the 
involvement of structures with a greater density of dysfunctional 
corticofugal tract fibres, such as the internal capsule, is associ-
ated with poor recovery of hand motor function at one year post  
stroke [90].

Knowledge about the early prediction of final functional out-
come for the upper limb function is paramount for the implemen-
tation of effective stroke management. In particular, subsequent 
multidisciplinary rehabilitation services may be optimized based 
on the probability of regaining function, in view of the fact 
that many evidence-based therapies for the upper paretic limb, 

including CIMT, require some return of voluntary wrist and finger 
extension [91-93]. This finding also suggests that evidence-based 
practice is not only a matter of applying the most effective therapy 
for a particular patient but is also about selecting the appropriate 
patients to be offered this specific therapy.

Are improvements of body functions and cognition 
predictable post-stroke
Longitudinal regression analyses of change scores have shown 
that most improvements in motor function, such as in synergism 
[30, 33], strength of upper [30] and lower paretic limb [59], as well 
as decline in cognitive impairments, such as neglect [30, 93] and 
dysphasia [94, 95] are almost entirely defined within the first 10 to 
12 weeks post-stroke. Recent kinematic analyses have shown that 
these improvements, such as in FM-scores, within the first eight 
post-stroke weeks parallel the restitution of quality of motor con-
trol in terms of: (1) the number of degrees of freedom that patients 
are able to control for in a reaching task [96] and normalization of 
jerk during, for example, a reaching task [97]. Beyond these first 
weeks of restitution, often regarded as the period in which true 
neurological repair takes place, improvements are mainly charac-
terized by substitution and learning to adapt to existing neurolog-
ical deficits [98]. Furthermore, it has been shown that more severe 
impairments at stroke onset result in slower patterns of recovery 
then on average to 3 months post stroke for more severe affected 
subjects [33].

Interestingly, Prabhakaran and colleagues [16] suggested that 
the amount of restitution of impairments driven by spontane-
ous motor recovery is relatively fixed for FM-arm scores, which 
accounts for approximately 70% of patients’ maximal potential 
recovery. In their study, this maximal potential motor recov-
ery was defined as the difference between initial FM upper limb 
(FM-UL) measured within 72 hours post stroke and the maximal 
possible score of 66 points [16: p. 68]. According to this recovery 
model, patients with an initial severe upper limb impairment (i.e. 
a low initial FM-UL score) have more room to improve on the 
FM-UL, and thus have a larger potential for improvent when com-
pared to patients with an initial mild upper limb impairment (i.e. a 
high initial FM-UL score). This fixed amount of spontaneous neu-
rological change was observed particularly in those with a mild to 
moderate neurological deficit after a first ever hemispheric stroke, 
which was the case in the majority (~70%) of ischaemic stroke 
patients. The reason why patients with more severe initial neuro-
logical deficits show less spontaneous neurological improvement 
remains unknown. One may hypothesize that the reversibility of 
impaired brain function due to ischemia is influenced by the size 
of the lesion, and underlying processes involving recovery of neu-
ronal networks including mechanisms of homeostatic neuroplas-
ticity in the first weeks post stroke [7, 77, 98–100] Unfortunately, 
the study of Prabhakaran et al. [16] does not provide insight in 
the neurobiological mechanisms responsible for the proportional 
neurological recovery.

The finding of a fixed proportional recovery after stroke is not 
unique for motor recovery but is also found for other modalities 
like speech and inattention. Lazar and colleagues [94] showed that 
the amount of improvement in aphasia scores following ischaemic 
stroke was almost fixed; showing an overall relationship of 0.73 
between the maximal potential change in aphasia score and the 
observed change, measured at 3 months post stroke [94]. However, 
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it should be noted that the study was performed in a small sample 
of 21 stroke patients. Also, neglect after right hemisphere stroke 
often resolves within 3 months of stroke onset and shows an 
almost fixed percentage of improvement on for example on the let-
ter cancellation task [30. 93]. Also, neglect after right hemisphere 
stroke often resolves within 3 months of stroke onset and shows 
an almost fixed percentage of improvement, on for example a let-
ter cancellation task [93, 101].

The aforementioned preliminary findings suggest that the 
amount of spontananeous neurological recovery is based on a 
fixed proportion and is thus highly predictable during the first 
3 or 6 months post stroke. Second, one may conclude that the 
proportional fixed amount of recovery is not specific for motor 
impairments but rather generic and applies to other impairments 
such as inattention and dysphasia, obviously reflecting the same 
underlying biological mechanisms responsible for neurological 
recovery [77, 98, 99].

The theory behind the maximal proportional recovery of body 
functions including cognitive impairments, such as inattention 
and dysphasia, does not support the clinical observation that in 
many cases patients may improve far beyond the first 3 months 
of spontaneous neurological recovery post-stroke. For example, 
Desmond and coauthors performed a battery of neuropsycho-
logical tests 3 months and then annually after stroke. Among 
patients with baseline cognitive impairment, 36% were found to 
show improved cognitive function beyond the first 3 months after 
stroke [102]. These results are similar to those that Kotila and col-
leagues reported [103], and Wade and coworkers found significant 
recovery in several aspects of memory between 3 and 6 months 
after stroke [76]. Recovery of constructional apraxia may be seen 
up to 6 months after stroke. However, it is important to distin-
guish in these tests between improvements in body function and 
activities acknowledging that recovery of activities or abilities 
to perform a clinical test does not per se reflect true neurologi-
cal repair but rather more optimal using compensation or coping 
strategies of the patient [99, 104].

Some parts of this Chapter are also written in the Textbook 
of Neural Repair and Rehabilitation. Predicting activities after 
stroke. Edited by Michael E. Selzer, Stephanie Clarke, Leonardo G. 
Cohen, Gert Kwakkel and Robert H. Miller. Volume II, Section 7, 
Chapter 46, pages 585–601.
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CHAPTER 5

Designing a clinical trial 
for neurorehabilitation
Bruce Dobkin and Andrew Dorsch

Introduction
Clinical research in neurological rehabilitation has at its disposal 
a wide range of potentially therapeutic techniques, including 
physical, cognitive, behavioural, pharmacological, neural stimu-
lation, robotic, and perhaps cellular and biological treatments. 
Determining which of these interventions results in the great-
est possible functional improvement requires an evidence base 
derived from randomized controlled trials (RCT) conducted by 
investigators with an understanding of the best elements of trial 
design, implementation, and interpretation. Emerging consensus 
standards for clinical trials serve as a useful starting point for the 
investigator planning a clinical trial in neurorehabilitation. In this 
chapter, we use the recent SPIRIT guidelines [1]  as a framework 
while progressing through the developmental stages of a clinical 
trial. We emphasize what is most unique about complex interven-
tions to improve motor-related outcomes, since the great majority 
of RCT, over 500, have been devoted to motor rehabilitation after 
stroke [2].

Preparing a clinical trial protocol
While formal, large-scale clinical trials are a recent development 
in neurological rehabilitation, numerous small-population or 
pilot studies have been reported in the literature for many years. 
Design and preparation for a clinical trial, regardless of study size, 
should focus on who will participate, what intervention will be 
delivered, and how change in function will be measured.

Choice of trial design
When discussing clinical research, the ‘gold standard’ trial is 
considered to be a prospective, parallel-group superiority trial 
that compares a novel intervention to the standard of care in a 
selected group of participants. Other traditional trial designs 
such as crossover and factorial designs tend to be used less often 
in neurological rehabilitation due to concerns about carry-over 
effects or interactions between interventions, respectively. While 
the majority of the discussion in this chapter will focus on clas-
sical RCT design, it should be emphasized that a RCT is the final 
step in an iterative preparatory process; alternate trial designs 
may more efficiently answer questions earlier in an intervention’s 
development.

Descriptive study designs
Different types of descriptive designs utilized in the rehabilita-
tion literature are listed in Table 5.1. These studies can be used to 
better characterize the natural history of a disease process or to 
identify clinical trends that bear further investigation. Though the 
comparison of results from a new intervention to the experience 
of historical ‘controls’ is always tempting and drives enthusiasm, 
descriptive studies offer no strength in terms of causal inferences 
about interventions and outcomes [3] .

n-of-1 designs
This type of trial is most readily comparable to how medicine is 
practised on a daily basis. In the basic n-of-1 design, measurements 
are taken to establish the functional baseline of a single person (A), 
after which an intervention is provided (B)  and a re-evaluation 
(A) is performed to determine if changes in the outcome measure 
of interest have occurred. More complex permutations including 
multiple baselines, several repetitions of the AB structure rand-
omized for order of presentation, and combinations of interven-
tions can also be tested. Due to statistical concerns regarding bias 
in participant selection and the significance of effect size calcu-
lated from small sample sizes, the results of these studies should be 
interpreted with caution; they may not generalize to the population 
of interest. In contrast, this study type can provide valuable infor-
mation when attempting to personalize an RCT-evaluated inter-
vention to an individual in a clinical practice setting [4] .

Adaptive trial designs
The optimal dose, timing, and intensity of an intervention can 
be identified from among multiple possible treatment combina-
tions using this study design [5] . Adaptive trial designs involve 
frequent reassessment of outcomes during the implementation 
of an intervention and modification of subject assignment or 
treatment dosage based upon Bayesian statistical methods and 
computer simulation models [6]. This strategy has been used 
successfully to assess medication dosing for safety and to get 
a sense of possible efficacy. Adaptive trial designs can arrive at 
answers faster than the standard designs in which efficacy is not 
determined until data have been collected from all study par-
ticipants. In an adaptive treatment trial, the decision rules for 
changing assignment or treatment are specified before the trial 
begins to avoid introducing bias [7].
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Participant population
In addition to defining standard detailed inclusion and exclusion 
criteria, investigators conducting neurorehabilitation clinical tri-
als will have special concerns with regards to the selection and 
recruitment of study participants.

Selection criteria
When considering the appropriate patient sample for an inter-
vention, investigators should consider whether certain charac-
teristics will alter responsiveness to the treatment strategy or 
confound an analysis of the response: age, time since injury, lesion 
location (e.g. cortical vs. subcortical, dominant vs. non-dominant 
hemisphere, etc.), physical and cognitive impairments, spared 
function, medical comorbidities, and natural history of the dis-
ease (i.e. changes in impairments and disabilities over time). 
Structural magnetic resonance imaging (MRI) measures of lesion 
volume and tractography to assess, for example, sparing of the 
corticospinal tract after stroke [8] , may serve as additional study 
selection criteria.

Most participants recruited to clinical trials in neurological 
rehabilitation are defined as being in a chronic stage of disease, 
for example more than 6–12  months after stroke, spinal cord 
injury, or traumatic brain injury. Though commonly accepted 
as a means of parsing the recovery process into separate stages, 
such a classification scheme is overly simplified and ignores the 
fact that functional improvements, however modest, may occur at 
varied time scales for each individual. Most important, ‘chronic’ 
is not synonymous with clinically stable in the context of neuro-
logic rehabilitation. Trials may one day better classify the stages 
of recovery using biomarkers or measures of cortical excitability 
rather than disease chronology, as is starting to be done for acute 
vascular events [9] .

Defining a functional baseline
As recovery of function is the primary goal of most rehabilitation 
interventions, it is essential that the baseline function of study 
participants be well characterized. Function is most often defined 
using the criteria set forth in the International Classification of 
Functioning, Disability, and Health (ICF), which classifies what 
an individual can or cannot do based upon personal as well as 
environmental and contextual factors [10]. Impairment is defined 

as a problem with body structure or function, for example the 
inability to voluntarily move the arm after a stroke. Limitations 
in activity, for example buttoning a shirt, occur when a person 
encounters difficulty in executing a task. Participation in life situ-
ations can be restricted due to individual limitations in activity or 
to a lack of accommodation for the disabled person. The assess-
ment of function depends upon the choice of outcome measure, as 
some measures are specific to one ICF domain while others span 
several domains.

One must be aware that even for those subjects in the ‘chronic’ 
stage of recovery, functional performance can transiently decrease 
due to medical or psychosocial complications (e.g. depression, 
pain, urinary tract infection) or increase due to motivational fac-
tors (e.g. encouragement from physician or family, participation 
in a clinical trial). Many persons with neurological disease are 
relatively inactive when compared to age-matched healthy con-
trols [11] yet retain the latent capacity to rapidly improve when 
participating in the regular training that forms the key compo-
nent of many neurorehabilitation interventions. A separate con-
cern regarding the functional capacity of persons participating 
in rehabilitation trials is the relative frequency with which those 
who demonstrate mild-to-moderate functional impairments are 
recruited. Many extant interventions can lead to functional gains 
in people with mild residual impairment; fewer therapeutic strate-
gies are tested in those suffering from moderate-to-severe loss of 
physical or cognitive functioning.

Recruitment and consent issues
Persons recovering from neurological diseases are an especially 
vulnerable population. Special efforts should be made when 
recruiting and consenting these participants [12]. A standard-
ized assessment should be used to determine decision-making 
capacity. Obtaining consent from a surrogate decision maker, 
as is done in dementia research [13], may be appropriate under 
certain circumstances, given the relative importance of family 
for post-hospital care. Special care must be taken when recruit-
ing participants from less advantaged socioeconomic groups, 
whose participation rate in clinical research has been histori-
cally low. The difference between standard clinical care and the 
research intervention should be explicitly stated and the likeli-
hood of individual benefit from the intervention, which is best 
stated as none, explained in advance. In addition, when design-
ing a clinical trial intervention for disabled persons, one must 
consider the burden placed upon study participants, especially 
the time and effort required to return to a study site for repeated 
assessments.

Intervention
Value of intervention
Given the limited resources available for clinical research, a 
study must be justified on the basis of the value of information 
or potential clinical benefit of an experimental intervention [14]. 
In particular, the novelty of the proposed intervention should be 
weighed against the ease of its implementation, the prevalence of 
the condition, the personnel and equipment required, confound-
ers of recruitment, and cost. If it is to be put through a tedious and 
expensive RCT an intervention ought to hold the realistic possi-
bility that it will have a robust effect that is meaningful to disabled 
persons. Initial experiments ought to address this possibility.

Table 5.1 Common study designs in neurorehabilitation

Descriptive

case series

cohort

cross-sectional

Small population

n-of-1

adaptive

Randomized

parallel group

crossover

factorial
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Intervention components
When describing a trial intervention the essential components 
(site location, who delivers the intervention and for non-drug 
trials how the clinicians were trained, timing/duration/intensity 
of intervention, assessment methods, proposed mechanisms of 
action, etc.) should be detailed [15]. A growing number of inves-
tigators are revealing the details and decision-making of their 
protocols by publishing them near the beginning of the trial. Two 
prominent examples in neurologic rehabilitation are the EXCITE 
[16] and LEAPS [17] trials.

Choice of comparison/control intervention
Defining the intervention delivered to subjects assigned to the 
comparator arm(s) is of unique importance in neurologic reha-
bilitation. In general, the concept of clinical equipoise states that 
there should be genuine uncertainty whether a novel intervention 
will result in improved outcomes. While pharmaceutical trials 
can provide a placebo pill to account for participants’ attention 
and motivation (the so-called Hawthorne effect), in neurological 
rehabilitation, where the intervention of interest is often a varia-
tion of existing therapies, providing no intervention to the control 
group sets up an artificial comparison that does not exist in clini-
cal care as actually practiced. Defining the control intervention 
to be ‘usual care’ can also prove troublesome, especially in mul-
ticentre studies, where the definition of what constitutes stand-
ard therapy (timing, duration, intensity) may be quite different. 
Indeed, for many people who have suffered a neurological injury, 
usual care often means no care—that is no practice, no exercise, 
no additional support.

Now that well-designed trials have shown that many motor 
rehabilitation therapies improve outcomes if they include a high 
enough dose of task-related practice and skills learning [18–20], 
investigators conducting trials in neurologic rehabilitation should 
drop the notion that no intervention or ‘usual care’ (if that means 
no specific intervention) is a proper control for an experimental 
therapy. Despite the added cost of an active control treatment [21], 
experimental rehabilitation interventions should be compared to 
a well-defined control that engages participants, offers a degree 
of training, and is relevant to the primary outcome measure. The 
comparison intervention need not target the same presumed neu-
ral mechanism for gains.

Randomization and blinding
Randomization aims to ensure that a trial produces unbiased 
results. Attention should be devoted in the planning stages to for-
mulating a detailed randomization plan [1] . Different randomi-
zation methods can be applied to assign study participants to an 
intervention. Simple randomization uses a constant ratio (1:1, 2:1, 
etc.) to produce the allocation sequence, whereas ‘biased-coin’ 
designs alter the ratio during recruitment to correct for imbalances 
in assignment. In block randomization, the number of subjects in 
each intervention group is kept similar by randomly allocating an 
equal number of participants within each block (i.e. for every ten 
subjects, five subjects are randomly assigned to the intervention 
and five to the control). Stratification allocates participants to an 
intervention based upon a clinical or demographic characteris-
tic, such as age by decade or National Institutes of Health (NIH) 
Stroke Scale score. Finally, minimization is a technique in which 
subjects are allocated to an intervention group in such a way as to 

minimize the difference between groups in prespecified criteria 
(e.g. age, gender, disability).

The allocation sequence is obtained most often using a random 
number generator in order to prevent the anticipation of future 
group assignments based on knowledge of past assignments. Once 
produced, the sequence should be kept secure until group assign-
ment, a process known as allocation concealment. Use of central 
telephone or computer databases to implement allocation is rap-
idly replacing the prior standard of opaque, numbered envelopes 
to be opened at the time of randomization.

Concealing group assignment to study participants may not 
always be feasible, but the individuals performing outcome assess-
ments and, if feasible, those providing the intervention must be 
blinded. An additional benefit of including an active control as 
opposed to no defined intervention is that subjects in both groups 
will receive care, which may reduce bias. In place of the use ‘single 
blinded’ or ‘double blinded’ the SPIRIT guidelines suggest speci-
fying whom amongst patients, providers, and assessors is blinded 
to treatment assignment [1] . As with randomization, the use of 
a computerized database with separate logins for providers and 
assessors can assist in maintaining blinding.

Outcome measures
Selecting the optimal outcome measure to quantify the improve-
ment of change of greatest interest requires considerable thought 
and planning. It is not enough to use a scale that others have 
employed for similar trials. An increasing number of measure-
ment tools are available, but only a minority has undergone a thor-
ough validation of their psychometric properties in a population 
of interest. While collections of standardized tests such as those in 
the NIH Toolbox can be used, if choosing from amongst the mul-
titude of other available tests, the ideal outcome measure would 
be one that is clinically relevant, reliable, and valid for answering 
the question at hand for the characteristics of person entered. We 
would pose the following questions for consideration during the 
outcome measure selection process:

1. What is being measured?
Quantitative methods such as kinematics and neurophysiologi-
cal tests (electromyography, cortical excitability) provide objec-
tive, if less than perfect measures of the integrity of the motor 
system and end effector muscles. Functional ability is measured 
using outcome measures associated with one of the three domains 
(impairment, activity, participation) of the ICF. Patient self-report 
about physical functioning can provide valuable supplemental 
information regarding capabilities, but may not reflect what peo-
ple actually do. Investigators must be aware that the environment 
in which testing occurs (i.e. clinic versus home), likely influences 
behaviour. Indeed, the interpretation of test results obtained while 
in a controlled setting many not accurately reflect performance in 
real-world settings.

2. What is the structure of the outcome measure?
Outcome measures can take several forms [22]. Interval scale meas-
urements, such as temperature, have an arbitrary zero point but a 
consistent magnitude of change for every scale unit. Ratio scale 
measurements, for example the time elapsed during a 15-metre 
walk, have an absolute zero value in addition to an interval struc-
ture. Measurements on an ordinal scale, by contrast, are assigned 
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to one of several predefined categories that are rank-ordered. 
Ordinal scales either constitute a single item (e.g. the modified 
Rankin and Ashworth scales) or a combination of multiple items 
across categories (e.g. the Barthel Index and Fugl-Meyer (FM) 
scale). Complex interventions like those employed in neurologic 
rehabilitation usually require some combination of these types of 
scales to assess efficacy or express outcomes in ICF or mechanistic 
terms.

3. How responsive is the measure to change?
Subsumed within this question are issues related to different 
aspects of the outcome measure’s validity. Test–retest validity 
assesses the variability in responses over repeated test adminis-
trations while the degree to which the test measures what it sets 
out to measure is appraised by its construct validity. A growing 
number of outcome measures are undergoing formal psychomet-
ric evaluation [23] and the results collated in databases such as the 
StrokEngine based at McGill University.

4. Is the measure appropriate for use in the population under 
study?
In addition to concerns regarding the cost of study equipment and 
personnel, the amount of effort, motivation, and time required of 
a patient to complete tasks should be kept below what may become 
a burden. Learning and practice effects may need to be accounted 
for if repeated assessments will be performed in a relatively short 
time, especially within two weeks of one another. The literature 
should be reviewed to determine if the measure has been applied 
previously to patients of similar demographic characteristics and 
what magnitude of change was reported.

5. How will performance on the measure be analysed?
Ratio scale data are commonly analysed using parametric statisti-
cal tests while logistic or non-parametric statistical tests are uti-
lized to analyse ordinal data. A ratio scale outcome measure is not 
synonymous with collection of normally distributed data; trans-
formation using a logarithmic or other function may be necessary 
to correct for a skewed distribution. How ordinal data will be ana-
lysed, for example as dichotomous versus multi-ordinal outcomes, 
can affect interpretation of the outcomes [24].

Measures of impairment
The ICF defines impairment as a deficit in body function, whether 
in consciousness, speech, cognition or physical movement [25]. 
Commonly used impairment measures, such as the Glasgow 
Coma Scale and American Spinal Injury Association Impairment 
Scale, are multiple-item ordinal scales that evaluate a person’s 
neurologic function across multiple domains. Because perfor-
mance of these measures requires clinician assessment, practi-
cal concerns regarding intra- and inter-rater reliability must be 
addressed through standardized training of assessors [26]. The 
combination of clinician assessment and anatomic biomarkers, 
such as integrity of the corticospinal tract, may improve upon the 
use of a sole metric to measure motor impairment.

Measures of activity
The ICF activity domain encompasses a patient’s ability to per-
form routine tasks, most typically defined as activities of daily liv-
ing such as bathing, grooming, and feeding. The Barthel Index 
and Functional Independence Measure (FIM) are the two most 

commonly used disability scales that measure the amount of assis-
tance a person requires to complete daily tasks. Both scales suffer 
from floor and ceiling effects, which are especially evident beyond 
the first 3–6 months after, for example, the onset of a stroke. More 
global assessments of function such as the modified Rankin Score 
often include aspects of both impairment and activity.

When evaluating a patient’s ability to perform a task, investiga-
tors must be aware of how tasks or questions are presented as so 
not to be confused between functional capacity, what persons can 
do (or think they can do) in a controlled clinical environment, 
with functional performance, what a person does in real-world 
settings [27]. As an example, the function estimated by persons 
with stroke based upon the Stroke Impact Score does not neces-
sarily correlate well with their actual task performance on objec-
tive testing [28].

Measures of participation
How a person interacts with the environment defines participa-
tion in the ICF framework. Due to the difficulty in observing 
people outside of the clinic setting, most evaluation in the par-
ticipation domain is self-reported and falls under the rubric of 
‘quality-of-life’ or ‘patient-derived’ outcome measures. Many 
investigators have moved beyond using one of the first such stand-
ardized tools, the SF-36, to validated disease-specific measures 
such as the Stroke Impact Scale [29] and MS Impact Scale [30]. 
Despite the potential for bias [31], self-report augments and adds 
validity to the interpretation of impairment and disability meas-
urements derived from other tools. A growing movement, exem-
plified by organizations such as the Patient-Centered Outcomes 
Research Institute (PCORI) in the United States, incorporates 
input from representative persons with disability throughout the 
intervention design process in an effort to develop therapies with 
an impact on daily functioning. Investigators should be aware of 
the ability of social and electronic media to aggregate and share 
patient-reported data, which can serve as a testing ground for 
refining patient-reported outcomes [32].

Quantitative functional assessment
Though technologies such as electromechanical shoe insoles, 
hard-wired goniometers, video analysis systems, and pedometers 
have been used for decades to obtain estimates of patient activ-
ity, neurological rehabilitation research would optimally measure 
the type, quantity, and quality of daily activities and skilled motor 
practice in which patients engage outside of clinical supervision 
or laboratory testing [33]. Advances in technology have translated 
into the growing field of wireless health, in which small devices 
worn on the body or positioned in the home unobtrusively col-
lect quantitative data such as gait speed [34, 35]. It is not unrea-
sonable to assume that, in the near future, clinicians will be able 
to monitor patient home-based practice or control for practice 
outside of formal intervention times in a clinical trial using these 
technologies.

Biomarkers
A range of imaging, biochemical, and neurophysiological tests 
are reported in the neurologic rehabilitation literature as sur-
rogate biomarkers of plasticity and recovery. Individual genetic 
polymorphisms, for example in the gene for brain-derived neu-
rotrophic factor (BDNF) [36], or those associated with differential 
responses to physical exercise [37], may be added to the diagnostic 
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armamentarium in the near future as additional biomarkers for 
clinical care and research. Especially in early-stage trials of bio-
logical interventions, biomarkers may be the only non-invasive 
means to demonstrate axon growth, remyelination of damaged 
pathways, and modifications of neural networks in the absence of 
clinically detectable change. Investigators must be vigilant when 
using biomarkers so as not to confuse an association between 
changes in clinical performance and changes in the surrogate as 
being indicative of causation.

Statistical concerns
It is strongly recommended that investigators preparing a clinical 
trial consult with a statistician early in the protocol development 
process. A biostatistician can not only assist with power and sam-
ple size calculations, which are key elements of funding propos-
als, but also suggest appropriate analysis methods for the data to 
be collected during the clinical trial. By reviewing the interven-
tion, outcomes, and analysis of the trial in detail, potential omis-
sions and errors can be rectified before participants are enrolled. 
Statisticians, of course, cannot salvage a poorly designed trial.

Sample size and power calculations
The number of participants in each intervention group is depend-
ent upon the statistical test used, the prespecified false error rate 
(α), the power (1 – β), the expected performance of the control 
group on the outcome of interest, and the effect size [38]. Potential 
attrition rates of participants from the trial should be estimated 
and included in sample size calculations. Sample size calculations 
are relatively straightforward for the comparison of percentages 
or means. For more complex statistical analyses, such as mixed 
effects models, estimates can be provided. It has been stated pre-
viously that trials in neurorehabilitation should aim for at least 
a medium effect size (as defined by Cohen) that corresponds to 
a fairly robust change in individual patient function [39]. The 
method used to calculate the effect size should be fully described 
as it has implications for study design, interpretation of individual 
participant versus group responses, and comparison of results 
between studies [40, 41].

Superiority vs. non-inferiority
The prospective, parallel-group RCT is a superiority trial in that 
the intervention under study is being tested for its ability to pro-
vide additional benefit as compared to the standard of care. In con-
trast, a non-inferiority trial tests the novel intervention for similar 
efficacy or adverse effects as compared to the standard interven-
tion. A common misconception among clinical trial investigators 
is that a failure to identify a significant difference between two 
interventions in a superiority trial means that the interventions 
are equivalent. Rather, the statistical assumptions and the sam-
ple sizes required to validate those assumptions are quite different 
depending upon the goals of a trial [42].

Primary outcome(s)
The choice of primary outcome is integral to trial design and the 
interpretation of results. A primary outcome is one that is chosen 
a priori to answer the hypothesis being tested, usually the inter-
vention’s possible efficacy. The primary outcome measure must be 
stated explicitly, preferably when the trial is initially registered. 
If at all possible only a single primary outcome measure should 
be defined with the remainder serving as secondary outcome 

measures. Use of multiple primary outcomes, as is not uncom-
mon [43], requires the use of correction for multiple comparisons 
to lessen the possibility that one of many outcomes will suggest 
efficacy when it really does not. Pilot studies using a pre- and 
post-test without a control group, trials with fewer than 20 sub-
jects in each arm, and even large RCTs that pursue data mining 
for positive results can be misleading when multiple outcomes are 
measured and tested for statistical significance. The concern for 
practicing clinicians is that a repeated testing search for ‘signifi-
cant’ p-values may hide all the negative results that do not appear 
in a publication.

Missing data
Prior to conducting a clinical trial the decision must be made as to 
which participants will be included in the analysis of the primary 
outcome—all those randomized, subjects meeting a certain level 
of intervention adherence, only those who completed the trial, 
etc. The CONSORT statement recommends performing an ‘inten-
tion to treat’ analysis in which all randomized trial participants 
are analysed in their originally assigned treatment group. As this 
is not always feasible, detailed reasoning for excluding a sub-
ject from analysis should be provided when reporting the study 
results [44]. Similarly, the method to be used to account for miss-
ing data should be specified prior to starting the trial. Frequently 
employed methods such as last observation carried forward are 
easy to implement but prone to bias, therefore multiple imputa-
tion techniques that make use of the remainder of collected data 
to estimate missing values are recommended [45].

Common confounders
By highlighting various aspects of this trial design, we hope to 
have guided the reader past some of the pitfalls that consign neu-
rological rehabilitation trials to equivocal outcomes. Other con-
founders bear mention.

Conceptual confounding
The term ‘plasticity’ has perhaps become overused and variably 
defined in the neurologic rehabilitation literature. It has been 
established that the adult nervous system is capable of learning, 
even after neurologic injury. Changes in synaptic efficacy or net-
work connectivity are as likely to occur in a patient after skilled 
motor practice as in a healthy control. Thus, basing a trial on the 
capacity of an intervention to produce neural adaptations within 
the motor network rather than on gains in clinically important 
motor skills does not make for a sound scientific rationale [46].

In a similar vein, caution should be exercised when attempt-
ing to translate the results of preclinical animal studies to inter-
ventions in humans. Rodent studies may bear little relationship 
to the type and timing of injuries and interventions that occur 
in patients with neurological disease [47]. Behavioural measures   
in mammals are far less sophisticated and informative than 
those in humans. The process of rehabilitation involves the use 
of cues and feedback that have no correlate in animal training. 
Furthermore, genetic homogeneity and the loss of a natural living 
environment may alter the responsiveness of animals in ways that 
are not predictive of changes in function for disabled persons.

Confounding in implementation
As mentioned, the inclusion of chronically impaired persons 
with seemingly ‘stable’ functional baselines can be a source of 
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confounding in neurologic rehabilitation trials. To lessen the 
potential for this effect, one could obtain multiple measures over 
one month before or after entry, prior to the start of the trial, to 
look for a stable baseline (see Duncan et al. [17] for an example). 
An alternate method would be to provide a modest intervention 
to participants in all trial arms to ensure that each has reached 
a functional plateau prior to introducing the formal intervention 
[48]. Either method would be appropriate to remove some of the 
uncertainty associated with single measurements of function and 
ensure that any changes after an intervention are most likely a true 
response and not a clinical-statistical fluctuation [49].

The context, duration, and intensity of an intervention and any 
concomitant therapies can each affect the interpretation of trial 
results. People participating in inpatient rehabilitation typically 
undergo 1–3 hours of formal training from 3–6 days a week, but 
investigators have little control or knowledge about what they are 
doing for the remainder of each day during a trial. Study partici-
pants may be carrying out practice that further drives gains or 
inhibits gains, and some may do nothing, which may limit the 
effects of the formal intervention [50]. Prior efforts to control for 
subject practice have been limited by available outpatient moni-
toring technologies [20, 51]. Use of wearable motion-sensing tech-
nologies to capture the types and quantity of practice, at least for 
mobility and upper extremity activities, may help to alleviate this 
concern.

Finally, variations in how functional outcomes are assessed 
across sites in a multicentre clinical trial can be an unwanted 
source of confounding. Even simple tests such as a 10-metre walk 
can be performed differently, for example starting from a stop ver-
sus using a walking lead-in prior to the starting line [52, 53]. It 
is therefore of utmost importance that assessments be standard-
ized and assessors be properly trained to follow the same proce-
dure [26]. Online training and assessment tools such as video and 
webinars are increasingly supplanting on-site training and trainer 
evaluation.

Enrichment
Improving the promise, feasibility, and economy of a clinical 
trial is possible through the use of enrichment strategies, many 
of which are aimed at the recruitment and retention of research 
participants.

The recruitment process can be expedited through the develop-
ment of a database of patients interested in participating in clini-
cal research. Consent forms approved by the local Institutional 
Review Board (IRB) can be left in the clinic rooms for patients to 
fill out and sign. Investigators then search the database looking for 
matches with regards to the disease, impairment, or disability of 
interest. Within or across institutions, this becomes a method by 
which to increase both the rate of recruitment to the study as well 
as the sample size and therefore power of a trial.

A growing number of formal collaborative networks spon-
sored by private foundations and government agencies aim to 
foster more efficient phase II and III clinical trials across (e.g. 
the NINDS’ NeuroNEXT in the United States) as well as within 
specific neurological diseases. Society websites such as those 
for the American Society of Neurorehabilitation and the World 
Federation of NeuroRehabilitation serve as additional sources for 
potential research collaborations.

The retention of participants in clinical trials can become a con-
cern as the frequency and duration of training time grows, espe-
cially in longitudinal [54] or uncontrolled [55] research studies. 
Reinforcement from family [56] and clinicians [57] can serve to 
maintain participants’ motivation and self-efficacy for change. 
Personalized feedback or messages delivered to a smartphone 
could further engage subjects.

Registration
All human clinical research should be registered in a database 
that is openly accessible to the public. Which database to use var-
ies depending on the type of study and geographic location in 
which the trial is to be conducted. Commonly utilized databases 
include clinicaltrials.gov, clinicaltrialsregister.eu, the UK Clinical 
Research Network Portfolio Database, and the International 
Standard Randomised Control Trial Number (ISRCTN) Register 
of Clinical Trials. In addition to meeting regulatory requirements, 
trial registration serves to increase research transparency, to 
decrease duplication of research efforts, and to facilitate the iden-
tification of trials for potential study participants [1] .

Implementing a clinical trial
The overall goal in clinical trial design is to develop a study with 
high internal validity. The investigator wants to be able to con-
clude that the intervention produced the observed outcome with-
out interference from potentially confounding variables. As will 
be discussed, getting to the milestone at which a demonstration 
of efficacy becomes worthwhile is an iterative process involving 
several stages of development prior to the RCT [58].

Progression through trial stages
The majority of clinical trials in medicine tend to follow the pat-
tern established for pharmaceutical design and safety testing. 
Phase I involves a relatively high risk or novel intervention given 
to a small number of healthy or affected people. Establishing 
safety and examining responsiveness are the primary goals. Phase 
II follows Phase I and builds upon knowledge of risks. More par-
ticipants are involved. Safety and potential efficacy are studied. 
The effects of different dosages of a medication or intensity of an 
intervention are determined, along with the best research meth-
odology and outcome measures, in preparation for Phase III. 
Phase III rigorously assesses the potential for efficacy of the inter-
vention by a randomized trial with blinded outcomes, comparing 
the new intervention to a standard one or to a placebo. The power 
for the study may be drawn from Phase II studies. Phase IV refers 
to the post-approval phase in which the intervention is approved 
for use in specified populations of people and provided as a part 
of routine care. Safety, including interactions with medications, is 
evaluated in the general population through drug registries and 
voluntary event reporting to monitoring agencies.

In contrast to this progression, clinical trials in neurorehabili-
tation may benefit from more strategically planned, consecutive 
stages. Working with the initial definitions provided by Dobkin 
[48] we detail the different stages of intervention development 
using body-weight supported treadmill training (BWSTT) as 
an example of an intervention of interest for hemiplegic stroke. 
This perspective aims to address and help correct the cycle of 
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inconclusive pilot studies that suffer from poor design and fail to 
inform or end up misleading subsequent studies.

Stage 1 (Phase I): feasibility/consideration-of-concept study
In this descriptive stage, an intervention that has been identified 
from animal experiments, theory, and/or clinical observations is 
evaluated with regards to its appropriateness for testing in a larger 
trial. The focus in this stage is on aspects of trial methodology 
rather than on intervention efficacy [59]. Intervention outcomes 
under study can include participant willingness to be rand-
omized, recruitment and attrition rates, timing of the interven-
tion, subject responsiveness to different doses of the intervention, 
and safety [60].

BWSTT was identified as a potential rehabilitative interven-
tion that integrated the concepts of progressive, task-oriented 
training, and neuroplasticity. It also drew, perhaps inappro-
priately in the case of stroke and incomplete spinal cord injury 
(SCI), from feline and rodent models of complete spinal tran-
section at the level of the low thoracic cord that demonstrated 
evidence for locomotor pattern generation. Initial pilot studies 
for SCI had reported gains in stepping compared to ‘histori-
cal’ controls. Then reports suggested improvements in selected 
groups of stroke patients [61]. Though some aspects of BWSTT 
training were varied to identify the optimal training parameters 
[62], other aspects such as the most favourable timing after stroke 
and methods relating practice on the treadmill to aspects of gait 
and motor control needed for over-ground walking received less 
attention.

Stage 2 (Phase II): pilot/development-of-concept study
Once the general feasibility of the intervention has been estab-
lished, the formal trial intervention is optimized through 
testing in a convenience sample of participants. A  series of 
studies may be needed as new information becomes available 
from completed work. At this stage an important aim is to 
pull together the basic components of the proposed larger trial 
including inclusion/exclusion criteria, randomization method, 
control group intervention, and blinded assessment. In addition 
to serving as a test-run for a larger study, this stage can be used 
to evaluate the variability of potential baseline and outcome 
measures. Adaptive trial designs, particularly with regards to 
dose finding, may be useful here; preplanned, periodic assess-
ment of interim data can inform the study and lead to modi-
fications of the design. Though information regarding efficacy 
can be collected, hypothesis testing should not be the goal at 
this stage; sample sizes are likely too small to meet criteria for 
significance [63].

In the case of BWSTT, initial pilot studies and test–retest 
studies without controls included confounders such as expecta-
tion bias on the part of clinicians and participants, impairment 
severity and amount of residual motor control, Hawthorne effects 
(the effect of being watched and given feedback), and intensity of 
practice performed during the formal intervention and outside 
of the clinic. Issues related to subject selection—including clini-
cal heterogeneity of subjects and a failure to account for relative 
inactivity of subjects prior to the intervention—and intervention 
delivery, such as a lack of control for activity performed outside of 
treadmill walking, likely contributed to bias in the interpretation 
of outcomes.

Stage 3 (Phase II): pilot/demonstration-of-concept study
This stage presents the opportunity to obtain an estimate of effect 
size for the formal trial intervention. A  pilot might anticipate 
an effect size of moderate magnitude (defined as 0.4 to 0.6 using 
Cohen’s criteria), which would suggest a meaningful change in 
function. One potential interpretive flaw at this stage arises from 
the performance of multiple outcome comparisons to look for 
statistical significance. At Stage 3, an investigator may not yet be 
sure about what outcome is most meaningful, so more than one 
or two may be designated as primary. The raw data for all baseline 
and outcome measures should be published, showing a histogram 
of clinically interesting changes so that the number of respond-
ers and non-responders can be visualized. The data analysis can 
be presented with uncorrected p-values, but values corrected for 
multiple comparisons should also be included if several outcome 
measures are used.

The first large RCT of BWSTT for stroke was carried out by 
Visintin and Barbeau [64], who compared walking practice on 
a treadmill for 6 weeks with versus without support by an over-
head harness. In retrospect, this was more of a demonstration of 
concept, in that treadmill training without weight support is also 
an experimental intervention and not feasible for many persons 
with recent stroke. Indeed, the study had a high dropout rate. The 
results revealed significant gains in walking speed for the BWS 
group, but the walking speeds achieved (0.34 vs 0.25 m/s) were 
both quite slow; this should have raised concern about the proto-
col’s intensity, duration, style of training, optimal translation of 
practice on a moving belt to over-ground walking, and potential 
for efficacy compared to more conventional training.

Stage 4 (Phase III): RCT/proof-of-concept study
Building upon the results of the previous three stages, the goal of 
this stage is to test the efficacy of the intervention. This stage of 
trial development often requires collaboration between multiple 
study sites to ensure sufficient and timely recruitment of partici-
pants. Once initial efficacy has been demonstrated, independent 
replication of the results by a separate group of investigators is 
strongly recommended.

The SCILT [65] and LEAPS [20] trials tested BWSTT against 
more conventional therapies that required over-ground practice 
or exercise for 12 weeks. The benefits accrued from greater step-
ping practice and weight support did not exceed those from train-
ing of similar intensity. Like other progressive physical therapies, 
BWSTT achieved good results in mild to moderately impaired 
participants, who happened to be the focus of most pilot stud-
ies. In those with a greater loss of motor control, for whom fewer 
proven therapies exist, the intervention was not powerful enough 
to overcome the degree of impairment.

Along with the EXCITE [51] and VA robotics [18] trials, the 
number of participants in each arm of the LEAPS study neces-
sary to reveal a statistically equivalent or better outcome was no 
more than 50. With randomization of reasonably homogene-
ous groups, it seems likely that the efficacy of complex physical 
interventions can be ascertained for walking and upper extremity 
function with numbers in this range, in sharp contrast to drug 
trials that need hundreds of participants in each arm to find an 
absolute difference in the primary outcome of 1–5%. Drug trials 
for stroke prevention treatments can afford a high number needed 
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to treat (NNT) to find a clinical benefit that also exceeds the risk 
of adverse events. Complex rehabilitation studies would seem to 
require a NNT of <10, at least for the recovery of motor skills. The 
LEAPS trial found an NNT of 6 for improvement to a higher walk-
ing level for both BWSTT and home-based exercise [66].

Stage 5 (Phase IV): translational/implementation-of-concept 
study
If an intervention is determined to be efficacious across 
well-designed trials, the final step of its development is to deter-
mine its effectiveness—how does the intervention translate into 
routine clinical care? Barriers to implementation, variations in 
intervention fidelity, and cost-effectiveness in comparison to 
other treatments are identified and addressed to optimize patient 
care and improve functional outcomes [67]. Surveillance studies, 
registries, and RCTs that examine cost-effectiveness for inpatient 
or outpatient care can help assure that the new intervention is 
applicable to real-world settings.

In the case of BWSTT, this translational step was skipped as 
commercial systems and robotic devices became widespread after 
initial positive pilot study reports, long before large-scale trials 
attempted to demonstrate efficacy. With the findings of SCILT, 
LEAPS, and other BWSTT and robotic-assistive stepping trials to 
date [68], the initial excitement appears premature, as the costs in 
time, personnel, and equipment produce no greater improvement 
in mobility for disabled patients as compared to the same intensity 
of over-ground training. While robotic and other treadmill-based 
interventions may yet prove useful for individuals meeting select 
criteria, the preponderance of evidence at this time suggests that 
these interventions be used in clinical research but not as a routine 
therapy.

Data collection, monitoring, and safety
Investigators should give some thought to how they will col-
lect and manage data during the study. A significant proportion 
of research funds can be expended in designing a homegrown 
data entry system or purchasing a commercial database product. 
Common platform endeavours by the NIH and research uni-
versities such as REDCap (http://www.project-redcap.org/) may 
gradually replace the current piecemeal approach by providing a 
secure, standardized template for data entry and analysis.

While not necessary for every research study, sites such as the 
DMPTool (https://dmp.cdlib.org/) can assist in preparing a plan 
for data storage and dissemination. Consideration should be given 
to data format and how meta-data related to the data of interest, 
for example a description of how the data were collected, will be 
organized for efficient search. The collection of data by research 
collaborations across institutions raises questions of data storage 
and backup (on-site, cloud, etc.) as well as what limitations will be 
placed on future use of the data

The SPIRIT guidelines and many governmental funding agen-
cies require the formation of a Data Monitoring Board (DMB) to 
oversee clinical research studies. In trials where participants are 
exposed to a greater than minimal risk of harm from the inter-
vention, the DMB will advocate for patient safety by monitoring 
adverse events and halting the study if predefined stopping rules 
are triggered. Additionally, the DMB can review incoming data 
and institute a futility analysis to determine the likely benefit, if 
any, from the recruitment of additional participants.

Reporting clinical trial results
Standardization
Depending upon the design of the study and type of outcomes 
being reported, different international consensus standards for 
trial reporting are recommended (Table 5.2). Results from pro-
spective, randomized clinical trials should follow the Consolidated 
Standards of Reporting Trials (CONSORT) guidelines [44]. Using 
clearly understood language, it is expected that subject recruit-
ment, randomization, primary and secondary endpoints, and sta-
tistical results will be reported in sufficient detail such that other 
investigators can replicate the experiment. A growing number of 
scientific journals require completion of a CONSORT checklist 
and inclusion of participant flow through the study as the first fig-
ure in a manuscript submitted for publication (Figure 5.1).

Positive vs. negative results
Especially in neurologic rehabilitation, where patient recruitment 
is difficult and the interventions are complicated, it is essential 
that positive and negative results of important studies be pub-
lished. With scarce resources, it makes no sense to repeat the same 
protocol that has not led to better outcomes; serious confounders 
can be identified from the details of a report.

Determining significance
In contrast to reporting p-values, as has been commonly done in 
the past, the CONSORT guidelines also recommend the tabula-
tion of confidence intervals for all predefined primary and sec-
ondary study outcomes [44]. Confidence intervals (CIs) can 
contribute to determining the clinical significance of change 
resulting from an intervention. For example, consider a trial of 
non-invasive brain stimulation to treat a post-stroke paretic upper 
extremity that reports a statistically significant improvement of 
4 points on the Fugl-Meyer (FM) scale after a course of stimula-
tion. Though the mean change in FM score in this case reached the 
threshold for significance [69], a large confidence interval could 
alter the clinical interpretation of the results if the lower bound 
on the confidence interval is not a meaningful gain in function. 
Conversely, a mean change with a non-significant p-value could 

Table 5.2 Consensus standards for clinical research

Study design

SPIRIT [1] 

Test accuracy

STARD [78]

Reporting of study results

EQUATOR [79]

CONSORT [44] (randomized)

STROBE [80] (observational)

PRISMA [81] (meta-analysis)

CONSORT-PRO [82] (patient-reported outcomes)

Level of evidence

GRADE [75]
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have an upper CI bound that includes clinically relevant change, 
in which case a benefit from the intervention could not be ruled 
out without recruiting additional study participants [70]. The 
4-point change itself may or may not be associated with improved 
functional use of the arm and hand, raising the concern about 
clinical meaningfulness.

When results using a multiple-item outcome scale are pre-
sented, investigators should tabulate scores on individual scale 
items to provide the reader a better understanding of where 
changes are occurring. To continue the aforementioned exam-
ple, the same total change in upper extremity FM score can result 
from functional improvements at separate joints, for example the 
elbow and wrist versus the shoulder. A person would demonstrate 
improved reach and grasp ability in the former case but not in the 
latter despite similar overall improvement in the FM score. Failure 
to differentiate between the two methods of achieving the same 
change score could lead to highly different interpretations of an 
intervention’s efficacy, which has the potential to affect the direc-
tion of future research efforts. Investigators should also be aware 
that, for many multi-item ordinal scales, the transition from one 
rank to another is not linear and modern psychometric methods 
such as IRT or Rasch analysis may need to be applied to ensure 
scale reliability prior to statistical analysis [71].

The concept of minimal clinically important difference (MCID) 
is often invoked when ascribing the clinical significance of func-
tional changes due to an intervention. Most typically the MCID 
links change on the outcome of interest to that on an ‘anchor’ 
functional rating scale such as the modified Rankin or Stroke 
Impact Score [72,73]. Distribution-based methods that make use 
of the effect size can also be used to calculate the MCID [74]. While 
the MCID provides an estimate of how much change is required 
to be clinically significant, investigators should be aware that its 
magnitude is dependent upon the population being tested and the 
method of calculation, amongst other factors, and that transla-
tion of MCID to another clinical setting or population of different 
characteristics should be done with caution [41].

Level of evidence
When clinicians consider the results of research studies for 
their evidence-based practices, they can classify the level of evi-
dence using numerous different rating scales. The Grading of 
Recommendations Assessment, Development and Evaluation 
(GRADE) network has produced a rating scale and ongoing dis-
cussions of evidence rating based upon quality of evidence [75]. 
Other classification systems, such as that used by the American 
Academy of Neurology [76], apply different criteria to arrive at 
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• Declined to participate (n = )
• Other reasons (n = )

Randomized (n = )
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Fig. 5.1 CONSORT flow diagram.
This flow diagram provides a clear, concise method to report the recruitment, randomization, and participation of subjects in a clinical trial. When reporting clinical trial results, it is 
recommended that this flow diagram be included as the first figure. Copies of this diagram can be obtained from the CONSORT website (http://www.consort-statement.org, accessed 29 
September 2014).
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recommendations ranging from strongest (Class I) to least robust 
(Class IV). Regardless of the classification method used, an inter-
vention does not meet the optimal standard for routine incorpora-
tion into clinical practice until a multi-site, Class I trial has shown 
efficacy for clinically important outcomes and, preferably, has 
been replicated in another group of similar subjects [77].
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CHAPTER 6

The influence of age on 
neurorehabilitation
Markus Wirz and Louise Rutz-LaPitz

Introduction
General aspects pertaining to age and ageing
The worldwide ageing of the population described later in this 
section is associated with an expected increase in morbidity and 
demand for long-term care [1] . There are several important factors 
to consider regarding the ageing person. Increased age does not nec-
essarily mean inability to work or to be physically fit. International 
retirement ages are being increased not lowered. Post-retirement 
people are very active, travel extensively, are politically involved, 
and believe in continuing personal development (e.g. the Gray 
Panthers www.graypanthers.org; they participate!). Thus, age 
should not be the main factor in deciding rehabilitation potential. 
Stroke is one of the most frequent neurological conditions and is 
strongly associated with age-related changes of the organism, in 
particular with the cardiovascular system and typically occurs in 
older persons. Age is an important, yet not modifiable, risk factor 
for stroke [2]. Accordingly hemiparesis due to stroke is typically 
seen in older patients. A marked increase of stroke cases in future 
decades are predicted based on a combination of estimates regard-
ing the ageing of the population and observed incidence rates [3]. 
Another neurological condition requiring interdisciplinary neuro-
logical rehabilitation is spinal cord injury (SCI). Typical causes for 
a SCI in young male patients were severe traumas sustained from 
vehicular or sport accidents. However, the mean age of patients with 
acquired traumatic SCI has increased in recent years [4]. Beside the 
traumatic SCI, non-traumatic causes have become more frequent. 
One of the characteristics of the latter group of patients is an older 
age compared to those with a traumatic SCI [5]. There is a globally 
observed trend towards an increase of patients with non-traumatic 
SCI and correspondingly the number of older patients with an SCI 
is increasing. Although there are many neurological conditions 
requiring interdisciplinary rehabilitation this chapter focuses on 
patients with either stroke or SCI. It can be summarized, that the 
general principles of neurological rehabilitation are the same in 
young and old patients. Some aspects, however, need to be consid-
ered when an elderly patient is referred to rehabilitation.

Definitions of ageing
Ageing itself can be seen as a process that starts at conception and 
lasts until death. However, in the context of this chapter, ageing 
focuses on the period of life following reproductive activity or 

an age where people are generally considered as aged, elderly, or 
old. Ageing can not only be defined as a certain period of time an 
organism exists. The concept of growing old encompasses a vari-
ety of additional aspects [6] .

Chronological age is commonly used to give a certain age. It refers 
to the elapsed time, starting from birth. This understanding of the 
ageing process is, for example, reflected in the Medical Subject 
Headings (MeSH) where persons are categorized according to their 
age into different age groups: for example aged 65 through 79 years, 
or aged 80 and over. The description of a persons’ age by using years 
is useful in numerous ways. However, it can be insufficient for some 
purposes. Two patients with the same chronological age can exhibit 
different age-related medical conditions which influence clinical 
decision making when choosing treatment options. Also for spe-
cific research questions matching of an intervention and a control 
group purely based on chronological age might negatively influence 
the outcome. A definition of ageing or age-related characteristics, 
which goes beyond counting years must be adopted.

The concept of biological age therefore additionally regards the 
health and age-associated condition of a person. With increasing age 
various maintenance mechanisms fail to preserve the normal structure 
and functions of cells and tissues. Thus, the incidence for cardiovascu-
lar diseases, cancer, stroke, and dementia increases with advancing age 
[7] . In addition, degenerative processes—for example of the musculo-
skeletal system—limit one’s ability to perform activities of daily living. 
For neurorehabilitation it is important to consider a patient’s biologi-
cal age. Age-related alterations, pain, or accompanying diseases may 
limit the patient’s resources to cope with the new situation.

The society a person lives in has also a concept of ageing. 
Accordingly, the expectations regarding the role, functions, and 
tasks of that person within the society change over time. For exam-
ple, it is considered not normal when a 30-year-old patient with 
stroke is discharged to a residential care home for the elderly. This 
aspect of ageing is referred to as sociological age [6] . Pertaining to 
neurorehabilitation sociological age influences the goal-setting 
process. Incorporating the social background of a patient is impor-
tant for developing individualized rehabilitation goals.

Demographic changes
General population
According to the World Health Organization’s (WHO) health 
observatory global life expectancy increased from 64  years in 
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1990 to 70 years in 2011. During the same period the life expec-
tancy grew from 76 years to 80 years in high-income countries 
[8] . The combination of a decline in fertility rates and increased 
longevity leads to a shift of the age composition of society. While 
the relative number of children is decreasing the proportion of 
older persons (i.e. aged 60 years or over) is growing at an acceler-
ated rate and is reported to amount to 21% in developed coun-
tries. It is even expected that the older population will outnumber 
children by the mid-21st century. Also, within the portion of the 
older population an increase in age takes place. In 2012 already 
14% were aged 80 years and over. It is expected that this figure will 
further rise to 20% in 2050. This corresponds to approximately 
400  million persons worldwide. In more developed regions of 
the world older persons predominantly live independently, either 
alone or with their spouses. Among those who live alone there is 
a discrepancy between men and women. It is reported that almost 
half of older women, but only a minority of men who live inde-
pendently alone [9].

Patients with stroke
Worldwide stroke statistics state that stroke is still number three 
in cause of death. Stroke is the most frequent cause of adult dis-
ability and the third cause of reduced quality of life in the elderly 
[10]. This results in personal and economic encumbrance.

Each year, about 16 million people in the world experience a 
first-ever stroke. Of these, about 5.7 million die and another 5 mil-
lion remain disabled [11].

Patients with spinal cord injury
When looking at demographic characteristics of patients with SCI 
it is important to distinguish between spinal cord lesions due to 
traumatic and non-traumatic events.

Along with the ageing of the general population the average age 
at onset of a traumatic SCI has increased over the last decades. In 
the USA, the average age at injury was 29 years in the 1970s and 
41 years in the period 2005–2010 with 2% being 75 years or older 
[12, 13]. In Europe the corresponding age was 45 years in the latter 
period [14], (Wirz, unpublished).

With an average age of 60  years and over, patients with 
non-traumatic SCIs are clearly older at onset than traumatic cases 
[15–18].

Age adapted neurorehabilitation
The increasing age of patients with stroke, SCI, or other neu-
rological diseases described in the previous sections becomes 
more and more apparent in rehabilitation settings. It is therefore 
worthwhile to consider the consequences of the growing num-
ber of elderly patients on rehabilitation procedures. Although 
advancing age is an independent predictor of both short- and 
long-term survival after stroke [19] it is important to acknowl-
edge that age is not an exclusion criteria or limiting factor for 
neurorehabilitation of the elderly stroke patient [20]. There are 
no specific handling methods or concepts for the ageing per-
son. Members of the rehabilitation team working with the age-
ing adult need to understand typical changes in all systems 
with advancing age and adapt the principles of rehabilitation 
accordingly.

International Classification of Functioning, 
Disability and Health (ICF)
The ultimate goal of neurorehabilitation is to restore function in 
order to increase quality of life. The challenge for the neuroreha-
bilitation team is in finding the best strategies to access the clients’ 
resources and treat their impairments in order to facilitate reor-
ganization. Neurorehabilitation should therefore be goal directed 
and requires a structure that is transparent to all members of the 
rehabilitation team. The variety of professional collaboration 
requires a common language that is applicable beyond professional 
barriers, in order to achieve the optimum rehabilitation outcome. 
The biopsychosocial model of the International Classification of 
Functioning, Disability and Health (ICF) can serve as such an ori-
entation for many processes of neurorehabilitation. The ICF belongs 
to the World Health Organization (WHO) family of international 
classifications [21]. The ICF facilitates the uncovering of impair-
ments, limitations and restrictions as well as resources and capa-
bilities. The ICF comprises two parts, each with two components:

Part 1. Functioning and Disability

(a) Body Functions and Structures

(b) Activities and Participation

Part 2. Contextual Factors

(c) Environmental Factors

(d) Personal Factors.

When setting rehabilitation goals the whole spectrum of the ICF 
should be considered. This will influence the choice of therapeutic 
interventions and assessments. In the following sections we use 
the ICF to highlight aspects of the aged patient considered to be 
important for the rehabilitation process.

Age-related conditions
Patients of advanced age exhibit numerous life changes which may 
interfere with the process of neurorehabilitation. ICF personal 
context barriers are often not adaptable. This may be a limiting 
factor in the aged person which will influence therapeutic inter-
ventions and outcomes.

Body functions and structures
In older patients numerous physiological body functions and 
anatomical structures may be altered, the most common changes 
being in the musculoskeletal system. There are also impairments 
in other systems, ‘age-related alterations in memory, motor activ-
ity, mood, sleep pattern, appetite, and neuroendocrine function 
result from alterations in the structure and function of the brain’ 
(Table 6.1) [22].

With a prevalence of approximately 30% in the general popu-
lation osteoarthritis (OA) is one of the most frequent diagnoses 
in general practice. Beside factors like gender or obesity, age is 
clearly associated with the occurrence of OA. The incidence of OA 
increases markedly after the age of 50 years [23]. It is clinically 
characterized by pain, stiffness, functional impairment, and lim-
ited movement, as well as deformations in later stages [24]. OA 
occurs most frequently in the knee, hip, and hand joints with the 
consequence of walking- and upper extremity-related disabilities. 
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A lack of spinal range of motion may contribute to postural con-
trol problems. Due to the expected increase of age (and obesity) 
of the general population OA related conditions are expected to 
occur even more frequently [25].

Relating to the musculoskeletal system, other conditions as well 
as OA become more prevalent with increasing age. Additionally, a 
loss of muscle mass, and hence voluntary muscle power takes place. 
It is reported that this age-related sarcopenia starts in the fourth 
decade with 80% being lost in the eighth decade. This sarcope-
nia is caused by multiple factors. Inactivity, age-related molecular 
changes, malnutrition, and other reasons are reported to be asso-
ciated with the decline in muscle mass. Inactivity can partially be 
explained by the interference with other diseases that lead to pain 
and fatigue [26, 27]. The reduction of age-related muscle mass is 
often associated with an increase in fat mass, resulting in sarco-
penic obesity [28].

Age related states like musculoskeletal pain, reduced joint 
mobility and load capacity, limited muscular strength, obesity, 
and cardiovascular diseases [29] restrict the ability to train physi-
cally, which is an important component of neurorehabilitation. As 
such, not only the actual neurological condition has to be treated, 
but also the general status of elderly patients. In turn interven-
tions aiming at improving functions have to be adapted. This 
issue might also be reflected in clinical evaluation of rehabilitation 
outcome. For example, the 6-minute walk test might be limited, 
not primarily because of the neurological disease, but because of 
pre-existing cardiopulmonary deconditioning or general muscle 
weakness.

Stroke patients are often tired for weeks post stroke [30]. There 
are multiple reasons for this phenomenon. Due to incontinence, 
the client often has a catheter. Bladder Infections are typical and 
treated with antibiotics, which cause tiredness. Persons who are 
bedridden lose their capacity for work. Muscles atrophy very fast. 
Sarcopenia is present in almost all stroke patients, regardless of 
age [31]. Lack of nutrition, due to loss of appetite or dysphagia, 
may result in a reduction of energy or deconditioning. These fac-
tors, among others, mean that older patients must have more rest 
periods between therapies which influences quantity and intensity 
of treatment.

Deficits in cognition, be it memory, planning capabilities, per-
ception, concentration, etc., will affect the success of neuroreha-
bilitation. The elderly person may have had pre-existing problems, 
which will probably be exacerbated post stroke. These deficits are 
often the limiting factors for discharge home.

Activities
Activities are tasks or actions conducted by an individual. The 
performance of activities relate to body functions and structures, 
but not in a one-to-one relationship. The execution of an activity 
might be reduced not only due to the actual neurological condi-
tion. A history of falls due to balance impairments, for example, 
can lead to fear of falling with corresponding inactivity in order 
to prevent future falls. This so called post-fall syndrome leads to a 
secondary worsening of activity performance [32].

Participation
Participation relates to the involvement in a life situation. This 
strongly interacts with the concept of sociological aging men-
tioned earlier in this chapter. According to Swiss statistics, a large 
percentage of persons aged over 65 rely on walking for mobility, 
be it for shopping or recreation [33]. The most important first goal 
for an elderly, or any patient in neurorehabilitation, is usually to 
be able to walk. The discussion regarding employment, of course, 
is absent in the elderly, retired population.

Environmental factors
Environmental factors are of special importance in geriatric 
patients. A majority of persons with advanced age already do not 
live on their own; in particular, those patients with stroke or SCI 
may not be able to live independently. The question of where the 
person will live at discharge from rehabilitation must be consid-
ered at an early stage in order to efficiently prepare. However, there 
are elderly persons who often are capable of doing more in their 
own home than in a foreign environment. Environment plays a 
large role in recovery, and must be emphasized. A context factor 
barrier, which could lead to shorter length of stays in rehabilita-
tion and therefore influence goal setting, could be insurance pay-
ment or lack thereof.

Principles of neurorehabilitation
After structuring specific features of the elderly on the basis of the 
ICF, the following sections look at specific principles of neurore-
habilitation and their potential need for adaptation when applied 
in elderly patients.

Motor learning
A successful rehabilitative training should incorporate task-
specific exercises with a high number of repetitions, variations 
progression, as well as rest periods [34]. It is important to keep 

Table 6.1 Age-related conditions that interfere with 
neurorehabilitation and have to be regarded for goal setting and 
assigning patients to treatment programmes—the rehabilitative 
training has to be adapted according to the current medical 
condition

◆ Muscular and cardiovascular deconditioning

◆ Muscle weakness

◆ Osteoarthritis

◆ Artificial joints, usually hip/knee

◆ Osteoporosis

◆ Cardiovascular problems

◆ Pulmonary deficits

◆ Neuroendocrine function changes

◆ Diabetes mellitus with possible peripheral sensory deficits

◆ Increased cholesterol

◆ Reduced appetite

◆ Difficulty with eyesight

◆ Loss of hearing

◆ Reduced balance with increase in number of falls

◆ urogenital problems

◆ Depression

◆ Reduced memory and general cognition

◆ Sleep pattern changes
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in mind that the elderly person has brain plasticity and there-
fore rehabilitation potential. Mahnke et al. have stated in their 
research that the ageing person with a stroke does have neuro-
plasticity and capability to learn. Rehabilitation specialists must 
be capable of delivering therapies that drive neural reorganization 
and learning. ‘Driving brain plasticity with positive outcomes 
requires engaging older adults in demanding sensory, cognitive, 
and motor activities on an intensive basis, in a behavioural con-
text designed to re-engage and strengthen the neuromodulatory 
systems that control learning in adults’ [35]. Recent literature sug-
gests that the principles of motor learning are of importance for 
relearning motor tasks and to drive neuroplasticity and central 
nervous system (CNS) reorganization after neurological impair-
ment. One fundamental element is that of repetition. Repetitive 
exercises should be performed in continual problem solving sit-
uations and meaningful goals that drive the patient to practice 
[36]. Several investigations showed that rehabilitation outcome 
depends on training intensity (for review see [37, 38]. Older 
patients may perceive such intense trainings as more challenging 
than their younger counterparts. Nevertheless, there is evidence 
that the principle of augmented therapy works in clinical practice. 
As little as 16 hours of additional training within 6 months after 
the incident led to small, yet measurable, improvements of out-
comes in patients with stroke [39].

Therapeutic tasks, combined with handling skills when nec-
essary, are important for the ageing stroke patient. In order to 
‘drive’ neuroplasticity, the task must be interesting and motivat-
ing. The therapist must be able to find tasks that access the cli-
ent’s procedural memory in order to facilitate motor responses. 
This is a challenge. Tasks can be used to treat impairments such 
as trunk instability, reduced postural control, balance, hand–
eye coordination, upper and lower-extremity impairments, etc. 
Task-oriented treatment may be used to reduce activity limita-
tions themselves. Intensity of the treatment as well as the pro-
gression of the task itself must be developed and monitored by 
the therapist. An example of task-oriented therapy in appropri-
ate environments, which is of utmost importance for the patient 
if performed in such a way as to access procedural systems and 
support/influence motor learning, is transfers in varying eve-
ryday situations:  from the bed to the wheelchair, toilet, wheel-
chair, shower, wheelchair, scale, wheelchair, normal chair for   
breakfast, etc.

Active participation which requires attention and concentra-
tion is another important principle [40]. It is essential that the 
patient be given responsibility for his or her own improvement 
when possible. Patients tend to be very dependent on rehabilita-
tion staff. Small duties or ‘home-exercises’ patients are expected to 
do by themselves are important. A home programme written in a 
booklet or done in pictures is an example. In the inpatient setting, 
the patient should always have their booklet with them. It makes 
an impression when the doctor asks to see their book and requests 
that the patient show him or her their ‘exercises’. Upper extremity 
range of motion exercises or leg strengthening to be done in sit-
ting are examples.

Verticalization
Inactivity in the elderly causes, as previously stated, muscular and 
cardiovascular changes. This situation is exacerbated post stroke. 
In the acute phase, the tendency is to mobilize the patient as soon 

as possible in order to prevent prolonged bed rest, which adversely 
affects multiple systems and impedes functional recovery, espe-
cially in the elderly. One type of relatively low stress mobilization 
in the very acute phase is verticalization via a tilt table. The patient 
must be closely monitored to assess the effect of vertical position 
[41]. Immediately post stroke there is the danger of increasing the 
size of the penumbra due to brain hypoperfusion with verticali-
zation. Changes in blood pressure and pulse rates may indicate 
the angle and amount of time of verticalization the patient can 
tolerate [42].

The therapist must consider the necessity to bandage the lower 
extremities in order to prevent hypotension. Standing on the table 
may have an added effect of positively affecting consciousness via 
the ascending reticular activating system, will give weight bearing 
through the lower extremities maintaining dorsal extension in the 
foot, will affect breathing/lung expansion due to the effect of grav-
ity on the internal organs, and gives vestibular, proprioceptive, 
and tactile information, as well as body/space perceptual cues.

Robotics
Robots have become increasingly applied in neurorehabilitation. 
There are devices for the training of the upper and lower extremi-
ties. Reaching, grasping, or walking can be trained in a controlled 
manner. Improvements can be monitored and documented. These 
devices follow the principles of task-specificity and intensity. They 
are often equipped with sensors and allow providing feedback to 
both patients and therapists. Training can be accomplished using 
motivating games [43]. Some devices are designed for home use 
under the remote supervision of a rehabilitation specialist. An 
incompatibility with innovative technology may be present in 
patients with cognitive impairments. Although the devices possess 
many sophisticated features (e.g. virtual environment) they still 
require a certain ability to abstract in order to fully profit from the 
features of a robotic training. The immersive or non-immersive 
virtual reality makes the task being completed ‘real’. Although 
there are no conclusive, large-scale studies done on the effect of 
robotic therapies with virtual reality at the activity or participa-
tion levels at this time, the carry-over from the practice situation 
to real life has been successfully shown in the airline industry with 
pilots and flight simulators. There is strong evidence that senso-
rimotor training with robotic devices improves upper extremity 
functional outcomes, and motor outcomes of the shoulder and 
elbow, but not the wrist and hand, of stroke patients [44]. The 
high intensity of training, which is possible by means of robotic 
training, bears also the risk to overstrain joints or bones of elderly 
patients. Thus, the dosage must carefully be adapted to the meet 
the tolerance of the individual. Robotic therapies are excellent for 
research as they can be standardized and allow for quantification. 
In conventional therapy trials, standardization and quantification 
have been very difficult to produce [45].

Cardiovascular training
Heart disease in the elderly is a risk factor for stroke. Premorbid 
hyperlipidaemia, hypertension, atrial fibrillation, and reduced 
aerobic capacity is not uncommon. (American Heart Association 
http://www.heart.org/HEARTORG/). These factors are exac-
erbated post stroke. Macko has repeatedly shown that patients 
with strokes have deficient cardiovascular capabilities [46]. He 
has shown that aerobic training positively influences the patients’ 
cardiac and cerebral blood flow and VO2. Patients should be 
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encouraged to wheel the wheelchair, walk the treadmill with body 
support, or to walk short distances, climb stairs, or ride a station-
ary bike adapted to their physical capabilities. This type of train-
ing may also have a positive influence on depression [47].

Novel, translational therapies
Although not specific for ageing patients until now, science has 
provided new ideas on how to maximize ‘traditional/conven-
tional’ therapy interventions. Transcranial magnetic stimulation 
(TMS), transcranial direct current stimulation (TDCS), as well as 
paired associative stimulation (PAS), are being used to increase 
recovery of upper extremity function. The results are positive and 
will be included in future intervention strategies for all stroke 
patients. ‘Noninvasive transcranial brain stimulation combined 
with motor training did enhance the acquisition of a novel skill 
with the paretic hand’ [48]. Although the mean age of the partici-
pants in this study was 58, the positive effects were there for the 
>70-year-old person [49].

Length of rehabilitation stay
Focused rehabilitation strategies and improved efficiency as 
well as cost pressure are two reasons for the reduction of reha-
bilitation length of stay (LOS) [50,  51]. Although somewhat 
counterintuitive, several investigations show that age is inde-
pendent from rehabilitation LOS in stroke [52–54] and SCI 
[55]. Other authors report longer LOS for the very old [56]. It 
has to be borne in mind that rehabilitation services provision 
varies widely between countries. However, from a clinical point 
of view older patients need longer training periods to achieve 
their goals. This is partially due to the fact that training intensity 
has to be adapted to the frail body system or that medical insta-
bility interferes with the rehabilitative training. Elderly clients 
also appear to be more tired and recover their general health 
post stroke more slowly than younger ones. Elderly patients do 
exhibit difficulties to translate skills and abilities learned within 
a therapeutic context to everyday life situations. As an example, 
it has been shown in a cohort of 237 patients with traumatic SCI 
from different European rehabilitation settings that, although 
older patients had a favourable recovery of neurological deficits, 
the improvement in functional tasks was worse compared to 
younger patients [55].

Early supported discharge
The concept of early supported discharge (ESD) for stroke sur-
vivors addresses—among others—the issue of not adequately 
translating skills learned in the rehabilitation setting to the 
home environment, by an early discharge from hospital, in com-
bination with continuing multidisciplinary rehabilitation at 
the home of the patient. According to a systematic review [57] 
including 11 studies with almost 1,600 patients, such an ESD 
team typically comprises physiotherapists, occupational thera-
pists, speech- and language therapists, medical doctors, nurses, 
and social workers. Physio- and occupational therapy are the 
main components in an ESD team. Family members and spouses 
or other assistant persons and carer have to be involved from 
the very beginning. Already established ESD service provided 
therapy on a daily basis for a period of 3  months. To ensure 
goal-directed interventions co-ordination meetings on a weekly 
basis are recommended. The ESD service appeared to be as 

effective as standard care provided in specialized stroke units. 
The eligibility for ESD is somewhat limited. Persisting disability, 
living within a local area and stable medical conditions are pre-
requisites for the ESD approach. However, patients with a mod-
erate disability (initial Bathel Index of >9) are reported to profit 
most. In studies for the evaluation of ESD about 41% of patients 
with stroke were suitable for an early discharge. Pertaining to 
the outcomes of ESD it has been shown that patients who under-
went the ESD procedure had shorter length of hospital stay, a 
reduced odds of death, dependency for daily life activities, or 
long-term institutional care [57].

Telerehabilitation
Many elderly patients are either unable physically to go to out-
patient therapy or travel is not feasible due to distances, or other 
context factors. With the novel approach of telerehabilitation it 
becomes possible to continue rehabilitation at a patient’s home 
without the therapists being physically present. It takes advan-
tage of modern communication technologies in conjunction 
with home-based robots, which are equipped with sensor tech-
nology. Telerehabilitation has been used effectively in Canada 
and other areas where large distances have made direct con-
tact therapy interventions almost impossible. The therapist has 
visual contact with the patient and caregivers and can problem 
solve, change the home programme, etc., via the computer. The 
use of telerehabilitation has been shown to be an effective strat-
egy of bringing therapists into the home for consultations as well 
as therapy sessions [58].

Contribution of family members and caregivers to 
rehabilitation
Ageing patients are often dependent on their children or other 
caregivers. The spouse is frequently not capable of 24-hour car-
egiving. The family/caregiver should be included in the rehabili-
tation process as soon as possible. In the acute phase, the family 
is also in a situation of shock, and sometimes must be told things 
repeatedly before they are able to process what is happening.

Family support is very important for the patient. In the perfect 
situation, the family attends treatment sessions, works with nurs-
ing to learn how to help their family member, is in contact with the 
physicians to understand the medical situation, and will be able to 
take the family member home or assist them in their own home. 
After discharge the burden is often on the caregivers. Families are 
often unable or unwilling to take over the responsibility for the 
elderly client. This happens less often with the younger person. 
Even if the elderly client is quite capable, there may be architec-
tural barriers that will make going home a problem.

Discharge destination
A different dilemma with the older person who is able to live in 
their own home could be isolation. They may be unable to get out 
into society. Loneliness happens with ageing in any case when the 
person gradually loses their friends and acquaintances. In this 
case, a better solution could be specialized nursing facilities with 
educated rehabilitation staff, appropriate therapies, and contact 
with others.

If the personal and environmental context factors are such that 
the patient probably will not be able to go home, social services 
should be involved soon so there is time to find the best place for 
the patient to live upon discharge.
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Outcome testing
Every patient in therapy should have outcome testing done on a 
regular basis. The tests used should be reliable and valid, as well as 
practicable. With elderly patients, different tests or other thresh-
olds or endpoints may be appropriate than with younger patients. 
The rehabilitation goal might be accomplished when an old 
patient is able to move around the house independently whereas 
younger patients also train to go to the community The Functional 
Independence Measure (FIM) [59] is done routinely in many cen-
tres by the nursing staff and gives good information regarding the 
patient’s functional status at the activity level. Physical therapists 
use different tests for different stages in recovery. At the very low 
FIM level, one can use the early functional abilities test [60] or the 
trunk control test [61]. Balance and risk for falling can be tested 
using the Berg Balance Scale [62] or the Performance Oriented 
Mobility Assessment [63]. Timed tests are very useful for gait. 
Upper extremity function can be tested with the nine-hole peg test 
[64] or the Wolf motor function test [65]. All patients can be tested 
using the Goal Attainment Scale [66]. The point is that therapists 
must have objective findings and be able to make clear statements 
regarding improvement or change.

Evidence
There is no conclusive evidence in neurorehabilitation as to which 
therapies have the best results for the ageing patient either with 
stroke or SCI. Most trials have looked at chronic stroke patients 
with very specific inclusion criteria. The numbers of partici-
pants generated for these trials are relatively small. Patients with 
strokes, especially in the ageing, have very heterogeneous symp-
toms and are difficult to study in a randomized controlled trial 
(RCT). Susan D. Horn’s ideas for practice-based evidence studies 
[67] would be more appropriate for this population, but are not yet 
accepted in the science world as equivalent to RCTs. Single case 
studies are useful and interesting at the individual level but not for 
comparing procedures or methods.

Although there are effective treatments that restore brain perfu-
sion and minimize complications and recurrent stroke, there is no 
treatment proven to facilitate neurological recovery after stroke [35].

It is often seen for research purposes that groups of young and 
old patients are being compared regarding several outcomes. One 
has to bear in mind, however, that age might not be the only dif-
ference between such groups. Survival, for example, is different in 
young and old patients. Older patients still alive and referred to 
rehabilitation may be healthier than their younger counterparts. 
Depending on the research question such survival effects need to 
be controlled for. It is also known that pre-existing conditions are 
sometimes under-reported [68]. There might also be a selection 
bias in that only patients who have the potential to meet the chal-
lenge of rehabilitation are referred to specialized centres [69].

Basic science researchers have shown in animal studies, but also 
in smaller-scale human studies, the fact of neuroplasticity post 
stroke, and are attempting to translate this information into neu-
rorehabilitation therapy interventions. There are many reasons 
why this is difficult. Patients with stroke are a very heterogeneous 
population. There is not sufficient contact between the research-
ers and clinicians [70]. Some clinicians are not informed of the 
restorative neuroscience developments. On the other hand, some 
scientists are not really aware of the problems clinicians have. Not 
everything basic science learns in small, very controlled studies is 

applicable in daily life rehabilitation. Instead of a positive, creative 
environment to try novel therapies, there may be a situation of 
antagonism. Evidence, with its translation into the clinic, should 
be a circular integration of best research evidence, clinical exper-
tise, and patient values [71].

An example of an intervention with good evidence is con-
straint induced movement therapy (CIMT). CIMT emphasizes 
task-oriented training, meaningful patient goals, active partici-
pation, and repetition. The so called, ‘forced-use’ of the affected 
upper extremity with goal-oriented therapy has excellent results 
for the patients who meet the inclusion criteria. Also, modified 
CIMT, meaning less hours per day practice over a longer period of 
time, has also very good outcome results. This therapy, translated 
from science into practice, can be used in the rehab setting but 
also at home. The patients who profit the most from this therapy 
are not cognitively impaired and have some functional recovery in 
their upper extremities [72].

Patients with SCI
The majority of neurological deficits requiring neurological reha-
bilitation are hemiparesis due to cerebrovascular stroke. Patients 
with SCI account to about a tenth of the cases with stroke.

The basis for modern comprehensive SCI rehabilitation was estab-
lished during World War II when a substantial number of patients 
with SCI were transferred home [73]. These cases and those who 
followed after the War were mostly young men who experienced 
their spinal cord lesion in a traumatic event. Accordingly, assess-
ments and interventions were tailored to the features of this spe-
cific patient group. However, there is indication from the literature 
that the mean age at injury has been increasing in the last decades. 
More importantly the proportion of cases with non-traumatic SCI 
is growing and almost exceeds that of traumatic cases [16, 74–76]. 
One characteristic of the latter group is the markedly older age. So, 
when considering patients who sustain a SCI with advanced age 
the cause is most likely of non-traumatic nature.

SCI aetiology
The aetiology of a traumatic SCI varies with the age at injury 
onset. With approximately 45% a motor vehicle crash is the pre-
dominant cause in younger subjects (16–46 years). Falls are the 
leading aetiology in patients older than 60 years [12].

Non-traumatic SCI is mostly caused by age-related condi-
tions—neoplasms, vascular disease, inflammatory disease, and 
degenerative spinal stenosis [74, 76].

In summary, older patients are more likely to experience a 
non-traumatic incomplete SCI, resulting in less severe disabil-
ity. However, these patients tend to present additional diagnoses, 
which interfere with the potential good prognosis for recovery.

Clinical presentation
According to registers in the USA [77] and Europe [14], the most 
frequent condition after a traumatic SCI is incomplete tetraplegia 
(41% and 33%) followed by complete paraplegia (22% and 27%), 
incomplete paraplegia (21% and 23%) and complete tetraplegia 
(16% and 17%). Cases with incomplete SCI at a high cervical level 
are increasing [13]. A special form of incomplete traumatic tetra-
plegia is the central cord syndrome (CCS), which is present more 
frequently in older individuals. It is characterized by a more pro-
nounced paralysis of the upper extremities compared to the lower 
extremities, which remain less affected. The CCS is caused by a 
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lesion of the central region of the cervical spinal cord involving the 
grey matter and axons projecting to the upper body. The more lat-
erally located neural structures that project to the lower body are 
less compromised. CCS frequently occurs during an inadequate 
minor trauma associated with a trip or a fall. A pre-existing, often 
clinically non-symptomatic myelopathy due to degenerative pro-
cesses of the cervical spine in combination with a small trauma, 
results in CCS. However, CCS is not restricted to elderly people; 
it can also occur in younger patients following a trauma [78, 79].

There is clear evidence from the literature that patients with a 
SCI of non-traumatic origin present more often with incomplete 
paraplegia and higher admission scores on the FIM [15, 16, 74, 76].

Outcome after SCI
When comparing old with young patients one must bear in mind 
that the two groups differ not only in age but also with respect to 
other characteristics. For example, such a comparison might be 
influenced by survival effects. Without the SCI older patients have 
a more favorable survival rate as compared to the younger group.

Observational studies suggest that neurological and functional 
outcome after SCI is related to the patients’ age at injury (e.g. [80]). 
However, it is likely that age is not independent from other pre-
dictors like severity of injury. As mentioned earlier, older patients 
experience more incomplete SCI, which is associated with a bet-
ter outcome. Accordingly, neurological outcome seems not to be 
negatively influenced by age. It seems, however, that older patients 
fail to translate their favourable neurological recovery into func-
tional abilities [55, 81].

Age in combination with severity and neurological level of spi-
nal lesion is reported to be associated with mortality after SCI. Old 
patients with a complete SCI at the cervical level have a substan-
tially increased mortality rate [80–82].

Conclusion
Demographics show that the population of the world is ageing. 
Risks for strokes and other neurological conditions increase with 
age. The elderly patient will probably have more comorbidities 
than the younger patient. In spite of this, the elderly have neu-
rorehabilitation potential. Preserved neuroplasticity, the potential 
to train muscular strength, cardio-vascular endurance and joint 
flexibility does not stop at a certain age. Therapy methods and 
concepts are not particularly age related. They need to be adapted 
in intensity to the person’s capabilities. The rehabilitation period 
may be longer with the aged, but results in a definite quality of life 
improvement for the affected person and their family.
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CHAPTER 7

The applicability of motor 
learning to neurorehabilitation
John W. Krakauer

Introduction
Statements to the effect that recovery is a form of learning or 
relearning are commonplace in the field of neurorehabilitation. 
In this chapter, motor training will refer to what is done to the 
patient and motor learning will refer to what the patient may do 
in response. This distinction is important—just because train-
ing is happening does not mean that anything is being learned. 
The relearning premise for neurorehabilitation is based on three 
other a priori assumptions. First, that the nature of the deficit 
to be rehabilitated through learning is known. Second, that the 
kind of motor learning that should be targeted by training is 
known. Third, that patients after stroke have an intact learn-
ing capacity despite impaired performance. In this chapter 
the focus will be mainly on rehabilitation of arm paresis after 
stroke, which results from damage to motor cortical areas and/
or their descending pathways. This narrower focus is essential if 
the topic of learning and neurorehabilitation is to remain within 
the bounds of a single chapter. That said it is hoped that the gen-
eral principles introduced here, which will be emphasized over 
details, are broadly applicable across the range of post-stroke 
impairments and to other neurological conditions.

Arm paresis after stroke refers to loss of strength and motor 
control, along with changes in phasic and tonic muscle tone [1] . 
Non-neural peripheral changes in muscle, joint and tendon prop-
erties can also contribute to the paresis phenotype. In this chapter 
it will be assumed that treatments for strength, tone (spasticity) 
and contractures are not based on motor learning principles and 
so will not be addressed further. Note again that one can train for 
strength but this is not motor learning. Thus, the starting point 
for this chapter is that when learning is invoked it implies either 
improving motor control or finding alternative compensatory 
strategies with effectors/joints/muscles in which motor control 
remains relatively intact; in either case, response to training is 
assumed to have mechanistic commonalities with motor learn-
ing in healthy subjects. It will become apparent after reading this 
chapter that the assumption that one can equate recovery and 
motor learning is subject to several fundamental caveats.

A taxonomy for motor learning
The fundamental problem for motor learning is to find the appro-
priate motor commands that will bring about a desired task 

outcome. Motor learning is a fuzzy category that encompasses 
action selection guided by instruction, reward, or error, and sub-
sequent improved execution of the selected actions. Skill is a very 
popular term but is hard to define. Here, it will suffice to say that 
one is skilled at a task when practice has led to it being performed 
better than baseline because of selection of optimal mean actions 
that are then executed with high speed and precision. We will 
briefly describe the motor learning components in the following 
section. A question that should always be kept in mind is whether 
these components of motor learning are relevant or effective in 
reversing identified motor deficits after stroke or any other neu-
rological condition.

The role of instruction in selecting task-appropriate actions 
has been surprisingly under-emphasized in the motor learning 
literature despite the ubiquity of coaching and teaching in sport, 
music and dance; all quintessential motor skill-requiring activi-
ties. Similarly, the existence of physical and occupational thera-
pists attests to the crucial role of instruction in rehabilitation. 
We have recently posited [2]  that neglect of the crucial roles of 
knowledge and instruction for motor learning originates in part 
from an over-emphasis on simple implicit adaptation tasks due 
to the classic result in the patient H.M., who retained memory of 
mirror-drawing ability across days despite no explicit memory 
of ever having performed the task [3]. This led, in our view, to 
over-generalization of the notion of procedural learning/mem-
ory from this simple task to all motor skills. We have recently 
argued instead that everyday motor skills such as cooking or 
driving cannot be extrapolated from motor adaptation tasks 
and cannot be learned without knowledge and instruction [2]. 
In agreement with our position, a recent paper has shown that 
a motor task with redundant structure cannot be learned with-
out explicit awareness of this structure [4]. We, and others, have 
recently shown that even adaptation tasks have a crucial explicit 
component [5, 6].

In reinforcement learning, actions are selected with increased or 
decreased frequency based on rewards and punishments, respec-
tively. Reward can be intrinsic, based on self-perceived success or 
failure, or it can be based on extrinsically provided loss or gain 
in points or praise. Rewards can be short-term or long-term, and 
the balance between these is of central computational importance 
in the field of reinforcement learning. A local action solution can 
be found based on short-term rewards that is ‘ just good enough’, 
which then becomes habitual, even though with more time and 
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exploration, a more optimal action could have been found. For 
example, if a person is given a pair of skis and told to get down 
a mountain, they may well find a way to do so on their own but 
they are very unlikely to discover the best technique, which would 
require instruction and more extended practice. Later in the chap-
ter we will argue that compensatory strategies after stroke often 
represent precisely this kind of premature adoption of habitual 
‘just good enough’ actions. Constraint-induced therapy is an 
attempt to prevent adoption of the bad habit of choosing the unaf-
fected arm to perform tasks rather than doing the harder work of 
improving the affected side [7] .

Sensorimotor adaptation refers to reduction of errors in 
response to a perturbation. Sensorimotor adaptation tasks 
have been extensively studied experimentally and modeled 
computationally [8–11]. The prevailing idea is that adapta-
tion occurs through cerebellar-dependent reduction of errors 
through updating of a forward model via sensory prediction 
errors [12,  13]. The relevance of adaptation to rehabilitation 
remains unclear, however, because although imposed errors 
can lead to fast and large changes in behaviour, these changes 
do not seem to last once the perturbation is removed. For 
example, the paretic arm can be made adapt to a viscous force 
field set to amplify baseline directional reaching biases. When 
the force field is switched off, aftereffects are now in a direc-
tion that negates the biases [14]. A similar ‘error augmentation’ 
approach has been used using a split-belt treadmill to reduce 
step asymmetry in hemiparetic gait [15]. In both cases, how-
ever, the desirable aftereffects are very short lived. In the case 
of force-field adaptation of the arm, after effects lasted for only 
30–60 movements after 600 training movements [14]. More 
recently it has been shown that repeated exposure over multiple 
sessions prolongs split-belt treadmill over-ground after-effects 
in patients with stroke [16]. Interestingly, repeated exposure is 
also required for prism adaptation in the treatment of neglect 
after stroke [17]. One explanation for the short-lived nature of 
adaptation is that newly adapted behaviours are out-competed 
by baseline behaviours that have been reinforced over much 
longer periods of time and have become habits. In support of 
this idea is the recent finding that if a newly adapted behaviour, 
once it has reached asymptote, is reinforced by switching from 
error to binary feedback, the adapted behaviour is retained 
for longer [18]. Thus, if adaptation paradigms are going to be 
used to have patients quickly converge on desired behaviours, 
then error-based and reinforcement-based learning mecha-
nisms will likely need to be combined. A potential way to do 
this would be to adapt a patient first and then reinforce the 
after-effect.

We have recently introduced the term ‘motor acuity’, draw-
ing a direct parallel with perceptual acuity, for the component 
of motor skill by which movement variability and smoothness 
improve with practice [19]. This kind of learning probably occurs 
in the same motor cortical areas that are responsible for the motor 
commands themselves [20]. Motor acuity increases with repeated 
practice and could potentially be modelled as a form of statistical 
learning.

Finally, there has been a great deal of recent interest in 
use-dependent plasticity (UDP). It will be argued here that the 
assumption that UDP is a form of motor learning or motor mem-
ory relevant to neurorehabilitation is likely incorrect. The core 

problem is the tendency to blur the distinction between plasticity 
and learning. Plasticity refers to the capacity of the nervous sys-
tem to change its input–output characteristics with various forms 
of training. These input–output relationships can be assayed in 
a variety of ways, which include single-unit recording in animal 
models and non-invasive brain stimulation in humans. Learning 
does imply that a plastic change has occurred but a plastic change 
does not imply that learning of a new behaviour has occurred. 
Thinking otherwise is to commit the classic logical fallacy called 
‘affirming the consequent’: (1) If P, then Q. (2) Q. (3) Therefore, 
P.  Unfortunately, a sizable literature appears to consider UDP 
important to neurorehabilitation, based largely on this logical 
fallacy. To appreciate the misunderstanding, consider the classic 
paper in this area by Classen and colleagues [21]. Transcranial 
magnetic stimulation (TMS) of the motor cortex was used to 
evoke isolated and directionally consistent thumb movements 
through activation of the abductor pollicis brevis muscle. Subjects 
were then required to practice thumb movements for 30 minutes 
in the direction approximately opposite to that elicited by TMS. 
The critical finding was that subsequent TMS was found to evoke 
movements in or near the direction practiced rather than in the 
pre-training baseline direction. This is a very interesting result 
with regard to how movement repetition (it is not really training 
in so much as the goal is not to improve performance in any way) 
can lead to changes in cortical representation. Indeed, a very simi-
lar mechanism is likely at play in the series of controversial papers 
published by Graziano and colleagues showing that long duration 
trains of intracortical microstimulation of monkey motor corti-
cal areas elicit movements that look like natural movements per-
formed at high frequency in everyday life [22]. More recently, it 
has been shown that TMS in piano players elicits different finger 
postures than in non-piano players [23].

The crucial point when considering all these UDP-like results 
is that it is not at all clear what they mean for voluntary move-
ments. To appreciate this objection, consider the thumb experi-
ment; although TMS after training causes the thumb to move in a 
direction roughly similar to the one practised, if a subject is asked 
to move their thumb in the original pretrained direction they do 
not suddenly find themselves going in reverse! That is to say, the 
plastic changes assayed with TMS have not changed voluntary 
behaviour. Now it is true that when looked for, movement repeti-
tions in one direction can lead to small biases in other directions 
[24–26] but these biases are only a fraction of the trained direction 
and can be easily over-ridden in a few trials. Thus at the current 
time, experiments that induce UDP are informative about how 
the brain changes with repetition but these changes do not lead 
to learning of new task-relevant behaviours. Further support for 
this conclusion comes from the many reported failures of haptic 
and robotic guidance to benefit training [27, 28]. It appears that 
the interest in these cortical epiphenomena is out of proportion to 
their practical usefulness for neurorehabilitation.

To learn complex everyday tasks almost certainly requires that 
instruction and knowledge combine with adaptation, reinforce-
ment, and acuity mechanisms. For example, instruction and 
imitation can help select the mean movement that then becomes 
more precise and reinforced with repeated practice. All these nor-
mal learning mechanisms, if intact after stroke, could be used to 
increase the acuity and accuracy of compensatory movements 
without any recovery per se.
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Thus far, we have spoken about the different ways that new 
actions can be acquired and improved. As has already been 
alluded to for the case of adaptation, acquisition is not of great 
use if what is learned is not retained across sessions. In addi-
tion to retention, it is hoped that training the limb on a task 
in the rehabilitation clinic will generalize to other activities of 
daily living. It is surprising how little investigation there has 
been of retention and generalization of motor learning in the 
context of neurorehabilitation. One possible reason is that, as 
we argue here, rehabilitation is mainly compensatory and does 
not generalize because learning to compensate suffers from the 
same ‘curse of task specificity’ as normal motor learning [29]. 
A notable exception, as already mentioned, is work performed 
by Bastian and colleagues looking at retention of split-belt 
treadmill adaptation and its generalization to over-ground 
walking [16].

All the kinds of motor learning described here (see Table 7.1) 
for healthy subjects are predicated on the existence of normal 
neural substrate for the expression of learning, that is, that the 
motor system can execute the chosen motor commands. It should 
be immediately apparent that if the neural substrate that gener-
ates motor commands is damaged, for example the corticospi-
nal tract (CST) after a capsular infarct, then learning might not 
be expressible, even if normal [30]. This example should already 
make it clear that learning is not, on the face of it, an obvious 
mechanism for reversal of a stroke’s effect on performance. It 
will be argued here that motor learning in response to rehabili-
tative training after stroke can only operate within the residual 
performance envelope that the remaining nervous system is 
capable of after spontaneous biological recovery is complete. 
That is to say, based on reasoning and current empirical data, 
the null position taken in this chapter is that motor learning in 
response to training in the period after spontaneous biological 
recovery is complete cannot reverse the loss of motor control but 
is only relevant to learning of compensatory strategies.

Motor learning in the sensitive period 
after stroke: interaction with spontaneous 
biological recovery
There is now extensive evidence in both humans and in non-human 
animal models that almost all recovery of motor control 

(impairment) occurs in a time-limited window or sensitive period 
post-stroke; such training-independent recovery is often referred 
to as spontaneous biological recovery [31]. The sensitive period 
lasts about 3 months in humans [32, 33] and 1 month in rodents 
[34]. Evidence suggests that most recovery occurs within the sensi-
tive period because of a unique plasticity environment that is initi-
ated by ischaemia and falls off as a function of time and distance 
from the infarct. This post-ischaemic environment can be char-
acterized by unique changes in gene expression, in the structure 
and physiology of synapses, and in excitatory/inhibitory balance 
[31, 35–37]. The crucial point to be made here is that spontaneous 
biological recovery in the sensitive period is not motor learning 
per se but an endogenous repair process that presumably relies on 
residual intact neural architecture as a template for reorganiza-
tion. That the repair process may interact with and be augmented 
by training is of great importance, but task-specific training is not 
necessary for spontaneous biological recovery [38] and training 
alone cannot reproduce spontaneous biological recovery outside 
of the sensitive period. A clear demonstration that recovery can 
occur in the absence of directed training is the predictable change 
in the Fugl-Meyer Scale (FMS) between the first week after stroke 
and 3 months later [33, 39]. The FMS tests the ability to isolate 
joints and to make multi-joint movements in and out of synergy. 
As the FMS does not have functional components it is never used 
for training, nevertheless the FMS can dramatically improve in 
the sensitive period (Figure 7.1).

The obvious question is how to combine the task specificity of 
training with the general recovery allowed by spontaneous bio-
logical recovery in the sensitive period? Experiments in animal 
models suggest that the response of the brain to training in the 
sensitive period is uniquely enhanced and that this responsive-
ness diminishes as the interval between the stroke and training 
is increased. In one influential experiment in rats, it was dem-
onstrated that starting re-training 5 days after stroke was much 
more effective than waiting 2 weeks. By one month the efficacy of 
task-specific training was not greater than social housing alone. 
These results, and others, strongly suggest that motor learning in 
the sensitive period is qualitatively different from motor learning 
in the chronic state and in healthy animals, and bears similarities 
to conditions early in development [31, 40]. In primates, a partial 
ischaemic lesion in motor cortex leads to loss of hand dexterity 
that recovers fully if training is initially early but is lost completely 
if delayed [41]. As of this writing, two crucial questions remain 
unanswered in the case of humans: (1) Does any form of rehabili-
tation in the sensitive period enhance the generalizing effects of 
spontaneous biological recovery? (2) Is the response to any given 
amount of task-specific training greater inside versus outside the 
sensitive period? These questions are a challenge to address and 
so it is not so surprising that we do not yet know the answers to 
them. One problem is that studies need to be adequately powered 
to detect additional changes riding on top of spontaneous biologi-
cal recovery. Another is that it is almost certainly necessary to 
provide high intensity and dosage of training to exploit enhanced 
plasticity mechanisms, levels that current practice does not come 
close to achieving in the relevant time window.

A recent study determined that patients were active only 13% 
of the time and were alone 60% of the time during inpatient 
rehabilitation [42]. Lang and colleagues, in a study of how much 
movement practice is provided during rehabilitation (inpatient 

Table 7.1 Types of motor learning

Type Anatomy Example Relevance

Instruction Prefrontal cortex Transfer from 
bed-to-chair

High

Error-based 
adaptation

Cerebellum and 
parietal cortex

Split-belt treadmill 
for gait

Medium

Reward- and 
failure-based 
reinforcement

Motor cortex and 
basal ganglia

Constraint-induced 
therapy of arm

High

Motor acuity Motor cortex None as of yet Unclear

Use-dependent 
plasticity

Motor cortex None as of yet Low
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and outpatient), found that practice of task-specific, functional 
upper-extremity movements occurred in only 51% of the reha-
bilitation sessions that were meant to address upper-limb reha-
bilitation and that even then the average number of repetitions 
per session was only 32 [43]. Data from the animal literature sug-
gest that this dosage of repetitions is too low; changes in synap-
tic density in the primary motor cortex occur after 400 but not 
60 reaches [44, 45]. In most rodent stroke recovery studies that 
use reaching as part of the rehabilitation protocol, there is often 
no limit imposed on the amount of reaching allowed; rats will 
typically reach 300 times in a training session. In a recent experi-
ment, the amount of reaching rats were permitted was varied, 
and it was found that there was a threshold for the amount below 
which recovery did not occur [46].

Thus current rehabilitation in humans does not come close to 
reproducing either the dosages or intensities achieved in rodent 
and primate studies. Further support for the idea that current 
therapy early after stroke is too under-dosed to have an impact 
on impairment is the predictability of recovery at 3 months in the 
FMS after just 48 h: subsequent intervening therapy does not seem 
to be changing the trajectory of spontaneous biological recovery. 
On a more hopeful note, a recent feasibility study found that it 
is possible to deliver a similar number of upper-limb repetitions 
to stroke patients in a 1-hour therapy session as occurs in typical 
animal rehabilitation studies [47].

Whenever discussion turns to early intense rehabilita-
tion after stroke, the objection of a possible adverse effect is 
raised both with respect to exacerbation of lesion volume and 
a worse behavioural outcome in the affected limb. This objec-
tion originates from a series of well-cited studies by Schallert 
and colleagues in the rat, in which they reported that immobi-
lization of the unaffected forelimb with a hard cast for 15 days 
post-lesion induction led to less use of the affected side once the 
cast was removed from the unaffected side compared to when 
the affected side itself had been immobilized for the same dura-
tion. Immobilization of the unaffected limb not only had an 
adverse effect on behaviour but was also accompanied by expan-
sion in lesion volume [48, 49]. What is less well appreciated is 

that in these early studies, the lesions were electrolytic rather 
than ischaemic, making their relevance to stroke questionable. 
Subsequently, however, the same group of investigators asked 
the same question for ischaemic lesions using a middle cerebral 
artery occlusion (MCAO) model in the rat. Here the results are 
more equivocal. In the case when 45 minutes of MCAO caused 
moderate cortical ischaemia, 10 days of casting of the unaffected 
limb did not lead to exaggeration of infarct volume but did lead 
to worse behavioural performance [50]. For more severe corti-
cal ischaemia, induced by 90 minutes of three-vessel occlusion, 
there was no deleterious effect on lesion volume or outcome. In a 
distal MCAO model that caused subcortical (striatal) infarction, 
forced non-use but not over-use of the affected forelimb led to 
detrimental behavioural outcomes but without exaggeration of 
lesion size [50]. More recently, the same investigators failed to 
show a behavioural consequence of casting the unaffected limb 
despite exaggerations of cortical lesion volume [51]. Indeed in 
this study, as in the earlier subcortical study, it was disuse of the 
affected forelimb that had detrimental effects. Importantly, in 
these later experiments the cast was smaller and lighter and the 
rats were housed in larger cages with littermates. Carmichael 
and colleagues have revisited the effects of overuse. They induced 
overuse of the affected forelimb one day after the stroke by using 
Botox in the unaffected limb; there was no increase in infarct 
size with this approach [52] but the same authors have demon-
strated that there is instability in cortical excitability for about 3 
to 5 days post-stroke [36, 53].

All the studies cited thus far with respect to deleterious effects 
of early over-use of the affected limb have been in rodents. 
Support for a similar effect in humans came from the VECTORS 
study, in which 52 patients with stroke were randomized at 
about 10 days post-stroke to two levels of intensity of constraint-
induced movement therapy (CIMT) or standard upper- extrem-
ity therapy [54]. It should be stated that intense here meant 3 
hours versus 2 hours of shaping therapy per day. The surpris-
ing result was that at 90 days, affected upper-extremity func-
tional outcome measured with the Arm Research Action Test 
was worse for the more intensive CIMT group. An impairment 
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measure was not reported in VECTORS. Interestingly, over 60% 
of the high intensity group had involvement of the dominant 
limb versus only 30% for the low intensity group. There have 
been reports of asymmetries in degree of bilateral and non-
affected limb use with right and left hemispheric strokes [55], so 
other factors could have played a role in the results. Finally, lon-
gitudinal magnetic resonance imaging (MRI) in a subset of the 
patients did not show any enlargement of the brain lesion that 
could be related to intensity of treatment, so there was no evi-
dence for infarct expansion, which was the putative explanation 
for intensity-related worsening in the early rodent models [48]. 
A study similar to VECTORS enrolled 23 patients within one 
week after stroke onset but with only one CIMT intensity level. 
In this case, the trend favored CIMT, although in the control 
group, therapy was more intensive than usual in order to match 
the CIMT group [56].

It is hard not to conclude that as rodent experiments have 
become more sophisticated, the purported detrimental effects of 
early affected limb use have become less convincing. In addition, 
the more recent experiments raise the possibility that immobiliz-
ing the unaffected limb can reduce practice with the affected limb; 
in none of these studies was actual frequency or total use of the 
affected side ever documented, it was just inferred indirectly. Thus 
it cannot be ruled out that it is immobilization of the unaffected 
side that is the problem rather than overuse of the affected side. 
A conservative approach, to allay lingering fears about early exac-
erbation, might be to ramp up the dose and intensity over the first 
5 days post-stroke in the case of large cortical infarcts. It should 
also be emphasized that CIMT is not the only way to instigate 
early use of the affected side. For example, increased dosage and 
intensity of training could be accomplished by robotic therapy of 
the affected side without any need to immobilize the unaffected 
side but there have been very few studies of robotics in the first 
3 months after stroke to date.

To summarize this section, evidence in humans and in animal 
models demonstrates that there is a sensitive period after stroke in 
which most recovery from impairment occurs and in which there 
is heightened responsiveness to motor training. Future advances 
in reduction in impairment will almost certainly exploit this sen-
sitive period.

Motor learning in chronic stroke: it’s all 
about compensation
This section is predicated on the assumption that in chronic 
stroke—that is when patients are 6 months or more post-stroke—
brain plasticity and the response to training are no different to 
what is seen in healthy subjects, with the consequence that treat-
ment effects on impairment are minimal and only compensatory 
responses can be expected to lead to meaningful improvements in 
function. Significant decreases in impairment occur almost exclu-
sively in the first 3 months after stroke as a result of an interaction 
between spontaneous biological recovery and training in this sen-
sitive period. As already outlined, conventional neurorehabilita-
tion in the sensitive period is so low in dose and intensity that it 
fails to exploit the unique potential for motor learning. Instead, 
patients are prematurely made to learn compensatory strategies 
when they should be focusing on reducing impairment in the 
short time available.

There is undeniable irony in the course taken in neurorehabili-
tation research thus far—training at the doses and intensities that 
would potentially be highly beneficial in the sensitive period have 
instead been attempted almost exclusively outside of it, when it is 
too late for such training to have an effect on impairment and so 
only compensation is possible. Here, the term compensation will 
be restricted to changes in effector, joints and muscles, and not 
to use of external aids such as walkers, canes, or orthoses. In this 
framework, motor learning in patients with chronic hemiparesis 
is in no way different to a healthy person learning to write with 
their non-dominant arm after breaking their dominant arm, or 
learning to lean forward and shuffle when walking on a slippery 
surface. The failure to distinguish between the unique learning 
conditions that pertain to the sensitive period and the ordinary 
motor learning that occurs during the rehabilitation of patients 
with chronic stroke, has led, in our view, to significant conceptual 
confusion and the design of ill-conceived trials.

The two major forms of neurorehabilitation of the paretic arm 
in chronic stroke based on motor-learning principles are CIMT, 
and robotics. There are other learning-based approaches, which 
include action observation [57, 58], bilateral priming [59], Arm 
Ability Training [60], electromyography (EMG)-triggered neu-
romuscular stimulation [61], and virtual reality [62]. We will not 
cover these other approaches here in any detail because they have 
received less experimental attention and because the principles 
that will be discussed here, in our view, apply to them to a large 
degree.

Constraint-induced movement therapy
CIMT was the focus of the first multicentre randomized trial in 
neurorehabilitation, EXCITE [7] . The technique has two compo-
nents:  (1) Restraint of the less affected arm and/or hand with a 
sling or mitten for 90% of waking hours. (2) Task-oriented prac-
tice with the affected side using a form of training called shaping. 
The weightings for the two components and the length of the over-
all treatment have varied considerably in studies since the original 
trial. It is perhaps under-appreciated that EXCITE was based on 
some well-thought-out principles first established in de-afferented 
monkeys by Taub and colleagues. A chapter on motor learning 
and rehabilitation is a good place to consider the learning princi-
ples underlying CIMT in more detail and ask whether they were 
well suited to application to hemiparesis after stroke in humans.

Taub and colleagues wrote an influential paper in 1994 titled: ‘An 
operant approach to rehabilitation medicine overcoming learned 
non-use by shaping’ [63]. In this paper, the authors presented their 
new rehabilitation framework based on experiments in monkeys 
that had been deafferented in one forelimb via dorsal rhizotomy. 
The key observation was that the monkeys did not resume use of 
the de-afferented limb even after spinal shock had resolved and 
use of the limb was again possible. The explanation was that early 
on when the limb was severely impaired, the monkeys learned 
that it was useless through negative reinforcement. This learn-
ing became a habit despite return of a latent capacity that was not 
explored. The authors discovered that the habit of non-use could 
be overcome if the good limb was restrained over days. In addition 
to use of the restraint, the authors also re-trained the limb in two 
different ways. In conditioned response training, the monkeys 
were made to make isolated repetitive movements across single 
joints and resist against loads. It was noted that these exercises 
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did not generalize to functional tasks (the relevance of this find-
ing to much conventional human neuro-rehabilitation cannot go 
unnoted). A second, more effective training method, which they 
called shaping, was to incrementally reward successive approxi-
mations to a functional behaviour. In essence, shaping attempted 
through reward to reverse the non-use that had developed through 
failure. In the same paper, some promising preliminary data were 
presented in three patients with stroke. We can now fast forward 
to EXCITE, a clinical trial predicated on the ideas of restraint and 
shaping developed in these early studies by Taub and colleagues.

EXCITE showed that patients who received CIMT for 2 weeks 
had greater responses in a test of motor function and in self-report 
of performance quality in common daily activities. There was no 
assessment of motor impairment [7] . What is CIMT accomplish-
ing? Evidence suggests that it is not leading to either significant 
reductions in impairment or a return to closer to normal levels of 
motor control [64]. Instead patients seem to be learning to com-
pensate better for their deficit by practising particular tasks using 
intact residual capacities. The subtle but critical point is that, unlike 
in the case of a monkey’s recovery from spinal shock, patients 
are not discovering a capacity that they lost and then latently 
regained. Instead compensatory strategies in the chronic state are 
performed with capacities that were present from the time of the 
stroke or were recovered in the sensitive period; they just had not 
been incorporated into functional tasks through practice. Thus 
while it seems that an operant approach, as in de-afferented mon-
keys, does teach useful compensatory strategies in patients after 
stroke, the mechanistic parallels between CIMT after stroke and 
after de-afferentation are limited. Learned non-use has never been 
documented in humans, nor is there evidence of a latent return 
of capacity in the chronic state. Mention of plasticity and reor-
ganization in the setting of CIMT is misleading unless these terms 
are thought to apply equally to healthy subjects. For example, to 
also occur when a healthy person’s elbow is splinted into flexion so 
that within a few attempts they flex their trunk to make a reach-
ing movement. To summarize, CIMT is a rehabilitation approach 
based on reinforcement through verbal instruction. It relies on 
the existence of residual actions that can be selected through 
rewarded practice and incorporated into functional tasks. CIMT 
has not been shown to lead to the recovery of lost motor control.

Robotic therapy
It is of historical interest that the most popular robotic device 
for therapy of the upper limb after stroke evolved from the same 
planar robot used in initial ground-breaking studies of a form of 
motor learning, force-field adaptation [8] . Two distinct approaches 
have since been used with robots in the setting of therapy. One 
approach has been to have the robot guide or constrain the arm 
to more normal straight trajectories (i.e. shaping). Alternatively, 
robot-applied force fields may be used to make patients’ trajectory 
errors even larger than their baseline errors (error augmentation 
[14]). Here, the idea is that when the force field is switched off, 
immediate after-effects will be more similar to normal movements. 
Thus two very different kinds of motor learning have been used 
with the same robotic device: incremental reinforcement (shap-
ing) versus fast error-based learning (adaptation). Interestingly, 
the data suggest that the former approach has small but lasting 
effects [65], whereas the latter has impressive but short-lived effects 
[14]. Similarly, an increasingly investigated split-belt treadmill 

paradigm used for gait rehabilitation has shown rapid improve-
ments in gait symmetry in patients with hemiparesis after stroke, 
presumably through cerebellar-dependent error-based learning 
but these improvements revert back to baseline asymmetry fairly 
rapidly (25 strides) when patients return to over-ground ambula-
tion [15]. Planar movements have a unique solution in joint space 
if the trunk is restrained, which means that it is not compensatory 
movements that are being trained but instead an attempt is being 
made to have subjects regain more normal motor control. Thus, 
robotics is quite different from CIMT. It is important to be clear 
on what kind of motor learning is being targeted by an approach 
and whether the goal is impairment reduction or compensation. 
It is of interest that although not intentional, both CIMT and 
robotics have reinforcement as their core learning mechanism but 
ended up having differential efficacy on function and impairment, 
respectively.

There have been 67 robotic stroke trials between 1997 and 2011. 
The learning principles underlying the trials are rarely overtly 
described. The largest robotics trial to date treated patients with 
chronic stroke (> 6  months) using the MIT-Manus device [66] 
with results that were essentially negative: patients who received 
robotic therapy gained only 2 Fugl-Meyer points over the usual 
care group. A  minimum meaningful effect size for the FMS is 
a change of 7 [67]. A  meta-analysis of robotic therapy has also 
reported a very small FMS change overall [65]. Despite unimpres-
sive results, there are very important lessons to be learned from the 
Veterans Association ROBOTICS study. First, the study showed 
that standard of care has no effect at all on impairment, disability 
or quality of life. This observation alone cries out for the need for 
new treatments. Second, therapists outside of a research setting 
would not be able to consistently provide doses of assisted arm 
movements of around 1,000 per session (the average in real-world 
settings is 20–45). Third, there were no serious adverse events in 
49 patients who performed 1,024 movements per session with the 
robot, three times a week for 12 weeks.

The reason why the effect sizes on impairment for robotic stud-
ies have been so disappointing is that, as previously stated, almost 
all recovery from impairment occurs in the sensitive period. This 
window had closed by the time patients were enrolled in almost 
all the robotic studies to date. Only five robotic trials have been 
conducted in the first 3 months after stroke, with only one of these 
showing a FMS change of 5 or more (68). It is not enough, how-
ever, to provide robotic therapy in the first 3 months; the kinds 
of movement will also almost certainly matter. The MIT-Manus 
robot trains patients to make non-ecological horizontal planar 
movements; the shoulder and elbow are level with each other. In 
a very interesting study, six healthy subjects were given a wear-
able motion-tracking system to record their arm movements as 
they went about their daily life [69]. Despite the large range of pos-
sible movements, the investigators found that during most nor-
mal everyday tasks the arms are confined to a small volume of 
space around the body and movements are predominantly in the 
vertical, not the horizontal, plane across a variety of tasks. Thus 
it could be objected that trials with the MIT-Manus and other 
single joint or planar devices may have failed not because they 
were outside the sensitive period, but because patients were not 
trained on functional movements. This possibility has now been 
addressed in a recently published trial in chronic stroke that used 
a 3D exoskeletal robot with 7 degrees of freedom [70]. Patients in 
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the study (77 randomized) had fairly severe impairment with a 
mean FMS of 20/66. Patients received 45 minutes of robotic or 
standard therapy, three times a week for 8 weeks. Not much detail 
is provided about either the robotic protocol used or of the motor 
learning framework it was embedded in. It should be said that it is 
fairly typical for rehabilitation studies to provide little in the way 
of methodological detail or conceptual justification with respect 
to theories of learning. The change in FMS was 4.7 in the case of 
robotic assistance and 3.1 points after conventional therapy. The 
difference of 0.78 reached significance but unfortunately this is 
clinically trivial.

At the current time the most parsimonious conclusion is that no 
amount of training alone, no matter what motor learning mecha-
nism is recruited, is going to reverse impairment in the chronic 
state after stroke. It is a biological not a technological limit. It is 
to be hoped that there will not be a loss of faith in robotic therapy 
just because it has for the most part been deployed in the wrong 
time frame after stroke.

Does stroke have an effect on  
motor learning?
The question of whether learning and not just motor control is 
impaired after stroke is asked surprisingly infrequently [71]. The 
question itself can be misunderstood and is also very difficult to 
answer for methodological reasons. First of all, the relevant ques-
tion is not whether or not certain strategically localized strokes 
can cause learning deficits, because the answer is clearly yes. For 
example, we know that cerebellar and parietal infarcts can have 
detrimental effects on visuomotor adaptation [72–74]. The criti-
cal question is whether the infarcts in motor cortical areas and/or 
their output pathways that cause hemiparesis also cause a learn-
ing deficit. At the time of writing, it has not been convincingly 
demonstrated that there is a learning deficit in the paretic arm 
after stroke [71]. One reason that the question is very difficult to 
answer is that there is a no assumption-free way to compare learn-
ing rate, retention or generalization between patients and con-
trols when the levels of initial performance are not matched, as 
is the obviously case in the setting of hemiparesis. Any attempt 
to match through normalization, either additive or multiplica-
tive, makes unproven assumptions and can lead to contradictory 
results [75]. The only way forward is to either have a good justifi-
able a priori learning model that is predicated on either additive 
or multiplicative effects, or to try and stratify patients who overlap 
performance-wise with controls. Such stratification is treacherous 
because of regression to the mean—one may be conditioning on 
noise rather than comparing true overlapping high values from 
one group and low values from another, and therefore requires 
good estimates of the measurement noise in the learning task cho-
sen. Alternatively one can ask what the degree of retention or gen-
eralization is for patients based on what is considered desirable for 
them rather than making any comparison to controls.

Conclusions and future approaches
Here the case has been made that training has a unique effect 
on learning and repair in the first 3 months after stroke. In this 
time window, true reductions in impairment occur both through 
spontaneous biological recovery and interactions between 

post-ischaemic plasticity and training. In the chronic phase, motor 
learning is normal and only leads to task-specific compensatory 
effects rather than any true reversal of the paretic deficit. It is to 
be hoped that in the future, pharmacological agents (e.g. selective 
serotonin receptor inhibitors [76]), trophic support from stem cells, 
and brain stimulation techniques will augment [77], extend and 
even re-open the sensitive period in the chronic period [78, 79]. 
Most clinicians can provide anecdotes about patients who made 
true progress at the impairment level way beyond the 3-month sen-
sitive period; such patients are also to be found in reported clinical 
trials. Whether these late responding patients comprise a special 
subset remains to be investigated but several possibilities suggest 
themselves. One is that these patients are outliers with respect to 
the sensitive period. Another is that their main deficit is not clas-
sic CST hemiparesis—for example, they have proprioceptive loss, 
dystonia, or apraxia. Another may be biomechanical or periph-
eral, for example, fixing one part of the system (e.g. painful or stiff 
shoulder) allows apparent reduction in impairment elsewhere (dis-
tally). Finally, perhaps something has allowed them to reopen their 
sensitive period to training. In the mean time, the best hope for 
patients with hemiparesis after stroke is to greatly increase the dose 
and intensity of impairment-focused therapy for the first 3 months 
after stroke based on the new findings with regard to learning, 
plasticity, and neural repair in this sensitive period.
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Spinal neuronal dysfunction after 
deprivation of supraspinal input
Michèle Hubli and Volker Dietz

Introduction
In the last two decades, the field of spinal cord injury (SCI) 
research has achieved a number of discoveries that help to under-
stand the processes of degeneration, inflammation and recovery 
of function after this devastating condition. Several experimental 
approaches in animal models indicate promising findings con-
cerning a partial repair of damaged neuronal tracts even after a 
severe SCI in humans. The main experimental strategies for repair 
include: (i) neuroprotective and anti-inflammatory treatments; 
(ii) enhancement of axonal fibre regeneration and compensatory 
axonal sprouting; and (iii) transplantation of bridges or stem cells 
[1] . Most of these treatment strategies show some improvement in 
animal models on the anatomical and/or the functional level [2, 
3]. However, the current situation with regard to translate these 
experimental treatments to human SCI is less convincing.

Several clinical trials failed or were aborted since the promis-
ing achievements in animal experiments often could not be repli-
cated in human SCI [2–4]. For example, one of the most promising 
treatments was the application of the neuroprotective steroid 
methylprednisolone that showed beneficial neuroanatomical and 
functional changes in rodent SCI [5, 6] as well as partial efficacy 
in human SCI [7, 8]. Although methylprednisolone was accepted 
as a neuroprotective treatment for acute human SCI today in most 
countries its application in clinical practice has been given up due 
to low efficacy and significant side effects in human SCI [9] .

A successful translation of promising experimental treatments 
of SCI into a clinical trial in humans relies on specific features per-
taining to human SCI condition [10]. Several factors could explain 
the discrepancy in results between animal models and clinical 
studies, such as differences in the level and type of lesion, or the 
treatment onset. For example, treatments in rodents are usually 
administered directly after the injury, while treatment effects in 
the subacute and chronic stage of rodent SCI are less usual and 
little understood [11]. In humans, however, repair treatments are 
frequently delayed until a chronic stage (ca. 1 year post-lesion) 
because at this time the clinical condition is more stable and no 
spontaneous neurological recovery is expected [12].

Interestingly, the only effective therapy for functional recovery 
following SCI and stroke up to now are rehabilitative training 
approaches. Well-established rehabilitation approaches focus on 
the facilitation of neuroplasticity by training to improve muscle 
activation and function. This positive neuroplasticity is opposed 
by negative neuroplasticity (for review see [13]). During the past 

decade, a focus of research was to investigate the change of neu-
ronal activity below the level of lesion in non-trained, that is, 
immobilized SCI [14–16] and severely affected hemiparetic stroke 
subjects [17]. Evidence arose from studies in subjects with chronic 
motor-complete SCI that the function of spinal neuronal cir-
cuits below the level of lesion is impaired [14, 15]—that is when 
signs of a ‘negative’ neuroplasticity become apparent. The pres-
ervation of spinal neuronal function below the level of lesion is 
an important prerequisite for the success of any kind of future 
regeneration-inducing therapies. Therefore, the purpose of this 
chapter is to summarize the alterations of spinal neuronal circuits 
that lack supraspinal input after an SCI and stroke, and to discuss 
potential countermeasures to prevent neuronal dysfunction in the 
chronic stage of the injury.

Electrophysiological assessment of spinal 
neuronal function
Information about changes of spinal neuronal function after 
a severe lesion to the spinal cord can be gained by non-invasive 
electrophysiological assessments, such as lower leg muscle elec-
tromyography (EMG) recordings of locomotor activity during 
assisted locomotion of subjects, and spinal reflex (SR) recordings 
(see Figure 8.1). Within the last 10 years such assessments, mainly 
performed in subjects with motor-complete SCI and hemiparetic 
stroke revealed significant alterations in spinal neuronal function 
several months after injury [14, 15, 17]. This might affect rehabili-
tation outcome of subjects suffering from a severe SCI or stroke in 
the future. In this section of the chapter we describe two different 
techniques acting as neuronal windows into spinal neuronal cir-
cuitries underlying locomotion and their changes after depriva-
tion of supraspinal drive.

Neuronal basis of locomotor activity
A century of research into the organization of the neuronal pro-
cesses underlying the control of locomotion in invertebrates and 
vertebrates has demonstrated that the basic neuronal circuitries 
responsible for generating efficient stepping patterns are embed-
ded within the lumbosacral spinal cord [18]. At the beginning 
of the last century Graham-Brown postulated his ‘half-centre’ 
hypothesis which demonstrated the intrinsic capacity of the mam-
malian spinal neuronal circuitries to generate rhythmic motor 
patterns without descending or sensory input [19]. For example, 
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cats with a complete spinal cord transection at thoracic segments 
gradually improve hindlimb locomotion on a treadmill follow-
ing 2–3 weeks of daily locomotor training [20, 21]. The spinal cat 
can relearn walking with alternating steps in the hindlimbs, body 
weight support, and plantar foot placement. Under such circum-
stances the EMG activity of the hindlimbs was remarkably similar 
before and after the spinal cord transection. It has been shown 
that, with ongoing training, the body support can be decreased 
associated with improved locomotor capacity until no more sup-
port of body weight is required and well-coordinated hindlimb 
stepping movements can be performed [22]. Also, in non-human 
primates with complete spinal cord lesions the isolated spinal cord 
has the capacity to produce stepping patterns [23].

In contrast to cats and non-human primates, stepping-like leg 
movements are more difficult to induce after a complete SCI in 
humans. However, when an appropriate afferent input is provided 
during assisted stepping, a well-organized rhythmic locomotor 
EMG pattern can be induced even in subjects with complete SCI 
(see Figure 8.1A) [24–27]. The analysis of such locomotor EMG 
patterns produced in the absence of descending supraspinal con-
trol, as for example in complete SCI subjects, provides important 
information regarding the role of spinal neuronal circuits and 
their interaction with afferent input to generate locomotor activity.

Spinal reflex behaviour
The simplest and best understood SR is the monosynaptic 
H-reflex, where the stimulated muscle/nerve site is also target of 
the reflex response. On the other hand, polysynaptic reflexes have 
several interneurons intercalated in the mediating reflex pathway. 
The most known examples of such polysynaptic reflexes are the 

flexor (or withdrawal) reflex and the cutaneous reflex [28]. These 
reflexes are evoked either by a short train of electrical noxious 
stimuli (flexor reflex) or non-noxious stimuli (cutaneous reflex) 
that are applied to a leg nerve. A true withdrawal response of the 
ipsilateral leg can only be obtained by applying a strong, that is, 
noxious nerve stimulation. In contrast to monosynaptic reflexes, 
polysynaptic reflexes can consist of two reflex responses: an early 
and a late component which appear in synergistic muscle groups— 
predominantly in the flexor muscles of the stimulated leg. Figure 
8.1B shows a typical example of a polysynaptic reflex response 
(early reflex component) in the ankle flexor of a healthy subject to 
non-noxious nerve stimulation.

This chapter will only focus on the alterations of polysynap-
tic SR behaviour evoked by non-noxious nerve stimulation after 
SCI and stroke. It is assumed that polysynaptic SR closely inter-
act with spinal neuronal centres that control locomotion (cen-
tral pattern generators), and might even form a part of them [15]. 
Therefore, the analysis of polysynaptic SR can provide comple-
mentary insights into the behaviour of spinal neuronal circuitries. 
Information about the changes in organization of propriospinal 
neurons and the interaction of proprioceptive input to spinal 
locomotor circuitries can be provided by SR recording evoked 
by electrical stimulation of a leg nerve in subjects with deprived 
supraspinal input.

Time course of spinal neuronal dysfunction
The longitudinal examination of changes in spinal neuronal func-
tion after SCI has only been recently addressed. It represents an 
important step towards the understanding of changes in spinal 
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Fig. 8.1 Electrophysiological assessments of spinal neuronal function. (A) Example of locomotor EMG activity during assisted walking in the driven gait orthosis 
Lokomat in an acute (3 months after SCI) paraplegic subject. This subject suffered a motor-complete SCI and leg muscle activity was recorded in rectus femoris 
(RF), biceps femoris (BF), tibialis anterior (TA), and gastrocnemius medialis (GM). (B) Polysynaptic SR response (early component, latency ~80 ms) in a healthy 
subject (25 years old). Reflex response is recorded in the ipsilateral tibialis anterior muscle (ankle flexor) evoked by tibial nerve stimulation at the dorsal aspect of 
the medial malleolus. The stimulus artefact of the electrical pulse (eight bipolar rectancular pulses, 2 ms pulse width, 200 Hz) is present at the onset of the EMG 
recording.
Modified from [15] and [42], with permission.
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neuronal function below the level of a spinal cord lesion. So far, the 
relationship between polysynaptic SR and muscle spasms [29, 30] 
or the influence of force-related input on these reflex responses 
[31, 32] have been the focus of research in SCI subjects.

In general, spinal neuronal dysfunctions after a severe SCI can 
be divided in three different stages (see Figure 8.2). The next sec-
tion will give an insight into longitudinal changes of SR behaviour 
and locomotor EMG activity in SCI subjects in relation to clinical 
signs of a severe SCI.

Acute, transition, and chronic stages of SCI
The very acute phase of a severe SCI classified according to the 
American Spinal Injury Association Impairment Scale (AIS) as AIS 
A and B (motor-complete) is followed by a spinal shock. During 
this phase locomotor ability is lost, and no polysynaptic SR can be 
evoked, but H-reflex is still present [33]. Approximately 6 weeks 
after the injury, when spinal shock vanishes, an early SR compo-
nent (latency ~80  ms) which is normally present in neurologi-
cally intact healthy subjects (see Figure 8.1B), reappears following 
tibial nerve stimulation [15, 33]. A comparable phenomenon of SR 
behaviour can be observed in rats with complete spinal cord tran-
section [34, 35]. The reappearance of SR activity is accompanied 
by the capability to induce a locomotor EMG activity in both rats 
[34] and humans [15, 36] when an appropriate proprioceptive input 
(loading, hip extension) is provided during assisted leg movements 
with body weight support, for example, by a driven gait orthosis. 
Over the subsequent weeks the amplitude of locomotor EMG pat-
tern and SR activity increases. However, compared to healthy sub-
jects, the locomotor EMG amplitude stays on a low level.

A steady state of spinal neuronal activity that underlies both 
locomotor and SR function is reached after about 6 months [33]. 
Recordings of SR show successively smaller amplitudes of the 
early reflex component, while H-reflex remains unchanged [33].

In the transition phase (between 6 and 12 months after SCI) a 
shift from dominant early to dominant late SR components occurs 
[15]. Clinically, a complete SCI at this stage is characterized by 
the development of spasticity including increased muscle tone, 
spasms, and exaggerated tendon tap reflexes. Several studies have 
indicated that long-latency (or polysynaptic) reflexes are reduced 
in amplitude after SCI or stroke and that the increased muscle 
tone at this and later stages of the central neural lesion cannot be 
explained by a neuronal hyperactivity but, rather by secondarily 
occurring non-neuronal changes, such as altered muscle mechan-
ics [37, 38]. Changes in mechanical muscle properties can involve 
loss of sarcomeres, changes in muscle–joint relationship [39], and 
the properties of collagen tissue and tendons. These changes can 
partly compensate for paresis and allow support of body weight 
during walking in incomplete SCI and stroke subjects, as seen in 
the condition of spastic movement disorder (for review see [40]).

The most profound changes in spinal neuronal function occur 
about 1 year after a severe SCI. At this chronic stage spinal neu-
ronal dysfunction is fully developed (for review see [41, 42]) and 
is reflected in two major phenomena: (i) a shift from a dominant 
early to a dominant late SR component and (ii) a locomotor EMG 
exhaustion. These two important alterations in spinal neuronal 
function after a severe SCI occur simultaneously (Figure 8.3).

The late (latency ~ 250 ms) SR component following tibial nerve 
stimulation appears around 6 to 12 months after a severe SCI and 
fully dominates about 2 years post-injury while no more early 
component appears. This alteration in SR pattern is accompanied 
by changes in spinal locomotor circuitries producing a locomotor 
EMG pattern during assisted locomotion of SCI subjects. Also, the 
locomotor EMG exhaustion phenomenon starts around 6 to 12 
months post-injury and is characterized by a drop of EMG ampli-
tude to near noise level within the first 5 to 10 min of assisted 
locomotion [14]. The EMG exhaustion is more pronounced in the 
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leg flexor than extensor muscles. In addition, a partial loss of EMG 
activity (see Figure 8.3A–C) occurs at this stage, independently of 
the EMG exhaustion. The initially partial, and later almost com-
plete, loss of EMG potentials mainly concerns the tibialis anterior 
muscle. This might be attributed to a transsynaptic degeneration 
of motoneurons after SCI [43, 44].

The exhaustion phenomenon itself is assumed to take part at 
premotoneuronal, that is, spinal interneuronal level [14]. Two 
observations support this assumption: first, repetitive nerve stim-
ulation does not change the amplitudes of muscle action poten-
tials and of H-reflexes [45]; second, despite EMG exhaustion of 
locomotor activity, leg muscle activity can suddenly increase due 
to muscle cramps/spasms induced by stumbling.

Earlier studies have investigated the development of neuronal 
dysfunction only in severe (AIS A and B) SCI. However, studies 
in the last few years have shown that long-lasting immobility and 
the concurrent reduced proprioceptive input to spinal neuronal 
circuitries rather than the completeness of an SCI contributes to 
the development of the EMG exhaustion phenomenon and change 
in SR pattern. Also immobilized, motor-incomplete (AIS C) show 
a neuronal dysfunction [16]. Although in most motor-complete 
SCI subjects (AIS A  and B) an EMG exhaustion occurs during 
assisted locomotion, subjects with motor-incomplete SCI (AIS C 
and D) who regularly perform stepping movements show no EMG 
exhaustion, and the early SR component remains dominant. In 
contrast, incomplete SCI subjects who are wheelchair-bound show 
the same exhaustion of EMG activity associated with a dominant 
late SR component as do AIS A and B SCI subjects [16].

Comparisons with chronic stroke
Stroke and SCI are both central nervous system (CNS) lesions and 
affected subjects share several clinical and functional similarities, 
such as paresis, increased muscle tone, and exaggerated tendon 
tap reflexes, leading to a spastic movement disorder. In contrast to 
SCI subjects, hemiparetic stroke subjects have partially preserved 
neuronal interactions between the unaffected and the affected leg 
[46, 47], which might lead to different alterations in spinal neu-
ronal circuitries compared to SCI. It has been shown that also in 
stroke subjects polysynaptic SR undergo changes in the chronic 
stage, such as the development of a dominant late SR component 
[17]. However, in contrast to SCI subjects, this late component was 
only present in the affected leg of severely disabled chronic stroke 
subjects [17]. Another difference to SCI subjects was that in stroke 
subjects the dominant late SR component was not associated with 
an EMG exhaustion of leg muscle activity during assisted loco-
motion, even when stepping movements were performed solely by 
the affected leg [17]. Explanations for these differences between 
chronic hemiparetic stroke and SCI subjects might be the com-
pensatory function of the unaffected leg and the interlimb interac-
tions in stroke subjects. This would be in line with the neuronal 
coupling between the affected and unaffected legs during locomo-
tion [46, 48]. Another explanation could be the observation that 
an improvement in walking ability is not associated with a change 
in leg muscle activation and the small, little modulated EMG 
amplitude in the affected leg during walking after stroke [49, 50]. 
This might prevent a locomotor EMG exhaustion in hemiparetic 
stroke subjects.

Despite common clinical characteristics of stroke and SCI, 
there are specific effects on spinal neuronal circuits underlying 

locomotion. The unilateral deprivation of supraspinal drive 
(stroke) leads to a dysfunction of spinal neuronal circuits over 
time which differs to some extent from the bilateral one (SCI): for 
example, no change in the leg muscle activation pattern occurs in 
the affected leg after stroke [50]. Consequently, neurorehabilita-
tion in hemiparetic stroke subjects should focus on the affected 
leg, in a similar way to constraint-induced movement therapy of 
the affected arm in stroke subjects [51]. Using such an approach of 
a specific training of the affected leg, compensation by the unaf-
fected leg could be diminished and a spinal neuronal dysfunction 
(i.e. a shift to dominant late SR components), might be avoided.

Pathophysiological basis of  
neuronal dysfunction
The pathophysiology underlying the EMG exhaustion phenom-
enon and the development of a dominant late SR component in 
SCI subjects is not yet fully understood. It is assumed that the 
neuronal changes occur on a premotoneuronal, that is, interneu-
ronal level [41]. Two potential mechanisms have been considered 
to contribute to spinal neuronal dysfunction after severe SCI: first, 
a neuronal degradation and second, a phenomenon ascribed to a 
synaptic ‘fatigue’ resulting from a dominant inhibitory drive of 
synaptic transmission following the lack of use of neural pathways 
in immobilized subjects with chronic stroke/SCI. Recent studies 
in subjects with motor-complete and incomplete SCI subjects 
favour the latter idea. The following section elaborates pro and 
contra arguments for the mechanisms underlying a spinal neu-
ronal dysfunction after SCI.

Dysbalance of excitatory and inhibitory drive
The observation that locomotor training in motor-complete SCI 
subjects can neither reverse the EMG exhaustion nor the domi-
nance of the late SR component would be in line with the assump-
tion of a degradation of spinal neuronal function [14,  16]. In 
contrast, the persistent possibility to induce a locomotor pattern by 
assisted walking in motor-complete SCI subjects even more than 
25 years after the injury favours the assumption that the changes 
in locomotor and SR function in chronic SCI origin from a shift 
towards the dominance of inhibitory drive within neuronal cir-
cuits leading to a neuronal dysfunction, rather than from a degra-
dation of neuronal function. Another argument that strengthens 
the latter assumption is the finding that locomotor EMG exhaus-
tion and development of a dominant late SR component can be 
reversed by intensive locomotor training in motor-incomplete 
SCI subjects [16]. Thus, the functional state of spinal neuronal cir-
cuitries is not fixed, but rather plastic and it can be altered by an 
appropriate training [16] (see section ‘Countermeasures and clini-
cal impact’).

The lack of use of neuronal pathways underlying locomotion in 
chronic SCI due to loss of supraspinal and appropriate proprioceptive 
input is suggested to cause a dominance of inhibitory drive within 
locomotor circuitries (see Figure 8.4). This suggestion is based on the 
knowledge that the locomotor pattern in vertebrates is shaped by a 
close interaction of excitatory and inhibitory drive within interneu-
ronal circuitries [18, 52]. An SCI leads to a deprivation of input to 
excitatory interneurons from supraspinal and appropriate proprio-
ceptive input (Figure 8.4B and C). As a consequence, this deprivation 
leads to a dominance of inhibitory drive and weakening of excitatory 

 

 

 

 



SECTION 2 physiological consequences of cns damage72

interneuronal activity. Such a bias to neuronal inhibition could 
explain the decrease of EMG amplitude during assisted locomotion 
and the dominance of a late SR component (for review see [41, 42]). 
The proposed mechanism is still a hypothesis and has to be proven 
in the future. Comparable changes in balance between excitatory 
and inhibitory drive within spinal neuronal circuitries have been 
described in cats with SCI [53, 54]. As a consequence weakening the 
inhibitory glycinergic drive by a locomotor training could improve 
walking capacity in spinal cats [55, 56].

Countermeasures and clinical impact
The success of any regeneration inducing therapy to partially 
repair an SCI and to induce functional recovery will heavily 
depend on the preserved function of spinal neuronal circuitries 
below the level of lesion. It is expected that presently such thera-
pies applied in chronic SCI subjects could hardly be beneficial due 
to spinal neuronal dysfunction, until appropriate countermeas-
ures are developed. The next section provides some insights into 
possible countermeasures to prevent the development of neuronal 
dysfunction after SCI. Especially functional locomotor training 
has an important role in this regard.

Locomotor training—appropriate sensory cues
Although the EMG exhaustion phenomenon and the domi-
nant late SR component could not yet be reversed in the 
chronic stage of a motor-complete SCI [14, 16], in the last few 
years evidence came up that spinal neuronal dysfunction can 
be, at least partially, reversed by an intensive locomotor train-
ing in severely affected incomplete SCI subjects (AIS C) [16]. 
The crucial aspect for a successful functional training seems 
to be the provision of appropriate sensory cues to strengthen 

the activity in excitatory neuronal circuitries underlying 
the generation of a locomotor pattern. Afferent input from 
muscles, joints, and skin receptors interact dynamically with 
spinal neuronal circuitries and this interaction shapes the 
locomotor activity (for review see [57]). The most relevant 
proprioceptive input to activate spinal locomotor circuitries 
in subject with SCI originates from load and hip joint recep-
tors [25,  58]. Load information is provided from leg exten-
sor muscles (namely Ib afferent signals from Golgi tendon 
organs), and probably also from mechanoreceptors in the foot 
sole [59]. In addition, the following observations highlight the 
significance of hip joint receptors in the activation of spinal 
neuronal circuits underlying the generation of a locomotor 
pattern [27]. Robotic assisted locomotion with blocked knee 
and/or ankle joint movements induces a ‘normal’ locomotor 
EMG activity in motor-complete SCI subjects. However, when 
the hip joint becomes blocked, only focal stretch ref lexes are 
present.

One month of intense locomotor training with the appropriate 
load and hip joint related afferent input and additional functional 
electrical stimulation of the peroneal nerve at the onset of the 
swing phase has shown to reverse spinal neuronal dysfunction in 
a severely affected, non-ambulatory, but motor-incomplete SCI 
subject [16]. Such a combination of afferent input provided dur-
ing locomotor training might attenuate inhibitory activity and 
re-establish a balance between inhibitory and excitatory drive 
within spinal neuronal circuitries. Corresponding observations 
were made earlier in a cat model after hindlimb locomotor train-
ing [55] or in spinal rats in which ‘non-functional’ neuronal cir-
cuits were transformed into a ‘functional’ state using epidural 
stimulation and pharmacological interventions together with 
locomotor training [60].
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Fig. 8.4 Alterations of spinal neuronal function controlling locomotion and spinal reflexes after SCI. In healthy subjects (A) and SCI subjects in the acute stage (<1 year 
post-lesion) (B), excitatory and inhibitory spinal neuronal circuits shape the locomotor pattern. After an SCI, the supraspinal and appropriate sensory input that 
normally activates excitatory neuronal pathways (A) becomes lost (B). Over the subsequent months, this loss leads to impaired function of excitatory spinal neuronal 
circuits, while the function of the inhibitory neurons remains intact (C). Thus, in the chronic stage of an SCI, the balance between excitatory and inhibitory spinal 
neuronal circuits shaping the locomotor output shifts towards a predominance of inhibitory signalling.
Modified from [14], with permission.
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Neuromodulatory approaches
The importance of appropriate afferent information from periph-
eral receptors as a source of activating spinal neuronal circuitries 
became obvious from experiments in completely transected ani-
mals and motor-complete SCI subjects during the last decades. 
Reduced proprioceptive feedback after an SCI has a negative 
impact on spinal neuronal function as well as on the concurrent 
recovery of locomotor function. Therefore, besides an intensive 
functional training, tools to artificially activate spinal neuronal 
circuits are needed. Several neuromodulatory strategies aim to 
increase excitability of spinal neuronal circuitries in order to 
tune their physiological state to a level that leads to a locomotor 
facilitation and might even counteract the development of spinal 
neuronal dysfunction in chronic SCI subjects. Examples of such 
potential strategies include continuous vibration of the quadri-
ceps and hamstring muscle groups [61], continuous electrical 
stimulation of the peroneal or sural nerves [62], and magnetic 
stimulation of the spinal cord [63]. The latter approach, applied 
repetitively over the thoracolumbar spine, was able to activate spi-
nal locomotor circuitries in healthy subjects. However, so far there 
is no evidence that this kind of non-noxious magnetic stimula-
tion is able to enhance spinal neuronal activity and, consequently 
evoke a locomotor activity also in SCI subjects. Electrical epidural 
stimulation at the thoracolumbar level of the spinal cord in com-
plete SCI subjects could induce locomotor EMG activity [64–66]. 
Besides electrical or magnetic stimulation approaches, various 
pharmacological agents, such as serotonergic and noradrenergic 
agonists, can increase spinal neuronal activity in animals [60]. 
Following human SCI, there is so far only limited evidence avail-
able for a pharmacological facilitation of spinal neuronal circuits 
underlying locomotion (for review see [67]).

Recently, two novel promising, non-invasive techniques, called 
paired associative stimulation [68–70] and transcutaneous spinal 
direct current stimulation (tsDCS) [71–74], have been applied in 
humans to modulate spinal neuronal excitability. The latter tech-
nique is derived from transcranial direct current stimulation 
and influences spinal neuronal excitability by anodal or cathodal 
polarization of the cord tissue [75]. So far, tsDCS has been mainly 
applied in healthy subjects as a tool to modulate transsynaptic 
efficacy in monosynaptic [72, 74] and polysynaptic reflex path-
ways [71]. Only one study has applied this technique in subjects 
with SCI. Increased amplitudes of polysynaptic SR after 20 min 
of anodal tsDCS were described [73]. This leads to the assumption 
that tsDCS can modulate spinal neuronal excitability in chronic 
SCI subjects. It remains to be determined whether anodal tsDCS 
can be used to counteract the development of spinal neuronal dys-
function after severe SCI.

Conclusion
Facilitation of neuroplasticity plays a major role in the reha-
bilitation of subjects with SCI and stroke. The development of a 
‘negative’ plasticity occurring in patients deprived of supraspinal 
input after damage of CNS structures was recognized only a few 
years ago. This ‘negative’ plasticity is reflected in the develop-
ment of a neuronal dysfunction within spinal neuronal circuits 
in severely affected subjects with stroke/SCI who do not undergo 
a functional training. This phenomenon is important insofar as 
a neuronal dysfunction could prevent a successful application 

of future regeneration inducing therapies. A severe CNS dam-
age leads to dysfunction of spinal neuronal circuitries involved 
in the generation of locomotor (only SCI) and SR activity. This 
spinal neuronal dysfunction becomes fully established around 1 
year post-lesion and is represented in an exhaustion of locomotor 
EMG activity during assisted locomotion and a shift from domi-
nant early to dominant late SR components. The proposed cause 
of this ‘negative’ neuroplasticity is a bias to inhibitory signalling 
within spinal neuronal circuitries. It is assumed that immobility 
with its associated loss of appropriate proprioceptive feedback to 
spinal neuronal circuitries weakens the excitatory drive within 
spinal neuronal networks and leads to the bias of an inhibitory 
drive in interneuronal activity. Countermeasures to prevent or to 
reverse the development of neuronal dysfunction include inten-
sive training approaches in combination with stimulation tech-
niques. Promising non-invasive neuromodulatory techniques, 
which increase spinal neuronal excitability, might justify future 
investigations to counteract the development of spinal neuronal 
dysfunction in chronic CNS damage.
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Correspondingly, human tendon tap reflexes are enhanced on the 
affected side already early after stroke without increase in muscle 
tone. Second, exaggerated tendon reflexes are only a small part of 
the mechanisms that contribute to the control of functional move-
ment, such as walking. Third, most studies on the effect of anti-
spastic drugs are focused on isolated clinical signs, such as reflex 
activity, and not on the spastic movement disorder that hampers 
patients. Fourth, without the development of spastic muscle tone 
(e.g. after stroke/SCI), most patients would be unable to walk 
because of the paresis. Fifth, clinical examination of spasticity is 
done in the relaxed/passive patient and does not reflect the state of 
neuronal circuits within the CNS underlying natural movements 
such as walking.

No convincing animal model exists for human spasticity (see 
[13]), perhaps because the pathophysiology of spasticity is multi-
factorial. Any changes in the neuronal or biomechanical systems, 
for example differences in the site and duration of a central lesion, 
are of importance in determining which neural control mecha-
nisms are deficient and contribute to the movement disorder 
[14]. Furthermore, such changes might already be secondary and 
compensatory to the primary dysfunction of sensorimotor sys-
tems. There are some differences in the appearance of spasticity 
between spinal and supraspinal lesions and lesions of different ori-
gin (e.g. inflammatory or traumatic). However, these factors have 
little influence on the impairment of function which essentially 
depends on the severity of CNS damage.

Research on functional movement in recent years indicates that 
the clinical signs of spasticity are little related to the spastic move-
ment disorder, which hampers patients and should be the focus 
of any treatment. For example, exaggerated reflexes, a dominant 
sign in clinical assessments, have little effect on the movement 
disorder. In this chapter, we describe the role of reflex and muscle 
activity and muscle mechanics in patients with spasticity and the 
resulting muscle tone in two conditions (cf. [15]): passive (clinical) 
and active (functional). This serves as a basis for an appropriate 
treatment which will be presented and discussed in a third section.
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Clinical signs of spasticity
In a clinical setting, muscle tone and tendon tap reflexes are 
routinely examined in relaxed patients. Exaggerated tendon tap 
reflexes of the affected limb muscles and an increased resistance 
of a muscle to stretching indicate the presence of spasticity caused 
by a central motor lesion.

Exaggerated reflexes: short-latency reflex activity
The nature and mechanisms underlying exaggerated tendon 
reflex activity (monosynaptic or oligosynaptic segmental reflexes) 
have been the focus of many studies in patients with spasticity. 
The short-latency reflex activity is mediated by fast conducting 
group Ia nerve fibres from the muscle spindles to the spinal cord. 
A severe acute central lesion is associated with a loss of tendon tap 
reflexes followed by hyperreflexia which is suggested to be due to 
a neuronal reorganization in both cats [16] and humans [17, 18].

Exaggerated reflexes were thought to result from hyperactiv-
ity of fusimotoneurons [19,  20] (also called gamma motoneu-
rons), which correspond to the alpha motoneurons innervating 
normal muscle fibres, although only indirect approaches have 
been applied, and this has not been proven convincingly [21–23]. 
Furthermore, increased reflex activity is not likely to be caused by 
either reduced recurrent inhibition of motoneurons via Renshaw 
cell activity [24, 25] or intraspinal nerve sprouting [26].

There is evidence for reduced presynaptic inhibition of Ia affer-
ent fibres in leg muscles after SCI, but not in hemiplegic stroke 
subjects [27,  28], as a possible mechanism underlying exagger-
ated tendon tap reflexes. However, there is no association between 
decreased presynaptic inhibition of Ia afferents and the degree of 
muscle hypertonia as assessed by the Ashworth scale [28].

In addition, deficient disynaptic reciprocal inhibition [29], 
increased excitability of reciprocal Ia inhibitory [29] pathways 
[30–32], changed postactivation depression [33] and disinhibi-
tion of group II pathways [34–36] were suggested to contribute 
to hyper-reflexia after SCI or stroke and other mechanisms might 
also be involved [28, 37].

A severe central motor lesion is followed by flaccid paresis with 
a loss of tendon tap reflexes. In contrast, the H-reflex (an electri-
cally elicited short-latency reflex excluding muscle spindles) is 
already present during spinal shock when tendon reflexes cannot 
yet be elicited [18]. After 1–2 weeks, tendon reflexes and muscle 
tone reappear. At later stages (4–6 weeks) clinical signs of spastic-
ity (i.e. exaggerated reflexes and increased muscle tone), become 
established. The loss of reflexes is usually attributed to a reduced 
excitability of alpha- and gamma motoneurons due to the sudden 
loss of input from supraspinal centres [18]. When spasticity has 
developed, the threshold of the soleus stretch reflex is decreased 
in patients with spasticity [38, 39], possibly due to an increase in 
alpha and gamma motoneuron excitability [40]. Repetitive clonic 
muscle contractions are more likely to be due to an impaired 
interaction of central and peripheral mechanisms than to a recur-
rent stretch reflex activity [41].

Exaggerated reflexes: flexor reflex activity
The flexor reflex is a polysynaptic spinal reflex that might be con-
nected with spinal locomotor centres [42]. While a great variabil-
ity of flexion reflex responses exists in patients with a SCI [43], 
the dominant view is that flexor reflexes are exaggerated after a 

central nervous lesion and might cause muscle spasms after spinal 
cord injury [44]. Furthermore, it seems that the sites where flexor 
reflexes can be elicited become expanded in patients with a spinal 
or supraspinal lesion as compared to healthy humans [45, 46].

Several mechanisms are suggested to underlie flexor reflex 
activity after a CNS lesion. For example, spontaneous firing of 
motoneurons during rest was suggested to lead to muscle spasms 
[47,  48], initially caused by receptor upregulation and later on 
by neuronal sprouting [49,  50]. Flexor reflexes in patients with 
chronic SCI are also believed to reflect neuronal plateau potentials 
[37, 51].

After an acute, complete SCI, flexor reflex excitability and spastic 
muscle tone develop in parallel [18]. However, after a few months, 
there is a divergent course in which the severity and occurrence of 
muscle spasms increase, whereas flexor reflex amplitude decreases 
[18]. In line with this, patients with complete chronic SCI com-
pared to healthy people show a lower incidence of the early flexor 
reflex component [43, 52] and they produce smaller leg joint tor-
ques [53]. These observations suggest that the activity of flexor 
reflexes is little or only indirectly related to the occurrence of mus-
cle spasms in spasticity of spinal origin.

Spastic muscle tone
Muscle hypertonia is clinically assessed in the passive mus-
cle using the Ashworth scale and is clinically defined as a 
velocity-dependent resistance to stretch [54]. This is particularly 
true for the leg extensor [55, 56] and arm flexor—the antigrav-
ity muscles [40, 57]. Spastic muscle hypertonia is associated with 
muscle activity measured by electromyography, which exceeds 
that seen in healthy subjects [58, 59].

In addition to the extra-electromyographic activity (EMG) pas-
sive stiffness (eg, muscle contracture) at the ankle joint is also 
increased and contributes to the clinically defined spastic muscle 
hypertonia [4, 60–62]. Consequently, it becomes evident that the 
abnormal stretch reflex activity is insufficient to explain increased 
muscle tone in people with spasticity [59, 63–65]. Reflex-mediated 
stiffness in the active ankle extensors [65] and elbow flexor mus-
cles [40, 58, 66] in patients with spasticity can even be within the 
range of healthy controls and seems to be only slightly increased 
in patients with SCI [67]. From investigating the ankle joint stiff-
ness in stroke, multiple sclerosis, and SCI participants Lorentzen 
et al [4]  concluded that the clinical diagnosis of spasticity includes 
changes in both active and passive muscle properties, and the two 
can hardly be distinguished based on routine clinical examina-
tion. The truth is still in the eye of the beholder [68]. Today, it is 
believed that a combination of mechanisms contributes to clini-
cal spasticity, that is an increase in passive stiffness of a muscle to 
stretch due to changes in collagen tissue and tendons [59, 61, 65], 
an enhancement of intrinsic stiffness of muscle fibres (Gracies, 
2005), and a loss of sarcomeres [69], leading to subclinical con-
tractures (for review see [70]). In addition, morphometric and 
histochemical investigations changes take place in muscle-fibre 
properties [71–73] that might contribute to spastic muscle tone. 
Consequently, clinical muscle hypertonia seems to be more asso-
ciated with subclinical muscle contracture rather than with reflex 
hyperexcitability [64, 69, 74]. Conversely, changes in biomechani-
cal conditions of a muscle (i.e. loss of sarcomeres) might again 
have an effect on the stretch reflex behaviour (possibly via group 
III/IV muscle afferents) in people with spasticity [75, 76].
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In conclusion, exaggerated reflexes elicited in passive spastic 
muscles, as seen in clinical bedside examination, are not solely 
responsible for the increased resistance of a spastic muscle to 
stretch. Secondary changes in intrinsic and extrinsic muscle prop-
erties contribute to spastic muscle tone (e.g. [70]). This assump-
tion is based on observations made in patients with central motor 
lesions of different origin (e.g. traumatic SCI, stroke, and multiple 
sclerosis [12]).

Spastic movement disorder
After central motor lesions, patients suffer a movement disorder. 
To achieve adequate treatment, it is crucial to address the mecha-
nisms underlying the impaired function. Actual studies indicate 
that the clinical signs of spasticity are little related to the move-
ment disorder. The most relevant aspect concerns the fact that an 
‘extra-activity’ contributes to muscle tone in the passive, clini-
cal condition, but during functional movements a reduced mus-
cle activation becomes partially compensated for by secondary 
changes in muscle mechanics. In this section, we discuss some of 
the mechanisms underlying impaired functional movements after 
a CNS lesion.

Pattern of leg muscle activity during locomotion
During a functional movement, such as locomotion, patients with 
spastic paraparesis have typical patterns of leg muscle activation 
recorded with electromyography. Spastic gait is associated with a 
low level of leg muscle activity compared with that in healthy peo-
ple [77–79]. The reduction depends on the severity of paresis. In 
line with this, the fast regulation of motoneuron discharge, which 

characterizes functional muscle activation, is absent in spasticity 
[71, 80]. However, the timing of the pattern (i.e. the reciprocal acti-
vation of antagonistic leg muscles) is largely preserved [78, 81, 82]. 
Only rarely does some coactivation of antagonistic leg muscles 
occur during the stance phase of walking [83–85]. Premature 
leg extensor activation in the early stance phase of gait [83–85] is 
associated with the plantar-flexed position of the spastic-paretic 
foot and is not spasticity-specific. Premature leg extensor activa-
tion in the early stance phase, or even before impact, also occurs 
when healthy people walk by voluntarily tip-toeing (i.e. the 
extensor activation depends on the foot position before impact). 
Furthermore, also co-activation of antagonistic leg muscles can 
be recorded in healthy people when they are walking with slightly 
flexed knees. In a few patients with spasticity, the impact of the 
forefoot is associated with the appearance of isolated stretch-reflex 
potentials [83–85].

The leg extensor EMG amplitude modulation, which in healthy 
people typically occurs during the stance phase, is reduced or lack-
ing in people with spasticity [86] due to the attenuated integration 
of afferent input (long-latency reflex) activity to the ongoing loco-
motor leg extensor activity (Figure 9.1) [86, 87].

Reflex behaviour during locomotion
In healthy people, group Ia afferent input to the spinal cord 
becomes suppressed during the stance phase of gait [88,  89]. 
Because of reduced Ia suppression in spasticity, short-latency 
stretch reflexes commonly appear in the leg extensor muscles dur-
ing the transition from the swing to the stance phase of gait, which 
is rarely the case in healthy people. Furthermore, the inability to 

Fig. 9.1 Reflex behaviour during human gait. Left: In the healthy physiological condition, afferent feedback from long-latency reflex activity is facilitated by supraspinal 
drive and becomes significantly involved in leg muscle activation to adapt the locomotor pattern to the ground conditions. Ia afferent-mediated inputs are inhibited. 
Right: after a spinal or supraspinal lesion, the functionally essential activity of long-latency reflexes is impaired owing to the loss of supraspinal input.
Reprinted from Lancet Neurol, 6, Dietz V, Sinkjaer T, Spastic movement disorder: impaired reflex function and altered muscle mechanics, 725–733 © 2007, with permission from Elsevier.
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suppress stretch reflex excitability during the swing phase of gait 
might contribute to impaired walking [89–95].

During walking in healthy subjects, the H- reflex and short-latency 
stretch reflex (both mediated by group Ia afferents) in leg muscles 
become modulated in a specific way [90, 91]. In subjects suffering 
spastic paresis, this physiological reflex modulation is impaired [91–
95]. Also, the modulation of cutaneous reflexes is reduced during 
gait [93]. Furthermore, the quadriceps-tendon jerk-reflex depres-
sion, which is present in healthy people, is absent in patients with 
spinal lesions and is associated with a loss of modulation during 
the step cycle [91]. In general there are no qualitative differences in 
reflex behaviour between spasticity of cerebral origin and that of 
spinal origin [91], although direct comparisons are rare.

During perturbations of gait in people with stroke (e.g. short 
acceleration impulses of the treadmill during the stance phase of 
stepping) in the unaffected leg, short-latency stretch reflex com-
ponents are followed by large compensatory long-latency reflexes 
in leg extensor [89, 96, 97] and dorsiflexor muscles [98]. By con-
trast, in the spastic leg, short-latency reflexes are isolated with-
out the presence of a significant long-latency EMG component 
[77, 99]. The consequence is reduced adaptation of muscle activity 
to the ground conditions [86], which, together with the reduced 
capacity to modulate reflex activity over the normal range, might 
contribute to the spastic movement disorder [96, 100].

Reflex behaviour in the active  
muscle: controlled conditions
The observations made during locomotion are in agreement 
with the results obtained when the voluntarily activated muscle 
becomes investigated in well-controlled lab conditions. Studies 
that apply joint displacements in voluntarily activated limb mus-
cles show similar results as during functional movements and, 
therefore, differ from those obtained in the passive muscle. These 
studies show a uniform pattern of compensatory electromyo-
graphic responses in arm and leg muscles to the displacements. 
When background EMG levels are matched to normal levels in 
patients with spasticity, little evidence exists for exaggerated reflex 
activity [65, 100–102]. In unaffected muscles, the short-latency 
reflex is followed by longer latencies reflexes [78, 88]. In spasti-
city of spinal and cerebral origin this long-latency reflex activ-
ity is reduced or absent in arm and leg muscles [58, 66,  103]. 
Nevertheless, the automatic resistance to the joint displacement is 
of similar amplitude on the affected and unaffected sides.

During muscle contractions of healthy people, some inhibi-
tory mechanisms on reflexes are removed [14]. By contrast, in 
spasticity, presynaptic inhibition, postactivation depression, and 
reciprocal inhibition do not further decrease during contraction   
Figure 9.2). Therefore, short-latency stretch reflexes in patients 
with spasticity differ less in size between the relaxed (clinical) and 
active (functional) conditions compared with those in healthy 
subjects [14, 58]. These short-latency reflexes are prominent but 
not functional and they show no task-dependent modulation in 
the spastic paretic condition as seen in healthy subjects. During 
isotonic leg muscle contractions, modulation and inhibition of Ib 
afferents (innervating the force-sensitive Golgi tendon organs) is 
reduced [104] and some co-contraction of antagonistic arm mus-
cles can occur [105, 106].

In conclusion, there is similar reflex behaviour during displace-
ments applied to activated limb muscles in both non-functional 

and functional conditions. These findings might result from 
impaired use of afferent input by spinal neuronal circuits after cen-
tral lesions. In spastic limb muscles, stretch evoked EMG-activity 
and the resulting torque is near normal in the active condition 
but is increased in the passive (i.e. clinical) condition. Spastic sub-
jects have difficulties to switch off limb muscle/reflex activity in a 
passive condition [66]. Thus, modulation of stretch-reflex-induced 
EMG-activity is restricted to a smaller range between passive and 
active conditions compared to healthy subjects.

Tension development
Muscle tone, as defined clinically, cannot be examined during 
movement. However, tension development at the Achilles tendon, 
resulting from a combination of muscle stiffness and EMG activity, 
can be recorded during locomotion. Tension development differs 
between the affected and unaffected legs in patients with spastic 
hemiparesis [77]. On the unaffected side, changes in tension at the 
Achilles tendon parallel the amplitude of triceps surae electromyo-
graphic activity. On the spastic side, the tension development is 
associated with a stretching of the triceps surae during the stance 
phase of gait. During this period, the leg extensor muscles are ton-
ically activated with low electromyographic amplitude [77]. This 
is interpreted as tension development on a simpler level of organ-
ization on the spastic side due to changes in mechanical properties 
of the leg extensor muscles [15]. The possible mechanisms under-
lying these changes have been previously outlined. Thus, second-
ary to a spinal/cerebral lesion, there is a major alteration in motor 
unit properties [107] and in the normal muscle–joint relationships 
[69, 108, 109] that allow for support of the body during stepping 
movements.

In subjects suffering a spinal damage at the caudal level, the 
flaccid leg muscle paresis does usually not allow to perform step-
ping without prostheses to stabilize knee and ankle joints. With 
regard to this aspect, spastic muscle tone is beneficial to regain the 
capacity to support the body and to perform stepping movements.

Cerebral versus spinal spasticity
In this review, mechanisms of spasticity of cerebral and spinal 
origin are discussed. Although spasticity due to spinal or cer-
ebral lesions has rarely been compared, no qualitative difference 
in the clinical appearance seems to exist. This is also true for the 
contribution of spasticity to the movement disorder in cerebral 
palsy [110]. A recent study [111] suggests failure of normal devel-
opment of central drive to ankle dorsiflexors relates to gait defi-
cits in children with cerebral palsy. These differences between 
the least and most affected tibialis anterior muscles were unre-
lated to differences in the magnitude of EMG in the two muscles 
but positively correlated with ankle dorsiflexion velocity and 
joint angle during gait,

Alterations between the different forms of spasticity existed, for 
example, in the degree of presynaptic inhibition which is greater 
in spinal cord injured subjects [28], are not reflected in any clinical 
or functional difference. Nevertheless, there are some quantita-
tive differences in the clinical manifestation of spinal and cerebral 
spasticity. First, compared to a spinal lesion, complete plegia of a 
limb rarely occurs in stroke patients and, second, the recovery of 
function is usually stronger in cerebral compared to spinal lesions. 
Consequently also, spastic signs, which are related to the degree 
of paresis, are usually less pronounced in cerebral compared to 
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spinal lesions. This is suggested to be due to the fact that in a uni-
lateral brain damage some non-crossing corticospinal tract fibres 
supply the affected side.

Conclusion
Studies on spastic movement disorder provide evidence that the cen-
tral pattern of leg muscle activation is largely preserved after a central 
lesion and the clinically dominant hyperreflexia play a minor role in 
leg muscle activation during gait. Attenuated integration of afferent 
feedback and a reduction of supraspinal drive lead to a tonic mode 
of leg muscle activity with a small EMG amplitude with the conse-
quence of hampered walking. Secondary to a central lesion, changes 
in muscle, ligament, and tendon properties occur that compensate 
at part for the loss of supraspinal drive. The obvious consequence 
is the regulation of muscle tone on a simpler level (Figure 9.3). This 
behaviour of the spastic muscle allows for the support of the 
body during walking. This is also reflected in the fact that the level 
of spastic tone depends on the severity of paresis [112]. Therefore, 
such changes should be considered as adaptive to a primary disorder. 

They may even be viewed as optimum for a given state of the system 
of movement production [113]. Knowledge about the nature of the 
changes in muscle mechanics is still rudimentary.

Therapeutic consequences
Any treatment of spasticity should focus on the movement dis-
order of individual patients. The physical signs obtained during 
the clinical examination such as exaggerated tendon tap reflexes 
are little related to the functional condition, as natural movements 
involve reflex mechanisms that are not assessed by the clinical 
examination (Figure 9.3). Impaired walking is mainly caused 
by disabling paresis and impaired use of afferent input by spinal 
neuronal circuits [114] and not by spastic muscle tone [69]. As a 
result, antispastic medications that are directed to reduce clinical 
signs of spasticity, such as exaggerated reflexes and muscle tone, 
do not improve movement disorder [115–119]. Medication can 
even increase weakness [117, 120, 121], which might interfere with 
functional movements, such as walking.

Healthy Subject Spastic Patient

Rest

Agonist
Contraction

(A) (B)

(D)(C)

Presynaptic inhibition Presynaptic inhibition

Presynaptic inhibition Presynaptic inhibition

Reciprocal inhibition

Reciprocal inhibition Reciprocal inhibition

Muscle spindle sensitivity Muscle spindle sensitivity

Muscle spindle sensitivityMuscle spindle sensitivity

α - motoneuronal excitability

Y - activity

Reciprocal inhibition

α - motoneuronal excitability

Y - activity

α - motoneuronal excitability
Y - activity

α - motoneuronal excitability

Y - activity

Fig. 9.2 Short-latency reflex behaviour in passive and active muscle. In healthy people, the stretch reflex activity is low at rest (A), which is explained by low excitability 
of spinal motor neurons, low muscle-spindle sensitivity, low discharge rate of Ia afferents, and pronounced presynaptic inhibition (Ib and Ia afferent discharge increase, 
whereas presynaptic inhibition (Ib inhibition and Ia inhibition) decreases. stretch reflex activity is consequently high. In spasticity, presynaptic Ib and Ia inhibition is already 
decreased at rest (C) and stretch reflex activity is high already. During voluntary contraction (D) there is little change in these parameters and the stretch reflex activity is 
not very different from that at rest. The arrows designate whether the mechanism is decreased or increased during contraction compared with rest.
Nielsen J, Petersen N, Crone C, Sinkjaer T, Stretch reflex regulation in healthy subjects and patients with spasticity, Neuromodulation, John Wiley & Sons © 2005.
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Similarly, Botulinum toxin type A  is assumed to frequently 
result in a cosmetic effect on spastic signs without functional 
improvement [121,  122], although this toxin might reduce the 
dominance of forearm flexor muscle tone, which can impede 
grasp movements [123, 124]. Also, intrathecal baclofen is reported 
to reduce hyperactive reflexes without producing significant 
weakness [125–127].

In conclusion, therapeutic interventions in patients with spastic 
paresis due to an incomplete SCI or stroke should consist pri-
marily in physiotherapy. It should be focused on the training, 
relearning and activation of residual motor function [128, 129]. 
A  focus of rehabilitation concerns the locomotor training of 
spastic para- and hemiparetic subjects [13, 130]. Such a training 
can be adapted in duration and intensity to the individual needs 
by robotic devices [131]. In addition, secondary complications, 
such as muscle contractures can be prevented by functional 
training [132].

Antispastic drug therapy might predominantly of benefit in 
non-ambulatory patients by reducing muscle tone and relieving 
muscle spasms [133], which might in turn improve nursing care 
for these patients.

Specific treatment approaches
Practical management
Pharmacological management of spasticity is usually focused on 
the reduction of reflex activity and muscle tone under clinical 
conditions. In fact, only a few reports exist about the effects of 
antispastic drugs on functional movement (see [15]). These usu-
ally fail to show any significant improvement in function. Similar 
conclusions can be drawn for other non-drug treatments of spas-
ticity. Adequately controlled trials have rarely been performed, 
and some studies were empirically, not objectively, conducted (see 

[12]). For an overview of methods for treating spasticity, see the 
reviews: [12, 134].

Non-specific procedures
Painful flexor spasms and increased muscle tone frequently result 
from an increase in cutaneous reflex activity induced by noxious 
or potentially painful afferent activity such as is associated with 
infections of the urinary tract, other infections combined with 
fever, and skin ulcerations, as well as by clothes irritating the skin. 
Consequently, worsening of spastic symptoms can frequently be 
alleviated by appropriate treatment of bladder function and skin care 
in paraplegic patients, as well as by early detection and management 
of the responsible factors (e.g. appropriate shoes or clothes) [12].

Physiotherapy
Physiotherapy represents a most definitive mode of treatment for 
mobile and non-ambulatory spastic patients, although this state-
ment is not based on hard data. Active and passive manipulative 
forms of physiotherapeutic treatment are of importance for both 
groups of patients. On the one hand, in non-ambulatory patients 
residual motor functions can be improved by training. On the other 
hand, contractures of muscles and joints that are difficult to treat 
when established can be prevented at an early stage by frequent 
muscle stretching. Exercise therapy should be directed toward 
defined functions for which training is specifically indicated and 
required for daily living tasks. Benefits have been shown to depend 
on the intensity of rehabilitative training [135, 136].

Based on divergent empirical evidence, different physiothera-
peutic procedures are being applied. Proprioceptive neuromus-
cular facilitation (PNF) and myofeedback techniques are believed 
to activate reflexively spinal neuronal circuits. The techniques of 
Bobath and Vojta are primarily used to treat children with cere-
bral palsy [88]. Stereotyped movements become activated by such 

CNS lesion

Loss of supraspinal drive:
paresis

Effect on spinal
relfex function

Exaggerated activity of
short-latency relfexes

Loss of polysynaptic,
long-latency relfexes

Spastic movement
disorder

Clinical spasticity

Altered mechanical muscle
properties: compensation

Effect on muscle
function

Fig. 9.3 Mechanisms involved in spastic movement disorder. A central motor lesion leads to changes in the integration of afferent feedback and consequently, 
excitability of spinal reflexes as well as a loss of supraspinal drive. As a consequence, changes in muscle function occur and lead to altered mechanical muscle properties. 
The combination of all sequels of the primary lesion leads to the spastic movement disorder.
Reprinted from Lancet Neurol, 6, Dietz V, Sinkjaer T, Spastic movement disorder: impaired reflex function and altered muscle mechanics, 725–733 © 2007, with permission from Elsevier.
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stimulation techniques when they are applied to specific dermato-
mes and joints. The Vojta method tries to activate complex move-
ments that are believed to be programmed in the central nervous 
system. In contrast, the Bobath method tries to inhibit spastic 
symptoms in flexor muscles of the upper extremity and extensors 
of the lower limbs.

All these physiotherapeutic techniques are directed to achieve 
the following goals:  (1)  to avoid secondary complications (i.e. 
pneumonia, skin ulcerations, and deep vein thrombosis); (2)  to 
prevent and treat muscle contractures; (3)  to reduce muscle 
hypertonia; (4)  to train posture and automatically performed 
movements by the induction of voluntarily initiated and con-
trolled complex movements; (5)  to learn and train coordinated 
movements by the involvement of tactile, auditory, vestibular, and 
visual cues; and (6) to apply appropriate supportive aids, such as 
rollator, wheelchair, crutches, orthoses, and technical equipment 
(e.g. special shoes).

Each of these techniques is based on empirical observations and 
not well funded theories. Controlled studies documenting posi-
tive effects of the treatment exist for none of them. Therefore, it 
is not yet possible to perform an appropriate evaluation and to 
arrive at a recommendation based on the objective superiority of 
one of these techniques compared with another in the treatment 
of a given spastic patient.

Nevertheless, physiotherapy must be part of a multidisciplinary 
integrated approach to patients. It also includes occupational ther-
apy and nursing assistance. These all are means to achieve greater 
mobility and, as far as possible, independence for the patient.

Locomotor training
The locomotor training can improve both spasticity and locomo-
tor function. It is based on observations made in cats with com-
plete spinal lesions [137]. Such animal experiments have shown 
that repetitive afferent input is essential for such a motor learning 
task [138].

Interactive locomotor training is performed on a treadmill 
with various percentages of the subjects’ body weight (about 
30–70%) mechanically supported by an overhead harness using a 
strain-gauge transducer. In such a condition rudimentary coordi-
nated stepping movements associated with a proper muscle acti-
vation can be facilitated. In severely affected people with stroke 
or SCI this training is associated with a great expenditure—two 
physiotherapists are required to assist leg movements. Recent 
developments of driven gait orthoses can compensate for this 
drawback (e.g. [131, 139]).

During the course of training, a progressively ‘normal’ loco-
motor EMG pattern with stronger leg muscle activation is devel-
oped: that is patients can take over more body weight [140, 141]. 
Reduction of spastic symptoms and improvement of locomotor 
function by such an activation of spinal locomotor centres is also 
influenced by the repetitive elements of the training approach. 
Also upper limb spasticity can be reduced and function be 
improved by active training approaches [142]. In line with this, 
functional training combined with electrical muscle stimulation 
can improve function in upper [143] and lower [144] limbs, asso-
ciated with a reduction in muscle tone. Even severely impaired 
chronic incomplete paraplegic patients, this training can success-
fully be applied [13, 130, 145–147]. It should be considered, how-
ever, that the effect of body weight supported treadmill training 

in walking rehabilitation of post-stroke patients have been incon-
clusive. Some studies favour body weight supported treadmill 
training to other forms of walking rehabilitation such as conven-
tional physiotherapy and over ground walking exercise, whereas 
others have found there to be little difference [147]. At present, 
evidence suggests that body weight supported treadmill training 
is equally effective but not a superior method of rehabilitation 
when compared to other means of walking therapy [148]. This 
is not surprising, as any form of functional training should be 
expected to improve locomotor ability in people with stroke and 
SCI [149]. An overground walking therapy, however, in severely 
affected patients requires the assistance of two physiothera-
pists and therefore limits training time. In less severely affected 
patients it should be recognized that body weight supported 
treadmill training is a good supplement to over ground walking 
rehabilitation for enabling a higher intensity of task-orientated 
training [147].

Drug therapy of spasticity
The presumed actions of the best established antispastic drugs are 
illustrated in Figure 9.4. As a rule, the use of only one substance of 
these substances at a time is recommended, at least to begin with. 
There are patients who do best with modest doses of two medica-
tions that have different target of action (baclofen and tizanidine, 
for example), so combination of drugs may eventually be neces-
sary. Because relief of spasms and muscle hypertonia may only 
be achieved at the cost of reduced muscle power, doses should be 
kept to minimum, especially in mobile patients. In addition, drug 
therapy should always be combined with physiotherapy. Almost 
all antispastic drugs may induce side effects, often consisting of 
drowsiness and nausea (see [12]).

Best antispastic effects are reported for baclofen, tizanidine, and 
benzodiazepines (e.g. clonazepam). Therefore, these are the drugs 
of first choice for spastic patients. They are more effective in spas-
ticity of spinal than of cerebral origin such as with multiple scle-
rosis and traumatic or neoplastic spinal cord lesions ([134, 150]).

Excitatory synapses
Inhibitory synapses

Muscle
spindle

Muscle
fibres

4

Fig. 9.4 Presumed site of action of drugs with antispastic effects.  
(1) Clonazepam/diazepam facilitate GABA-A mediated presynaptic inhibition; 
(2) baclofen inhibits activity of polysynaptic reflexes by GABA-B-receptor 
activation; (3) tizanidine acts on alpha2-adrenergic receptors; (4) dantrolene reduces 
the sensitivity of peripheral intra-muscular receptors and reduces release of calcium 
ions from the sarcoplasmic reticulum, which thus weakens muscle contraction. 
Reprinted from Neurological Disorders Course and Treatment (Second Edition), Dietz V,  
Young R, The Syndrome of Spastic Paresis, 1247–1257, Copyright (2003), with permission from 
Elsevier.
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Baclofen acts as a gamma-aminobutyric acid (GABA)-B ago-
nist on a spinal level presynaptically and (less) postsynaptically. 
Monosynaptic stretch reflexes are depressed more effectively than 
polysynaptic reflexes. Baclofen can alleviate spasms and muscle 
hypertonia, especially in non-ambulatory patients with spastic-
ity [151,  152]. A  long-term side-effect of baclofen concerns the 
mechanical properties of motor units:  that is a reduced force 
development and an increased fatiguability [153].

Gabapentin, a GABA-related drug, is effective particularly 
for the treatment of painful muscle spasms [154]. Tizanidine is 
an imidazoline derivative closely related to clonidine. Both are 
thought to act on alpha-2-adrenergic receptors, especially in spas-
ticity of supraspinal origin. It is suggested that these substances 
reduce the activity of polysynaptic reflexes, in ways similar to the 
action of baclofen [116, 119].

Clonidine and tizanidine also have effects on spinal cord neural 
curcuits that are generally inhibitory.In part at least, they reduce 
the release of glutamate. Clonidine and presumably also tizani-
dine produce marked inhibition of spinal reflex responses in alpha 
motoneurons to group Il activity in the spinal cat [155]. Tizanidine 
also results in non-opiate analgesia by action on alpha-2-receptors 
in the spinal dorsal horn, which inhibit release of substance P. This 
is assumed to diminish flexor reflex afferent (FRA)-mediated 
actions with the consequence that clonidine reduces the frequency 
and severity of spasms particularly in patients with spinal cord 
injury [25].

Benzodiazepines (e.g. clonazepam) amplify the inhibitory 
action of GABA-A at presynaptic and postsynaptic levels and 
thereby, excitatory actions become dampened with a negative 
rebound. It is believed that increasing presynaptic inhibition 
of afferent fibres in the spinal cord of patients with spasticity 
should reduce the release of excitatory transmitters from afferent 
fibres and, consequently, reduce the gain of spinal stretch- and 
flexor-reflexes. One can assume that these compounds act directly 
within the spinal cord [156]. For diazepam, serious side effects 
such as development of tolerance, dependency, and drowsiness 
are reported [134].

Small doses (5 mg) of cannabinoids have already been reported 
to be beneficial for the mobility of patients suffering multiple scle-
rosis without having an effect on spastic muscle tone assessed by 
the Ashworth test [157].

Intrathecal infusion of baclofen
In immobilized patients with severe spastic symptoms, oral anti-
spastic drugs are frequently not well tolerated in the long term 
because of their adverse effects. In these cases intrathecal baclofen 
application can efficiently reduce painful symptoms and has toler-
able side effects [158–161].

The intrathecal dose is minute (100–400  µg/day), but the 
antispastic effects, especially on muscle tone and spasms, are 
powerful. In non-ambulatory patients severe spasticity can be 
transformed into f laccid paresis, which usually makes nurs-
ing easier. During the first month, some tolerance develops, 
which often makes an increase in dosage necessary [162]. In 
patients with severe spasticity caused by lesions at any level 
of the CNS, but most frequently in non-ambulatory patients 
with (in-) complete SCI at a thoracic level, continuous intrath-
ecal baclofen infusion is a safe and effective adjunct to physi-
cal therapy [163]. After termination of chronic treatment with 

intrathecal baclofen, lasting reduction in spasticity has been 
reported [164].

The main side effects of intrathecal baclofen consist of drow-
siness and somnolence, perhaps associated with depression of 
respiration. These side effects are usually due to an overdose of 
baclofen reaching the lower brainstem. The catheter system must 
eventually be repaired; its failure is the main cause of interruption 
of drug delivery [165].

Local antispastic therapy
For the treatment of circumscribed muscle hypertonia, local 
injection of botulinum toxin, which acts to reduce release of 
acetylcholine from motor nerve endings, has become an estab-
lished therapy [166, 167]. Its application is commonly based on 
electromyographic recordings made during muscle contractions. 
Injections of botulinum toxin A reduce moderate spasticity (for 
review see [168–170]) and especially focal spasticity (e.g. domi-
nance of forearm flexor tone [171]) by the reversible induction 
of peripheral paresis (chemical denervation). This usually lasts 
3 to 5 months [122]. The combination of botulinum toxin type 
A with constraint movement therapy has a beneficial effect on 
upper limb function and spasticty [172]. It also represents a tech-
nique for the improvement of bladder function in patients with 
incomplete voiding caused by hypertonia of the sphincter exter-
nus muscle [173].

Less established treatments
There is a long history of neurosurgical alleviation of spasticity, 
specifically concerning localized treatment of spastic symptoms 
by interruption of the peripheral reflex arc. Selective dorsal rhizot-
omy [174, 175] or dorsal longitudinal myelotomy [176] was applied 
in children with spasticity. These procedures reduce afferent 
input that is assumed to be responsible for increased muscle tone. 
Abnormal movement patterns, however, persist although spastic 
muscle tone is somewhat reduced [177–179]). Consequently some 
clinical signs become improved, while impairment of functional 
movements is little changed [122].

Similarly, infiltration of ventral roots or muscle nerves by phe-
nol or alcohol can transform a spastic into a flaccid paresis [180]. 
These treatments are rarely used (most frequently in complete 
SCI), because spasticity usually reappears after some months and 
unwelcome sequels, such as skin ulcerations caused by sensory 
loss in the corresponding dermatomes, are not uncommon.

Beneficial effects on spasticity are also reported with functional 
electrical stimulation (FES) [181, 182] and by transcutaneous elec-
trical stimulation of muscles [183]. A combined use of intensive vol-
untary exercise and electrical stimulation of spastic arm muscles 
can have a beneficial effect on arm function in post-stroke hemiple-
gic patients [184]. Also repetitive transcranical magnetic stimula-
tion was reported to ameliorate spasticity [128]. For most patients 
with moderate spasticity such a treatment is too awkward to be used 
regularly and negative results have also been reported [185].

Conclusion
This chapter describes the differential roles of limb muscle acti-
vation and reflex function in the passive, clinical condition and 
during functional movements after a stroke, multiple sclerosis 
or SCI. According to actual research studies, the assessment of 
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exaggerated tendon reflexes is important for the clinical diagnosis 
but has a minor impact in spastic movement disorder. Following 
a CNS lesion, changes in mechanical muscle fibre properties lead 
to a regulation of muscle tone on a simpler level of organization. 
Thus, during functional movements, spastic muscle tone com-
pensates for the loss of supraspinal neuronal drive. Therefore, in 
ambulatory people with a CNS damage, antispastic drugs should 
be kept to a minimum as they can accentuate paresis. Further 
studies are needed to understand the details of the intracellular 
and extracellular modifications of skeletal muscle that occur sec-
ondary to a spinal or supraspinal lesion. This might help in the 
development of novel therapeutic interventions to improve anti-
spastic treatments in patients with overshooting spasticity.
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CHAPTER 10

Autonomic nervous 
system dysfunction
Angela Gall and Mike Craggs

Introduction
The autonomic nervous system (ANS) regulates, adjusts, and 
coordinates visceral functions of the body. An understanding of 
its normal functions and pathophysiology is essential to improve 
diagnosis, investigation, and management in autonomic neurore-
habilitation [1] .

The ANS, which is divided into the sympathetic and para-
sympathetic systems, is primarily an efferent system. It receives 
its afferent input from many visceral afferent neurons, some-
times interacting with somatic reflexes. The ANS has both cen-
tral nervous system (CNS) and peripheral nervous system (PNS) 
components. The outflow of both the sympathetic and the para-
sympathetic nervous system follows a two-neuron pathway, which 
consists of a preganglionic neuron located within the CNS and 
a postganglionic neuron located outside the CNS. Sympathetic 
fibres leave the CNS at the thoracolumbar level, and the para-
sympathetic fibres leave at the craniosacral level. In general, the 
sympathetic and parasympathetic nervous systems have opposing 
effects on visceral function. The hypothalamus serves as the major 
control centre for most ANS functions; local reflex circuits that 
interrelate visceral afferent and autonomic efferent activity are an 
integrated control system in the spinal cord and brainstem.

It is the sympathetic division of the ANS, which is primarily 
activated in response to stressors such as exercise, temperature 
fluctuations, low blood glucose, and other environmental chal-
lenges. The sympathetic nervous system is critical for maintaining 
blood pressure as we move from the horizontal to the vertical and 
for this control it is an automatic reflex that constricts the blood 
vessels in the legs and abdomen to prevent blood rushing from 
our head to pool in these regions. During exercise, sympathetic 
activity increases the frequency and strength of heartbeats whilst 
also controlling sweating and blood flow to the skin to maintain a 
physiologically appropriate body temperature. Sympathetic influ-
ences also help to maintain continence.

The parasympathetic division provides an important counter-
balance, or opposition, to sympathetic activity in many organs of 
the body, for example by slowing the heart during sleep, emptying 
the bladder and bowel, and constricting the pupils. However, there 
are some end organs, for example peripheral blood vessels, which 
have only a sympathetic supply.

It is not surprising, knowing the extent of ANS control of the 
visceral organs, that problems can arise both globally and region-
ally, and show up in many different ways. For example, lesions in 

the hypothalamus, spinal cord, or the sympathetic nerves control-
ling sweat glands could seriously impair perspiration leading to 
poor temperature control; likewise diseases or trauma in the brain 
stem, spinal cord, or parasympathetic nerves could lead to urinary 
retention and erectile dysfunction in men.

Interestingly, autonomic failure is often associated with the 
side effects of drugs being taken for treating other disorders, par-
ticularly those pharmacological agents that interfere with normal 
chemical neurotransmission within autonomic pathways. So, for 
example, treating recumbent hypertension in the elderly using 
antihypertensive drugs, which interfere with adrenergic mecha-
nisms in the sympathetic nervous system, may result in more 
serious complications of hypotension and dizziness when the 
person stands up. Another common example is the experience of 
dry-mouth and urinary retention associated with antidepressant 
medication.

In the context of understanding ANS dysfunction for advancing 
neurorehabilitation practice, this chapter aims to deliver the fol-
lowing aspects: an overview of autonomic functions, their central 
control and pathophysiology; a review of the most important and 
specific autonomic system disorders, their causes, management 
and assessment; and finally, future directions for neurorehabilita-
tion following autonomic failure.

Peripheral autonomic function  
and its central control
The peripheral ANS, comprising sympathetic and parasympa-
thetic neural pathways, is primarily an efferent system innervating 
smooth muscle of the target visceral end organs to provide specific 
functions (Figure 10.1). Most organs are supplied by both of these 
pathways that are said to have opposing efferent and regulatory 
controls such as dilating or constricting the pupils or accelerating 
or slowing heart rate, in each case by sympathetic or parasym-
pathetic activity, respectively. However, there are four end organs 
that have only sympathetic supply: these are peripheral blood ves-
sels, sweat glands, apocrine glands, and the erector pili muscles, 
one exception to this being the cavernosus tissue in the penis and 
clitoris, which have both sympathetic and parasympathetic fibres.

Autonomic efferent pathways
Preganglionic pathways of autonomic peripheral efferent systems 
have their origins in either the midbrain, the brainstem or spinal 
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cord. The sympathetic division has its peripheral origins at the level 
of the thoracolumbar spinal cord whereas the parasympathetic 
division has two origins, one in the cranial nerves of the brain-
stem and the other in the sacral spinal cord. For both divisions 
those preganglionic nerves originating in the spinal cord have 
their cell bodies in the intermediolateral part of the grey matter. 
Postganglionic pathways of both divisions originate in peripheral 
ganglia, but whereas parasympathetic ganglia are always located 
at or close to the effector organs, those of the sympathetic path-
ways synapse mainly in the paravertebral sympathetic chain of 
ganglia or one of four more peripheral ganglia, superior cervical, 

coeliac, superior mesenteric, or inferior mesenteric (Figure 10.2). 
This description is overly simplistic as it does not reflect the exten-
sive neuronal convergence and divergence characteristic of the 
ANS. That is, each postganglionic cell receives information from 
multiple preganglionic cells and each preganglionic cell commu-
nicates with multiple postganglionic cells. Futhermore, nerves 
from individual spinal segments can have widespread effects on 
multiple organs.

Both sympathetic and parasympathetic preganganglionic 
nerves have a common neurotransmitter, acetylcholine, which 
acts via nicotinic receptors (i.e. not blocked by atropine.) It is the 
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Fig. 10.1 Autonomic innervation and functional effects on visceral organs.
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postganglionic neurons through their specific neurotransmit-
ters, noradrenaline for sympathetic pathways and acetylcholine 
(via muscarinic receptors of which there are a number of differ-
ent types, e.g M2, M3, M4) for parasympathetic pathways, which 
determines the final functional effects on the different effector 
organs. Although norepinephrine (noradrenaline) is the principal 
neurotransmitter for postganglionic sympathetic nerves there are 
a few exceptions where there is cholinergic neurotransmission (for 
example sudomotor nerves, vasodilator nerves of skeletal mus-
cle, and the adrenal medulla.) Interestingly, the adrenal medulla 
secretes both norepinephrine (noradrenaline) and epineph-
rine (adrenaline), which respectively mediate vasoconstriction 
through actions on α1 (postsynaptic) or α2 (presynaptic) adreno-
ceptors. In the case of skeletal muscle vasodilatation is effected 
through β2 adrenoceptors. It should also be mentioned here that 
both the rate and force of heart contractions is mediated through 
β1 adrenoceptors.

Interestingly, it is at both the ganglia and end organ sites 
that many therapeutic exogenous pharmacological agents act   
(Figure 10.3) and can alter autonomic function [2] , but in 
some cases these can unintendedly compromise function in 
non-targeted pathways.

It is also interesting to note that the concept of simple antago-
nism between catecholominergic (noradrenergic) and cholinergic 
neurotransmission is now believed to be simplistic. For exam-
ple, it is known from recent histochemistry, unlike the originally 
proposed principle by Dale of one neurotransmitter for one syn-
apse [3] , that sympathetic ganglia have nearly 50% acetylcholine 
containing neurons in which non-adrenergic non-cholinergic 
(NANC) purinergic neurotransmission is now accepted [4]. 
Evidence for this can be seen in some ganglion cells, such as those 
in the posterior root ganglia, where there can be as many as ten 
neuropeptides acting as neurotransmitters at the same synapse 
[5]. However, we still know little about the full purpose of such 

multitransmitter actions. Finally, and as a further complication, 
studies have shown that presynaptic cholinergic receptors may 
affect noradrenergic sympathetic neurotransmission and this 
influence could indirectly neuromodulate the effects of acetylcho-
line to produce both inhibitory and excitatory phenomena in the 
same ganglion [6].

Autonomic afferent pathways, somatic 
interaction, and spinal reflexes
Autonomic afferents carry deep, and often poorly localizable, sen-
sations like pain. Since they provide pain sensation for the viscera, 
or internal organs, they are also called visceral afferents. The affer-
ent pathways of autonomic reflexes can originate in individual 
organs but ordinarily they can have their origins anywhere, so that 
direct reflex interactions can take place between different organs 
(for example, the urinary bladder and bowel) [7] . Also, somatic 
and autonomic afferent pathways can interact (Table 10.1) at the 
segmental level to give necessary coordinated effects on the one 
hand or unusual referred sensations on the other. Coordinated 
effects, for example, are particularly important for proper func-
tion of the lower urinary tract whereby if the bladder and the stri-
ated urethral sphincter are not coordinated (detrusor–sphincter 
dyssynergia) then continence and efficient emptying can be seri-
ously compromised, as in the neurogenic bladder [8].

Another common example of interaction between somatic and 
visceral afferents is in referred pain, where for example, a myo-
cardial infarction can manifest itself as pain in the shoulder and 
down the left arm. Such a phenomenon gives support for the ‘con-
vergence-projection’ theory of referred visceral pain where these 
converging viscerosomatic pathways in the spinal cord, medi-
ated via long supraspinal loops, including the spinoreticular and 
spinothalamic tracts, to elicit appropriate CNS sensory and motor 
responses [9] .
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Fig. 10.3 Neurotransmitters and drug actions in peripheral autonomic pathways.
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Table 10.1 Peripheral autonomic and somatic reflex interactions

Organ or system Sympathetic  
nervous system

Parasympathetic nervous  
system

Somatic system

Heart T1–T5 Vagus nerve (Cranial X) None

Blood vessels In salivary & gastro-intestinal

glands (Cranial X) Upper body T1–T5 None

 Lower body T5–L2 In genital erectile tissue None

Bronchopulmonary T1–T5 Vagus nerve (Cranial X) C3–C8 T1–T12

Sweat glands T1–L2 None None

Lower urinary tract

 Bladder detrusor muscle T10–L1 S2–S4 None

 Bladder neck, proximal urethra T10–L2 S2–S4? None

 External (striated) urethral sphincter (+smooth muscle?) T10–L2? None S2–S4

Gastrointestinal tract

 Oesophagus to splenic flexure T1–L2 Vagus nerve (Cranial X) None

 Splenic flexure to internal anal sphincter T1–L2 S2–S4 None

 External (striated) anal sphincter (+smooth muscle?) T10–L2 S2–S4 S2-S4

Genitals

 Penis and testicles T10–L2 S2–S4 None

 Vagina and uterus T10–L2 S2–S4 None

Central control of autonomic function
It is said that the ‘highest’ level of integration for autonomic 
function resides in the hypothalamus although it is very much 
under the influence of the cerebral cortex and relies on extrahy-
pothalamic structures, such as the ‘limbic system,’ essential to 
its operation [10]. The hypothalamus takes a central role in pro-
cessing those aspects of sensory input important for instinctive 
drives such as hunger, thirst, and sexual needs. In other words, the 
hypothalamus functions to determine the choice of behaviours, 
based on sensory information from a changing environment, and 
to maintain homeostasis. A good example of such functions con-
cerns temperature regulation, by the redistribution of blood in 
the circulation, to maintain a constant core temperature through 
peripheral dilatation in the presence of stressful environmental 
temperature changes.

Local reflex circuits that interrelate visceral afferent and auto-
nomic efferent activity are integrated into a hierarchic control 
system in the spinal cord and brain stem. Progressively greater 
complexity in the responses and greater precision in their con-
trol occur at each higher level of the nervous system. As men-
tioned earlier, most visceral reflexes contain contributions from 
the lower motoneurons that innervate skeletal muscles as part of 
their response patterns. The distinction between purely visceral 
and somatic reflex hierarchies becomes less and less meaning-
ful at the higher levels of hierarchic control and behavioural 
integration.

For most autonomic-mediated functions, the hypothalamus 
serves as the major control centre. The hypothalamus, which 

has connections with the cerebral cortex, limbic system, and 
pituitary gland, is in a prime position to receive, integrate, and 
transmit information to other areas of the nervous system. The 
neurons concerned with thermoregulation, thirst, and feed-
ing behaviours are found in the hypothalamus. The hypothal-
amus is also the site for integrating neuroendocrine function. 
Hypothalamic releasing and inhibiting hormones control the 
secretion of anterior pituitary hormones (thyroid-stimulating 
hormone, adrenocorticotropic hormone, growth hormone, lute-
inizing hormone, follicle-stimulating hormone, and prolactin). 
The supraoptic nuclei of the hypothalamus are involved in water 
metabolism through synthesis of antidiuretic hormone (ADH) 
and its release from the posterior pituitary gland. Oxytocin, 
which causes contraction of the pregnant uterus and milk 
let-down during breastfeeding, is synthesized in the hypothala-
mus and released from the posterior pituitary gland in a manner 
similar to that of ADH.

The organization of many life-support reflexes occurs in the 
reticular formation of the medulla and pons. These areas of reflex 
circuitry, often called centres, produce complex combinations of 
autonomic and somatic efferent functions required for the respira-
tion, gag, cough, sneeze, swallow, and vomit reflexes, as well as the 
more purely autonomic control of the cardiovascular system. At 
the hypothalamic level, these reflexes are integrated into more gen-
eral response patterns, such as rage, defensive behaviour, eating, 
drinking, voiding, and sexual function. Forebrain, and especially 
limbic system control of these behaviours, involves inhibiting or 
facilitating release of the response patterns according to social 
pressures during general emotion-provoking situations.
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Reflex adjustments of cardiovascular and respiratory function 
occur at the level of the brainstem. A prominent example is the 
carotid sinus baroreflex. Increased blood pressure in the carotid 
sinus increases the discharge from afferent fibres that travel by 
way of the ninth cranial nerve to cardiovascular centres in the 
brainstem. These centres increase the activity of descending effer-
ent vagal fibres that slow heart rate, while inhibiting sympathetic 
fibres that increase heart rate and blood vessel tone. One of the 
striking features of ANS function is the rapidity and intensity 
with which it can change visceral function. Within 3 to 5 seconds, 
it can increase heart rate to about twice its resting level. Bronchial 
smooth muscle tone is largely controlled by way of parasympa-
thetic fibres carried in the vagus nerve. These nerves produce mild 
to moderate constriction of the bronchioles.

Important ANS reflexes are located at the level of the spinal 
cord. As with other spinal reflexes, these reflexes are modulated 

by input from higher centres (Figure 10.4). When there is loss 
of communication between the higher centres and the spinal 
reflexes, as occurs in spinal cord injury, these reflexes function in 
an unregulated manner. There is uncontrolled sweating, vasomo-
tor instability, and reflex bowel and bladder function.

Much of our more recent knowledge of autonomic control has 
been achieved through the use of functional imaging of the brain 
in both healthy individuals and people with a variety of disorders 
[11]. Although complementary anatomical and neurophysiologi-
cal studies in both animals and humans continue to be essen-
tial for investigating the finer mechanisms of autonomic control 
we can expect that with improved resolution of brain and spi-
nal cord imaging our insight into functional changes associated 
with disease and trauma will greatly assist our understanding of 
mechanisms, improve our diagnostics, and hence lead to better 
treatment and management of autonomic failures.
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Exemplars of specific autonomic functions 
and failures
Control of normal cardiovascular function
The cardiovascular system (CVS) has a pivotal role in homeosta-
sis, controlling blood flow to specific vascular beds, depending on 
metabolic need. It is the control of blood flow that is most impor-
tant, arterial pressure being simply a means to drive flow [12]. 
Adequate perfusion of organs is controlled by the CNS through 
a combination of both cardiac output and arterial vascular resist-
ance to meet the demands of the CVS accompanying different 
behavioural states such as sleep, digestion, exercise, and emo-
tional responses.

Circulation to the brain, spinal cord, and other vital centres is 
largely controlled by autonomically mediated circulatory reflexes 
that match pressure and flow to the needs of the individual tis-
sue beds (Figure 10.5). When going from the supine to the stand-
ing position, for example, cerebral blood flow is protected by the 

baroreceptor reflex. This reflex incorporates pressure-sensitive 
receptors in the carotid sinus and aorta, cardiovascular regula-
tory centres in the brainstem, and autonomic effector responses 
that alter heart rate and total peripheral resistance to meet the 
changing demands of the circulatory system and to maintain 
blood flow to vital centres. Volume receptors control total blood 
volume and are the circulatory system’s protection against inad-
equate filling of the vascular compartment. Disorders of circu-
latory function occur when the autonomic reflexes controlling 
cardiovascular function are exaggerated, deficient, or inappro-
priate. They include such disorders as cardiac dysrhythmias and 
abnormal blood pressure responses to normal activities of daily 
living.

Orthostatic hypotension represents an abnormal drop in blood 
pressure that occurs sometimes when resuming an upright pos-
ition. It may result from an impaired vasoconstrictor response 
and peripheral pooling of blood with a temporary lack of blood 
flow to the brain.
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Fainting or syncope refers to a transient loss of consciousness 
resulting from inadequate cerebral blood flow. It usually is pre-
ceded by sweating, pallor, blurred vision, dizziness, and nausea. 
Fainting may have an abrupt onset, with an initial increase in 
sympathetic activity leading to increased heart rate and vascular 
resistance. The initial sympathetic response is brief and followed 
by a sudden drop in heart rate, a decrease in vascular resistance, a 
profound fall in blood pressure and cerebral blood flow, and loss 
of consciousness. Fainting is more common in people who are in 
the upright position, and resumption of the supine position dur-
ing a faint usually results in a return of consciousness. Factors that 
predispose to fainting include a reduction in venous return to the 
heart resulting from orthostatic or postural stress, blood loss, or 
an increased intrathoracic pressure because of performance of 
the Valsalva manoeuvre. The risk of syncope is increased in a hot 
environment because of vasodilatation and loss of extracellular 
fluid volume caused by sweating. Emotional fainting can occur 
as the result of reduced vasoconstrictor outflow and increased 
vasodilator outflow from CNS centres that influence blood vessel 
tone. Most healthy people can precipitate presyncopal conditions, 
particularly in hot weather, when they hyperventilate and produce 
cerebral vasoconstriction secondary to decreased cerebral carbon 
dioxide levels. Assumption of the standing position or standing 
without moving the legs to promote venous return contributes to 
the presyncopal condition. Immobility and prolonged bed rest 
lead to a decrease in vascular volume and deconditioning of vas-
cular smooth muscle and the skeletal muscle pumps that return 
blood to the heart. Thus, dizziness and the potential for fainting 
are common after immobility or bed rest. Micturition syncope 
can occur immediately after bladder emptying. Loss of conscious-
ness is abrupt, and recovery is rapid and complete. A full bladder 
causes vasoconstriction, a condition that does not usually pro-
duce hypertension because it is counteracted by the baroreceptor 
reflex. It has been suggested that syncope occurs when the con-
stricted vessels suddenly dilate. It is more common in males than 
in females, probably because the standing position contributes to 
pooling of blood in the extremities. The reflex effects of bladder 
distention on circulation are much more pronounced in paraple-
gic people with cord injuries above T6.

The baroreceptor reflex is less efficient in many elderly people, 
and this may contribute to syncope and falls. This is particularly 
true when multiple stresses are placed on the circulation. These 
stresses include sudden assumption of the standing position from 
either the seated or supine position, vasodilatation caused by a 
warm room or bed, a full bladder, use of medications that impair 
autonomic function, and decreased vascular volume because of 
inadequate fluid intake or the use of diuretics.

Postprandial hypotension is a decrease in blood pressure that 
occurs after a meal. Insulin release has a depressant effect on 
baroreflex function. Consequently, the consumption of a meal 
that is high in carbohydrate content, with the subsequent release 
of insulin, has the potential for producing a postprandial decrease 
in blood pressure. This aspect of autonomic function has many 
practical implications for people who already have disorders of 
ANS function, such as elderly people and people who have had a 
stroke. Several studies have shown a significant reduction of post-
prandial blood pressure in elderly people. In people who have had 
a stroke, autoregulation of the cerebral vessels in the affected area 

is lost; slight orthostatic falls in blood pressure after carbohydrate 
ingestion have the potential of further compromising blood flow 
to the area. Therefore, ingestion of small, low-carbohydrate meals 
and afterward avoidance of positions that produce orthostatic 
hypotension are suggested as a means of minimizing brain ischae-
mia. These cardiovascular consequences of autonomic failure and 
their management and assessment are covered in more detail later 
in this chapter.

Control of the lower urinary tract
Coordinated function of the urinary bladder and its sphincters 
depends on the complete integrity of central and peripheral ner-
vous pathways in a complex neural control system located in the 
brain, spinal cord and somato-visceral nerves [13] involving sym-
pathetic, parasympathetic and somatic interactions (Figure 10.6).

Micturition, or ‘urination’, occurs involuntarily in infants and 
young children until the age of 3 to 5 years, after which it is regu-
lated voluntarily. The neural circuitry that controls this process is 
complex and highly distributed: it involves pathways at many lev-
els of the brain, spinal cord, and peripheral nervous system and is 
mediated by multiple neurotransmitter systems. Diseases or inju-
ries of the nervous system in adults can cause the re-emergence of 
involuntary or reflex micturition, leading to urinary incontinence. 
This is a major health problem, especially in those with neurological 
impairment. The neural control of micturition and how disruption 
of this control leads to abnormal storage and release of urine is 
essential to address the issues of diagnosis and treatment [14].

The control system for micturition is believed to act like a 
switching circuit in the pontine region of the brain to maintain 
a reciprocal and coordinated relationship between the reservoir 
function of the bladder and sphincteric outlet function of the 
urethra [15]. As the bladder slowly fills, any tendency for spon-
taneous contractions of the detrusor smooth muscle in the blad-
der wall are inhibited, while urethral smooth and striated muscle 
sphincters are contracted to prevent leakage. Furthermore, vol-
untary control of the striated urethral sphincter and pelvic floor 
muscles are also an essential part of the continence mechanism. 
Voiding requires a complete relaxation of the sphincters, coupled 
with a coordinated sustained detrusor contraction so that urine 
is expelled quickly and efficiently from the bladder. This syner-
gistic relationship between the smooth muscle of the bladder wall 
and the sphincters around the urethra is essential for maintain-
ing continence on the one hand and unobstructed voiding on the 
other [16] (Figure 10.7A).

Damage or disease in any of the nervous pathways controlling 
the lower urinary tract can have serious consequences for this rela-
tionship, leading to uncoordinated somatovisceral reflexes, impair-
ment of normal vesicourethral function, voiding dysfunction, and 
incontinence. For example, in the event of an upper motor neuron 
lesion, as in a suprasacral spinal cord injury, there is damage to the 
spinobulbar pathways (i.e. connecting the lumbosacral segments 
with the brainstem) and, whether complete or incomplete, causes 
serious disruption to coordination of the bladder and sphincters 
leading to un-inhibited pelvic (parasympathetic) reflexes [17]   
(Figure 10.7B).

The main aim for the treatment and management in rehabili-
tation of the neurogenic bladder is to establish a low-pressure 
high-capacity bladder that does not compromise renal function [18].
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As a postscript it should not be forgotten that urine is formed in 
the kidneys and that their function in body sodium regulation is 
extremely important for body fluid volume homeostasis. This reg-
ulation is now believed to be dependant on sympathetic control 
of the three renal neuroeffectors in the blood vessels, the tubules, 
and the juxtaglomerular granular cells. Abnormalities of these 
autonomic control mechanisms can be a significant contributor to 
the pathophysiology of clinically important disease states such as 
hypertension and sodium-retaining oedema-forming conditions 
(e.g. congestive heart failure) gives promise of future therapeutic 
interventions [19].

A more comprehensive guide to management and neuroreha-
bilitation of the bladder (and bowel) can be found in Chapter 24.

Autonomic system disorders
Autonomic failure can be global or regional. When global, the 
impairment can affect all aspects of function. Less commonly 
ANS failure is confined to sympathetic or parasympathetic sys-
tems. The autonomic nervous system pathways are also inter-
rupted in other CNS disorders such as multiple sclerosis and also 
particularly after spinal cord injury (SCI), resulting in regional 
impairments. Depending on the level of cord injury, the ANS 

innervation to various structures will be affected, resulting in 
important clinical sequelae.Autonomic failure may be primary or 
secondary, depending on whether an underlying cause from out-
side the autonomic system can be demonstrated.

Causes of autonomic failure
Primary autonomic failures includes those which are presumably 
neurodegenerative, including multiple system atrophy (MSA), 
pure autonomic failure, Parkinson’s disease (PD) with autonomic 
failure, and dementia with Lewy bodies (DLB). There are links 
between these conditions at a pathological level with the pres-
ence of alpha synuclein inclusion bodies. These inclusion bodies 
are neuronal in the CNS in PD with autonomic failure and dif-
fuse Lewy body disease, neuronal within the peripheral nervous 
system in pure autonomic failure, and glial in the CNS in MSA. 
These primary forms of autonomic failure are now referred to as 
autonomic alpha synucleinopathies.

MSA can be thought of as a spectrum of clinical disorders in 
which there are shared pyramidal features and a variable degrees 
of autonomic failure, cerebellar and Parkinsonian involvement. 
Where cerebellar features dominate the term MSA-C is used. 
Where Parkinsonian features are the more prominent the term 
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Fig. 10.7 Normal control of bladder–sphincter coordination (A) and aberrant sacral reflexes resulting in detrusor hyperreflexia (neurogenic detrusor overactivity (NDO)) with sphincter 
dyssynergia in spinal cord injury (B).
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used is MSA-P. MSA is a distinctive clinical entity with many 
characteristic features including anterocollis, laryngeal spasm, 
rapid eye movement sleep disorder and a tendency to take deep 
sighing breaths. Patients are typically younger than in other pri-
mary forms of autonomic failure and progression can be rela-
tively rapid.

Pure (or primary) autonomic failure (PAF) can present in a sim-
ilar way to MSA but patients are likely to be older, there may be 
a longer clinical history and evidence of more widespread degen-
eration will be absent. PAF has a relatively good prognosis and 
although symptoms may become limiting in time there is, in con-
trast to MSA, little effect on overall life expectancy.

Autonomic failure is an important non-motor complication of 
PD and in some cases can become a dominant clinical feature. The 
prognosis will be better than in MSA. Autonomic failure can also 
occur in DLB.

A summary of central nervous system disorders resulting in 
autonomic dysfunctions is shown in Figure 10.8. As can be seen 
from the figure, the autonomic sequelae vary according to the 
anatomy and pathology of the disorder.

Secondary causes of autonomic failure are much more varied. 
There are acute and chronic causes and they include treatable 
conditions and conditions where autonomic failure is a fea-
ture of a serious associated illness that needs disease specific 
management.

Secondary autonomic failure may present acutely or chroni-
cally. Causes of acute autonomic failure include paraneoplasia, 

porphyria, Guillain–Barré syndrome, botulism, drugs, and auto-
immune ganglionic neuropathy. A more chronic form of sec-
ondary autonomic failure occurs with peripheral neuropathies. 
Although some of autonomic involvement is present in many 
neuropathies it is more pronounced in diabetic neuropathy, amy-
loidosis, and hereditary sensory and autonomic neuropathy type 
III (Riley–Day syndrome). Table 10.2 summarizes the principal 
causes of autonomic neuropathy.

Secondary causes of autonomic failure can present in similar 
ways to primary causes. Clinical pointers might include a younger 
age at presentation, a family history, clinical features of general-
ized neuropathy, impaired heart rate control where there is vagal 
involvement, and impaired sweating of the extremities.

Our understanding of autonomic failures, whether through pri-
mary or secondary causes, and their clinical features and man-
agement, have advanced significantly during the last 30 years and 
have become the subject of many excellent textbooks on this very 
important aspect of medicine [20].

Assessment of autonomic function
Assessments of autonomic function include both quantitative and 
qualitative testing. First line assessments include checking lying, 
sitting, standing and postprandial heart rate (HR) and blood pres-
sures (BP). Other uncommon bedside stimuli that can be used to 
assess for a rise in blood pressure during continuous blood pres-
sure monitoring include isometric exercise (sustained hand grip 
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for 3 min), a cold pressor test (immersion of a hand in ice water 
for 90 s), and mental arithmetic (with serial-7 or serial-17 subtrac-
tion), all of which stimulate sympathetic outflow and elevate blood 
pressure in healthy patients. Multiple daily blood pressures or 
24–48-hour ambulatory blood pressure monitoring examine for 
diurnal fluctuation: A difference of >15 mmHg with either systolic 
or diastolic blood pressure between daytime (awake) values and 
night-time (sleeping) values could indicate presence of autonomic 
neuropathy.

More standardized autonomic testing may be performed to 
assess the severity of the impairment and to help localize the parts 
of the autonomic nervous system that are involved [21].

Assessment of cardiovagal  
(parasympathetic) innervation

Heart rate (HR) response to deep breathing—this test approaches 
the optimal test for cardiovagal function. Both the afferent and 
efferent pathways are vagal. The end point is the maximal HR 
variability obtained under laboratory conditions.

Valsalva ratio—this ratio is derived from the maximal HR gener-
ated by the Valsalva manoeuvre divided by the lowest HR fol-
lowing the manoeuvre.

HR response to standing or tilt table (30:15 ratio)—the initial HR 
responses to standing consist of a tachycardia at 3 then 12 
seconds followed by a bradycardia at 20 seconds. The initial 
cardioacceleration is an exercise reflex, while the subsequent 
tachycardia and bradycardia are baroreflex mediated. The 30:15 
ratio (R-R interval at beat 30)/(R-R interval at beat 15), has been 
recommended as an index of cardiovagal function.

These three tests evaluate cardiovagal function. They have a high 
sensitivity and specificity and are simple, safe and cost-effective. 
The tests are well standardized and reproducible, with a coefficient 
of variation of 20%. The confounding variables are well known for 
response to deep breathing and the Valsalva manoeuvre but less 
well known for the standing test.

Laboratory indices of adrenergic function—beat-to-beat blood 
pressure (BP) responses to the Valsalva manoeuvre. The availa-
bility of a well-validated photoplethysmographic volume clamp 
technique to measure beat-to-beat BP30–35 has permitted the 
application of the well-known properties of the phases of the 
Valsalva manoeuvre to the clinical laboratory. The test greatly 
enhances the sensitivity and specificity of the laboratory evalu-
ation of adrenergic function. The test should be classified as an 
established test.

BP response to sustained hand grip—sustained muscle contrac-
tion causes a rise in systolic and diastolic BP and HR. The 
stimulus derives from exercising muscle and central com-
mand. Efferent fibres travel to the muscle and heart, result-
ing in increased cardiac output, BP, and HR. This autonomic 
maneouvre has been adapted as a clinical test of sympathetic 
autonomic function. BP is measured using a sphygmoma-
nometer cuff. The test is of limited sensitivity and specific-
ity. Confounding variables are not well known. It should be 
regarded as an investigational test.

BP and HR responses to tilt-up or active standing—blood 
pressure and heart rate response to standing. Supine and 
tilted BP recordings, especially when supplemented with  
beat-to-beat BP and HR recordings, can be used as an estab-
lished test.

Assessment of sudomotor function

Quantitative sudomotor axon reflex test (QSART)—measures 
axon reflex-mediated sudomotor responses quantitatively and 
evaluates postganglionic sudomotor function. Four regions are 

Table 10.2 Causes of autonomic neuropathy

Ageing (postural hypotension and disordered thermoregulation are common 
in the elderly)

Causes linked with systemic diseases:

 Diabetic autonomic neuropathies

 Alcoholic neuropathy

 Subacute combined degeneration

 Hepatic disease

 Uraemic neuropathy

 Amyloid neuropathies

Infectious causes:

 Human immunodeficiency virus (HIV)

 Lyme disease

 Leprosy

 Chagas’ disease

Toxic causes:

 Vincristine

 Cisplatin

 Amiodarone

 Pyridoxine overdose

 Thallium poisoning

Immune-mediated causes:

 Rheumatoid arthritis

 SLE

 Sjögren’s syndrome

 Systemic sclerosis

 Autoimmune thyroiditis

 Neuropathy related to inflammatory bowel disease

 Postural orthostatic tachycardia syndrome (POTS)

 Guillain–Barré syndrome

 Chronic inflammatory demyelinating neuropathy

 Acute pandysautonomia

 Acute cholinergic pandysautonomia

 Eaton–Lambert syndrome

 Holmes–Adie syndrome

 Paraneoplastic autonomic neuropathy

Hereditary causes:

 Anderson–Fabry disease

 Hereditary types (I to V)

 Tangier disease

 Multiple endocrine neoplasia (type 2b)

SLE, systemic lupus erythematosus.
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tested: forearm, proximal leg, distal leg, and dorsum of the foot. 
Electrical stimulation (iontophoresis) is applied to the skin, and 
the volume of sweat produced can be measured. The test has 
a high sensitivity, specificity, and reproducibility, with a coef-
ficient of variation of 20%. Confounding variables are well 
known. The test is straightforward and is an established test.

Thermoregulatory sweat test (TST)—is used to evaluate both 
preganglionic and postganglionic thermoregulatory pathways 
and function over the entire anterior body surface. It evaluates 
the distribution of sweating by a change in color of an indica-
tor powder. The TST is now well standardized and has recently 
been rendered semiquantitative and expressed as a percentage 
of anterior body anhidrosis. The test has a high sensitivity. As a 
stand-alone test, it has a low specificity, and limited information 
is available on its reproducibility and confounding variables. 
Combined with QSART, its specificity for delineating the site of 
the lesion is greatly enhanced. The test has been in clinical use 
for at least four decades. It is an established test. When evalu-
ated together in the same patient, TST and QSART can differen-
tiate preganglionic from postganglionic lesions

Sympathetic skin response (SSR)—this test can be used to iden-
tify indirect evidence of sweat production via measurement of 
changes in skin conductance on the palm/sole in response to 
an electrical stimulus. Brief electrical stimuli are administered 
at intermittent intervals and a response is measured from the 
hands or the feet, representing a change in skin resistance due 
to sweating. The test is of relatively low sensitivity and uncer-
tain specificity and habituates. Its greatest advantage is its rela-
tive ease of performance. The test is of some value as part of an 
autonomic battery. It is a commonly used test that will likely be 
replaced by better tests such as the QSART or sweat imprint as 
these become more conveniently available.

Quantitative direct and indirect test of sudomotor function (QDIRT)/
silastic sweat imprint—involves making a silicone impression of 
a patient’s skin while sweating is induced by acetylcholine ionto-
phoresis. The presence of sweat droplets can be quantified in the 
silicone cast, providing a marker of sudomotor function. The test 
seems to be sensitive and quantitative. It is an established test.

Assessment of gastrointestinal function

Video-fluoroscopy—is useful in assessment of swallowing in the 
presence of oropharyngeal dysphagia. A barium swallow study, 
meal, and follow-through study are helpful in suspected upper 
gastrointestinal disorders, though endoscopic assessment pro-
vides the opportunity for biopsy in particular situations, as well 
as better visualization.

Oesophageal manometry—may be of value in disorders of motil-
ity and oesophagogastric function and gastric motility may be 
assessed by using radioisotope methods and scintigraphic scan-
ning. Diabetic patients with symptoms of oesophageal dysmo-
tility have insufficient lower oesophageal sphincter relaxation 
and a higher percentage of simultaneous waves detected, while 
diabetic patients with cardiovascular autonomic neuropathy 
have greater pathological simultaneous contractions. In cases 
of small-bowel disorders suspected to be neurological in nature, 
manometry may be of value in discriminating myopathic from 

neuropathic disorders. Large-bowel dysfunction can be assessed 
via measurement of transit time.

Anorectal manometry—is the most well established and widely 
available tool for investigating anorectal function. Anal 
sphincter tone can be quantified by anorectal manometry. 
The anorectal sensory response, anorectal reflexes, rectal 
compliance, and defecatory function are also assessed by 
anorectalmanometry. Anal sphincter function is assessed by 
measurement of resting sphincter pressure, squeeze sphincter 
pressure, and the functional length of the anal canal. Changes 
in anal and rectal pressures during attempted defecation are 
also assessed, particularly useful in the diagnosis of dyssyner-
gic or obstructive defecation, a common cause of constipation. 
Assessment of rectal sensation is useful in patients with faecal 
incontinence or rectal hyposensitivity. The presence or absence 
of the rectoanal contractile reflex and the rectoanal inhibitory 
reflex is also documented. Rectal compliance is calculated and 
reflects the capacity and distensibility of the rectum. Rectal 
compliance is calculated by plotting the relationship between 
balloon volume (dV) and steady state intrarectal pressure 
(dP). The balloon expulsion test is used to assess rectoanal 
co-ordination during defecatory manoeuvres. The test evalu-
ates a patient’s ability to expel a filled balloon from the rectum, 
providing a simple and more physiologic assessment of defeca-
tion dynamics [22].

A guide to management and neurorehabilitation of the bowel (and 
bladder) can be found in Chapter 24.

Assessment of urinary tract function
The urinary bladder has two functions, to store at low-pressure 
urine from the kidneys and empty efficiently, that is leave no 
residual that could lead to urinary tract infection. The neurogenic 
bladder is optimally assessed for detrusor hyper-reflexia (neuro-
genic detrusor overactivity—NDO) and detrusor–sphincter dys-
synergia by urodynamics with sphincter electromyography or 
more usefully, videourodynamics [13] (see Figure 10.7B).

A guide to management and neurorehabilitation of the bladder 
(and bowel) can be found in Chapter 24.

Assessment of sexual function
Erectile and ejaculatory dysfunction are clinical complaints and 
confirmed through history taking. Specific tests are not usually 
indicated if diagnosis and aetiology are clear. Semen samples for 
World Health Organization (WHO) analysis will be required if 
male fertility is uncertain, and in patients with neurological com-
promise [23] (e.g. spinal cord lesions) these can be obtained usu-
ally by penile vibro-ejaculation or more invasively by ano-rectal 
electrical ejaculation or aspiration. 

Assessment of pupillary responses
Pupillometry measure changes in papillary response and is being 
investigated at some institutions as a potential marker for auto-
nomic neuropathy [24].

Other specialized assessments
Neurophysiological tests of nerve conduction, spinal reflexes, and 
electromyography can sometimes be very helpful to determine 
the extent of preservation or damage to central and peripheral 
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nerous pathways. Findings on nerve conduction studies (NCS) 
and electromyography (EMG) can be normal in pure autonomic 
neuropathies because the involved fibres are small myelinated and 
unmyelinated fibres, which cannot be assessed with NCS or EMG. 
However in autonomic neuropathies with concomitant sensory 
neuropathy, absence of sensory potentials may occur. In auto-
nomic neuropathies with concomitant sensorimotor neuropathy, 
marked loss of motor and sensory potentials is noted.

Quantitative sensory testing (QST) can be helpful in autonomic 
disorders with sensory neuropathy. QST permits comparison of 
sensory thresholds by using vibration and temperature percep-
tion to assess both large and small-fibre modalities. These patients 

typically have impaired thresholds for heat and pain, but vibration 
and cool sensitivity may be normal.

Imaging by postitron emission tomography (PET), functional 
magnetic resonance imaging (MRI) and types of computerized 
tomography (e.g. peripheral quantitative computed tomography 
pQCT) are becoming recognized not only for their benefit in 
understanding neural mechanisms in the central nervous system 
but also for the development of potentially useful diagnostic tech-
niques in autonomic disorders [25]. Improvements in resolution 
(e.g. 4 Tesla MRI) may enable much more functional detail and, 
together with sophisticated methods of analysis, the identification 
of specific pathways in the CNS (e.g. tractography).

Specialist investigations are occasionally indicated in the 
assessment of the cardiac effects of autonomic disorders. Reduced 
sympathetic noradrenergic innervation has been seen in the left 
myocardium by single-photon emission computerized tomog-
raphy (SPECT) and 123I or thoracic 6-(18F) fluorodopamine PET 
scanning in patients with PD and postural hypotension. SPECT 
and PET scanning may identify cardiac sympathetic dysfunction 
in both type I and type II diabetes mellitus. MIBG (metaiodoben-
zylguanidine) cardiac-scintigraphy may also be helpful. Table 10.3 
summarizes the assessment of autonomic function.

Clinical features and management
The clinical sequelae of autonomic dysfunction depends on the 
extent of the dysfunction and whether the dysfunction is global 
or regional. The following sections look at the specific effects of 
autonomic dysfunction on different systems and discuss assess-
ment and management strategies [26]. Table 10.4 summarizes 
the clinical features of autonomic dysfunction generally and 
outlines the autonomic problems, assessment, and manage-
ment specifically after spinal cord injury are outlined later in  
Table 10.8.

The management of primary chronic autonomic failure is symp-
tomatic, supportive and targeted to the particular pattern of fail-
ure present in an individual. In secondary causes there may also 
be treatment of the underlying disease process. For example, if an 
autoimmune neuropathy is present, attempted management with 
immunomodulatory therapies should be considered. If diabetes 
mellitus is the underlying cause, strict control of blood glucose 
to prevent further worsening is essential. Following spinal cord 
injury the management may be either supportive (in complete sta-
ble SCI) or may involve optimizing functional recovery.

Specific system disorders and  
their management
Cardiovascular system

Bradycardia
Bradycardia, along with hypertension, may occur in cerebral 
tumours and during autonomic dysreflexia in high SCI. In the lat-
ter, the afferent and vagal efferent components of the baroreflex 
arc are intact, and the heart slows in an attempt to control the 
rise in blood pressure. In phaeochromocytoma, bradycardia with 
escape rhythms and atrioventricular dissociation may occur in 
response to a rapid rise in pressure. In diabetes mellitus, the pres-
ence of a cardiac vagal neuropathy may increase the likelihood 

Table 10.3 A summary of assessments of autonomic function

Assessment of  
cardiovagal innervation

Heart rate response to:

Breathing

Valsalva manoeuvre

Standing or tilt table

Assessment of  
adrenergic function

BP response to:

Valsalva manoeuvre

Sustained hand grip

Standing or tilt table

Assessment of  
sudomotor function

Quantitative sudomotor axon reflex test 
(QSART)

Thermoregulatory sweat test (TST)

Sympathetic skin response (SSR)

Quantitative direct and indirect test of 
sudomotor function (QDIRT)

Assessment of  
gastrointestinal function

Videofluoroscopy, barium swallow

Oesophogeal manometry

Gastric scintigraphy

Small bowel manometry

Transit time

Anorectal manometry

Assessment of  
urinary tract function

Flowmetry, MSU, Standard urodynamics 
with sphincter EMG or more ideally 
video-urodynamics. Post void residual urine.

Asessment of sexual  
function

Specific lab assessment not usually necessary. 
Semen analysis required for fertility 
assessment.

Assessment of pupillary 
responses

Pupillometry

Nerve conductions studies 
and electromyography

Including quantitative sensory testing

Imaging MIBG cardicac scintigraphy

Cardiac PET and SPECT scanning

Specific diagnostic  
tests for underlying disorder

Ganglionic Ach receptor antibody

Imaging and other Ix to confirm MSA/PD etc

Shirmer test

Skin biopsy

MSU, mid-stream urine; MIBG, metaiodobenzylguanidine; PET, positron emission 
tomography; SPECT, single-photon emission computerized tomography.
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of cardio-respiratory arrest during anaesthesia. Disorders of car-
diac conduction are common in Chagas’ disease and occur in 
amyloidosis.

Severe bradycardia can occur in cervical cord injuries. The 
inability to increase sympathetic activity is likely to contribute. 
Cardiac dysrhythmias and cardiac arrest can occur leading to 
baseline bradycardia. Disrupted sympathetic innervation after 
SCI results in unopposed parasympathetic activity. The intact vagi 
are sensitive to hypoxia and stimuli such as tracheal suction which 
can induce bradycardia and cardiac arrest. 

Bradycardia is more frequently encountered in the acute phase, 
and is more severe in the first 2–6 weeks after trauma.
Management of bradycardia after SCI
There is limited data available regarding the optimal and best 
treatment available for symptomatic bradycardia after SCI.  
All data is based on case reports, case series and observational 
studies. Atropine is generally recommended as the first-line 
agent for bradycardia after cervical spinal cord injury. Atropine 

should be kept readily available at the bedside at all times. Other 
medications used include sympathomimetic agents such as 
dopamine or epinephrine. The methylxanthine agents, includ-
ing aminophylline and theophylline, have been used effectively 
for the management of refractory symptomatic bradycardia 
when other agents have failed. In addition, there are reports 
of methylxanthines used specifically as a successful first line 
treatment for bradycardia associated with cervical spinal cord 
injury.

Prevention of further episodes of bradycardia in patients with 
frequent episodes is important. Strategies include optimizing 
oxygenation, and prophylactic atropine for precipitating proce-
dures such as rolling or tracheal suction. There are reports on the 
benefits of xanthine derivates as prophylaxis, although this is not 
standard management.

Currently, there are no established guidelines regarding per-
manent pacemaker placement in this population. Permanent 
pacemakers may still be considered in patients with refractory or 
recurrent bradycardia however their implantation will have impli-
cations for future imaging (by MRI) and management as currently 
functional electrical stimulation treatments are contraindicated 
in individuals with implanted pacemakers [27].

Tachycardia
Rarely, autonomic disorders are associated with tachyarryth-
mias; In postural orthostatic tachycardic syndrome (POTS), the 
tachycardia usually is associated with head-up postural change 
and exertion. Tachycardia caused by increased sympathetic dis-
charge may occur along with hypertension in Guillain–Barré 
syndrome and in tetanus. In phaeochromocytoma, it results 
from autonomous catecholamine release and β adrenoceptor 
stimulation [28].

Orthostatic hypotension (OH)
The management of orthostatic hypotension has both non 
pharmacological and pharmacological aspects [29–31]. 
Non-pharmacological aspects include maintaining a good fluid 
intake and ensuring adequate dietary salt. The action of drinking 
an extra one to two glasses of water can have a significant benefi-
cial effect on systolic blood pressure. In patients with severe neu-
rogenic OH, intake of this volume led to an increase in systolic 
blood pressure of more than 30 mmHg—plasma norepinephrine 
(noradrenaline) in this patient group increased, and this vasopres-
sor response was almost completely abolished by intravenous gan-
glion blockade. Therefore, simply drinking water increases blood 
pressure not only by increasing volume status, but also by increas-
ing sympathetic activity.

Education to understand factors likely to be associated with 
lower blood pressures is also important. These include warm envi-
ronments, following large meals (known as ‘dumping’), following 
alcohol, exercise, and medications with hypotensive effects. Blood 
pressure can also be lowered by factors associated with elevations 
in intrathoracic (e.g. coughing) and intra-abdominal (micturi-
tion/defaecation) pressures. Slow cautious movements between 
different body postures should be emphasized. Encourage patients 
to sit or lie down upon the initiation of orthostatic symptoms. The 
head of the bed can be elevated so the patient sleeps at a 15–20° 
angle to stimulate nocturnal mineralocorticoid release. Physical 
counter-manoeuvres should also be attempted.The manoeuvres 

Table 10.4 Clinical Features of principal autonomic disorders

Primary autonomic  
failure

Suggested if pyramidal features, cerebellar

involvement, parkinsonian features

Secondary autonomic 
failure

Suggested if younger age, family history, features of 
generalized neuropathy

Cardiovascular  
symptoms and signs

Postural hypotension

Impaired heart rate control, particularly bradycardia

Baroreflex failure

Autonomic dysreflexia

Long-term cardiovascular disease

Paroxysmal sympathetic and motor overactivity 
(‘storming’ after acquired brain injury)

Respiratory symptom &  
signs

Relative bronchoconstriction

Increased secretions

Laryngeal spasm

Tendancy to deep sighing breathes

Sweating abnormalities Increased sweating

Reduced ability to sweat (may result in hyperpyrexia)

Bladder dysfunction Voiding dysfunction

Urinary retention

Detrusor overactivity

Urinary incontinence

Detrusor sphincter dyssynergia

Gastrointestinal 
dysfunction

Reflux oesophagitis, delayed gastric emptying

Constipation

Impaired control of evacuation

Incomplete evacuation

Incontinence

Sexual dysfunction Erectile dysfunction

Ejaculatory dysfunction

Impaired vaginal lubrication in females

Impaired orgasm

Impaired male fertility
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include crossing the legs, squatting, and tensing the leg muscles, 
abdominal muscle, buttocks, or whole body.

Compressive stockings should be used. The thigh-high moder-
ate compression stockings give the most benefit, although they 
are difficult to put on and can be uncomfortable. Patients should 
be strongly encouraged to use these as much as possible. Gentle 
isometric exercises to help build up muscle tone is essential for 
patients with orthostatic hypotension. Water aerobics, water jog-
ging, or gentle aerobic exercises may help or use of a recumbent 
bicycle, to avoid putting them in a position where they may expe-
rience loss of consciousness or fall.

Pharmacological therapy of orthostatic intolerance should be 
attempted in more difficult cases or when conservative therapy 
is unsuccessful. Several medications are effective in controlling 
orthostatic hypotension and include mineralocorticoids such as 

fludrocortisone (50 to 400 μg daily) and adrenergic agonists such 
as ephedrine (15–30  mg tds) and Midodrine (2.5–10  mg tds). 
Care has to be taken with the use of sympathetomimetic agents 
in patients where there is baroreceptor failure as extreme hyper-
tension can occur. Both of these medications may lead to supine 
hypertension and a balance may be difficult to strike. Other 
medications used, with some success include selective serotonin 
reuptake inhibitors, phenobarbitone, erythropoietin (particu-
larly patients with diabetes who have anaemia and orthostatic 
hypotension) and desmopressin acetate DDAVP (vasopressin). 
Subcutaneous doses of octreotide 25 to 150 µg 30 minutes before a 
meal may be used to reduce postprandial orthostatic hypotension.

A systematic review looking specifically at SCI patients [32] has 
concluded there is no evidence on the effect of salt or fluid regula-
tion alone for OH management in SCI. Salt and fluid regulation 

Symptoms or signs of AD
(eg Pounding headache, flushing, sweating
or blotching skin above injury level, pale,
cold, goosebumps below)

• Confirm Diagnosis (blood pressure greater than
 200/100 or 20–30mm Hg higher than normal)

Check Blood Pressure

Sit the patient up – avoid lying down

• Empty leg bag and note volume
• Check tubing not blocked/kinked
• If catheter blocked remove and re-catheterise
 using lubricant containing lidocaine

For patients with Catheter:

• If bladder distended and patient unable to
     pass urine insert catheter using lubricant
     containing lignocaine

For patients without Catheter

For faecal mass in rectum,
• gently insert gloved finger covered in lignocaine jelly into
 rectum and remove faecal mass

If bladder distension excluded - Gently examine per rectum.

Give Nifedipine or Glyceryl trintrate (GTN).
In adults, place sublingually:

• �e contents of a 10mg sublingual Nifedipine capsule OR
• 1–2 GTN tablets or spray

Repeat dose can be given after 20 minutes, if symptoms persist

If symptoms persist or cause unknown,

• Hydralazine 20mg IV slowly OR
• Diazoxide 20mg bolus.

Continue to search for cause and monitor BP
May require management on high dependency unit if problem persists

Contact Spinal Cord Injury Centre for further advice

If BP remains high, then an IV hypotensive may be required:

Fig. 10.9 Algorithm for the clinical features and management of autonomic dysreflexia (AD) in spinal cord injury.
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was evaluated in combination with other pharmacological inter-
ventions and thus, the effects of salt and fluid regulation can-
not be determined. There is conflicting evidence that elastic 
stockings/abdominal binders have any effect on cardiovascular 
responses in individuals with SCI, although there is level 2 evi-
dence that pressure from elastic stockings and abdominal binders 
may improve cardiovascular physiological responses during sub-
maximal upper-extremity exercises. Nevertheless most clinicians 
continue to recommend these for initial management of postural 
hypotension.

Functional electrical stimulation (FES) has been shown to be an 
important adjunct treatment to minimize cardiovascular changes 
during postural orthostatic stress and there is level 4 evidence that 
80 sessions of active stand training improves cardiovascular con-
trol such as response to orthostatic stress after tetraplegia. Further 
evidence for the role of physical interventions is likely to emerge.

Nitro-L-arginine methyl ester (L-NAME), in 2 studies, 
L-threo-3,4-ihydroxyphenylserine (L-DOPS) in a case report and 
ergotamine with fludrocortisone in a case report have been shown 
to be of benefit. Further evidence for the role and effectiveness of 
these, and other drugs, is required.

Autonomic dysreflexia (AD)
AD is a clinical emergency in individuals particularly with spinal 
cord injury at or above the level of T6. An episode of AD is usually 
characterized by acute elevation of arterial blood pressure (BP) 
with bradycardia (occasionally tachycardia) [33]. Other clinical 
features of AD are shown in Table 10.5 [34].

AD usually occurs as a result of noxious or potentially nox-
ious peripheral or visceral stimulation below the injury level and 
affects individuals with lesions above the outflow to the splanch-
nic and renal vascular beds (T5–T6). AD is found in individuals 
with both complete and incomplete injury. The incidence of AD 
in individuals with SCI varies from 20 to 70% of the at risk SCI 
population, regardless of age at injury.

Several factors that could trigger AD have been described in the 
literature. Urinary retention from missed or blocked catheter is 
the most common cause. Catheterization and manipulation of an 

indwelling catheter, urinary tract infection, detrusor sphincter 
dyssynergia, and bladder percussion are also precipitating factors. 
Faecal impaction and constipation may also trigger AD. Stimuli 
that would be noxious if pain sensation was preserved, such as 
bone fractures or abdominal emergencies, may also be triggering 
factors. Sexual activity may induce AD in both sexes, and the risk 
of AD during pregnancy and delivery is also increased. Iatrogenic 
causes also occur such as cystoscopy, urodynamics, vibro- or elec-
troejaculation, as well as electrical stimulation of muscles [35].

The stimulation below the lesion level can induce a widespread 
activation of the sympathetic nervous system demonstrated by an 
increase in noradrenaline release. This induces vasoconstriction 
in the muscle, skin, kidneys, and splanchnic vascular beds below 
the level of injury. Baroreceptors are then activated by the result-
ant increase in arterial blood pressure and, as part of homeostasis, 
act to reduce the effects of the vasoconstriction by reducing sym-
pathetic activity and increasing parasympathetic activity. This 
results in dilation of vascular beds above the lesion level (with 
intact central control) and a reduction in HR (vagal innervation 
to the heart is unaffected by SCI).

Objectively, an increase in systolic BP greater than 20–30 mmHg 
is considered a dysreflexic episode. Individuals with cervical and 
high thoracic SCI have resting arterial BPs that are lower than 
able-bodied individuals. As such, acute elevation of BP to normal 
or slightly elevated ranges could indicate AD in this population. 
Intensity of AD can vary from asymptomatic, mild discomfort 
and headache to a life threatening emergency when systolic blood 
pressure can reach 300 mmHg, and symptoms can be severe.

Untreated episodes of autonomic dysreflexia may have serious 
consequences, including intracranial hemorrhage, cardiac com-
plications, retinal detachments, seizures, and death. During an 
episode of AD, a significant increase in visceral sympathetic activ-
ity with coronary artery constriction can result in myocardial 
ischaemia, even in the absence of coronary artery disease [36–39].

The identification of the possible trigger and decrease of affer-
ent stimulation to the spinal cord is the most effective prevention 
strategy in clinical practice. Where this is not immediately pos-
sible then medication can be used to control the blood pressure 
[40]. Nifedipine, nitrates, or captopril are most commonly used. 
See Figure 10.9 for a management algorithm [26].

For further discussion on these aspects of autonomic dysfunc-
tion following, for example, spinal cord injury see the rationale 
for additions to the International Standards for Neurological 
Assessment [41, 42].

Sweating abnormalities
Hypohidrosis is usually seen below the level of lesion after SCI, 
whereas hyperhidrosis may be present above as well as below 
the level of lesion, and may be a sign of an ongoing pathological 
process such as syringomyelia or autonomic dysreflexia, or may 
accompany micturition and defecation. Hyperhidrosis may also 
be present without any known cause. Patients who have lack of 
sweat output need to be educated about the risk of heat intoler-
ance. They should be encouraged to avoid excessive and prolonged 
heat exposure as they may have poor thermoregulation and be at 
risk of hyperthermia.

For patients who have increased sweat output, several medi-
cations have been used, with varying effects. Botulinum toxin 
has been used for focal hyperhidrosis. If patient’s symptoms are 

Table 10.5 Typical clinical features of autonomic dysreflexia

Sudden uncontrolled rise in blood pressure with other signs of sympathetic 
overactivity:
u systolic pressures reaching up to 250–300 mmHg
u diastolic pressures reaching up to 200–220 mmHg.

Other features of autonomic imbalance vary, but may include:
u pounding headache
u sweating or silvering
u feelings of anxiety
u chest tightness
u blurred vision
u nasal congestion
u blotchy skin rash or flushed above the level of their spinal injury (due to 

parasympathetic activity
u cold with goosebumps (cutis anserina) below the level of injury (due to the 

sympathetic activity).
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more generalized, medications with anticholinergic action or side 
effects may be tried. Clonidine has been used to treat hyperhydro-
sis after SCI [43–52].

Temperature dysregulations
Temperature dysregulation after SCI includes poikilothermia 
(adopting the environmental temperature, e.g. becoming hypo-
thermic in cold conditions) and exercise-induced fever. Body 
temperature is under direct autonomic control via hypotha-
lamic regulation. Peripheral cold and warm receptors project to 
the hypothalamus via the spinal cord, although deep tempera-
ture sensors are also present. When core temperature decreases, 
sympathetic (noradrenergic) mechanisms induce piloerection, 
shivering, and vasoconstriction to produce body heat and shunt 
blood away from the cool surface. Areas lacking connection 
between the hypothalamus and the sympathetic system do not 
mount this response. Given a large enough surface area lacking 
these mechanisms, core temperature will decline. In practical 
terms, individuals with lesions at T6 and above exhibit the prob-
lem, since a loss of descending sympathetic control of more than 
half of the body is present [41]. Management relies on awareness, 
prevention then correcting the temperature as much as possible. 
One of the best ways for a person with a SCI to cool down is to 
have a cold wet towel wrapped around the back of the neck. The 
skin could also be damped down or sprayed with cool water to 
allow water to evaporate from the skin, and cool the body. If a 
person gets too cold, then layers of clothing and warm fluids 
can bring the core temperature back up to normal. Occasionally 
warmed, humidified oxygen, heated intravenous saline, warmed 
blankets or heat lamps will be required although care must be 
taken on insensate skin.

Respiratory system
The respiratory system, including the lung, respiratory muscles, 
and neural control system, is a complex integrated physiological 
system that is not yet fully understood. The respiratory system is 
unique in that it must operate in a cyclical and highly coordinated 
fashion for 24 hours per day in order to sustain life. Respiratory 
complications continue to be one of the leading causes of morbid-
ity and mortality in people with SCI, especially among cervical 
and higher thoracic injuries. The effects on lung mechanics are 
outwith the scope of this chapter; however, SCI affects the auto-
nomic supply to the repiratory system, which has important clin-
ical consequences.

Interruption of the sympathetic innervation and unopposed 
vagal activity results in increased secretions and heightened air-
way tone, with a reduction in baseline airway calibre i.e. relative 
bronchoconstriction. This, in combination with the mechanical 
difficulties of secretion clearance, results in the high incidence of 
respiratory complications seen.

In studies, the majority of tetraplegics manifest non-specific 
airway hyperreactivity following pretreatment with histamine, 
methacholine, and ultrasonically nebulized distilled water. There 
are several potential mechanisms for hyperresponsiveness in 
tetraplegia including loss of sympathetic autonomic input with 
relatively unopposed parasympathetic input, altered mechanical 
lung properties with decreased deep breathing and ‘stretching’ of 
airways, and non-specific airway hyperresponsiveness similar to 
subjects with asthma.

Schlero et  al. [53] demonstrated a significant increase in air-
way calibre following inhalation of ipratropium bromide, an anti-
cholinergic agent, suggesting that reduction in airway calibre is 
not due to acquired airway fibrosis stemming from repeated infec-
tions or to abnormal hysteresis secondary to chronic inability of 
subjects to inhale to predicted total lung capacity.

There is some evidence to show that use of bronchodilators 
(beta 2 agonists and anticholinergics) can elicit a positive response 
in pulmonary function with bronchodilatation and normaliz-
ing of airway calibre. Bronchodilators can be recommended for 
short-term use in patients with obstructive impairment. Further 
research is required to understand the effects of brocnhodilators 
on respiratory symptoms and complications [53–58].

The lower urinary tract and bowel
A guide to management and neurorehabilitation of the bladder 
(and bowel) can be found in Chapter 24.

The gastrointestinal (GI) system
Reflux oesophagitis, delayed gastric emptying, constipation, 
impaired control of evacuation, and incomplete evacuation can 
all occur as a result of autonomic dysfunction. Incontinence, 
oesophageal dysmotility and delayed gastric emptying may occur 
in up to 50% of diabetic patients. In particular, reports of abdom-
inal fullness predicted delayed gastric emptying [59]. Oesophageal 
dysmotility, delayed gastric emptying, and autonomic neuropathy 
correlate to disturbed glucose homeostasis [59]. Possible man-
agement for gastrointestinal autonomic neuropathy in patients 
with diabetes may include aminoguanidine, which can prevent 
diabetes-induced changes in nitric oxide synthase-related changes 
in animal models of ileum autonomic neuropathy.

Damage to the nervous system has a large impact on func-
tion of the large bowel and maintenance of faecal continence. 
Stool transit through the bowel may be slowed placing the indi-
vidual at high risk of constipation. Sensory and motor control 
of the ano-rectum may be impaired leaving the individual with 
reduced or absent voluntarily control of the process of defaeca-
tion. Most evidence for managing these problems is found in the 
literature around spinal cord injury. With appropriate assess-
ment and evaluation, this knowledge can be applied to helping 
individuals with bowel dysfunction due to other neurological 
conditions.

A guide to management and neurorehabilitation of the bowel 
(and bladder) can be found in Chapter 24.

Exemplar of specific conditions: stroke—
autonomic sequelae and management
Autonomic dysfunction is a common complication after acute 
stroke [60] (see Table 10.6). The exact incidence and prevalence is 
unknown. The dysfunction may be cardiovascular, thermoregula-
tory, or be of bowel, bladder, or sexual function.

Cardiovascular dysfunction after stroke
In terms of cardiovascular dysfunction, in one-study abnormal 
scores on autonomic symptoms questionnaire were present in 
72.7% of patients with ischaemic stroke [61]. It has been identi-
fied in 69.0% patients without carotid stenosis and 88.9% with 
carotid stenosis [62] and cardiovascular autonomic dysfunction 
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has been diagnosed in 31.8% of patients with abnormal sympa-
thetic skin responses in 81.8% of patients [62].

Some studies’ results point to gradual recovery of autonomic dys-
function within the first months following the acute phase [63, 64]. 
However in other study impairments persisted at 6 months after 
stroke [65] and another suggests cardiovascular autonomic func-
tion is persistently deranged after stroke in older people [66].

The pathophysiology of the impairments is not fully under-
stood. Brainstem stroke, damaging the baroreflex relay nuclei, 
is typically associated with baroreflex failure and blood pressure 
instability [67], but acute ischaemic stroke also causes significant 
damage to the cardiovascular autonomic system, manifesting as 
abnormalities of heart rate variability [68], although interestingly, 
patients with carotid stenosis show more severely impaired para-
sympathetic and sympathetic functions [62].

Baroreflex impairment has been demonstrated in acute ischae-
mic and haemorrhagic stroke [69–72]. The level of baroreflex 
dysfunction does not appear to differ between ischaemic and 
haemorrhagic stroke, although different pathophysiological 
mechanisms may exist [73] and the associations between auto-
nomic function and early stroke outcome in different subtypes of 
cerebral infarct have shown different autonomic function proper-
ties between acute large artery atherosclerotic infarction and lacu-
nar infarction groups [74].

There is increasing evidence that the central autonomic net-
work, including a hemispheric network, is involved [69] and, in 
particular, the insular cortex seems to play a principal role in 
modulating baroreceptor sensitivity [75–78].

In summary, several consequences of autonomic dysfunction 
may impact on the pathophysiology and outcome following stroke 
and Sykora et al. [79] hypothesize that autonomic dysfunction in 
acute stroke, as expressed by decreased baroreceptor sensitivity, 
may have effects on outcome via inadequate cerebral perfusion 
due to the increased blood pressure variability and impaired cer-
ebral autoregulation, increased cardiovascular complications, and 
secondary brain injury due to inflammation, hyperglycaemia, and 
blood–brain barrier disruption.

Autonomic dysfunction in patients with stroke worsens their 
health status and can induce life-threatening complications [61]. 

Disease manifestations that may indicate baroreceptor reflex 
dysfunction, such as hypertensive crises or high blood pressure 
variability, often accompany the acute phase of ischaemic or 
haemorrhagic stroke [80]. Poor outcomes may be related to sec-
ondary brain injury, hyperglycaemia, immunosuppression, and 
cardiovascular complications.

A significant and independent association has been demon-
strated between impaired baroreceptor sensitivity, blood pressure 
variability, and short-term outcome in patients with intracerebral 
haemorrhage [12]. Because cerebrovascular autoregulation seems 
to be impaired in both acute ischaemic and haemorrhagic stroke, 
fluctuations in blood pressure may significantly alter cerebral per-
fusion [81–83].

Autonomic impairment also potentially plays an important 
role in non-haemodynamically mediated secondary brain injury 
after stroke. A shift to sympathetic predominance has previously 
been shown to be associated with proinflammatory cytokine pro-
duction, hyperglycaemia, and increased blood–brain barrier per-
meability. In turn, these mechanisms have been proposed to be 
involved in secondary brain injury after stroke [79].

Autonomic shift to sympathetic overactivity has been repeatedly 
observed in acute stroke. Sykora et al. [84] again hypothesize that 
hyperglycemia in acute stroke relates to autonomic imbalance and 
that the adverse effects on stroke outcome may be cross-linked. They 
observed an association between hyperglycaemia and decreased 
baroreceptor sensitivity in non-diabetic patients, suggesting that 
hyperglycaemic reaction in acute stroke may reflect stroke-related 
autonomic changes and suggest outcome effects of autonomic 
changes and hyperglycaemia are interdependent, having the sym-
pathovagal imbalance as a common underlying mechanism. The 
possible therapeutic relevance of this warrants further studies.

Autonomic abnormalities may predispose to infection and a 
study [85] on the influence of lesion location within middle cere-
bral artery (MCA) territory on parameters related to activation 
of sympathetic adrenomedullar pathway, immunodepression, and 
associated infection suggests a specific role of the insular lesion in 
the pathogenesis of stroke-induced sympathetic hyperactivation 
and immunodepression.

Baroreflex impairment has been independently related to less 
favourable long- and short-term outcomes after acute ischaemic 
stroke or after intracerebral haemorrhage [72] and may be rele-
vant to the risk of all-cause and cardiovascular mortality in stroke 
survivors at increased risk for developing cardiac complications, 
and demonstrate a significantly higher cardiovascular morbidity 
and mortality [79].

Existing knowledge about baroreflex dysfunction in acute 
stroke raises questions regarding therapeutic implications. 
Baroreflex sensitivity can be influenced by drugs, especially beta 
blockers [86, 87], although several other drugs have been proposed 
to enhance baroreflex sensitivity, including ketanserin [88] cloni-
dine, moxonidine, and mecobalamin [89, 90]. There is no good 
clinical evidence yet that these medications will have a role in 
management but further studies seem justified.

New devices to stimulate baroreceptors are emerging in the 
treatment of chronic refractory hypertension. By stimulating 
the carotid baroreceptors electrically, these devices ameliorate 
baroreflex sensitivity and reduce hypertension [91], however, there 
is no evidence as yet for their role after stroke.

The effects of body weight supported treadmill training (BWSTT) 
[92] and Repetitive transcranial magnetic stimulation (rTMS) of 

Table 10.6 A summary of autonomic sequelae in stroke

Cardiovascular regulation

Myocardial infarction

Cardiac arrhythmias

ECG-abnormalities

Hypo- and hypertonia

Decreased heart rate and blood pressure variability

Thermoregulation

Asymmetric sweating

Cold hemiplegic limbs

Urogenital regulation

Urinary incontinence and retention

Impotence and orgasmic disability

Gastrointestinal regulation

Gastroparesis

Stress ulcers
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the sensorimotor cortex on autonomic dysfunction have started to 
be explored and may in the future have a role in promoting auto-
nomic function and managing autonomic dysfunction after stroke.

Bowel and bladder dysfunction after stroke [93]
Urinary and faecal incontinence are both common in the early 
stages post-stroke; 40–60% of people admitted to hospital after a 
stroke can have problems with urinary incontinence, with 25% 
still having problems on discharge and 15% remaining incontin-
ent after 1 year. Increased age, stroke severity, the presence of dia-
betes, prostatic hypertrophy, pre-existing impairment in urinary 
function, and the occurrence of other disabling diseases, increase 
the risk of urinary incontinence after stroke.

Incontinence is a major burden on patients and carers. 
Management of both bladder and bowel problems should be seen 
as an essential part of rehabilitation. Acute use of an indwelling 
catheter may facilitate management of fluids, prevent urinary 
retention, and reduce skin breakdown in patients with stroke; 
however, use of an indwelling urinary catheter greater than 48 
hours post-stroke increases the risk of urinary tract infection.

Faecal incontinence occurs in a substantial proportion of 
patients after a stroke, but clears within two weeks in the majority 

of patients. Continued faecal incontinence is a poor prognostic 
factor.

Constipation and faecal impaction are more common after 
stroke than faecal incontinence. Immobility and inactivity, 

Table 10.7 Stroke—bladder and bowel management [94]

Management of bladder and bowel after stroke: Recommendations from the 
Royal College of Physicians (UK) National Guidelines 2012.
u All wards and stroke units should have established assessment and 

management protocols for both urinary and faecal incontinence, and for 
constipation in stroke patients.

u Patients with stroke who have continued loss of bladder control 2 weeks 
after diagnosis should be reassessed to identify the cause of incontinence, 
and have an ongoing treatment plan involving both patients and carers.

u The patient should:

•	 have	any	identified	causes	of	incontinence	treated

•	 have	an	active	plan	of	management	documented

•	 be	offered	simple	treatments	such	as	bladder	retraining,	pelvic	floor	
exercises, and external equipment first

•	 only	be	discharged	with	continuing	incontinence	after	the	carer	(family	
member) or patient has been fully trained in its management and 
adequate arrangements fora continuing supply of continence aids and 
services are confirmed and in place.

u All stroke patients with a persistent loss of control over their bowels 
should:

•	 be	assessed	for	other	causes	of	incontinence,	which	should	be	treated	if	
identified

•	 have	a	documented,	active	plan	of	management

•	 be	referred	for	specialist	treatments	if	the	patient	is	able	to	participate	
in treatments

•	 only	be	discharged	with	continuing	incontinence	after	the	carer	(family	
member) or patient has been fully trained in its management and 
adequate arrangements for a continuing supply of continence aids and 
services are confirmed and in place.

u Stroke patients with troublesome constipation should:

•	 have	a	prescribed	drug	review	to	minimize	use	of	constipating	drugs

•	 be	given	advice	on	diet,	fluid	intake	and	exercise

•	 be	offered	oral	laxatives

•	 be	offered	rectal	laxatives	only	if	severe	problems	remain.

Table 10.8 Summary of autonomic problems, their assessments and 
management after SCI

Clinical problem Assessment Management

Bradycardia ECG cardiac 
monitor

Optimize oxygenation

Atropine for acute episodes

Consider prophylactic 
atropine for vagal stimulating 
procedures

? Methylxanthine agents

Pacemaker only if refractory 
or recurrent

Orthostatic hypotension Lying/sitting/
standing BP 
measurement

Education on exacerbating 
factors and prevention

Compressive stockings

Abdominal binder

Trial medications either 
ephedrine, midodrine, or 
fludrocortisone

Autonomic dysreflexia In patients with 
injuries at/above T6

BP measurement

Assess for cause

See Figure 10.9

Sweating abnormalities—
hyper or hypohydrosis

Exclude other 
pathology, e.g. 
syrinx, autonomic 
dysreflexia

Education on effects and 
preventative strategies

Consider medication,  
e.g. clonidine

Consider botulinum toxin 
if focal

Temperature 
dysregulation

Temperature 
measurement

Education/awareness/
prevention strategies

Cold towels/cool spray if 
hyperthermic

Clothing, warm fluids if 
hypothermic

Occasionally humidified 
oxygen, heated intravenous 
saline, warmed blankets if 
more severe hypothermia

Impaired respiratory 
function

Chest 
examination, Vital 
capacity, PEFR if 
able, SaO2, ABGs/
CXR if indicated

Oxygen/humidification

beta-2-agonists and 
anticholinergics

Manual therapy techniques 
to promote sputum 
clearance, increase ventilation 
and reduce work of breathing

Urinary incontinence See Chapter 24 See Chapter 24

Constipation See Chapter 24 See Chapter 24

Faecal incontinence See Chapter 24 See Chapter 24

Impaired sexual function See Chapter 24 See Chapter 24

ABG, arterial blood gas; BP, blood pressure; CXR, chest X-ray; PEFR, peak expiratory flow rate.
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inadequate fluid or food intake, depression or anxiety, a neuro-
genic bowel, constipating side effects of medications, impaired 
sensation, lack of transfer ability, and cognitive impairments 
may each contribute to this problem. Goals of management are 
to ensure adequate intake of fluid and fibre and to help the patient 
establish a regular toileting routine. Bowel training is more effec-
tive if the routine is consistent with the patient’s previous bowel 
habits. Stool softeners and laxatives may be helpful. Trans-anal 
irrigation may be considered if conservative management is 
unsuccessful [94]. Table 10.7 summarizes the bowel and bladder 
management after stroke and Table 10.8 summarizes autonomic 
imparments and management after SCI.

Conclusions and future directions for 
neurorehabilitation
Autonomic failures are a feature of many neurological conditions, 
which can last a lifetime and be exacerbated by further medical 
complications in the ageing process. There is a need for improv-
ing the detection and diagnoses of these failures as well as finding 
new and inventive therapies to overcome them for better neurore-
habilitation. Conservative approaches and minimally invasive 
therapies are gaining favour in practice, but surgical interventions 
continue to be necessary in some cases.

In diagnostics there have been many significant advances of 
which neuroimaging is perhaps the one that will take us well into 
the future. Recent functional imaging studies have, for example, 
helped us to identify brain and spinal cord structures that are con-
cerned with particular vegatative functions including the control 
of cardiovascular arousal mechanisms [95] and more recently, 
central control of the bladder [96].

CNS areas that exert particular autonomic control, including 
central as well as peripheral pathways may then become the targets 
for various interventions including smart drugs and devices. An 
example of the latter is the use of conditional neuro-stimulators 
which only apply their stimulation when abnormal activity such 
as neurogenic bladder overactivity (detrusor hyper-reflexia) is 
detected and then suppressed (conditional neuromodulation) [97].

In medical therapies there are bound to be much further 
advances in pharmacological agents that can more precisely tar-
get specific organs and their autonomic nervous control to effect 
benefit. Medical device delivery of drugs that are now widely used 
in spasticity control (e.g. baclofen pumps) are now being adapted 
to deliver drugs for long-term pain management [98] and the 
potential for targeted delivery in other areas of the central ner-
vous system are possible, including those controlling autonomic 
function. Furthermore, these types of drugs may work better in 
combination with other therapies involving implantable neuro-
stimulators which could be used to promote drug action by stimu-
lating the autonomic pathways in the targeted areas.

Neurophysiological approaches using devices to promote resto-
ration of autonomic function are gaining prominence in neurore-
habilitation. There is deep brain stimulation for various conditions 
and some of these techniques are having considerable success 
including benefits for autonomic function; for example, in PD deep 
brain stimulation has also been shown to have a beneficial effect in 
suppressing associated urinary bladder overactivity [99]. During 
recent years the emphasis in neurophysiological approaches has 
been to develop non-invasive therapeutic interventions such as 
brain and spinal cord stimulation using transcranial magnetic 

and direct current stimulation (TMS and TDS respectively). The 
techniques of repetitive forms of TMS (rTMS) are believed to have 
an impact on influencing neuroplasticity such that it could have 
therapeutic benefits in the future [100].

Unlike the expected potential of TMS as a therapy, physiother-
apy techniques, such as pelvic floor muscle training for improved 
bladder and bowel control are already demonstrating tangible 
benefits in conditions such as multiple sclerosis [101] and stroke 
[102]. Again, these therapies probably result from being able to tap 
into the neuroplasticity within the pathways of the ANS. Along 
with physiotherapeutic approaches there has been much research 
into psychosocial or behavioural therapies for ANS conditions 
such as those involving the cardiovascular system. However, it 
appears that such therapies are more concerned with preventa-
tive measures rather than addressing cardiovascular failures per 
se [103], but for those patients with an established cardiovascu-
lar disease then a multifactorial lifestyle intervention is recom-
mended [104].

Finally, there is the exciting development of possible biological 
solutions to neuroprotection, neural repair and neuroregeneration 
of central and peripheral pathways following disease or trauma. In 
spinal cord injury, for instance, the biological approach to restor-
ing lost function is often termed ‘the cure’ and although there have 
been significant experimental advances made over approximately 
the last three decades, mainly in the field of restoring locomotor 
function, the so-called ‘cure’ remains elusive. This is especially 
true for autonomic dysfunction where only recently have scien-
tists begun to take a broader interest in these aspects of experi-
mental scientific research in spinal cord injury [105]. It remains 
to be seen how much of this translates generally into developing 
newer techniques in neurorehabilitation.
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CHAPTER 11

Functional recovery in CNS 
disease: impact of animal models
Steffen Franz, Andreas Hug, and Norbert Weidner

Introduction
Animal models are crucial for the understanding of elemen-
tary mechanisms and the natural/interventional course of dis-
ease. Moreover, regulatory authorities like the Food and Drug 
Administration (FDA) or the European Medicines Agency (EMA) 
demand safety analyses of potential therapeutics in animal mod-
els. Despite extensive preclinical research efforts in the field of 
central nervous system (CNS) diseases, a large translational gap 
still remains between ‘effective’ preclinical and actual clinical 
treatment interventions.

In the clinical setting, functional recovery after CNS damage 
is conceptualized by the interplay of multidimensional factors 
in order to restitute/compensate disability by intra-individual 
(neurological recovery, psychological status/coping strategies) 
as well as extra-individual (supporting aids, human resources, 
financial resources, health care system infrastructure) means [1] . 
With respect to clinical translation, this multidimensional con-
ceptualization of functional recovery discloses the difficulties and 
limitations of animal research. While animal models are certainly 
suitable to investigate elementary concepts of pathophysiologi-
cal recovery mechanisms at the somatic level (cellular/subcellu-
lar, basic behavioural analyses), other intra- and extra-individual 
dimensions, as previously described, can hardly be mimicked. For 
example, the level of somatic functions by applying the National 
Institutes of Health Stroke Scale (NIHSS) or the assessment 
of activities of daily living (ADL) and mobility, reflected by the 
Barthel ADL Index in the stroke setting cannot be replicated in 
small animals.

Traumatic spinal cord injury (SCI) and ischaemic stroke are 
acute onset CNS disorders with a high ratio of long-term disabil-
ity [2, 3]. SCI and stroke have in common that they have an acute 
onset of the primary injury followed by distinct mechanisms of 
secondary damage [4,  5]. Both conditions are routinely treated 
with a defined standard of care.

With respect to novel treatments there are fundamental dif-
ferences. In ischaemic stroke the main focus is currently on the 
development of so called neuroprotective therapeutic interven-
tions, which aim at the restriction of injury to the brain by pre-
venting neuronal cell death. The region of interest in this context 
is represented by the so called penumbra, an area surrounding 
the core of the lesion. Over the years more than 1,000 preclinical 
studies have been completed. The majority of them indeed showed 
functional benefits in relevant animal models of ischaemic stroke. 

Nevertheless, until today, albeit the conduction of almost 200 
clinical trials, not a single neuroprotective therapy has shown 
superior outcome [6] .

In contrast, in SCI the most promising focus has been on neu-
roregenerative strategies. These approaches aim at the stimula-
tion of injured axon pathways to reconnect CNS regions rostral 
and caudal to the injury site. Destroyed CNS tissue is replaced by 
factor-, cell- or biomaterial-based interventions [7, 8]. In SCI this 
approach was spurred by early studies showing that the failure of 
injured mammalian CNS axons to regrow in the adult can be over-
come by introducing an axon growth conducive environment into 
the injured spinal cord [9] . In subsequent years many preclinical 
strategies were developed, which were reported to promote struc-
tural and functional recovery mostly in spinal cord injured small 
animals. Paralleling translational efforts in ischaemic stroke, all 
of those studies, be it factor- or cell-based, failed to demonstrate 
efficacy in human SCI (for review see [10, 11]).

The fact that SCI and stroke are different in many aspects—
affection of spinal cord versus brain, mainly traumatic versus 
solely cardiovascular aetiology or mainly axonal versus combined 
cell body and axonal damage—allows us to investigate whether 
the failure to identify effective therapies represents a disease-
specific or a higher-order error. In other words, we want to iden-
tify either individual factors of the respective disease responsible 
for the poor translational success or more general problems of 
similar neurological disease entities, which prevent prediction 
of therapeutic efficacy in human individuals. To achieve this, 
aspects influencing the predictive value of preclinical models in 
stroke and SCI will be analysed in this chapter: (1) the choice of 
animal species including preferred gender and age; (2) the disease 
mimicking intervention, (3) the consideration of standard thera-
pies within preclinical models; (3) the accurarcy in translating 
preclinically assessed therapies into the clinical trial; and (4) the 
coherence of structural and functional outcome parameters in 
preclinical models and disease.

Factors related to the animal model
Choice of experimental animal

Animal size
Preclinical stroke and SCI research is almost exclusively performed 
in small animals such as rats and mice [12, 13]. Recent guidelines 
for stroke therapy trials recommend that in case a given treatment 
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is effective in rodents, the effectiveness still needs to be replicated 
in gyrencephalic models like cats, pigs or non-human primates 
prior to the start of the clinical trials [14]. In stroke, which affects 
in particular the cortex and thus higher cognitive functions, a 
gyrencephalic model is important. In SCI, spinal cord dimensions 
(human spinal cord including the lesion area is at least 10 times 
larger than rat spinal cord) demand the use of an animal species, 
which at least approaches the dimensions of the human spinal 
cord. Until now there are only very few examples of large animal 
studies, which were translated into a clinical trial. The neuropro-
tective agent NXY-059 was investigated in a primate middle cere-
bral artery occlusion (MCAO) model [15] and was investigated in 
a clinical trial, which again failed to demonstrate efficacy of the 
drug [16, 17]. An antibody against the myelin component Nogo 
was reported to be effective in a monkey lateral cervical spinal 
cord hemisection model [18], which eventually served as the basis 
for a first in man open-label multicentre clinical study. The publi-
cation of the results of this study is still pending.

Taken together, official recommendations in stroke and SCI 
research [19,  20] strongly recommend the use of large animals 
based on theoretical considerations, which have yet to demon-
strate their usefulness on the way to successful clinical translation. 
In particular, species-specific ethical issues such as appropriate 
animal husbandry and financial resources required to set up an 
approppriate infrastructure for large animal reseach have to be 
considered [21, 22].

Animal age
Stroke is a disease of the elderly population. Cofactors pronounced 
in the elderly population such as multimorbidity and impaired 
translation of neurological recovery into function tremendously 
influence the outcome [23]. In contrast, most experimental stroke 
models do not sufficiently account for age. Even more, mainly 
young inbred healthy male animals without comorbidities are 
preferably investigated (Table 11.1). Rodent models for aged ani-
mals or animals with other relevant cardiovascular risk factors 
like hypertension exist, however, they did not provide the preclin-
ical basis for translation into the clinic so far [24].

In traumatic SCI—paralleling findings in stroke—the recov-
ery of sensorimotor function correlates inversely with increasing 
age with regard to recovery of function (e.g. locomotor function) 
[25]. However, considering the average age at traumatic SCI onset 

(between 30 to 38 years of age; [26]), the typical animal age in pre-
clinical studies reflects the clinical situation better. Widely used 
inbred female rodents are typically 10 to 12 weeks of age, which 
corresponds to 16–18 years of age in humans [27] (Table 11.1).

Animal gender
Gender preferences exist in both stroke and SCI animal models. 
While epidemiological data suggest that stroke is a relatively bal-
anced disorder in terms of gender distribution (28), male animal 
models are usually employed in preclinical studies (Table 11.1). 
It is known that important pathophysiological processes vary 
depending on the gender. For example, the infarct size in female 
mice is smaller than in males [29], which additionally illustrates 
potential gender biases.

In SCI, the predominant gender is the complete opposite pre-
clinically and clinically. In animal models female rodents are pre-
ferred, since manual bladder emptying in females is facilitated due 
to obvious neuroanatomical advantages (Table 11.1). Clinically, 
many more male individuals suffer from traumatic SCI with a 
male to female ratio of up to 6.7:1 [26]. The female rodent prefer-
ence might lead to false positive functional outcome assessments, 
since female rats have been shown superior spontaneous recovery 
following spinal cord contusion compared to male rats [30].

Strain/species
Depending on the species and strain, vascular variations (anoma-
lies in the circle of Willis) have been described, which differen-
tially affect the susceptibility to a given stroke model. Hence, 
different neurological/functional deficits might arise despite the 
application of the same stroke model [31–33]. Therefore, the com-
parability of interventional effects between identical stroke mod-
els but different small animal strains is limited (Table 11.1).

In small animal SCI models substantial differences have 
been reported in terms of morphological changes at the lesion 
site. Mice lack cystic cavity formation at the lesion site [34, 35], 
whereas rats—paralleling pathological findings in primates and 
human subjects—develop typical cystic lesion defects. Such spe-
cies differences can have profound implications. As an example, 
PTEN (phosphatase and tensin homolog) inactivation in mice, 
which activates the intrinsic axon regrowth capacity, promotes 
axon regrowth across the non-cystic lesion site [36]. In the clin-
ical setting such an approach would not yield structural and 

Table 11.1 Lesion models versus human disease characteristics

Stroke SCI

Small animal Human Small animal Human

Age 8–16 weeks, corresponds to 
16–18 years of human age

Mean age 69 10–12 weeks, corresponds to 
16–18 years of human age

mean age 45*

Gender Predominantly male Female: male ≈ 1:1 Predominantly female Female: male ≈ 1:3.5*

Lesion type LOCAL vessel occlusion Thromboembolic occlusion Knife transection or contusion Contusion or long-term compression

Lesion

 Level/region

 Severity

Middle cerebral artery

Extensive

Multifocal

variable, mostly circumscribed

Thoracic level**

Predominantly incomplete

Cervical: thoracic level ≈ 1: 1*

Complete: incomplete ≈ 1: 1.2*

*Based on ‘European Multicenter Study about Spinal Cord Injury (EMSCI)’ data set (2001–2012) (Rupp, unpublished data).

**Related to contusion injury/only few models use cervical contusion injury.
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consecutive functional improvement without combinatorial treat-
ment approaches aiming for cyst replacement. Furthermore, the 
choice of the animal strain can influence the observed functional 
outcome (Table 11.1). Sprague–Dawley rats for instance regain 
quicker and superior locomotor function following contusional 
SCI, compared to Long–Evans rats [37].

Other strain/species dependent differences have to be consid-
ered in respect to neuroanatomy, neuroplasticity and neuroim-
munological diversity, which may dfferentially affect functional 
outcome after SCI [38–43].

Lesion model and severity
Lesion model
In stroke and SCI, two principal types of lesion models are typi-
cally applied. First, more artificial lesion models, which do not 
really represent the pathophysiology of the respective disease 
entity. However, they are justified since they allow to address 
specific basic scientific questions. For instance, can target rein-
nervation—as a prerequisite for functional recovery in complete 
SCI—be achieved at all in a wire knife partial spinal cord tran-
section model? Second, lesion models do exist that mimic the 
human disease as close as possible. Such a lesion model, for exam-
ple embolic artery occlusion in stroke, is employed to get as much 
confidence as possible that an experimental paradigm is likely to 
work after translation into the clinical setting [33].

Ischaemic stroke is a heterogeneous disease with respect to 
aetiology. Typically, a brain-supplying vessel is occluded by 
either thrombotic or embolic mechanisms causing focal cerebral 
ischaemia to the brain. Several experimental procedures have 
been established to mimic the different clinical stroke aetiologies 
in animals [44]. Those range from highly artificial photothrom-
botic stroke in rodents over selective thermocoagulation of blood 
vessels in squirrels to clinically relevant models such as embolic 
artery occlusion models using homologous clots [44–46]. Since 
most of these preclinical studies failed in terms of clinical transla-
tion, the question arises, whether the applied stroke models do 
sufficiently resemble the clinical situation [47, 48] (Table 11.1).

Compared to the human situation, CNS lesions in animal 
models are considered to be rather uniform and homogeneous. 
However, a hypothetical power calculation for the widely applied 
intraluminal MCAO filament (suture) model in mice with an 
occlusion time of 60 minutes [49] gives a different impression. 
Due to collateral blood vessels from the anterior and posterior 
circulation, infarct volumes are highly dependent on the con-
comitant occlusion or patency of these collaterals. In the setting 
of collateral vessel patency the mean infarct volume was 49.2 mm3 
with a standard deviation of 17.2 (Leach correction). Assuming 
that a new therapy would lead to an infarct volume reduction of 
10%, a sample size of 205 animals per group would be necessary 
(double-sided alpha error rate of 0.05, statistical power of 0.8, 
t-test for independent groups).

In the clinical setting, most spinal cord injuries occur via a blunt 
trauma to the spinal cord, leading to the combination of a contu-
sion/compression injury [50, 51]. Preclinically, partial to complete 
knife/scissor transection as well as contusion/compression are in 
use (Table 11.1).

Transection SCI models do only reflect human pathology in 
very few instances [52, 53]. However, these models allow analysing 

fundamental pathophysiological mechanisms and generate very 
limited interindividual lesion size variability. Transection models 
are well suited to investigate axonal regrowth and sprouting [54]. 
Over many years, it was proposed but never demonstrated that 
regenerative approaches aim for reinnervation of target neurons, 
which requires both long-distance axon regeneration and proper 
target recognition. Therefore, a highly artificial rat cervical lesion 
model was established, where the dorsal columns containing the 
ascending proprioceptive projections were transected close to the 
target neuron area in the medulla oblongata—the nucleus cunea-
tus. Indeed, combined cellular transplantation and neurotrophin 
overexpression promoted axon regrowth across the lesion site 
and proper target reinnervation [55], including recovery of func-
tion [56]. These studies provided for the first time the proof of 
principle that target reinnervation can be achieved after experi-
mental SCI.

Overall, rat thoracic weight drop contusion injury models 
closely mimic morphological, neurophysiological, and functional 
changes described in the human situation [57]. Even though con-
tusion/compression injuries to the spinal cord are induced by 
means of a clip, forceps or an inflated ballon with a defined force 
[58–63], the heterogeneity between lesioned animals is much 
higher compared to transection SCI, since they are very sensitive 
to differences in velocities of impact [59, 64].

The choice of the lesion model also affects the incidence of typ-
ical SCI-related complications. For example, a hemisection model, 
as opposed to a contusion spinal cord injury, has been shown to 
promote the occurrence of neuropathic-pain related parameters 
(allodynia). This needs to be considered, when side effects, such 
as neuropathic pain, are evaluated after an experimental therapy 
administration [37].

Lesion severity
The clinical heterogeneity of stroke, especially with respect to 
infarct size is not only relevant for the lesion and neurological def-
icit itself, but also for ensuing complications (immunodepression, 
infectious complications) [65]. With respect to the clinical trans-
lation of immunological consequences however, rodent models 
are only of limited usefulness due to phylogenetically different 
immunological responses [66]. Moreover, other prognosis relevant 
complications like hypertension, hyperglycemia or fever are only 
incompletely modeled by most experimental stroke studies [33].

While in clinical stroke infarcts are usually small in size (4.5–
14% of the ipsilateral hemisphere), most experimental rodent 
stroke models generate rather large infarcts with sizes up to 55% 
of the hemisphere [67] (Table 11.1). These models might be of value 
for the analysis of fundamental disease mechanisms. For an anal-
ysis of interventional treatment effects others than decompressive 
surgery, these large infarcts are unsuitable. In the clinical set-
ting comparable infarct volumes would lead to space-occupying 
malignant infarcts with mortality rates up to 80% [68], unless a 
life-saving decompressive hemicraniectomy is performed [69].

Unlike stroke models, rat contusion SCI creates lesion dimen-
sions, which are in relation to the size of the spinal cord compara-
ble to human SCI. Paralleling pathological findings in the human 
injured spinal cord, the gray matter is severely affected with a vari-
able degree of white matter sparing. In contrast to human SCI, 
which affects ventral and dorsal white matter equally, rat contu-
sion SCI primarily lesions the dorsal white matter [53] (Table 11.1).
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In SCI, the degree of disability and secondary complications are 
critically influenced by the neurological level of injury. In humans 
the majority of injuries occur at cervical level [26, 70], which are 
accompanied by many potentially disease-modifying complica-
tions (respiratory failure, infections, pressure sores). In contrast, 
the majority of preclinical studies prefer thoracic SCI, since due 
to severe immobility and respiratory problems complete cervical 
SCI cannot be handled in the preclinical setting (Table 11.1). 
Incomplete cervical contusion SCI models with clinically observ-
able functional deficits, such as forelimb/hand motor deficits or 
autonomic dysfunction, have been established, but only to a lim-
ited extent [71, 72].

Factors related to therapy
Standard of care therapy
The only available FDA-approved treatment of acute ischaemic 
stroke, which improves functional outcome, both on the level of 
body function and the level of activities, is intravenous throm-
bolysis with alteplase (tissue type plasminogen activator) within 
4.5 hours after stroke onset [73–75]. Why other preclinically 
promising intravenous thrombolytics failed, remains a matter of 
debate [76–78]. With respect to functional recovery, the start of an 
early on and ongoing neurorehabilitation programme remains the 
mainstay of treatment after ischaemic stroke [79–81].

Given these two proven strategies to improve functional recov-
ery in ischaemic stroke (reperfusion therapy and neurorehabili-
tation) (Table 11.2), there is a need for their implementation in 
preclinical work. Novel treatment strategies need to demonstrate 
additional benefit before implementation in the clinical setting, 
where established therapies will be administered.

In the rodent experimental setting, rehabilitation strategies 
might exhibit a couple of dissimilarities compared to the clinical 

situation. While formal forelimb training in rodents improves 
skilled reaching [82–84], forced use paradigms established for 
upper limb rehabilitation in chronic clinical stroke [85–87], might 
lead to the exacerbation of infarct size and worsening of behav-
ioural tests if initiated too early [88–90]. Vice versa, when started 
too late, beneficial effects might be missed due to the rapid spon-
taneous recovery or reduced efficacy of a delayed rehabilitative 
intervention, respectively [91–93].

After spinal cord trauma, an effective causal treatment like ves-
sel recanalization in ischaemic stroke is not available. Operative 
and non-operative interventions for spine stabilization are widely 
accepted among clinicians albeit missing scientific evidence 
[94, 95] (Table 11.2). The main goals of spinal surgical interven-
tions (decompression, stabilization) are to reduce pressure and/
or improve perfusion of the injured cord and to allow rehabilita-
tion in patients as soon as possible [96]. It has yet to be confirmed 
whether spine stabilization or timely surgical spine decompres-
sion improves the outcome after traumatic spinal cord injury [97]. 
Preclinical studies dedicated to investigate beneficial effects of 
early decompression suggest an improved outcome [98]. Almost 
all SCI models—except for the ballon compression model—
require laminectomy before the actual SCI lesion, which can be 
considered as a potential outcome influencing prophylactic neu-
roprotective measure. Therefore, decompression as it is applied to 
human subjects is not reflected properly as standard care treat-
ment in small animals. Only few animal studies investigating 
regeneration promoting tools included spine stabilization into 
their standard therapeutic regimen [30, 45, 99].

Uncertainty also exists with respect to early and high dose 
methylprednisolone treatment after traumatic spinal cord injury, 
leading to ambiguity in current clinical guidelines [100–102]. 
According to a recently published survey around 50% of acute 
SCI patients still receive high-dose steroid treatment in Germany 

Table 11.2 Standard of care and experimental therapy

Stroke SCI

Animal Human Animal Human

Standard of care ◆ None ◆ Thrombolysis

◆ Decompressive 
hemicraniectomy in  
malignant cerebral infarction

◆ Management of risk factors/
complications

◆ Rehabilitation

◆ Laminectomy before contusion

◆ Postoperative manual bladder 
evacuation and prophylactic 
antibiotic treatment

◆ Laminectomy subsequent to 
contusion/compression

◆ Spinal fixation

◆ Management of risk factor/
complications

◆ Permanent/intermittent 
catheterization

◆ Rehabilitation

Experimental therapy

Timing of therapeutic 
intervention

◆ Drug administration 
frequently 
immediately 
after induction of 
ischaemia

◆ Drug administration  
frequently delayed between 
4–6 h post ischaemia onset

◆ Drug administration/cell 
transplantation usually within few 
days after injury

◆ Prolonged interval between 
injury and administration of 
drug/cells

Route of administration ◆ Frequently systemic 
i.v./i.p. administration

◆ Frequently systemic i.v. 
administration

◆ Frequently drug administration 
locally at injury site

◆ Cell transplantation without 
imaging guidance into lesion 
centre

◆ Drug frequently administered 
not locally

◆ Cell grafting under ultrasound 
guidance around lesion centre
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[103]. While there might be a slight treatment effect for improved 
sensory-motor function in the very acute phase of up to 8 hours 
after injury, adverse events like infectious complications are 
doubtlessly increased with methylprednisolone treatment [100].

Standard procedures during the post-acute stage of SCI are 
based on rehabilitative concepts to restore independence to 
a maximum level. Depending on the lesion level and severity, 
existing sensorimotor dysfunction will be restored or compen-
sated. Albeit missing evidence for individual rehabilitative con-
cepts, lesions of the autonomic nervous system, in particular 
neurogenic bowel and bladder dysfunction, require significant 
therapeutical attention. Regulation of bowel evacuation and han-
dling of voiding dysfunction thus represent standard therapeuti-
cal targets in clinical routine, which are yet rarely introduced 
into preclinical studies evaluating regenerative approaches 
[104, 105]. Preclinical evidence emphasizes that the combination 
of a regenerative therapy with specific rehabilitative measures 
may impair functional outcome, if not synchronized properly 
[105]. Accordingly, regenerative strategies considered for clinical 
translation should be evaluated in combination with rehabilita-
tive interventions.

Experimental therapies
In order to allow optimal predictability of a targeted 
neuroprotective/-regenerative therapy, respective modes of drug/
cell administration have to be harmonized as close as possible. 
Timing of therapeutic intervention in relation to the lesion time 
point represents a highly relevant issue in the translation of a 
given therapeutic intervention.

Timing of therapeutic intervention
Neuroprotective therapies in ischaemic stroke target early patho-
physiological events (excitotoxicity, inflammatory changes, neural 
apoptosis, free radicals, calcium influx). Therefore, short intervals 
between disease onset and drug administration are considered to 
be critical in neuroprotective therapies following the theme ‘time 
is brain’. In preclinical studies, this prerequisite has been met 
(Table 11.2). However, clinical studies investigating the efficacy of 
neuroprotective agents following cerebral ischaemia, frequently 
struggle with the timely drug administration. For example, the 
free radical scavenging drug NXY-059 was applied within 4 hours 
after stroke onset [106], whereas respective clinical trials allowed 
to administer the drug within a 6 hour time frame [16,  17]. 
Preclinical and clinical assessment of another free radical scav-
enger—Tirilazid—yielded even more pronounced differences with 
respect to treatment delay (10 minutes in preclinical experiments 
versus 5 hours in the clinical trial) [107].

Cell-/biomaterial-, soluble drug- or gene therapy- based 
neuroregenerative therapies should ideally be applied within a 
narrow time frame after SCI. Depending on the particular ther-
apeutic intervention, the time frame compared to neuroprotec-
tive strategies is not as critical in respect to the time post injury. 
Nevertheless, in order to increase the predictability of clini-
cal efficacy, preclinical and clinical treatment windows should 
be matched as close as possible (Table 11.2). Looking at solu-
ble factor based regenerative therapies, which were translated 
into clinical trials, significant discrepancies between preclini-
cal and clinical drug administration are apparent. A dura-
permeable formulation of C3-transferase—BA-210—aiming 

for Rho-inactivation was applied locally immediately after 
injury, whereas in the clinical trial a treatment delay between 
7.83 and 146.1 hours was reported [108]. In case of specific 
antibodies aiming to eliminate axon growth inhibitory effects 
of the myelin-associated protein Nogo, the differential treat-
ment delay in preclinical versus clinical studies was even more 
pronounced. Preclinical studies investigated structural and 
functional effects of respective antibodies only resulting from 
drug administration immediately post SCI [109]. In the clinical 
trial, antibodies were then applied in a time frame up to 28 days 
post injury [110]. Looking at logistically challenging cell-based 
regenerative studies the maintainance of a proper treatment 
interval is even more difficult. An ongoing clinical trial inves-
tigates allogenic fetal derived neural stem cells in the subacute 
phase of SCI between 3 months and 1 year after injury [111]. 
In contrast, respective preclinical studies administered the cells 
9 days after contusion SCI in mice [112]. Applying autologous 
cell transplantation based therapies represents the most difficult 
strategy in terms of timely therapeutic intervention. Cells need 
to be harvested from patients’ tissue samples, isolated and prop-
agated in culture to be transplanted back into the patient. Most 
preclinical studies aiming at autologous transplantation mimic 
this rather complex cell preparation procedure by substituting 
syngenic cells. A study in spinal cord injured rats has provided 
proof of principle that within an 8-week time frame autologous 
neural progenitor cells can be isolated and propagated in suf-
ficient quantities from small subventricular zone biopsies and 
transplanted into the spinal cord lesion site eliciting substantial 
structural repair [113]. Whether a comparable time frame is fea-
sible for autologous transplants in the clinical setting remains 
to be demonstrated.

Therapy administration route

In experimental and clinical stroke neuroprotective treatment 
administration routes are rather homogenous. The majority of 
clinical trials follow the preclinical administration strategy—usu-
ally systemic i.v., i.p. or s.c. treatment. For example, the neuro-
protective drugs Tirilazad and NXY-059 were both investigated 
primarily after i.v. infusion in rats [107, 114]. Correspondingly, in 
respective clinical trials the study medication was also adminis-
tered i.v. [16, 115].

In contrast, in SCI, relevant differences do exist with respect 
to the therapy administration route. Preclinical studies inves-
tigating the regenerative capacity of anti-Nogo antibodies 
applied the drug continuously either intrathecally remote 
from the lesion site (respective antibody secretion by hybri-
doma cells implanted intracerebral [116]) or at the lesion site 
[18, 117]. In contrast, in the respective clinical trial anti-Nogo 
antibodies were applied either continuously intrathecally via a 
lumbar catheter or as repetitive bolus injection also via lum-
bar intrathecal injection. Indeed, the pharmacokinetics in 
terms of drug distribution after intrathecal or intracerebral 
and local spinal versus lumbar infusion (in human subjects) 
have yet to be determined. Lumbar intrathecal bolus injections 
have not been evaluated in small animal studies investigating 
anti-Nogo administration after SCI (Table 11.2). Regarding 
cell-based local transplantation strategies, cells are frequently 
transplanted into the area of the spinal cord lesion without 
exact non-invasive identification (magnetic resonance imaging 
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(MRI), ultrasound) of the lesion boundaries in preclinical 
studies (Table 11.2). Clinical trials aiming at translation of 
respective cell-based therapies, increaslingly employ ultra-
sound guided injection of cell grafts into the rostral and caudal 
boundaries of the lesion cyst [118–120].

Factors related to outcome parameters
Outcome in CNS disease is determined by both, true recovery 
(axonal regrowth and sprouting) as well as compensation mecha-
nisms (e.g. compensatory movements in order to improve skilled 
reaching). Standard behavioural tests in the clinical as well as 
in the preclinical setting are usually not suited to discriminate 
between true recovery and compensation (Table 11.3). Depending 
on the mode of action of new treatment interventions, correct out-
come parameters need to be chosen.

Ideally, relevant animal models should not only reflect neuro-
nanatomical and physiological changes (level of somatic func-
tions), but in addition further aspects such as ADL in order to 
serve as useful predictors of therapeutic efficacy in CNS disease. 
Outcome parameters for small animals, which correlate with 
ADL, have yet to be developed. Meaningful outcome param-
eters in animal models need to reflect the expected mode of 
action by the treatment under investigation as close as possible. 

For example, treatments with potential effects on upper extrem-
ity sensorimotor function including fine motor control in 
humans are not properly reflected by BBB locomotor assessment. 
Assessment of fine motor skills in rodents is quite challenging, 
considering the fact that corticospinal projections in lysence-
phalic rodents are different from those in gyrencephalic humans 
[40, 121]. Therefore, species-specific neuroanatomical/-physio-
logical differences represent a major obstacle in the translation of 
potential treatments.

Assessment of structural changes
In ischaemic stroke, the final infarct size or reduction of final 
infarct size, which can be analyzed postmortem by histology or 
non-invasively in the living animal by MRI, represent the most 
frequently applied structural outcome measures in preclincal 
models, targeting the effects of neuroprotective therapies (Table 
11.3). The infarct size can easily be quantified by the given meth-
ods in any species and it correlates moderately to strong with 
short- and long-term clinical outcome [122–126]. The gold stand-
ard for this rather crude morphological analysis in animal models 
is still postmortem histopathology [127] (Table 11.3). But recently, 
MR stroke imaging has become a robust tool for the intravital 
measurement of infarct size, even in small animals [128, 129]. 
Hence, serial correlations with behavioural outcome measures 

Table 11.3 Outcome measures in animal models and humans

Stroke SCI

Small animal Human Small animal Human

Neurological impairment ◆ None ◆ Standardized neurological 
examination (NIHSS)

◆ None ◆ Standardized neurological 
examination (ISNCSCI)

Functional impairment

Locomotion ◆ Rotarod

◆ Foot-fault test

◆ Step test

◆ Repetitive task training

◆ Several walking tests

◆ BBB

◆ Footprint analysis

◆ Beam walking

◆ Kinematics

◆ Walking Index for Spinal 
Cord Injury (WISCI)

◆ Spinal Cord Independence 
Measure (SCIM)*

Hand/Arm Function ◆ Cylinder rearing test

◆ Montoya Staircase test

◆ Repetitive task training ◆ Forelimb reaching ◆ Graded Redefined 
Assessment of Strength, 
Sensibility and Prehension 
(GRASPP)

Independence ◆ Morris Watermaze 
test (examining spatial 
memory/learning)

◆ Barthel Index

◆ mRankin

◆ None ◆ SCIM**

Patient-reported outcome

Quality of Life ◆ None ◆ Several assessments available ◆ None ◆ Several assessments 
available

Neurophysiology ◆ None ◆ None ◆ Somatosensory evoked 
potential (SSEP)

◆ Transcranial motor evoked 
potential (TcMEP)

◆ Somatosensory evoked 
potential (SSEP)

◆ Transcranial motor evoked 
potential (TcMEP)

Imaging ◆ Histology

◆ Small animal MRI

◆ MRI ◆ Histology ◆ MRI

* Domain ‘Mobility’.
** Domain ‘Self-Care’ and ‘Respiration and Sphincter Management’.

 

 

 



SECTION 2 physiological consequences of cns damage118

are possible in rodents and non-human primates [130, 131]. The 
advantage of infarct size assessment is that non-invasive MRI can 
easily be translated from the animal study to the clinical trial. 
However, can it really be expected that a given neuroprotective 
treatment saves brain tissue as whole or would such a treatment 
rather protect defined neuronal populations, which are most 
likely not visible by just measuring the infarct size? Or in other 
words, is MRI infarct size assessment just not sensitive enough to 
detect neuroprotective therapy related changes?

Mere infarct size measurement does not specify the underly-
ing mechanisms with respect to true neurological recovery ver-
sus behavioural compensation. In the animal setting for example, 
treatment with an enriched environment leads to a better func-
tional outcome despite the induction of approximately 8 % larger 
cerebral infarcts [132]. Underlying mechanisms of these at first 
sight inconsistent effects remain obscure.

In SCI structural outcome assessment following a therapy aim-
ing for neuroregeneration is more diverse. Several histopatho-
logical methods exist to analyse axonal regrowth and sprouting 
after experimental SCI. Axons can be visualized and quantified 
via immunohistochemistry, anterograde and retrograde tracing 
of motor, sensory and autonomic pathways [133–136]. However, 
as already mentioned, axon regrowth does not necessarily mean 
re-establishment of neuronal connections, which have been inter-
rupted. Few studies actually show reinnervation of previous neu-
ronal targets [55, 56]. Furthermore, myelination and the status 
of oligodendroglial survival/replacement can be assessed ultras-
tructurally [137–139]. Of course, such a structural post mortem 
assessement is not applicable to clinical trials. Here, non-inva-
sive visualization of the human spinal cord is exclusively based 
on MRI, which can also be employed for in vivo small animal 
imaging [140, 141]. MRI technology has advanced tremendously 
within the last decade and it is in principle capable of detecting 
changes related to axon integrity (diffusion tensor imaging) and 
myelination status (magnetization transfer ratio). However, these 
sequences cannot yet be applied to the spinal cord, where sur-
rounding bone structures, metal artefacts resulting from spine 
stabilization and respiration associated motion artefacts impede 
specific structural analysis. As in ischaemic stroke, MRI can 
visualize the lesion size in both experimental and human SCI. In 
general, the correlation between the lesion size detected with MRI 
and functional outcome is rather poor [142, 143]. But, as already 
mentioned, metal artefacts due to spine stabilization in most 
instances heavily restrict the analysis of the lesion area.

Assessment of functional changes
In clinical reality, it is not a structural surrogate readout parameter 
that is essential for the patients. Instead, it is a clinically meaning-
ful functional improvement. Several preconditions are essential 
for an accurate measurement of functional outcome in the clinical 
as well as in the preclinical setting. (1) Test validity: does the test 
measure what it is alleged to measure? (2) Test reliability: does the 
test produce similar results under consistent conditions? (3) statis-
tical methodology: selection of a correct statistical model.

For the clinical setting of acute ischaemic stroke, validated test 
instruments exist to measure functional outcome on the body 
level (NIHSS) as well as on the activity level (modified Rankin 
Scale [mRS], Barthel Index) (Table 11.3). As a surrogate marker 

for functional outcome in the clinical setting, stroke volume is a 
reliable and major predictor for both the body function level and 
activity level [144–146]. For estimation of the functional outcome, 
the time course of spontaneous recovery, which takes a period of 3 
to 4 months in humans, needs to be taken in to account [147, 148]. 
For details on spontaneous recovery, its mechanisms and restora-
tive therapies see:  [149,  150]. In addition, compensatory move-
ments in the animal model (rat) improve functional activity 
scores for forelimb function without true neurological improve-
ment [151, 152]. Thus, understanding recovery and compensatory 
mechanisms might be relevant for future designs of treatment 
interventions [153].

Outcome scores/analyses should be applied according to the 
anticipated mode of action of the new treatment. While for an 
‘all or nothing’ treatment like thrombolysis a dichotomized out-
come scale (favorable versus unfavorable according to the mRS) 
might be appropriate, this approach appears to be rather inappro-
priate for a supposed neuroprotective agent [154, 155]. In other 
cases again, it might be wise to choose an activity-level based or a 
body-level based outcome test, respectively.

In the clinical setting robust baseline scores are available for 
SCI. These are reliable predictors for final outcome [156–159]. 
However, in the experimental setting similar behavioural scores, 
indicating the completeness of the lesion at baseline are missing 
(Table 11.3). Such scores would not only be helpful in the experi-
mental setting to improve baseline risk stratification, but might 
also be beneficial with respect to clinical translation (functional 
versus structural completeness).

The most important clinical assessments in SCI are the 
‘International Standards for Neurological Classification in Spinal 
Cord Injury (ISNCSCI)’ of the ‘American Spinal Injury Association 
(ASIA)’ and the ‘Walking Index for Spinal Cord Injury (WISCI)’, 
as well as the ‘Spinal Cord Independence Measure (SCIM)’, 
respectively [160–162] (Table 11.3).

For the most commonly used animal experiments (rodent 
models) mainly open-field behavioural assessments like BBB 
and BMS scores are applied [163, 164]. These scores were devel-
oped and validated for the analysis of hindlimb locomotor func-
tion in rats and mice. Main problems of the tests are the lacking 
rater-objectivity and the nonlinear/discrete distribution of the 
test results. Moreover, there is no clear consensus on how much 
difference in the BBB score from baseline is a meaningful change 
with respect to clinical translation. Thus, there is a need for more 
objective functional tests with transferability or rather compara-
bility to the clinical setting [165–167]. Even more differentiated 
tests with improved inter-rater reliability, more detailed covering 
of changes in functional performance and more objective evalu-
ation of different locomotion parameters, such as the ‘Ladder 
Beam Walking Task’ in mice [168] or the ‘CatWalk-Assisted 
Gait Analysis’ in rats [169], do eventually represent poor surro-
gates for the actual used clinical outcome parameters. Recently, 
sophisticated treadmill approaches were added to the repertoire 
of functional outcome/gait analysis assessments in rodents [170, 
171]. Notwithstanding the fact that the latter assessments con-
cern quadrupeds, one might draw a parallel to clinically used 
gait analysis concepts [172, 173]. Even though, a systematic tran-
sitional evaluation of these tests as surrogate markers has not yet 
taken place.
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Since the majority of clinical spinal cord injuries are located at 
cervical level with consecutive upper extremity dysfunction, cor-
responding functional assessment of forelimb function in respec-
tive animal models represents a challenging task. Effects on fine 
motor skills are modest and hard to assess in rodents and there-
fore of limited sensitivity regarding the translation into the clini-
cal setting [142, 174]. Generally used assessments in animals are 
gross sensorimotor skill tests like the ‘forelimb reaching task’, 
meanwhile refined by differentiated video motion analysis to 
identify compensatory movements of spinal cord injured rat [175–
179]. Skilled forelimb reaching is also reflected by the ‘Montoya 
Staircase Test’ and the ‘Cylinder Rearing Test’, which have 
been used in several models of CNS diseases including SCI [72, 
180, 181]. Whether non-human primate models suffice to close the 
translational gap remains to be evaluated [22].

In the clinical context, the Graded Redefined Assessment of 
Strength Sensibility and Prehension (GRASSP) has been estab-
lished to assess upper limb function in tetraplegic patients in a 
standardized fashion [182, 183].

Reliable assessment tools for autonomic dysfunction (bladder, 
bowel, cardiovascular and sexual function), which substantially 
affects quality of life in SCI subjects, receive increasing atten-
tion both in the preclinical and clinical setting in recent years 
[184, 185]. However, the predictive value of such assessments still 
needs to be investigated.

Neurophysiological measurements, in particular 
somatosensory-evoked potentials (SSEP) and motor-evoked 
potentials (MEP) allow objective assessment of long distance 
neural connectivity in animals as well as in patients [186,  187] 
(Table 11.3). Even so, the translatability of preclinical neuro-
physiological findings into the clinical setting has not been dem-
onstrated yet.

Summary and conclusion
With the use of preclinical models, substantial knowledge about 
fundamental CNS disease mechanisms (degeneration, regenera-
tion, inflammation) and potential modes of action of treatments 
has been gathered for spinal cord injury and ischaemic stroke 
over the past decades. Nevertheless, the output in terms of suc-
cessful clinical translation of promising preclinical research 
results is poor [4, 11,188–193]. And this is despite joined efforts 
in both diseases to define the most important criteria, which 
have to be considered in order to substantially increase the like-
lihood that a given preclinical therapy will successfully trans-
late into a clinically approved treatment. Already 10 years ago, 
first recommendations based on meta-analysis of existing pre-
clinical studies—so called Stroke Treatment Academic Industry 
Roundtable (STAIR)—were presented in ischaemic stroke. [14, 
19]. In SCI, guidelines for the conduct of clinical trials have also 
been established [159, 186, 194, 195]. In terms of preclinical stud-
ies, a survey in the scientific community investigating the most 
relevant factors of preclinical studies and recommendations for 
the optimal conduct of preclinical experiments has recently been 
published [196].

In the following, we summarize pitfalls of stroke and SCI dis-
ease models, which can be considered as either disease-specific or 
systematic.

Disease-specific pitfalls in stroke

1. Regarding the investigation of neuroprotective therapies in 
ischaemic stroke, particular concerns are focusing on the choice 
of structural outcome parameters. Most preclinical studies 
report successful neuroprotection as soon as a reduction of the 
infarct volume (determined by histology or MRI) is detected. 
However, this approach is rather crude, since neuroprotective 
interventions primarily aim to protect neurons and not the entire 
neuropil. Moreover, in due consideration of neuroanatomic 
aspects, it cannot be translated one to one into a correspond-
ing structural analysis in human subjects. In SCI, in recent years 
more and more efforts have been made to detect mechanisms 
of given neuroregenerative approaches such as reinnervation, 
which are likely to account for functional recovery [55, 56].

2. Compared to SCI, the discrepancy in terms of average animal 
age and average age of patients is much more apparent in stroke.

3. The ischaemic territory (middle cerebral territory) is rather 
uniform throughout the majority of preclinical studies. In SCI, 
a wider variety of lesion levels (cervical or thoracic) and severity 
(incomplete versus complete) are available in the experimental 
setting.

Disease-specific pitfalls in SCI

1. Potential pitfalls particularly relevant for SCI concern the 
animal size in the context of axon regeneration. Axons have 
to regrow over much longer distances in humans to promote 
reinnervation compared to small animals. In neuroprotective 
therapies in stroke the issue of animal size is less relevant.

2. Another issue in SCI relates to the timing of the therapeutic 
intervention. Neuroprotective therapies in stroke models are 
applied immediately after induction of the ischaemia. Likewise 
in humans, the goal is to initiate the respective therapy within 
an early time window after the ischaemia. In neuroregenera-
tive approaches for SCI, timing is still less stringent in both 
animal models and clinical trials. In most regenerative therapy 
approaches, the application of the drug, cell or biomaterial fre-
quently needs time (surgery required, cells need to be delivered/
prepared). Furthermore, it is not precisely known, which time 
point of intervention in animal studies translates into corre-
sponding time points in humans.

3. The route of therapy administration (soluble factors and cell 
transplantation) in preclinical SCI studies is frequently not 
properly translated into respective clinical trials. In ischaemic 
stroke, both preclinical and clinical therapies are consistently 
applied systemically (mostly i.v.)

Unspecific pitfalls

1. In SCI, functional outcome assessments almost completely 
neglect the field of autonomic dysfunction (neurogenic bowel 
and bladder or sexual dysfunction), since respective functional 
outcome tools are rather complex to implement or have not yet 
been developed. In ischaemic stroke, assessments investigating 
higher cognitive function—frequently contributing substan-
tially to disability—are missing.
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2. In terms of the predictive value, both stroke and SCI employ 
highly controlled, homogenous, mostly inbred-strain based 
animal populations, which do not reflect the clinical situation.

3. Comorbidities are not properly addressed in both animal mod-
els. In stroke, diabetes and hypertension that could influence 
the outcome of stroke significantly, do not play a role in respec-
tive animal models. In SCI, additional polytrauma associated 
lesions such as fractures, organ damage (e.g. lung contusion) 
and secondary complications in the acute situation (e.g. pres-
sure sores, pneumonia) are not considered in animal models. 
Undoubtedly, these aspects can hardly be introduced into pre-
clinical models.

4. Both SCI and stroke models employ uniform lesion mecha-
nisms, which do not adequately reflect the aetiology of these 
diseases in humans. In stroke, primary large and small ves-
sel occlusions as well as arterial embolisms cause ischaemic 
events. However, only vessel occlusion models are used as 
reliable stroke model. Traumatic SCI, both in humans and in 
the animal model, is characterized by mostly blunt forces. In 
humans, there is a mixture of longer lasting compression (bone 
fragments are dislocated into the spinal canal) and short last-
ing contusion (e.g. in elderly patients with spinal stenosis). In 
the majority of the animal models, reflecting the clinical situ-
ation as close as possible, the spinal cord is contused without 
longer-lasting cord compression.

5. Gender preferences, which can be observed in both diseases 
(male in stroke, female in SCI), can easily be adjusted in future 
preclinical trials. Standard of care, which can positively and 
negatively influence the outcome, is mostly neglected or at least 
not controlled for in stroke and SCI models. Vessel recanaliza-
tion and all other measures applied in stroke units and rehabili-
tation centres are in most instances not part of preclinical 
stroke models. Properly timed decompression, spine stabiliza-
tion, bladder/bowel management and rehabilitation measures 
are in most instances not part of preclinical SCI models.

6. Large animal models are desirable for both disease entities. 
However, to date only few published studies exist in this con-
text. This is understandable considering ethical issues, financial 
restrictions and large animal numbers that are needed to get 
statistically relevant results.

Taken together, issues inherent to disease models, as well as 
higher-level pitfalls independent from the disease model, sup-
port the notion that animals fail to closely reflect the respective 
human disease entities stroke and SCI. Even if these factors were 
identified, they could not always be addressed in the preclinical 
setting. Therefore, preclinical models can at best provide proof 
of principle that a neuroprotective or neuroregenerative therapy 
will be effective. Specific attention should be paid to the detec-
tion of underlying structural mechanisms of recovery and robust 
and reproducible functional improvement in respective animal 
models. A provocative conclusion would be to proceed from the 
culture dish straight to the patient, employing animal models 
only for safety and pharmacokinetic analysis. However, this is 
not a realistic approach, which would find acceptance within the 
basic and clinical science community. As mentioned, there is still 
significant room for improvement. Current and future preclini-
cal neuroprotective and neuroregenerative therapy investigations 

need to demonstrate whether published requirements [14, 19, 52, 
109, 197–199] will help to substantially enhance the predicitive 
value of preclinical experiments.
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Animal models of damage, repair, 
and plasticity in the brain
Andreas Luft

Introduction
Successful therapies in medicine are based on a thorough under-
standing of their (patho-) physiological mechanisms. In neu-
rorehabilitation, mechanistic insights were achieved through the 
advancement of the neurosciences and have provided mechanis-
tic explanations for some therapeutic approaches that originated 
from experience—‘post-hoc’ so to say. Still, much is unknown.

Animal models complement the study of human physiology 
because they allow for the use of methodologies that cannot be 
used in humans. Differences in anatomy and physiology between 
humans and animals, however, limit the interpretability and 
applicability for human medicine. Since most of these methods 
are invasive, ethical questions need to be looked at carefully. 
Knowledge gains must potentially be substantial to justify the 
use of animals. In rehabilitation and recovery sciences, so little is 
known about the brain’s potential for recovery and the best ways 
to exploit this potential that animal experiments are necessary.

Why animal models
In the past, experience and observation served as a basis for 
the development of neurorehabilitation therapies. While this 
is certainly a valuable strategy, it falls short of the translational 
approach in which a physiological mechanism provides the idea of 
a therapeutic intervention and serves as a surrogate marker for its 
optimization. Constraint-induced movement therapy was devel-
oped based on monkey experiments showing that the non-use of a 
deafferentiated limb can be reversed by restricting the movement 
of, that is, immobilizing, the intact limb [1] . Deeper insights into 
the neurophysiology can only be reached by using animal models.

Animal models are also needed to test invasive interventions 
such as drugs [e.g.  2] or brain stimulation especially invasive 
brain stimulation [e.g. 3]. Such methods have not yet entered the 
clinical routine of stroke rehabilitation but are effective treat-
ment approaches in extrapyramidal movement disorders such as 
Parkinson’s disease or tremor. Without the evidence from animal 
experimentation would human use be difficult to ethically justify.

Animal models carry a decisive advantage, that is, their homo-
geneity. The optimal model has the least interindividual variabil-
ity that is related to methodology, for example, to the size of the 
brain lesion or the genetic background of the animals. This homo-
geneity allows to detect effects of interventions that are rather 
small and that would require large human samples and lengthy 

and costly clinical studies. This methodological advantage of ani-
mal models may help to identify drug side effects on neuroplas-
ticity—that is drugs that reduce or interfere with learning and 
recovery processes. Stroke patients receive a multitude of medi-
cations against seizures, depression, hypertension, agitation etc. 
Some of these drugs—based on their pharmacological action—
potentially reduce neural plasticity, as it may be the case for the 
antiepileptic levetiracetam [4] . If these drugs had dramatic effects 
of recovery, their detrimental action would probably have been 
noticed clinically. More likely, however, these effects are small and 
may add up to explain why some patients recover better then oth-
ers. Such small effect sizes are easier to detect in animal models of 
neuroplasticity that use a surrogate marker instead of behavioural 
recovery as their outcome measure.

Whether animal models are also apt to investigate mechanisms or 
efficiency of motor training methods is questionable. The neuroanat-
omy of the rodent motor system and the movement patterns used 
by rats are substantially different from humans, which limits com-
parability. Non-human primate model may be required to explore, 
for example, the neurophysiology of robot-assisted motor training. 
Non-human primates are able to be trained in a task-related manner 
after experimental stroke similar to humans [5] .

Why not—limitations of animal models
While we argued above that homogeneity is an advantage of 
animal models as compared with human studies, it is also their 
most significant disadvantage. Human stroke is largely variable—  
factors contributing to this variability are the site of the brain 
lesion, stroke aetiology, deficit severity, comorbidity, social factors, 
cognition, and likely other unknown factors. Many of these factors  
interact with each other, for example the presence of aphasia 
with the relationship to the caregiver/spouse and depression. An 
influence of these factors on recovery is likely [6] . Animal models  
cannot simulate such complex situations, which limits their  
comparability to humans.

Because most models of post stroke recovery use rats, differ-
ences in neuroanatomy need to be considered. The rat’s motor sys-
tem is substantially different from the human motor system: It is 
unclear whether the separation between primary motor, premotor 
cortex, and supplementary motor area also exists in the rat [7] . In 
the rat, primary motor and somatosensory cortex overlap, whereas 
in humans they are separated [8]. In rats subcortical regions play a 
bigger role in motor control. This is why behavioural deficits after 
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a cortical lesion are often small and only detectable in sensitive 
motor tests [9, 10].

The interpretation of movement deficits related to a brain lesion 
also has to consider the innate movement patterns of the animal. 
Rats are quadripedal and typically utilize their forelimbs in a 
bilaterally symmetrical fashion. Humans, in contrast, are bipedal 
and therefore require a more sophisticated motor control of bal-
ance. Upper extremity movement in humans are mostly uni-
lateral and if they are bilateral then both arms/hands are used 
in a cooperative manner, for example while opening a bottle 
[11]. Rats can perform unilateral movements but they have to  

slowly acquire and train these movements [12]. Considering that 
pre-existing knowledge of a task influences its recovery [13], the 
fact that most movements that serve as a measure for recovery 
are new to the rat while humans aim to recover motor tasks that 
they had performed thousands of times before, can limit rat-to-
human comparability.

One more difficulty in rodent models of stroke recovery is 
related to the ischaemia model itself.

Models of experimental brain injury
Several methods exist for inducing ischaemia in the brain of mice 
or rats and each has its own advantages and disadvantages [14] 
(Table 12.1). Most models involve cortical or cortical+subcortical 
strokes. Occlusion of the middle cerebral artery (MCAO) by 
using a filament inserted through the internal carotid artery, 
ligating the artery or injecting embolic materials is commonly 
used. MCAO-induced lesions vary in size [14]. Other models 
like photothrombosis (Figure 12.1) or intra- or epicortical injec-
tions of endothelin-1, a vasoconstrictor that produces reversible 
ischaemia for up to 3 hours, produce more homogeneous lesions, 
but are pathophysiologically distinct from human stroke. A sub-
stantial proportion of strokes in human affect solely subcortical 
white matter and/or basal ganglia—the typical lacunar strokes. 
Rodent models of subcortical stroke use stereotactic injections of 
endothelin-1 into the internal capsule [15] or into the subcortical 
white matter [16].

Apart from brain ischaemia models, recovery has also been 
studied in models of traumatic brain injury [17, 18]. The typical 
model involves a controlled cortical impact performed by cylinder 
that is driven by a linear velocity transducer [19].

Comparing learning and recovery
Studies on learning and memory have revealed many processes 
involving lasting reorganization of neural networks, termed plas-
ticity. In particular, paradigms of motor learning were found to 
be associated with synaptic [20] and structural plasticity in motor 
cortices [21]. Because neural reorganization has been found dur-
ing recovery [22] and learning, it is assumed that both processes 
share similar mechanisms. Behaviourally, learning and recov-
ery share a dependency on training and training intensity [23]. 

Fig. 12.1 Example of a cortical lesion in rat produced by photothrombosis.

Table 12.1 Ischaemic stroke models

Model Pro Con

Middle cerebral artery 
occlusion (MCAO)

◆   suture/thread reversible 
occlusion

◆   distal MCAO via 
craniotomy

◆   thromboembolic 
occlusion with 
microspheres or 
thrombotic emboli

Pathophysiology 
comparable to human 
stroke, technically 
simple (except distal 
MCAO)

◆   Variable lesion 
size (especially in 
thromboembolic 
models)

◆   Subarachnoid 
haemorrhage in 
10–20% of cases

◆   Permanent ligation 
of ECA for suture 
insertion produces 
mastication deficits 
with subsequent 
weight loss

◆   Involvement of 
hypothalamus 
(except distal MCAO) 
produces hyperthermia 
exacerbating cell death.

Multiple vessel occlusion 
(both carotid arteries, 
cortical MCA)

Similar to MCAO  
but produces  
smaller lesions

Craniotomy with 
increased preparation 
time, injury and surgery 
related morbidity/
mortality

Focal interruption of 
cortical blood supply

Small cortical lesions Variable lesion size 
depending on individual 
vascular anatomy

Endothelin-1 injection 
(vasoconstrictor)

◆   Focal well-defined 
lesions

◆   Deep (lacunar) 
lesions possible

Side effects of endothelin 
include facilitation of 
axonal sprouting and 
astrocytosis

Questionable 
comparability to human 
with respect to (especially) 
early course/recovery

Photothrombosis ◆   Focal, well-defined 
lesions

◆   Technically simple 
and noninvasive

Microvascular occlusion 
with lack of penumbra 
and concomitant 
formation of vasogenic 
and cytotoxic oedema

Questionable 
comparability to 
human with respect to 
(especially) early course/
recovery
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Despite these similarities, a convincing proof that learning and 
recovery share a common mechanism is still lacking.

Animal models of learning
Learning and memory have been extensively investigated in ani-
mal models. While in humans, the distinction between explicit 
and implicit learning is well established—‘explicit’ referring to 
hippocampus dependent memorization of contents of conscious 
experience, ‘implicit’ referring to the unconscious learning of pro-
cedures or movements—it is less clear in animals. Spatial learning 
in a maze depends on the hippocampus [24, 25]. Motor learning 
such as the learning of a skilled forelimb task depends on motor 
cortex and striatum [26–28], but not on hippocampus [29].

Because brain ischaemia models in rat mainly injure cortex 
and basal ganglia, recovery research has focused mainly on motor 
tasks. Complex movements are sensitive measures of functional 
deficits induced by cortical lesions. Recovery of motor perfor-
mance has been compared to the healthy learning of these tasks. 
Skilled forelimb reaching is the motor skill learning model most 
often used. The rat learns to reach for a food pellet that is placed 
outside the cage through a slit in the cage’s wall. The animals usu-
ally require several training days to reach a performance plateau. 
This task depends on protein synthesis in motor cortex [27] and—
to a lesser extent—in basal ganglia [26]. It involves synaptic plas-
ticity in motor-to-sensory cortex transcortical projections [20]. 
During learning of the reaching movement motor cortex repre-
sentation maps are transiently modified [30, 31]. Learning is also 

associated with synaptogenesis (structural plasticity) in motor 
cortex [32]. Learning to reach depends on acetylcholine [33] and 
dopamine [34, 35] to be released in motor cortex during train-
ing. The reaching task is sufficiently complex to induce learning 
over several days which is an advantage when trying to augment/
reduce learning by certain interventions.

Alternative motor skill learning paradigms are pasta reach-
ing [36], rotarod [37], acrobatic walking tasks [37–39], staircase 
reaching, in which rats reach for food pellets from different dis-
tances—the greater the distance reached from, the better is the 
performance in this task [40]. The sticky tape test, in which an 
animal has to remove a piece of tape attached to the forelimb, is 
sensitive to somatosensory deficits [41]. For a summary of motor 
paradigms see Table 12.2.

Animal models of plasticity
The term ‘plasticity’ has been used for a variety of phenomena 
that represent lasting modifications to neural structure or func-
tion. ‘Lasting’ in this context can refer to several minutes or to a 
lifetime. Functional plasticity typically means the change of syn-
aptic strength between neurons. Changes in synaptic strength 
can be mediated by different cellular modifications, such as 
receptor trafficking, changes in dendritic spines, or synaptogen-
esis. The latter two may also be regarded as structural plasticity. 
The term structural plasticity also refers to processes that involve 
architectural modifications of neuronal circuits especially the 
growth of new fibres as measured, for example, by increased den-
dritic branching.

Animal models offer the opportunity to directly investigate 
the processes of functional or structural plasticity. Long-term 
potentiation (LTP) of synapses is often used as a measure of func-
tional plasticity. LTP can be induced by costimulation of two input 
projections to a neuron or by high-frequency stimulation of one 
projection. The responses of this neuron are then amplified and 
this amplification persists for several hours or days.

In motor cortex slices, LTP can be observed on the population 
level—that is in field potentials recorded from motor cortex dur-
ing sensory cortex stimulation. LTP can be induced by a high 
frequency burst of stimuli [42]. This form of LTP is used during 
motor skill learning [20,  43]. LTP in motor cortex can also be 
observed by recording single neurons [44, 45].

Dendritic spine formation [46] and dendritic branching [21] in 
motor cortex in response to motor training can be seen as evi-
dence for structural plasticity.

Animal models of recovery
Animal studies investigating interventions in the acute phase of 
stroke usually determine lesion volume and parameters of behav-
ioural recovery as their measures of outcome [14]. Examples are 
the cylinder test, in which the symmetry of forelimb use is meas-
ured while the rat is exploring a cylindric cage from inside, or 
the sticky tape test in which the time required to remove a sticky 
tape from the forepaw is recorded. Complex walking tasks like the 
rotarod test, beam, or ladder walking are used to assess gait.

Tasks like the cylinder test are highly dependent on motivation, 
fear, and novelty of the environment, hence assessing compound 
deficits going beyond the motor domain. The motor assessments 

Table 12.2 Motor test (learning) paradigms

Model Pro Con

Pellet or pasta reaching 
task, including staircase 
reaching

Sensitive to deficits 
induced by small cortical 
strokes affecting the 
motor system

◆   Requires pre-learning 
over several days to 
learn to task

◆   A change in 
movement strategy is 
not recognized

Skilled walking tests 
(beam, ladder, rotarod, 
rotating pole)

Simple set up involving 
short learning to plateau 
performance

◆   Involves whole 
body movement 
programme, 
including balance, 
locomotion 
under subcortical/
extrapyramidal and 
brainstem control

◆   Quick learning to 
plateau performance 
renders studies on 
learning processess 
difficult

Forelimb adhesive tape 
removal test

◆   Requires no special 
equipment

◆   Good quantification 
via time attending to 
stimulus (=tape)

A change in movement 
strategy is not 
recognized

Robotic manipulandum Precise quantification via 
several parameters that 
are sensitive to learning

◆ Complex setup

◆  Long pre-training 
times
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are composed of movement patterns that are novel and not derived 
from the rat’s daily life. The tasks are complex and are learned 
over several training sessions (days). As a consequence, repeated 
exposure will induce learning that confounds the assessment of 
recovery—that is, one cannot discern whether an improvement 
after a brain lesion is related to recovery of motor function or it is 
a consequence of the learning of the task.

Because recovery processes that are often non-linear, it is man-
datory to use several (more than two) repetitions of an assessment 
of motor function. Repeated testing assumes high test–retest reli-
ability of the assessment. Task learning reduces reliability. The 
solution is to over-train the task before lesioning the brain—that 
is, to train for a sufficient amount of time so that performance 
reaches a plateau. Based on this plateau one can then determine 
the lesion-related deficit and subsequent recovery identified by an 
improvement in performance.

The task that is most often used for assessing recovery of motor 
function after stroke is the skilled forelimb reaching task [12]. 
A  lesion to the forelimb area of the caudal motor cortex (e.g. 
induced by photothrombosis) produces a decline in performance 
which subsequently recovers over a period of 10–14 days to reach 
nearly pre-stroke levels (Figure 12.2) [13]. Alternative tasks are the 
opening of sunflower seeds [47] or the staircase reaching task [40, 
reviewed in 48].

One general problem exists with all these paradigms of 
post-stroke recovery. They cannot differentiate between the assess-
ment of motor function and training. If the animal is exposed to a 
task several times to assess a deficit at different time points during 
recovery, repeated testing itself is a form of rehabilitative training. 
Hence, one cannot separate spontaneous from therapy-induced 
recovery. This differentiation may be irrelevant for testing drugs 
or supportive interventions such as brain stimulation, but, a com-
parison of different training methods will be difficult. Testing the 
latter hypothesis would require that assessments do not interfere 
with the training and that the effectiveness of the training meth-
ods to be tested is substantially larger than the training effects 
mediated by the assessment. Otherwise, the assessment-induced 
training will occlude the effect of the training methods in focus 
and no difference will be found.

Another difficulty relates to the limited sensitivity and the large 
variability of motor tasks such as skilled reaching. A rat can suc-
cessfully reach for a food pellet by using different motor strategies. 
Hence, the outcome criterion ‘pellet successfully reached’ can be 
achieved in different ways. Some animals simply alter their motor 
strategy after a stroke coping with a deficit to reach as many pel-
lets as before. Only a video-based movement analysis can then 
discern different motor strategies, but is difficult to analyse [10]. 
Alternatively, a robotic sensorized manipulandum can be used 
[49, 50]. This manipulandum records the kinematics and forces 
during reaching and pulling to allow for an improved evaluation 
of the changes occurring during recovery (see Video 12.1 in the 
online material).

In humans, implementing and integrating improvements in 
motor function into daily life is often a problem. This problem 
cannot be addressed in animal models as long as motor tasks 
that are irrelevant for the rat’s daily life are used. The problem 
occurs already before: a small cortical lesion does not induce 
a noticeable deficit in the rat’s home-cage behaviour. Larger 
lesions, however, lead to major disability and discomfort. Many 
animals die or are not motivated for training or behavioural 
assessment.
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Fig. 12.2 Typical learning and recovery curve of a skilled forelimb reaching task. The rat learns over a period of 8 days to reach for a food pellet with the forepaw. The 
photothrombotic lesion to the forelimb area of the caudal motor cortex induces a decline in reaching performance. Performance then recovers over the course of 
7–14 days (with permission from [13]).

z Video 12.1 Rodent robotic manipulandum ETH Pattus.
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Conclusions and outlook
Animal models offer the only possibility to reach a deeper under-
standing of the neuronal processes that underly recovery and 
rehabilitation, but, they have clear limitations in the comparabil-
ity to humans.

Animal models allow the direct exploration of functional and 
structural plasticity processes during recovery. Novel therapies 
to improve plasticity and recovery can (should) only be devel-
oped and be mechanistically explained by using animal models. 
Whether interventions that successfully improve recovery in ani-
mals also work in humans, however, is unpredictable.

To date, most interventions in neurorehabilitation are insuffi-
ciently understood. To move the field forward, answers need to be 
found as to why certain interventions work in some patients bet-
ter than in others, as to why certain elements of therapy are more 
effective than others, and what prerequisites a patient must have 
to benefit from an intervention. To resolve these questions, more 
basic science in animals and humans is necessary.
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CHAPTER 13

Animal models of damage, repair, 
and plasticity in the spinal cord
V. Reggie Edgerton, Roland R. Roy, Daniel C. Lu, and  
Yury Gerasimenko

Enabling motor control via neuromodulation 
of the spinal cord networks
A series of experiments conducted over the last several decades 
have revealed important physiological principles of the neural 
networks in mice [1, 2], rats [3–12], cats [13–16], and humans [17–
20] that control posture, locomotion, and even voluntary control. 
Some rather subtle adjustments in how different network prop-
erties can be modulated to dramatically improve motor func-
tion after paralysis have been identified when these principles are 
merged into a comprehensive synergistic strategy. These principles 
also suggest that a paradigm shift in present-day concepts regard-
ing the neural control of movement should be considered. More 
specifically, those properties that are of fundamental importance 
in achieving functional recovery as demonstrated in several ani-
mal models of spinal cord injury include the following: (1) exten-
sive plasticity among the spinal networks can persist for prolonged 
periods after an injury; (2) an important component of this plasti-
city is that the spinal networks can learn a motor task and it learns 
what is practiced—a clear example of activity-dependent plasti-
city; (3) relatively non-specific signals projecting into the spinal 
networks can trigger very complex motor behaviours, including 
postural regulation and stepping at different loads, speeds, and 
even directions; (4) those signals triggering such complex behav-
iours can be generated or facilitated by different modes of electrical 
stimulation and by pharmacological modulation; and (5) sensory 
information (e.g. proprioceptive and cutaneous inputs), can serve 
as the controller in generating relatively fine and complex motor 
tasks in the absence of any supraspinal input.

While the properties listed have emerged over a period of sev-
eral decades, there have been two seemingly relatively subtle dif-
ferences not previously fully recognized that have resulted in what 
might be considered a paradigm shift in thinking about the mech-
anisms that control motor function. First, it only has been recently 
fully recognized that the spinal circuitry itself, without any assis-
tance from input from the brain, has the capability to serve as the 
sole source of control of a wide variety of motor tasks that can 
be performed by the hindlimbs when the spinal cord circuitry is 
sufficiently neuromodulated to an appropriate level of excitabil-
ity. Recognition of this capability has clear implications to how 
the nervous system controls movement normally, that is, in the 

non-injured state. Second, we have identified multiple strategies 
to neuromodulate the spinal circuitry within the relatively nar-
row range of excitability necessary to enable the spinal circuitry to 
process complex ensembles of motor-task specific proprioceptive 
and cutaneous information, as well as enabling residual descend-
ing networks that traverse a ‘complete’ spinal cord injury to serve 
as a source of volitional control of movement. For example, the 
application of electrical, pharmacological, and/or sensory stimu-
lation can induce locomotor-like movements, even after a severe 
spinal cord injury. It is within this critical window of net excit-
ability of the spinal cord that the sensory input can function as the 
source of movement control without any supraspinal input.

The importance of the sensory system in modulating postural 
or locomotor movements has been known from the early stud-
ies focused on the neural control of movement [16, 21, 22]. Only 
recently, however, has it been clearly demonstrated that the pattern 
of dynamic sensory input can provide an ensemble of information 
from multiple sensory receptors to inform the spinal networks of 
what mechanical events have just occurred (‘feedback’) and what 
is expected to occur subsequently (‘feedforward’). Thus the key 
concept underlying the ability to realize significant improvement 
in motor function after paralysis is that the spinal networks can 
be neuromodulated using a range of interventions such that the 
spinal circuitry becomes enabled to generate complex movements 
using intrinsic control mechanisms as long as the physiological 
state of the spinal networks remain within a critical range of excit-
ability [23, 24].

Electrical enabling motor control (eEmc)
The experiments performed by Shik and colleagues [25] more 
than four decades ago provided data that formed a substantial 
part of the foundation for the concept of automaticity in the neu-
ral control of posture and locomotion. They demonstrated that 
tonic stimulation of selected areas of the brainstem, now known 
as the mesencephalic locomotor region (MLR), in an acutely 
decerebrated cat could induce stepping on a treadmill belt over a 
range of speeds. Details of the characteristics of the stepping were 
a function of the precise site of stimulation, the intensity of stimu-
lation, and the sensory information from the hindlimbs. One of 
the major points from these studies is that a simple tonic stimu-
lus can induce a complex motor behaviour (stepping). These data 
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also provided an important clue as to the degree to which details 
of posture and locomotion are defined by the spinal circuitry. 
Subsequently, Grillner and Zangger [26] demonstrated that the 
functionally isolated lumbosacral circuitry of a mammal could 
generate rhythmic, coordinated output of flexor and extensor 
motor nerves for hours. This was shown in adult, acutely spinalized 
cats with the hindlimbs functionally deafferented (curarized) and 
by providing a pharmacological stimulus (L-dopa and nialimide) 
presented systemically. Immediately following these experiments 
Edgerton and colleagues [27] performed the first series of experi-
ments designed to begin to determine the interneuronal basis of 
this complex locomotor rhythmicity. These experiments dem-
onstrated that interneurons throughout the dorsal, middle, and 
ventral laminae of the grey matter of the lumbosacral spinal cord 
were active in a precise and consistent rhythmic pattern, with each 
interneuron having a unique on/off and frequency modulation. 
The main result from these experiments was that there was an 
expansive network of neurons that participate in ‘fictive locomo-
tion’ in a large mammal even in the absence of any sensory input. 
Since that time hundreds of experiments have been performed in 
attempts to determine the mechanisms of the underlying motor 
rhythms generated by the spinal cord in mammals commonly 
known as central pattern generation [16, 28–33].

While our understanding of some of the basic mechanisms of 
central pattern generation has advanced considerably, there has 
been relatively little progress in understanding how this network 
of neurons that can generate this motor rhythmicity also can pro-
cess infinite complex patterns of sensory information associated 
with posture and locomotion [20, 34, 35]. Furthermore, the ability 
to translate important observations derived from central pattern 
generation experiments to humans has been relatively slow. This 
limitation largely has been associated with the inability to per-
form the necessary critical experiments under in vivo conditions 
in adult mammals. An objective of the present chapter is to sum-
marize some of the new approaches that have made it possible to 
partially overcome some of these limitations from the perspective 
of studying adult systems in vivo with the possibility of translating 
the findings to human subjects with severe paralysis due to spinal 
cord injury. To give some insight as to the progress to date we are 
presenting examples of several types of experimental interven-
tions that show promise toward translation in developing reha-
bilitative procedures to facilitate recovery of motor and autonomic 
function after a spinal cord injury in human subjects.

eEmc of the lumbosacral spinal cord
eEmc of the lumbosacral spinal cord is one intervention that has 
been shown to have considerable potential in facilitating recovery 
of significant levels of motor, and to some extent autonomic, func-
tion. For example, highly coordinated locomotor patterns can be 
generated in decerebrated cats by tonically electrically stimulat-
ing the dorsum of the lumbosacral spinal cord as demonstrated 
initially by Iwahara and colleagues [36]. Since that study this 
preparation has been examined more extensively using electro-
magnetic as well as electrical stimulation [37] showing that highly 
coordinated, full weight-bearing stepping over a range of speeds 
and loads can be performed with epidural stimulation at any of 
several locations along the spinal cord, for example stimulation at 
a cervical level (Figure 13.1A). A further important observation is 
that epidural stimulation can have the same effect after an acute 

or chronic mid-thoracic complete spinal cord transection in cats 
and rats when stimulation was applied at the lumbosacral region 
of the spinal cord (Figure 13.1B). These figures illustrate how mod-
ulation of the cervical and lumbosacral circuitry by stimulating 
electrically can facilitate highly coordinated locomotor patterns 
in spinal cord injured mammals.

Pharmacological neuromodulation (fEmc)
It is very clear that monoaminergic neurotransmitter systems 
play an important role in the control of posture and locomotion. 
Some examples of how the modulation of different monoaminer-
gic receptors impact locomotor function is shown in Figure 13.2. 
eEmc applied at L4–L5 (5 Hz, 80–100 µA) in decerebrated cats 
routinely elicits coordinated hindlimb stepping on the moving 
treadmill belt with robust alternating flexor–extensor electromy-
ography (EMG) bursts (Figure 13.2A) and weight-bearing step-
ping with plantar foot placement. After ketanserin (a blocker of 

Decerebrated cat eEmc (5 Hz) at C3–C5

Spinal rat eEmc (40 Hz) at L2–S1(B)
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Fig. 13.1 Locomotor-like EMG patterns induced by epidural stimulation (eEmc) 
in a decerebrated cat (A) and in an adult complete spinal cord transected rat 
(~T8) 6 weeks after injury (B) are shown. In the decerebrated cat eEmc (5 Hz, 
pulse duration of 0.5 ms, and 20–100 µA) at a cervical level (spinal cord level 
C3–C5) induced and facilitated quadrupedal stepping movements in the 
forelimbs and hindlimbs (A). Rhythmic alternating EMG activity in selected 
hindlimb muscles induced by eEmc (40 Hz) at spinal cord levels L2 and S1 is 
shown for a complete spinal cord transected rat (B). The bottom trace in each 
panel indicates the stimulation frequency. Abbreviations: Bic, biceps; Tric, triceps; 
St, semitedinosus; TA, tibialis anterior; MG, medial gastrocnemius; Sol, soleus; 
(R), right; (L), left.
Modified from Bogacheva et al. [37] and from Gad et al. [96].
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5-HT2 receptors) administration, the EMG activity is depressed 
(Figure 13.2B) and only weak rhythmic movements without plan-
tar foot placement are observed. eEmc (40 Hz) at L2 and S1 in 
spinal cord transected rats initiates EMG bursting patterns in the 
hindlimb muscles with partial, but limited, body weight support 
(Figure 13.2C). Simultaneous activation of 5-HT1/7 (8-OHDPAT) 
and 5-HT2 (quipazine) receptors results in a significant increase 
in proximal extensor and flexor muscle EMG activity compared 
with stepping enabled by eEmc alone (compare Figure 13.2C and 
D). Administration of ketanserin significantly reduces exten-
sor activity and consequently severely impairs stepping (Figure 
13.2E). These results demonstrate how the spinal circuitry output 
can be modulated pharmacologically and how these pharmaco-
logical effects interact with eEmc.

The efficacy of fEmc also has been shown in spinal animals. 
Adult cats were spinally transected at the T12–T13 junction and 
then trained to stand for 30 minutes per day for 12 weeks [38]. 

These spinal cats that were trained to stand could support their 
body weight using their hindlimbs for prolonged periods, but 
stepped very poorly (Video 13.1). The administration of strych-
nine (a glycinergic receptor antagonist) induced full-weight bear-
ing stepping in the hindlimbs within 30–45 minutes (Video 13.2).

Electromagnetic stimulation (emEmc)
The cervical and lumbosacral circuitry of decerebrated cats 
(Figure 13.3A, B) and the lumbosacral circuitry in non-disabled 
human subjects (Figure 13.3C, D) are highly responsive to elec-
tromagnetic stimulation. One of the more unique features of 
emEmc is that cyclic activity can be initiated within the first 
stimulation pulse. This immediate response contrasts with that 
shown with application of mechanical vibration of muscles and 
tendons in humans [38]. This immediate response demonstrates 
that a single electromagnetically generated pulse can result in a 
critical level of excitatory input to the interneuronal networks that 

L4–L5

L2+S1 L2+S1+ 5-HT1/2/7 agonists L2+S1+ 5-HT2 antagonist

(A)

(C) (D) (E)
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LLG
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RTA
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Fig. 13.2 The effects of monoamine drug administration on the stepping pattern induced by eEmc in a decerebrated cat (A, B) and in an adult complete spinal cord 
transected rat (C, D, E) are shown. EMG recordings from selected hindlimb muscles of a decerebrated cat are shown during quadrupedal stepping at 0.3–0.4 m/s 
induced by eEmc alone (A) or by eEmc plus ketanserin (a blocker of 5-HT2 receptors) administration (B). Note that administration of ketanserin markedly reduces the 
EMG bursting in all muscles. The effects of eEmc alone (C), eEmc in the presence of 5-HT1/2/7 agonists (8-OHDPAT and quipazine) (D), and eEmc in the presence of a 
5-HT2 antagonist (ketanserin) (E) on the kinematics and EMG activity in selected hindlimb muscles of a spinal rat are shown. The stick figures in C, D, and E illustrate 
a single stance and swing phase for each of the three experimental conditions. Below these stick figures the x–y trajectories of the paw for multiple cycles are shown. 
VL, vastus lateralis; LG, lateral gastrocnemius; ES, electrical stimulation. All other abbreviations are the same as in Figure 13.1. Horizontal bars show the stance (including 
drag) phase of each step cycle (in C, D, E).
Modified from Gerasimenko et al. [97] and Musienko et al. [42].
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z Video 13.1 After a complete transection of the spinal cord at a mid-thoracic 
level, the animal was trained to stand for 30 minute a day over a period of three 
months. At that point the animal had learned to successfully stand, but it was 
unable to generate any load-bearing stepping movements.
From the Edgerton Neuromuscular Research Laboratory (UCLA, USA) and courtesy of Ray 
de Leon and Roland R. Roy.

z Video 13.2 Thirty minutes after being administered a modest dose of 
strychnine, which blocks inhibition and thereby facilitates activation, the animal 
was able to generate full weight-bearing stepping over a range of speeds when the 
hindlimbs were placed on a moving treadmill belt. This video demonstrates the 
potential of the spinal circuitry controlling the lower limbs to be activated using a 
pharmacological intervention (strychnine) from a totally non-functional state for 
stepping to a fully functional circuitry. This effect lasts for 30 to 60 minutes.
From the Edgerton Neuromuscular Research Laboratory (UCLA, USA) and courtesy of Ray 
de Leon and Roland R. Roy.

excites multiple motor pools in a highly coordinated fashion. An 
example of the effects of emEmc in an uninjured subject without 
(Video 13.3) and with (Video 13.4) mechanical vibration is shown 
in Videos 13.3 and 13.4.

The observations of facilitating stepping pharmacologically via 
neuromodulation of the lumbosacral spinal circuitry in the cat and 
by electromagnetic and sensory stimulation in humans and cats 
provide examples of how animal models can provide the rationale 
and experimental strategy for examining similar approaches that 
could be successfully developed for the clinic.

Transcutaneous electrical stimulation (pcEmc)
Application of electrical pulses generated with electrodes placed 
cutaneously over selected cervical, thoracic, and lumbosacral 
spinal segments, depending on the motor function of interest, is 
another intervention that shows considerable potential as a means 
of neuromodulating spinal networks. This technique appears to 
be capable of generating and facilitating motor responses similar 
to those elicited via epidurally placed electrodes. Although the 
amount of current that is necessary to generate motor effects is 
greater with pcEmc than eEmc, it is highly significant that at least 
some of the motor effects can be realized using a completely non-
invasive strategy. Examples of how pcEmc can affect lower limb 

movement in an uninjured subject and in a completely paralysed 
spinal cord injured subject are shown in Figure 13.4.

While each of these interventions shows considerable promise 
as a tool that could be used to facilitate recovery of motor func-
tion after a spinal cord injury, all of them are in the early stages of 
development technically and in understanding the new physiology 
that is emerging from these neuromodulatory techniques. Some 
of the more notable observations from experiments studying the 
neuromodulation of sensorimotor spinal circuits using electrical 
stimulation and/or pharmacological neuromodulation are:

1. At the higher levels of excitation via neuromodulatory interven-
tions the end result tends very strongly to be a locomotor-like 
pattern characterized by alternating flexion and extension of 
the ipsilateral and contralateral limbs.

2. On the other hand, and more importantly from a clinical trans-
lation point of view, when more modest levels of neuromodu-
lation are imposed in severely paralysed animals and humans 
the networks intrinsic to the spinal circuitry and minimal 
residual brain–spinal cord connectivity that may remain can 
serve to control functionally useful movements. This has led to 
the ‘enabling’ concept, which means that the spinal circuitry 
can be neuromodulated in a way that enables the individual to 
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Fig. 13.3 Locomotor-like EMG patterns (A, C) and lower limb kinematics (B, D) induced by electromagnetic stimulation (emEmc) in a decerebrated cat (A, B) and a 
non-injured human subject (C, D) are shown. emEmc (5 Hz, 0.3–0.5 tesla) at C3–C5 in a decerebrated cat induces stepping-like EMG patterns in selected forelimb and 
hindlimb muscles (A) and coordinated joint movements (B) during quadrupedal stepping. The y-axis units are in degrees. emEmc (5 Hz, 70% maximum, i.e. ~1.8 tesla) at 
T11–T12 in a non-injured human subject induces stepping-like EMG patterns in selected lower limb muscles (C) and coordinated joint movements (D) under gravity-
neutral conditions. RF, rectus femoris; BF, biceps femoris; MTP, metatarsophalangeal. All other abbreviations are the same as in Figure 13.1 and Figure 13.2.
Modified from Bogacheva et al. [37] and Gorodnichev et al. [98].

z Video 13.3 Activation of the lumbosacral spinal cord of an uninjured 
individual when placed in a gravity-neutral apparatus enables the lower limbs 
to move in a step-like manner. The subject is asked to relax and to not move his 
legs. Step-like movements were initiated by stimulating directly (electromagnetic 
stimulation) at 5 Hz at vertebral level T12.
This work was conducted in collaboration with Y. Gerasimenko, (Pavlov Institute of 
Physiology, Russia) and R. Gorodnichev (Velikie Luky State Academy of Physical Education 
and Sport, Russia).

z Video 13.4 A combination of vibration (60 Hz) of the quadriceps muscles 
and electromagnetic stimulation at 5 Hz at vertebral level T12 is imposed on the 
subject showing an additive effect of sensory and spinal stimulation. Involuntary 
locomotor-like movements were generated, suggesting that coordinated bilateral 
oscillatory movement of the lower limbs can be induced when the lumbosacral 
spinal circuitry is activated sufficiently.
This work was conducted in collaboration with Y. Gerasimenko (Pavlov Institute of Physiology, 
Russia) and R. Gorodnichev (Velikie Luky State Academy of Physical Education and Sport, Russia).
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initiate and generate a motor task as desired, and not as defined 
by a specific stimulation pattern that imposes a specific motor 
response at a specific time. This new source of control can be 
from peripheral sensory input to the spinal cord or from newly 
emerged voluntarily controlled descending pathways.

3. The success of enabling spinal circuits electrically is highly 
dependent on the fine-tuning of the levels of current, frequency 
and shape of the electrical pulses, and the spinal segment sites.

4. There appears to be a considerable ‘enabling’ potential when 
stimulating at levels considerably below motor threshold.

Synergism of Emc and sensorimotor training
Concepts of Emc
As a first general principle in rehabilitative efforts to recover 
sensorimotor function it is important to engage the relevant 
spinal cord circuits. To re-engage these circuits after prolonged 
periods of paralysis one or more neuromodulatory interven-
tions are needed to achieve an enabling physiological state. As 
noted earlier the ability to use stimulation (electrically and/
or pharmacologically) of the spinal cord circuitry to induce 
stepping has been known for decades. Less attention has been 
given to the control of posture and even less to the importance 
of the spinal cord circuitry in the control of voluntary move-
ment. Initial evidence for enabling was reflected in experiments 
where sensory input was observed to vary the motor response 
to brainstem stimulation [25]. This idea, however, remained 
submerged for decades with a primary focus on inducing step-
ping via spinal cord epidural stimulation and stimulation of the 
mesencephalic locomotor region. Several changes in this focus 
were necessary to reach the current state of the concept of Emc 
of the spinal cord, with the idea of neuromodulation coming 
to the forefront. Via mechanisms still not fully understood the 

physiological state of the spinal circuitry can be modulated to a 
state that falls within a relatively narrow window of excitability. 
Sensory input can reach the crucial interneurons that actually 
control posture and locomotion dynamically from millisecond 
to millisecond. The higher the level of stimulation above the 
motor threshold, the greater the motor response is. The conse-
quences of a larger motor response is that it is inversely related 
to the ability to capitalize on the potential for sensory control—
that is the ability to have an enabling or facilitating effect as 
opposed to an inducing effect leaving the sensory system with 
no ‘say-so’ as to what the motor response will be. Although the 
difference in the source and level of stimulation is a nonfactor 
by design in studies of central pattern generation, experiments 
that integrate sensory input into a central pattern generation 
similar to that occurring under in vivo conditions seems almost 
necessary to effectively translate these basic biological con-
cepts to enabling motor control of multiple motor tasks after a 
severe spinal cord injury in animal models and now in humans. 
Inducing activity to enable or facilitate movement by engaging 
the multiple mechanical receptors associated with limb move-
ment, as well as engaging the seemingly little residual descend-
ing motor projections below the lesion that may be greater than 
generally recognized, provides a newly realized strategy for suc-
cessful rehabilitation [19, 39–43].

For performance of a motor task to improve first there must 
be engagement of the neural networks necessary to perform that 
task—the residual networks after prolonged dysfunction must be 
re-engaged. This can be accomplished using a number of neuro-
modulatory strategies. An additional physiological component of 
successful rehabilitation must be that the networks that generate 
a motor task can learn to perform that motor task when they are 
engaged repetitively over a period of minutes, days, or months. In 
effect, the appropriate spinal networks must be able to adapt and, 
more specifically, learn. It is clear from decades of experiments 
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Fig. 13.4 Kinematics and EMG features reflecting locomotor-like patterns induced by transcutaneous electrical stimulation (pcEmc) in a non-injured subject (A) and a 
motor complete spinal cord injured subject (B) are shown. Angular movements at the hip, knee, and ankle joints and representative EMG activity in selected lower limb 
muscles bilaterally during involuntary locomotor-like activity induced by pcEmc (30 Hz) applied at the T11–T12 vertebral level (A) or at the L1–L2 vertebral level (B). The 
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Modified from Gorodnichev et al. [99] and data from the spinal cord injured subject is unpublished.
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that the spinal networks can learn to perform specific motor tasks 
without any supraspinal input [13, 14, 44–50].

The power of proprioception and sensory input
The importance of sensorimotor spinal networks in the con-
trol of movement has been viewed as a reflex phenomenon. This 
oversimplified concept was modified to some degree with the 
realization of central pattern generation. As the concept of cen-
tral pattern generation became so dominant the other capabili-
ties of this circuitry has largely been unexplored. It is gradually 
becoming clearer that it is not only, or even primarily, the ability 
of the central pattern generator to induce alternating flexion and 
extension in a rhythmic manner that is important, but its abil-
ity to interpret complex sensory ensembles from multiple recep-
tors located throughout the hindlimbs in real time [43, 51]. This 
interpretation includes the ability to make appropriate decisions 
to activate and inhibit those networks within the spinal cord that 
generate well-coordinated movements and correct responses to 
perturbations.

Can the spinal cord interpret load 
bearing-related sensory input to  
balance and maintain equilibrium  
during postural and locomotor tasks?
Until recently there was no strong evidence that the lumbosacral 
circuitry had any ability to sustain equilibrium and balance during 
posture or locomotion. We have performed a series of experiments 
over the last few years that demonstrate very clearly that decere-
brated cats have the ability to generate useful corrective responses 
that help to maintain posture and to maintain the position of the 
hindquarters in a state of equilibrium during full weight-bearing 
locomotion when the lumbosacral spinal cord is receiving eEmc 
at the segments (Figure 13.5). Even when the hindlimbs collapse 
when stepping on a treadmill belt (Figure 13.5A), the hindquar-
ters can regain full weight-bearing stepping and sustain sufficient 
equilibrium of the hindquarters so that stepping can be sustained 
over a period of minutes [52]. Although these data cannot exclude 
sources of control involving the brainstem given that the animals 
were decerebrated and not spinalized, more recent data demon-
strate qualitatively similar but less robust responses in chronic 
spinal cats (Musienko et al., unpublished observations). In addi-
tion it has been reported that chronic spinal cats can learn to stand 
without assistance for up to 20 minutes [13].

Potential effects of neuromodulatory 
interventions and training regimens in 
regaining ‘autonomic’ function after  
a spinal cord injury: An integrative 
physiological response
The level of automaticity within the autonomic nervous system is 
more evident than in the somatic motor system. Therefore, hypo-
thetically, these autonomically controlled functions would seem 
to be a viable target for neuromodulation post-injury. In some 
ways, however, it may be more complicated because of the exten-
sive functional interconnections of multiple autonomic as well 

as motor systems. The neurotransmitter systems for autonomic 
control differ from those of the motor system and mainly involve 
sympathetic and parasympathetic networks. Common medi-
cal complications secondary to spinal cord injury are orthostatic 
hypotension, autonomic dysreflexia, and bladder dysfunction (i.e., 
detrusor sphincter dyssynergia) due to interruption of the balance 
between the sympathetic and parasympathetic outflow of the spi-
nal cord. Interestingly, improvements in autonomic function, par-
ticularly in bladder function, after eEmc and motor training have 
been observed [19, 53, 54]. Therefore, we will focus the discussion 
on bladder function to serve as an example of how some auto-
nomic function may be regained after a spinal cord injury using 
neuromodulatory strategies.

Because a component of micturition is normally under volun-
tary control, the lower urinary tract requires complex efferent 
pathway interactions via the autonomic (mediated by sympathetic 
and parasympathetic nerves) and somatic (mediated by pudendal 
nerves) systems [55, 56] (Figure 13.6). The thoracolumbar cord 
produces sympathetic innervation, while the sacral cord produces 
parasympathetic and somatic innervation. A spinal cord injury 
above the lumbosacral cord disrupts control of voiding via central, 
volitional inputs. It also alters the status of micturition centres in 
the cord that initially produce an areflexic bladder with urinary 
retention. After a period of recovery, there is development of auto-
matic/reflexive micturition and neurogenic detrusor overactivity 
mediated by spinal micturition circuits [57]. The volume and rate 
of urine flow is poor because of the often coincident contractions 
of the bladder and the urethral sphincter (detrusor–sphincter 
dyssynergia).

The sacral spinal micturition circuitry has been studied in 
cats with complete paralysis. In this model, neurogenic detru-
sor overactivity mediated by heightened C-fibre activity has been 
observed. Clinical evidence suggests this mechanism also may 
exist in humans. Therapies to improve bladder function may have 
to re-set C-fibre tone to a pre-injury level. In rats, post-injury neu-
roplasticity has been associated with nerve growth factor (NGF) in 
the bladder and spinal cord [58–60]. Additional neuromodulatory 
factors TRPV1 [61], P2X3 [61] and/or the sensory neuropeptides 
substance P and calcitonin-gene-related peptide [62], may play a 
role in the transition from areflexia and retention shortly after 
injury to automatic/reflexive voiding in chronic injury. An under-
standing of how these established signaling systems could be used 
to mediate improvements in bladder function with neuromodu-
latory interventions may be a productive approach in regaining 
some bladder control [19, 53,  63]. Although there are a variety 
of stimulation techniques that are in current use to regain some 
improvement in bladder function, they almost all involve some 
surgical procedures, such as denervation of selected nerves and/
or dorsal roots. The existing devices produce a subset of the mic-
turition behaviour but do not result in enduring plastic changes 
to the circuitry that allow patients to become device independent. 
Peripheral nerve stimulators have been used with variable success. 
For example, the Finetech–Brindley posterior/anterior stimulator 
often is accompanied by dorsal root rhizotomy. These surgical 
interventions in themselves have permanent effects on other auto-
nomic functions such as the loss of sexual function. Recent devel-
opment of a closed-loop neuroprosthesis interface that bypasses 
the volitional or supraspinal input measures bladder fullness 
through implanted afferent dorsal roots into microchannel 

 

 

 



SECTION 3 neuroplasticity and repair142

electrodes that interpret sensory activity related to bladder full-
ness. Continence was established with a high-frequency depo-
larizing block to the ventral roots in spinal rats, while bladder 
emptying was accomplished by low-frequency stimulation of 
ventral nerve roots [64]. While promising, the viability of this 
chronically implanted dorsal root–microchannel electrode sys-
tem in humans has yet to be established. Furthermore, the above 
strategies focus on modulating and controlling the peripheral 
nerve activity rather than restoring the normal bladder spinal 
and supraspinal circuitry. In contrast, rats subjected to epidural 
stimulation and motor training have restored micturition func-
tion without the need for bladder expression (54) and subjects 
implanted with an epidural stimulator demonstrated improved 
volitional control of bladder function without catheterization 
after daily repetitive stimulation over a period of months [19, 65]. 
Such a phenomenon may be occurring by activating dormant 
residual pathways or reorganization of existing supraspinal path-
ways, such that the coordinated events responsible for micturition 

are restored. Another possibility is that the stimulation lowers the 
threshold of activation of the interneuronal networks necessary 
for bladder control. Further studies are necessary to elucidate the 
mechanism of eEmc enabled micturition function after a spinal 
cord injury. Given the interest in the last few years of the potential 
of eletroceutical interventions and the importance of recovery of 
bladder control in a variety of neural disorders, it is almost certain 
that new and probably successful strategies will be developed to 
address this important problem.

Reorganization of supraspinal and spinal 
networks and sensory motor learning  
after a spinal cord injury
Numerous studies have demonstrated extensive reorganization 
of supraspinal and spinal circuits in response to a spinal cord 
injury, progressive neuromotor diseases, and during the process 
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of recovery, whether it be spontaneous or driven by some spe-
cific intervention. These network reorganizations have been 
documented with behavioural, pharmacological, anatomical, and 
biochemical evidence [16, 31, 32, 39, 66–76]. A challenge that is 
increasingly obvious is how to coordinate supraspinal and spinal 
reorganization to regain some level of integration of consciously 
and the more automatically performed motor tasks largely gener-
ated by the spinal circuitry [77]. For example we know that the 
spinal circuits below a complete spinal cord lesion can undergo 
changes sufficient to generate very effective loadbearing stepping 
forward, backwards and sidewards [4, 12] and to adjust the acti-
vation patterns of motor pools to accommodate varying loads 
[78–80]. We also know that the spinal circuits can balance the 
hindquarters during standing and even during stepping without 
input from the brain [13, 14]. On the other hand it is not known 
whether supraspinal networks can reorganize without some con-
comitant plasticity occurring in the spinal networks.

Intuitively, it would seem likely that use-dependent engage-
ment of supraspinal and spinal networks simultaneously, as might 
occur when a severely injured individual is consciously attempt-
ing a movement such as stepping, would be necessary for the two 
networks to function as a larger, single functionally synergistic 
network. In this case it seems that the subject’s volitional effort is 
more likely to become integrated with the more automatic aspects 
of the control of movement. It is difficult to comprehend the com-
bination of biological events that must occur for the reorgani-
zation of the supraspinal and spinal networks related to motor 
control, and the reintegration of these two networks to reach a 
functionally useful state. The fact that this level of reorganization 
seems to occur in laboratory animals [5, 11, 81] and in humans 
[19, 82] seems even more overwhelming considering that the com-
binations of pathways and circuits involved are not the same as 
they were before the injury or even after the injury and before any 
adaptive processes have been initiated [83].

Mechanisms of supraspinal–spinal 
functional reconnectivity after a  
spinal cord injury
There are multiple repair strategies possible to regain recovery of 
motor function. One presumed and commonly viewed strategy 
is that descending and ascending pathways can be reestablished 
with an emphasis on the corticospinal tract. For this reparative 
process to be functionally successful several events must occur. In 
humans, axons would have to project for long distances in most 
cases (i.e., 5 to 20 cm in adults). These axons then must function-
ally reconnect to those interneurons and motoneurons that con-
trol the coordination among those motor pools, performing an 
infinite number of movements differing from millisecond to mil-
lisecond kinetically and kinematically. This process seems highly 
improbable given the number of newly formed connections that 
must occur directly or indirectly over multiple spinal segments. It 
appears, however, that this kind of growth and reorganization may 
not be necessary to regain significant levels of function [5, 19, 84]. 
It seems that the descending supraspinal pathways can eventu-
ally find novel input to propriospinal networks that can carry 
out the functions necessary for recruitment and coordination of 
motor pools required for successfully generating volitional motor 
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commands [19]. Whatever the mechanistic strategy, it is almost 
certain that some degree of formation of new control circuits 
occurs over time with one of the underlying means of network 
reorganization being the strengthening and weakening of specific 
sets of synapses within a network via some activity-dependent 
phenomenon.

The fineness of the control is likely to become functionally more 
meaningful when some critical level of new supraspinal–spinal 
connectivity has occurred. There is considerable experimental 
evidence consistent with an alternative reparative strategy that 
seems to be more feasible. This repair strategy consists of establish-
ing new interconnections in the region of the injury when some 
supraspinal–spinal connectivity remains. This condition seems 
to exist in many human patients, even when clinical assessments 
indicate complete paralysis [85–87]. If a critical level of new func-
tional interconnections at the point of injury persists even when 
there is a severe impairment, perhaps this residual connectivity 
combined with the formation of new functional synaptic connec-
tions can provide a greater level of intrasegmental and interseg-
mental connectivity to the more or less intact residual networks 
distal to the lesion. It seems that supraspinal input can trigger 
highly functional motor tasks if proprioception and cutaneous 
sensory input from the limbs can be engaged to control the details 
necessary to achieve meaningful movements. Experimental mod-
els supporting this conceptual framework have been derived from 
the insight gained from central pattern generation experiments 
[28], and in vivo experiments in which animals regain significant 
locomotor function after transection of some corticospinal path-
ways that reach a functional target directly or indirectly via the 
brainstem [5, 88].

This segmental reorganization strategy has gained further 
support from recent experiments in which individuals with 
motor complete paralysis have recovered volitional control of 
movements of all joints of the lower limbs in the presence of 
eEmc [19]. Within a matter of days or weeks of training for a spe-
cific motor task with eEmc for about 1 hour per day these indi-
viduals have recovered significant levels of control of movement 
with regard to the timing of the effort, rate of force developed, 
and the level of force that can be generated at individual joints. 
When individuals with motor incomplete, but severe, paralysis 
are given instructions to move a specific joint, there often is a 
mass action simultaneous response of flexor and extensors of 
both legs, indicating a significant loss of the ability to activate 
and coordinate the desired motor pools needed to generate the 
intended motor event [89, 90]. The most probable explanation for 
the newly realized volitional function is that most of the details 
of the neural pathways generating the volitional demands are in 
the spinal circuitry. Thus, perhaps the supraspinal signals can 
be general as long as there is access to the fine control potential 
intrinsic to the spinal circuitry—that is the combination of pro-
prioceptive and cutaneous input is a central component of the 
networks underlying fine motor control.

Spinal circuitry reorganization
The potential for reorganization of spinal circuits completely inde-
pendent of supraspinal influence has been shown in numerous 
experimental models. This learning-related phenomenon reflects 
the reorganization potential for performing behaviours ranging 

from a spinal rat learning to control paw position to avoid shock 
to spinal cats learning to stand and step and to avoid obstacles and 
other mechanical perturbations during stepping [13, 14, 44–50]. 
Biochemical adaptive events associated with spinal cord injury 
and subsequent network reorganization associated with inhibi-
tory processes after the loss of supraspinal input and its return 
to near normal levels after stand and step training have been 
reported [3, 69, 75, 91–93]. Several experiments have shown that 
the number and kind of interneurons activated during stepping 
are reduced in spinal animals that have been trained to step and 
the number of interneurons activated is indirectly related to the 
skill level regained in stepping after a complete spinal cord tran-
section (i.e., fewer neurons are activated in the animals having the 
greatest skill in stepping [4, 8]).

Hypothetically, after a severe spinal cord injury and after newly 
acquired supraspinal input to the spinal circuitry, there will have 
been significant and permanent changes in the way the two net-
works interact. Each network will have experienced extensive 
reorganization [94]. The challenge is to provide a mechanism for 
these two sources of control to find new solutions, that is to acti-
vate novel combinations of neurons to generate movements that 
may not have been within their domain in the non-injured nerv-
ous system. After an injury there is a ‘new’ nervous system. Novel 
combinations of neurons can be engaged to generate a motor 
task that normally would not have occurred in the absence of an 
injury.

Outlook
The content of this chapter on models of spinal cord injury has 
focused on a wide range of experimental strategies using princi-
pally mice, rats, cats, and humans. This focus is primarily because 
these are the animal models that have most recently contributed 
to the evolution of the concepts associated with spinal cord neu-
romodulation. It is fair to say that virtually all of the neuromodu-
latory concepts discussed and the demonstrations of how these 
concepts are now being applied to humans with a severe spinal 
cord injury were derived almost solely from this range of animal 
models. The underlying biology that has led to these concepts, 
however, is based on studies using even a wider range of differ-
ent animal models over a period of decades. Although we have 
not discussed any of the basic findings from the lamprey model 
[95], this particular early vertebrate model has served as the core 
of much of the ideas discussed in this chapter. Obviously loco-
motion in the lamprey and humans differs substantially at the 
‘systems’ level, but there are remarkable similarities at the syn-
aptic, cellular, and subcellular levels, and even to some degree at 
the systems level that have provided the basic biological core of 
the more complex integrative systems in humans and other mam-
mals. The concept of automaticity at its most basic level certainly 
can be attributed to the concept of central pattern generation, a 
phenomenon that occurs in multiple physiological systems and 
in virtually all multi-cellular organisms. As we learn more about 
the basic principles controlling the multiple and highly integrated 
systems in mammals under in vivo conditions there undoubtedly 
will be the emergence of experimental models focusing on species 
other than those that might be popular at that particular time. 
An example of this has been the recent emergence in the use of 
the miniature pig model, the principal reason being the need for 
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an intermediate-sized mammal in developing new technologies 
that can be applied in efforts to translate basic findings from, for 
example, the mouse-to-human. The use of any of these animal 
models does not imply that the experimental results will be iden-
tical in the laboratory animal being tested compared to that in 
human subjects. In fact, in some cases these results can be very 
misleading if improperly interpreted as being comparable. The 
view of the present authors is that progress in the development of 
new strategies to enhance recovery from paralysis using humans 
as the only experimental subjects is a far less effective strategy 
than using a wide range of species for testing specific basic neural 
control mechanisms, some of which are highly likely to result in 
effective translation from animal models to the human. The suc-
cess of this approach is likely to become even more effective as our 
technology improves so that more fundamental questions can be 
addressed with little or minimal adverse or disruptive effects on 
human subjects.

Conclusion
This chapter summarizes some of the basic experiments related 
to neuromodulation of the spinal circuitry using techniques 
that can generate immediate and/or long-term effects on mul-
tiple physiological systems. This neuromodulation can be 
generated using several different techniques to modulate the 
spinal circuits electrically (e.g., applying AC currents, elec-
tromagnetic), pharmacologically (e.g., using monaminergic 
agonists), and using specific sources of artificially imposed 
sensory input to the spinal cord or the sensory input gener-
ated by proprioceptive and cutaneous receptors when move-
ments are being generated. In effect, under normal conditions 
supraspinal centres, including all of the sensory systems being 
processed by the supraspinal centres, also are continuously 
modulating the spinal circuitry. This modulation of the spinal 
circuitry essentially determines how and when it will respond 
to a particular stimulus or ensemble of stimuli. It appears 
that the spinal circuitry can be effectively neuromodulated to 
improve motor function in large part because of the intrinsic 
automaticity of the spinal circuitry. This automaticity provides 
the spinal circuitries with the ability to make decisions related 
to the appropriate activation of selected spinal networks based 
on the processing of proprioceptive and cutaneous information 
in real time in an animal or human injured to the extent that 
there is no remaining supraspinal input. The challenge contin-
ues to be to determine the extent to which it is possible to take 
advantage of this automaticity to regain motor and autonomic 
function after a severe injury or progressive dysfunction of the 
nervous system. The results reported herein provide exam-
ples suggesting that perhaps this potential has been generally 
underestimated.

Acknowledgements
This research was supported by the National Institute of Biomedical 
Imaging and Bioengineering (NIBIB) R01EB007615, the National 
Institute of Health (NIH) R01NS062009, Christopher and Dana 
Reeve Foundation, the Walkabout Foundation, and the RFBR grant 
№13-04-12030 ofi-m as well as by a grant from the Russian Scientific 
Fund project № 14-45-00024. The work is performed according 

to the Russian Government Program of Competitive Growth of 
Kazan Federal University. DISCLOSURE OF INTEREST: V.R.E, 
D.C.L., R.R.R. and Y.G. hold shareholder interest in NeuroRecovery 
Technologies. V.R.E is also President and Chair of the company’s 
Board of Directors. V.R.E, D.L., R.R.R. and Y.G. hold certain inven-
torship rights on intellectual property licensed by The Regents of 
the University of California to NeuroRecovery Technologies and it’s 
subsidiaries.

References
 1. Fong AJ, Cai LL, Otoshi CK, et al. Spinal cord-transected mice learn 

to step in response to quipazine treatment and robotic training.  
J Neurosci. 2005;25(50):11738–11747.

 2. Steuer I, Guertin PA. Spinal cord injury research in mice: 2008 
review. Sci World J. 2009;9:490–498.

 3. Bose PK, Hou J, Parmer R, Reier PJ, Thompson FJ. Altered patterns 
of reflex excitability, balance, and locomotion following spinal cord 
injury and locomotor training. Frontiers Physiol. 2012;3:258.

 4. Courtine G, Gerasimenko Y, van den Brand R, et al. Transformation 
of nonfunctional spinal circuits into functional states after the loss 
of brain input. Nat Neurosci. 2009;12(10):1333–1342.

 5. Courtine G, Song B, Roy RR, et al. Recovery of supraspinal control 
of stepping via indirect propriospinal relay connections after spinal 
cord injury. Nat Med. 2008;14(1):69–74.

 6. Giszter SF, Hockensmith G, Ramakrishnan A, Udoekwere UI. 
How spinalized rats can walk: biomechanics, cortex, and hindlimb 
muscle scaling—implications for rehabilitation. Ann NY Acad Sci. 
2010;1198:279–293.

 7. Hillen BK, Abbas JJ, Jung R. Accelerating locomotor recovery after 
incomplete spinal injury. Ann NY Acad Sci. 2013;1279:164–174.

 8. Ichiyama RM, Courtine G, Gerasimenko YP, et al. Step training 
reinforces specific spinal locomotor circuitry in adult spinal rats.  
J Neurosci. 2008;28(29):7370–7375.

 9. Ichiyama RM, Gerasimenko YP, Zhong H, Roy RR, Edgerton 
VR. Hindlimb stepping movements in complete spinal rats 
induced by epidural spinal cord stimulation. Neurosci Lett. 
2005;383(3):339–344.

 10. See PA, de Leon RD. Robotic loading during treadmill training 
enhances locomotor recovery in rats spinally transected as neonates. 
J Neurophysiol. 2013;110(3):760–767.

 11. Shah PK, Garcia-Alias G, Choe J, et al. Use of quadrupedal step 
training to re-engage spinal interneuronal networks and improve 
locomotor function after spinal cord injury. Brain. 2013;136(Pt 
11):3362–3377.

 12. Shah PK, Gerasimenko Y, Shyu A, et al. Variability in step train-
ing enhances locomotor recovery after a spinal cord injury. Eur J 
Neurosci. 2012;36(1):2054–2062.

 13. de Leon RD, Hodgson JA, Roy RR, Edgerton VR. Full weight-bear-
ing hindlimb standing following stand training in the adult spinal 
cat. J Neurophysiol. 1998;80(1):83–91.

 14. de Leon RD, Hodgson JA, Roy RR, Edgerton VR. Locomotor capac-
ity attributable to step training versus spontaneous recovery after 
spinalization in adult cats. J Neurophysiol. 1998;79(3):1329–1340.

 15. Murray M, Goldberger ME. Restitution of function and collateral 
sprouting in the cat spinal cord: the partially hemisected animal.  
J Comp Neurol. 1974;158(1):19–36.

 16. Rossignol S, Frigon A. Recovery of locomotion after spinal 
cord injury: some facts and mechanisms. Ann Rev Neurosci. 
2011;34:413–440.

 17. Dietz V. Spinal cord pattern generators for locomotion. Clin 
Neurophysiol. 2003;114(8):1379–1389.

 18. Dietz V. Neuronal plasticity after a human spinal cord injury: posi-
tive and negative effects. Exp Neurol. 2012;235(1):110–115.

 19. Harkema S, Gerasimenko Y, Hodes J, et al. Effect of epidural 
stimulation of the lumbosacral spinal cord on voluntary movement, 

 

 

 



SECTION 3 neuroplasticity and repair146

standing, and assisted stepping after motor complete paraplegia: a 
case study. Lancet. 2011;377(9781):1938–1947.

 20. Jilge B, Minassian K, Rattay F, et al. Initiating extension of the lower 
limbs in subjects with complete spinal cord injury by epidural lum-
bar cord stimulation. Exp Brain Res. 2004;154(3):308–326.

 21. Grillner S. Control of locomotion in bipeds, tetrapods, and fish. 
In: Brookhart, JM and Mountcastle VB (eds.) Handbook of 
Physiology, Section 1, The Nervous System, Volume II, Motor 
Control, Part 1. American Physiological Society, Bethesda, MD, 
1981, pp. 1179–1236.

 22. Gurfinkel VS, Levik YS, Kazennikov OV, Selionov VA. 
Locomotor-like movements evoked by leg muscle vibration in 
humans. Eur J Neurosci. 1998;10(5):1608–1612.

 23. Gerasimenko Y, Gorodnichev R, Machueva E, et al. Novel and 
direct access to the human locomotor spinal circuitry. J Neurosci. 
2010;30(10):3700–3708.

 24. Gerasimenko Y, Roy RR, Edgerton VR. Epidural stimulation: com-
parison of the spinal circuits that generate and control locomotion 
in rats, cats and humans. Exp Neurol. 2008;209(2):417–425.

 25. Shik ML, Severin FV, Orlovskii GN. [Control of walking and run-
ning by means of electric stimulation of the midbrain]. Biofizika. 
1966;11(4):659–666.

 26. Grillner S, Zangger P. On the central generation of locomotion in 
the low spinal cat. Exp Brain Res. 1979;34(2):241–261.

 27. Edgerton VR, Grillner S, Sjostrom A, Zangger P. Central generation 
of locomotion in vertebrates. In: Herman R, Grillner S, Stein PSG, 
Stuart DG (eds) Neural Control of Locomotion. Plenum Publishing 
Corporation, New York, 1976, pp. 439–464.

 28. Grillner S, Jessell TM. Measured motion: searching for sim-
plicity in spinal locomotor networks. Curr Opin Neurobiol. 
2009;19(6):572–586.

 29. Grillner S, Wallen P, Saitoh K, Kozlov A, Robertson B. Neural bases 
of goal-directed locomotion in vertebrates—an overview. Brain Res 
Rev. 2008;57(1):2–12.

 30. Jordan LM, Slawinska U. Chapter 12—modulation of rhyth-
mic movement: control of coordination. Progr Brain Res. 
2011;188:181–195.

 31. Kiehn O. Locomotor circuits in the mammalian spinal cord. Ann 
Rev Neurosci. 2006;29:279–306.

 32. Kiehn O. Development and functional organization of spinal  
locomotor circuits. Curr Opin Neurobiol. 2011;21(1):100–109.

 33. Lavrov I, Courtine G, Dy CJ, et al. Facilitation of stepping with 
epidural stimulation in spinal rats: role of sensory input. J Neurosci. 
2008;28(31):7774–7780.

 34. Minassian K, Jilge B, Rattay F, et al. Stepping-like movements in 
humans with complete spinal cord injury induced by epidural stim-
ulation of the lumbar cord: electromyographic study of compound 
muscle action potentials. Spinal Cord. 2004;42(7):401–416.

 35. Shapkova E. Spinal locomotor capability revealed by electrical 
stimulation of the lumbar enlargement in paraplegic patients. 
In: Latash MLM (ed.) Progress in Motor Control. Human Kinetics, 
Champaign, Illinois. 2004, p. 253–289.

 36. Iwahara T, Atsuta Y, Garcia-Rill E, Skinner RD. Spinal cord 
stimulation-induced locomotion in the adult cat. Brain Res Bull. 
1992;28(1):99–105.

 37. Bogacheva IN, Musienko PE, Shcherbakova NA, Moshonkina TR, 
Savokhin AA, Gerasimenko Iu P. [Analysis of locomotor activity 
in decerebrated cats during electromagnetic and epidural electrical 
spinal cord stimulation]. Rossiiskii fiziologicheskii zhurnal imeni 
IM Sechenova/Rossiiskaia akademiia nauk. 2012;98(9):1079–1093.

 38. Selionov VA, Ivanenko YP, Solopova IA, Gurfinkel VS. Tonic central 
and sensory stimuli facilitate involuntary air-stepping in humans.  
J. Neurophysiol.  2009;101(6):2847–2858.

 39. Courtine G, van den Brand R, Roy RR, Edgerton VR. Multi-system 
neurorehabilitation in rodents with spinal cord injury. In: Dietz 
V, Nef T, Rymer Z (eds) Neurorehabilitation Technology. 
Springer-Verlag, London, 2012, pp. 3–21.

 40. Herman R, He J, D’Luzansky S, Willis W, Dilli S. Spinal cord stimu-
lation facilitates functional walking in a chronic, incomplete spinal 
cord injured. Spinal Cord. 2002;40(2):65–68.

 41. Musienko P, Heutschi J, Friedli L, van den Brand R, Courtine 
G. Multi-system neurorehabilitative strategies to restore motor 
functions following severe spinal cord injury. Exp Neurol. 
2012;235(1):100–109.

 42. Musienko P, van den Brand R, Marzendorfer O, et al. Controlling 
specific locomotor behaviors through multidimensional 
monoaminergic modulation of spinal circuitries. J Neurosci. 
2011;31(25):9264–9278.

 43. Musienko PE, Zelenin PV, Lyalka VF, Gerasimenko YP, 
Orlovsky GN, Deliagina TG. Spinal and supraspinal control 
of the direction of stepping during locomotion. J Neurosci. 
2012;32(48):17442–17453.

 44. Barbeau H, Rossignol S. Recovery of locomotion after chronic spi-
nalization in the adult cat. Brain Res. 1987;412(1):84–95.

 45. Grau JW, Crown ED, Ferguson AR, Washburn SN, Hook MA, 
Miranda RC. Instrumental learning within the spinal cord: under-
lying mechanisms and implications for recovery after injury. Behav 
Cogn Neurosci Rev. 2006;5(4):191–239.

 46. Hodgson JA, Roy RR, de Leon R, Dobkin B, Edgerton VR. Can the 
mammalian lumbar spinal cord learn a motor task? Med Sci Sports 
Exerc. 1994;26(12):1491–1497.

 47. Jindrich DL, Joseph MS, Otoshi CK, et al. Spinal learning in the 
adult mouse using the Horridge paradigm. J Neurosci Methods. 
2009;182(2):250–254.

 48. Lovely RG, Gregor RJ, Roy RR, Edgerton VR. Effects of training on 
the recovery of full-weight-bearing stepping in the adult spinal cat. 
Exp Neurol. 1986;92(2):421–435.

 49. Lovely RG, Gregor RJ, Roy RR, Edgerton VR. Weight-bearing 
hindlimb stepping in treadmill-exercised adult spinal cats. Brain 
Res. 1990;514(2):206–218.

 50. Zhong H, Roy RR, Nakada KK, et al. Accommodation of the spinal 
cat to a tripping perturbation. Frontiers Physiol. 2012;3:112.

 51. Roy RR, Harkema SJ, Edgerton VR. Basic concepts of activity-based 
interventions for improved recovery of motor function after spinal 
cord injury. Arch Phys Med Rehabil. 2012;93(9):1487–1497.

 52. Musienko P, Courtine G, Tibbs JE, et al. Somatosensory control 
of balance during locomotion in decerebrated cat. J Neurophysiol. 
2012;107(8):2072–2082.

 53. Horst M, Heutschi J, van den Brand R, et al. Multisystem neuropro-
sthetic training improves bladder function after severe spinal cord 
injury. J Urol. 2013;189(2):747–753.

 54. Gad PN, Roy RR, Zhong H, Lu DC, Gerasimenko YP, Edgerton VR. 
Initiation of bladder voiding with epidural stimulation in paralyzed, 
step trained rats. PLoS One. 2014;9(9)e108184.

 55. Fowler CJ, Griffiths D, de Groat WC. The neural control of micturi-
tion. Nat Rev Neurosci. 2008;9(6):453–466.

 56. Sakakibara R, Kishi M, Tsuyusaki Y, Tateno F, Uchiyama T, 
Yamamoto T. Neurology and the bladder: how to assess and man-
age neurogenic bladder dysfunction. With particular references 
to neural control of micturition. Rinsho Shinkeigaku [Clinical 
Neurology]. 2013;53(3):181–190.

 57. de Groat WC, Yoshimura N. Mechanisms underlying the recovery 
of lower urinary tract function following spinal cord injury. Progr 
Brain Res. 2006;152:59–84.

 58. Seki S, Sasaki K, Fraser MO, et al. Immunoneutralization of nerve 
growth factor in lumbosacral spinal cord reduces bladder hyperre-
flexia in spinal cord injured rats. J Urol. 2002;168(5):2269–2274.

 59. Seki S, Sasaki K, Igawa Y, et al. Suppression of detrusor-sphincter 
dyssynergia by immunoneutralization of nerve growth factor 
in lumbosacral spinal cord in spinal cord injured rats. J Urol. 
2004;171(1):478–482.

 60. Vizzard MA. Neurochemical plasticity and the role of neurotrophic 
factors in bladder reflex pathways after spinal cord injury. Progr 
Brain Res. 2006;152:97–115.



CHAPTER 13 animal models of damage, repair, and plasticity in spinal cord 147

 61. Brady CM, Apostolidis A, Yiangou Y, et al. P2X3-immunoreactive 
nerve fibres in neurogenic detrusor overactivity and the effect of 
intravesical resiniferatoxin. Eur Urol. 2004;46(2):247–253.

 62. Smet PJ, Moore KH, Jonavicius J. Distribution and colocalization 
of calcitonin gene-related peptide, tachykinins, and vasoactive 
intestinal peptide in normal and idiopathic unstable human urinary 
bladder. Lab Invest. 1997;77(1):37–49.

 63. Ward P, Herrity A, Smith R, et al. Novel multi-system functional 
gains via task specific training in spinal cord injured male rats.  
J Neurotrauma. 2013;31(9):819–833.

 64. Chew DJ, Zhu L, Delivopoulos E, et al. A microchannel neuropro-
sthesis for bladder control after spinal cord injury in rat. Sci Transl 
Med. 2013;5(210):210ra155.

 65. Angeli CA, Edgerton VR, Gerasimenko YP, Harkema SJ. Altering 
spinal cord excitability enables voluntary movements after chronic 
complete paralysis in humans. Brain. 137; 1394-1409.

 66. Edgerton R, Roy RR, de Leon R, Tillakaratne N, Hodgson JA. 
Does motor learing occur in the spinal cord? The Neuroscientist. 
1997;3:287–294.

 67. Edgerton VR, Courtine G, Gerasimenko YP, et al. Training locomo-
tor networks. Brain Res Rev. 2008;57(1):241–254.

 68. Edgerton VR, de Leon RD, Tillakaratne N, Recktenwald MR, 
Hodgson JA, Roy RR. Use-dependent plasticity in spinal stepping 
and standing. Adv Neurol. 1997;72:233–247.

 69. Edgerton VR, Leon RD, Harkema SJ, Hodgson JA, London N, 
Reinkensmeyer DJ, et al. Retraining the injured spinal cord.  
J Physiol. 2001;533(Pt 1):15–22.

 70. Edgerton VR, Tillakaratne NJ, Bigbee AJ, de Leon RD, Roy RR. 
Plasticity of the spinal neural circuitry after injury. Annu Rev 
Neurosci. 2004;27:145–167.

 71. Fong AJ, Roy RR, Ichiyama RM, et al. Recovery of control of posture 
and locomotion after a spinal cord injury: solutions staring us in the 
face. Progr Brain Res. 2009;175:393–418.

 72. Hultborn H, Nielsen JB. Spinal control of locomotion—from cat to 
man. Acta Physiol. 2007;189(2):111–121.

 73. Ichiyama RM, Gerasimenko Y, Jindrich DL, Zhong H, Roy RR, 
Edgerton VR. Dose dependence of the 5-HT agonist quipazine in 
facilitating spinal stepping in the rat with epidural stimulation. 
Neurosci Lett. 2008;438(3):281–285.

 74. Maier IC, Schwab ME. Sprouting, regeneration and circuit forma-
tion in the injured spinal cord: factors and activity. Philos Trans Roy 
Soc Lond B, Biol Sci. 2006;361(1473):1611–1634.

 75. Rossignol S, Barriere G, Frigon A, et al. Plasticity of locomotor sen-
sorimotor interactions after peripheral and/or spinal lesions. Brain 
Res Rev. 2008;57(1):228–240.

 76. Rossignol S, Frigon A, Barriere G, et al. Chapter 16—spinal  
plasticity in the recovery of locomotion. Progr Brain Res. 
2011;188:229–241.

 77. Shik ML. Recognizing propriospinal and reticulospinal systems of 
initiation of stepping. Motor Control. 1997;1:310–313.

 78. de Leon RD, Reinkensmeyer DJ, Timoszyk WK, London NJ, 
Roy RR, Edgerton VR. Use of robotics in assessing the adap-
tive capacity of the rat lumbar spinal cord. Progr Brain Res. 
2002;137:141–149.

 79. Harkema SJ, Hurley SL, Patel UK, Requejo PS, Dobkin BH, 
Edgerton VR. Human lumbosacral spinal cord interprets loading 
during stepping. J Neurophysiol. 1997;77(2):797–811.

 80. Timoszyk WK, Nessler JA, Acosta C, et al. Hindlimb loading deter-
mines stepping quantity and quality following spinal cord transec-
tion. Brain Res. 2005;1050(1–2):180–189.

 81. Bareyre FM, Kerschensteiner M, Raineteau O, Mettenleiter TC, 
Weinmann O, Schwab ME. The injured spinal cord spontaneously 

forms a new intraspinal circuit in adult rats. Nat Neurosci. 
2004;7(3):269–277.

 82. Jarosiewicz B, Masse NY, Bacher D, et al. Advantages of closed-loop 
calibration in intracortical brain-computer interfaces for people 
with tetraplegia. J Neural Eng. 2013;10(4):046012.

 83. Jankowska E, Maxwell DJ, Bannatyne BA. On coupling and 
decoupling of spinal interneuronal networks. Arch Ital Biol. 
2007;145(3–4):235–250.

 84. Zaporozhets E, Cowley KC, Schmidt BJ. Neurochemical excita-
tion of propriospinal neurons facilitates locomotor command 
signal transmission in the lesioned spinal cord. J Neurophysiol. 
2011;105(6):2818–2829.

 85. Dimitrijevic MR. Residual motor functions in spinal cord injury. 
Adv Neurol. 1988;47:138–155.

 86. Kakulas BA. Neuropathology: the foundation for new treatments in 
spinal cord injury. Spinal Cord. 2004;42(10):549–563.

 87. Sherwood AM, Dimitrijevic MR, McKay WB. Evidence of subclini-
cal brain influence in clinically complete spinal cord injury: discom-
plete SCI. J Neurol Sci. 1992;110(1–2):90–98.

 88. van den Brand R, Heutschi J, Barraud Q, et al. Restoring voluntary 
control of locomotion after paralyzing spinal cord injury. Science. 
2012;336(6085):1182–1185.

 89. Alexeeva N, Sames C, Jacobs PL, et al. Comparison of train-
ing methods to improve walking in persons with chronic spinal 
cord injury: a randomized clinical trial. J Spinal Cord Med. 
2011;34(4):362–379.

 90. Maegele M, Muller S, Wernig A, Edgerton VR, Harkema SJ. 
Recruitment of spinal motor pools during voluntary movements 
versus stepping after human spinal cord injury. J Neurotrauma. 
2002;19(10):1217–1229.

 91. de Leon RD, Tamaki H, Hodgson JA, Roy RR, Edgerton VR. 
Hindlimb locomotor and postural training modulates glycinergic 
inhibition in the spinal cord of the adult spinal cat. J Neurophysiol. 
1999;82(1):359–369.

 92. Tillakaratne NJ, de Leon RD, Hoang TX, Roy RR, Edgerton VR, 
Tobin AJ. Use-dependent modulation of inhibitory capacity in the 
feline lumbar spinal cord. J Neurosci. 2002;22(8):3130–3143.

 93. Tillakaratne NJ, Mouria M, Ziv NB, Roy RR, Edgerton VR, Tobin 
AJ. Increased expression of glutamate decarboxylase (GAD(67)) in 
feline lumbar spinal cord after complete thoracic spinal cord tran-
section. J Neurosci Res. 2000;60(2):219–230.

 94. Beauparlant J, van den Brand R, Barraud Q, Friedli L, Musienko 
P, Dietz V, et al. Undirected compensatory plasticity contributes 
to neuronal dysfunction after severe spinal cord injury. Brain. 
2013;136(Pt 11):3347–3361.

 95. Grillner S, Kozlov A, Dario P, et al. Modeling a vertebrate motor 
system: pattern generation, steering and control of body orientation. 
Progr Brain Res. 2007;165:221–234.

 96. Gad P, Woodbridge J, Lavrov I, et al. Forelimb EMG-based trigger 
to control an electronic spinal bridge to enable hindlimb stepping 
after a complete spinal cord lesion in rats. J Neuroeng Rehabil. 
2012;9:38.

 97. Gerasimenko Y, Musienko P, Bogacheva I, et al. Propriospinal 
bypass of the serotonergic system that can facilitate stepping.  
J Neurosci. 2009;29(17):5681–5689.

 98. Gorodnichev RM, Machueva EN, Pivovarova EA, et al. [Novel 
method for activation of the locomotor circuitry in human]. 
Fiziologiia Cheloveka. 2010;36(6):95–103.

 99. Gorodnichev RM, Pivovarova EA, Pukhov A, et al. [Transcutaneous 
electrical stimulation of the spinal cord: non-invasive tool for 
activation of locomotor circuitry in human]. Fiziologiia Cheloveka. 
2012;38(2):46–56.



CHAPTER 14

Stem cell application  
in neurorehabilitation
Sebastian Jessberger, Armin Curt, and Roger Barker

Introduction
Over the last 30 years major advances have been made in the field 
of neural restoration and this includes not only better strategies 
for endogenous repair but also the ability to actively intervene 
through neural grafting, for example (see Table 14.1). This revolu-
tion stems from a better understanding of the processes underly-
ing intrinsic repair, the realisation that endogenous processes such 
as neurogenesis still occur in the adult mammalian brain [1] , and 
that neurotrophic factors can be used to encourage cell survival 
and fibre outgrowth in diseased cells within the central nervous 
system (CNS). In addition, we now recognise that some cellular 
transplants can survive in the adult CNS and make and receive 
connections with functional benefits to the grafted animal. In 
this chapter we explore various aspects of these processes includ-
ing the role of adult neurogenesis in health and disease as well 
as the cell-based approaches that have been used to treat a whole 
variety of CNS disorders but especially Parkinson’s disease (PD) 
Huntington’s disease (HD) and spinal cord injury (see Table 14.2).

Basic biology of stem cells
Endogenous neurogenesis in the adult  
mammalian brain
It has been a long-held concept in the neurosciences that the gen-
eration of neurons tapers off with the end of embryonic develop-
ment. For decades the leading opinion in the field was that the 
adult mammalian brain is not capable of generating new neurons 
throughout life due to the absence of any neurogenic, dividing 
cells—neural stem cells (NSCs). It was assumed that the neuronal 
networks and circuitries in the mature CNS are too complex to 
allow for the maturation and integration of newborn neuronal 
cells. Thus, the most common strategy to ameliorate disease 
symptoms and promote rehabilitation in the context of neuropsy-
chiatric disease was to pharmacologically treat abnormalities in 
transmitter networks and enhance functional plasticity within 
the surviving networks and brain areas. However, the concept 
that the adult brain loses its capacity to regenerate was challenged 
in the mid 1960s, when the first experiments suggested that there 
may be proliferating cells in the restricted areas of the adult brain 
that appeared to have the potential to generate new neurons [2, 3]. 
In these pioneering studies by Altman, Kaplan, and others, radio-
actively labelled thymidine was used to visualize proliferating 

cells doubling their DNA content prior to cytokinesis. However, 
at this time it was technically extremely difficult to truly confirm 
that:  (i)  a cell is newborn and (ii) differentiates into a neuron. 
However, the idea that the adult brain may even be capable of gen-
erating new neurons was fuelled by the findings that cells could 
be isolated and propagated in vitro that showed NSC properties 
meaning that these cells were able to self-renew and to generate 
neurons in the culture dish [4] . This technical breakthrough, lead-
ing to the acceptance that neurogenesis occurs in the mammalian 
brain throughout life, came with the use of thymidine-analogues 
(such as bromodeoxyuridine; BrdU) that could be visualized using 
antibodies in combination with techniques to label neuronal cells 
using confocal microscopy (e.g. [5]).

With this strategy—that was later complemented using spe-
cific retroviruses that selectively label dividing cells and their 
progeny and transgenesis-based approaches—two main neuro-
genic regions in the adult mammalian brain could be identified: 
the subventricular zone (SVZ) lining the lateral ventricles out of 
which newborn cells migrate along the rostral migratory stream 
(RMS) towards the olfactory bulb (OB) where they differentiate 
into several types of mostly gamma-aminobutyric acid (GABA)
ergic olfactory neurons, and the subgranular zone (SGZ) of the 
hippocampal dentate gyrus (DG) where exclusively glutamatergic, 
excitatory granule cells are generated [6] . In these two neurogenic 
areas, NSCs (with certain astrocytic properties) that are largely 
quiescent (i.e. do rarely divide) under normal conditions, give rise 
to more proliferative progenitors that generate new, immature 
neurons [7]. These new neurons mature structurally and function-
ally over the course of several weeks before they integrate into the 
pre-existing neural circuitries in the OB and DG. Interestingly, the 
functional properties of young, immature neurons substantially 
differ from their older progeny that are generated during embry-
onic development. These newborn cells are much more excitable 
and display a higher degree of plasticity which is believed to be the 
reason why the adult brain invests in the energetically demanding 
exercise of supporting these two neurogenic (and highly plastic) 
regions [7].

Notably, the number of neurons generated is not static but 
rather is dynamically regulated. Positive stimuli, such as physi-
cal exercise and environmental enrichment, strongly enhance the 
number of newborn neurons, whereas negative regulators such as 
stress and aging substantially decrease neurogenesis [7] . Initially, 
based on these correlative data, it was hypothesized that adult 
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neurogenesis may be not only important for physiological brain 
function but may also contribute to certain disease processes—
for example, in the context of affective disorders such as major 
depression, as well as neurodegenerative disorders [8]. Indeed, 
in mouse models of stress and depression it could be shown that 
certain antidepressants strongly enhanced neurogenesis and 
that their behavioural effects depend on this pharmacologically 
enhanced neurogenesis [9]. Besides, a contribution of altered or 
failing neurogenesis to certain disease processes, the identifica-
tion of endogenous NSCs also opened up the possibility of acti-
vating and recruiting NSCs or their neuronal progeny to lesioned 
or injured brain areas to replace lost neurons: for example, in the 

context of ischaemic stroke. Thus, targeting endogenous NSCs 
that generate new neurons throughout life presented a novel treat-
ment option to improve or restore brain function in a number of 
CNS diseases and disorders.

Exogenous stem cells for neural repair
There have been numerous experimental attempts, as well as in 
the clinic, over the last decades to replace lost neurons not only by 
mobilizing endogenous NSCs but also by transplanting exogenous 
cells with the capacity to produce new neurons into the diseased 
or injured brain. For example, fetal progenitors have been used to 
replace lost dopaminergic neurons in the context of PD (see later). 
However, it became evident soon on that heterogeneity of clinical 
response and difficulties in standardizing cell isolation and cell 
quality made it extremely challenging to use fetal human progeni-
tors as a standard treatment option to replace dopamine-based 
pharmacotherapy. Thus, new cellular sources had to be identified 
and developed that could restore and replace specific neural struc-
tures lost to brain injury/degeneration.

Much hope to find a reliable source for neuronal cell replace-
ment was invested in human embryonic stem cells (ESCs). ESCs 
are derived from the inner cell mass early during embryonic 
development, and represent a cell type that shows pluripotency—
which means that these cells are capable of generating all tissues 
of the organism besides the trophoblast—along with the capac-
ity for almost indefinite self-renewal. Notably, there has been 
substantial progress over the last decades to develop protocols to 
direct ESCs toward specific neuronal lineages, such as dopamin-
ergic neurons (e.g. [10]). Furthermore, the protocols have been 
substantially improved to reduce the risk of transplanting undif-
ferentiated, and thus dividing, ESCs that have the potential to 
form tumours within the transplanted tissue, so called teratomas. 
Nevertheless, the clinical use of ESCs is still challenged by ethical 
concerns (given that human ESCs are derived from the progeny of 
in vitro fertilized oocytes) and the fact that transplanted ESCs are 
non-autologous transplants, requiring at least a certain degree of 

Table 14.1 Approaches to cell-based repair of the CNS

Approach Advantages Disadvantages Example

Promotion of intrinsic  
repair through  
increased neurogenesis

Uses an innate system so is more 
physiological

No tumourigenic potential

Neurogenesis is only found at a few restricted sites in the 
adult CNS

Limited capacity to upregulate this process

Depression

Exogenous transplants  
of cells

Many choices in terms of cell that can 
be used each with their own merits

Unlimited supply in theory

Many different cell types can be 
generated to treat multiple different 
conditions

Ethical concerns with some cell sources

Tumourigenic and cell proliferation/migration concerns  
with some cell types

Immunogenic problems with using non-autologous cells;

Risk of infection with cultured cells

Limited ability to get cells to truly adopt phenotype needed

Often need to be delivered by invasive neurosurgical 
procedure with all the risks associated with it

Parkinson’s disease

Huntington’s disease

Spinal cord injury

Direct transdifferentiation of cells 
in situ

No cell injections needed Ability to do this effectively and therapeutically is unproven

May damage or kill cells

Parkinson’s disease

Table 14.2 Disorders of the CNS being considered for neural repair

Inborn errors of metabolism/myelination

◆ Battens’ diseases; Perlizeus Merzbacher

Neurodegenerative disorders

◆ Parkinson’s disease; multiple system atrophy; Huntington’s disease; 
motorneuron disease

Neuroimmunological disorders

◆ Multiple sclerosis

Vascular diseases/disorders

◆ Stroke

Traumatic injuries

◆ Spinal cord injury

Neuropsychiatric conditions

◆ Depression

Other

◆ Epilepsy

◆ Retinal disease/macular degeneration
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immunosuppression to prevent rejection of the transplanted tis-
sue by the host.

Given these limitations, the discovery that virtually every 
somatic cell can be reprogrammed to adopt a pluripotent state 
by introducing defined transcription factors opened novel pos-
sibilities for patient-specific cell replacement strategies. These 
cells, called induced pluripotent stem cells (iPSCs), can be easily 
generated from each individual (e.g. by a simple skin biopsy and 
isolating fibroblasts that are then subjected to reprogramming) 
yielding an isogenic and patient-selective source for therapeutic 
cell replacement strategies [11].

In the following sections we will briefly review the evidence that 
altered neurogenesis in the adult brain contributes to neuropsy-
chiatric disease processes and how the mobilization of endoge-
nous or the use of exogenous, transplanted stem cells may provide 
novel treatment options in the context of neurodegeneration, spe-
cifically in PD and HD, as well as other CNS disorders such as 
spinal cord injury.

Therapeutic targeting of neural stem  
cells in neuropsychiatric disease
Adult hippocampal neurogenesis  
and affective disorders
Affective disorders such as major depression represent a major 
social and financial burden to Western societies, given their 
high prevalence. Even though a number of classes of antidepres-
sant drugs have been in clinical use for decades, there remains 
a substantial fraction of patients with therapy-resistant disease, 
indicating the need to (i)  better understand the aetiology and 
neural consequences of affective disorders and (ii) develop novel 
treatment strategies. One of the key risk factors (besides age, see 
‘Age-associated cognitive decline’) to develop affective disorders 
is stress, which was found to dramatically reduce neurogenesis 
[12]. In combination with the findings that a structural hallmark 
of patients suffering from depression is a reduction of hippocam-
pal volume as measured by non-invasive imaging approaches, 
this initiated a large number of studies aiming at understanding 
a potential link between the onset or maintenance of affective 
disorders and adult hippocampal neurogenesis [9] . Strikingly, a 
number of antidepressants such as selective serotonin re-uptake 
inhibitors (SSRIs) enhance the number of neurons generated and 
depend at least partially on neurogenesis for their efficacy (e.g., 
[13]. Supporting the potential contribution of failing neurogen-
esis to the depressive disease process has been the fact that many 
antidepressants show a latency of 2 to 4 weeks between being 
taken and having a therapeutic effect—a time that may reflect the 
antidepressant-induced generation, maturation, and functional 
integration of newborn neurons [9].

However, genetic enhancement of hippocampal neurogenesis 
turned out to not be sufficient for theirdirect mood-regulating 
effects, even though this needs to be studied in more detail [14]. 
Furthermore, more studies are required that investigate if new 
neurons directly affect mood or are only indirectly contributing to 
affect through modulation of hippocampus-dependent cognition. 
In summary, it seems reasonable to speculate that neurogenesis 
in the adult hippocampus represents a novel therapeutic target to 
ameliorate disease symptoms in major depressive disorders. On 
the other hand, it is unlikely that hippocampal neurogenesis is the 

major and sole cause whose alterations may lead to or, if phar-
macologically targeted, cure depression. Most importantly, more 
evidence needs to be produced that neurogenesis may indeed be 
affected in patients suffering from affective disorders.

Age-associated cognitive decline  
and reduced neurogenesis
Ageing is associated with a substantial decline in several cogni-
tive domains that may eventually lead to impairments in activi-
ties in daily living [15, 16]. Interestingly, the number of neurons 
that are generated in the adult hippocampus (and SVZ/OB sys-
tem) dramatically decreases with advancing age (without coming 
to a complete stop) [1, 7]. Furthermore, the number of neurons 
born in older age does correlate with the performance of rodents 
on hippocampus-dependent learning tasks [17]. Thus, it has been 
speculated that hippocampal neurogenesis may be a critical 
mediator of cognition with aging. This idea has been supported 
for example by imaging-based findings in humans that the first 
structure showing functional and structural alterations in cog-
nitively challenged, aged individuals is indeed the hippocampal 
dentate gyrus [18]. In addition, known regulators of neurogenesis, 
such as running and environmental enrichment, have turned 
out to be effective in enhancing neurogenesis in aged rodents, 
which was again associated with improved performance in 
hippocampus-dependent learning tasks [19, 20].

Current projects aim to elucidate the cellular and molecular 
mechanisms that are responsible for the age-dependent drop of 
neurogenesis. Furthermore, it remains unclear if enhancing neu-
rogenesis is sufficient to ameliorate cognition in advanced age. Be 
that as it may, the observed association between cognitive decline 
and decreased neurogenesis suggests a mechanism at least par-
tially explaining the drop in hippocampus-dependent cognition 
with old age.

Altered neurogenesis in epilepsy
Besides the aforementioned diseases that reduce the amount 
of neurons, there are also disease states that at least transiently 
enhance the number of neurons generated. For example it has 
been shown that neurogenesis is dramatically enhanced in rodent 
models of temporal lobe epilepsy (TLE) [21]. Notably, not only the 
number of neurons generated is enhanced: epileptic activity also 
leads to ectopic migration of newborn granule cells into the hilar 
region of the dentate gyrus and the aberrant formation of hilar 
basal dendrites that form ectopic synapses and potentially impair 
proper synaptic transmission and connectivity within the dentate 
circuitry [22, 23]. Strikingly, it has also been shown that ectopic 
neurogenesis is sufficient to drive epileptogenesis, further sup-
porting the findings that enhanced, but massively altered neuro-
genesis in the context of TLE, is potentially a contributing disease 
factor [24]. However, neurogenesis may not only be involved in 
the establishment of epileptogenic circuitries as it has also been 
shown that in more advanced or chronic disease stages, neuro-
genesis is strongly downregulated and may represent one factor 
responsible for cognitive decline that is commonly observed in 
patients affected by chronic or therapy refractory forms of TLE 
[25]. Thus, drugs aiming to enhance neurogenesis in the context 
of affective disorders or ageing may also turn out to be effective in 
ameliorating cognitive symptoms in advanced stages of TLE by 
increasing the number of newborn granule cells.
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This has been also aimed for in animal models of TLE, through 
the transplantation of exogenous NSCs into the epileptic hip-
pocampus. First results are promising, even though the inva-
siveness and associated risks when considering the next steps in 
taking such a strategy into the clinical setting are substantial [26].

Stem cell-based therapeutic approaches 
in Parkinson’s disease
PD is a common neurodegenerative disorder of the CNS that affects 
about 1 in 800 people and typically presents around 70 years of age. 
It has as part of its core pathology the loss of the nigrostriatal dopa-
minergic neurons and the formation of alpha synuclein-positive 
Lewy bodies. However, in recent years a number of fundamental 
new concepts have emerged with respect to PD:

(1) The disease process is not restricted to dopaminergic nigros-
triatal neurons but involves many sites within the brain and 
even neurons outside of the CNS (e.g. in the enteric nervous 
system) [27].

(2) PD is not simply a disorder affecting motor control but 
embraces a range of non-motor features, some of which may 
even precede the onset of the movement disorder (so-called 
prodromal or promotor PD) [28].

(3) The disease process may even begin in the periphery and 
then spread into the CNS with alpha synuclein behaving in a 
prion-like fashion [29].

(4) Whilst the pathogenesis of the disease process may involve 
protein spread, it is still unknown why people develop PD in 
the first place although there is now substantial evidence to 
show that there are major genetic risk factors for getting it 
[30]. This includes heterozygote mutations in genes coding 
for glucocerebrosidase (GBA), the gene that leads to the auto-
somal recessive condition Gaucher’s disease [31].

(5) There are now a large number of Mendelian forms of PD 
described, some of which resemble idiopathic PD both clini-
cally and pathologically [30].

(6) Idiopathic PD is heterogeneous and the basis for this may 
relate to common genetic variants that are also linked to the 
risk of getting it in the first place [32, 33].

All of this has had implications for the use of stem cells in the 
study and treatment of PD in two main ways;

 (i) Disease modelling using iPSCs, typically from patients with 
Mendelian forms of PD or stem cell lines transfected by the 
gene of interest [34].

(ii) The fact that neural grafting with dopaminergic cell trans-
plants will only help some patients with PD and then only some 
of their symptoms and signs—in other words it will never be a 
treatment for all patients with PD but will only deal with their 
dopaminergic responsive clinical features [35].

PD disease modelling
iPSCs derived from patients offer a powerful in vitro disease model 
as these should carry the identical cellular pathological features 
of the disease in that patient [36]. However, there are a number 

of key assumptions with this approach. First, that any pathology 
seen in neurons so derived after a few days or weeks in culture is 
disease relevant and speaks to the pathology seen in the CNS of 
the patient that has taken decades to develop. Second, it assumes 
that the disease process is cell autonomous, as the only cells being 
studied are the neurons so generated, and it does not, and cannot, 
interrogate how different cellular players may talk to each other 
in the disease process (e.g. the role of inflammation). Third, the 
reprogramming of the cells may remove some of the age-related 
factors that are critical in the development of PD, given this is the 
biggest risk factor for PD. Finally, it has to be shown that the neu-
rons so produced are truly authentic neurons of the type wanted. 
This is especially true for dopaminergic neurons as there are at 
least 10 subtypes of dopaminergic neurons in the adult brain (A8–
A17) [37], all of which show specific electrophysiological, neuro-
chemical, and transcriptional profiles and only some of which are 
lost in PD [38].

Despite a number of obstacles, several groups have produced PD 
patient-specific inducible dopaminergic neurons [ iDA ] derived 
from iPSCs and early studies found that the differentiated cells 
did not show any disease-related phenotype [39]. In addition it 
was noted that residual transgene expression in virus-carrying 
iPSCs influenced their molecular properties, which has led to the 
use of derivation methods free of reprogramming factors in the 
modeling of human disease. Subsequently, it has been shown that 
iDA derived from iPSCs do display specific PD pathology using 
cell lines from patients with sporadic and LRRK2-associated PD 
[40]. As with the earlier study [39], no difference was observed 
between the iDA from PD patients and controls in the differentia-
tion efficiency, morphology and phenotype after 30 days in cul-
ture. However, long-term culture (<75 days) of iDA derived from 
sporadic PD cases revealed altered morphology, with a decrease in 
the number and length of neurites and an increased susceptibil-
ity to degeneration. iDA from PD patients also exhibit defective 
autophagosome clearance [39].

While the vast majority of PD cases are idiopathic (>95 %), sev-
eral causative genes have been identified in families harbouring 
mendelian forms of the disease [41]. So far, five PD-related genes 
have been studied using iPS cell technology including neurons 
derived from patients carrying mutations in the SNCA, glucocer-
ebrosidase, Leucine-Rich Repeat Kinase-2 (LRRK2), phosphatase 
and tensin homolog (PTEN)-induced putative kinase 1 (PINK1), 
and Parkin genes. All of these have shown some pathological 
changes, although they are often subtle and their relevance to the 
disease process in the affected patient is unclear.

In recent years, neurons differentiated from iPSCs whilst pro-
viding new insights into the cellular mechanisms involved in the 
pathophysiology of PD, have also been considered for transplan-
tation. However, concerns remain with respect to their safety, 
mainly due to their proliferative, tumorigenic potential [42]. To 
overcome this issue, several groups have developed methods that 
allow direct conversion of human differentiated somatic cells, 
such as fibroblasts, into functional neurons avoiding any interme-
diate pluripotent state. The first study to do this converted mouse 
embryonic and postnatal fibroblasts into functional neurons by 
the overexpression of three transcription factors (Ascl1, Brn2, and 
Mytl1) [43]. Subsequently, human fibroblasts have also been suc-
cessfully converted into functional neurons by overexpressing the 
same transcription factors [44] and this has now also been done in 
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disease conditions (e.g. Alzheimer’s disease patients [45]). For PD, 
obviously making dopaminergic neurons would be of interest and 
it has been shown that the addition of two transcription factors 
specific to the dopaminergic lineage (Lmx1a and FoxA2), along 
with the three original factors, is sufficient to generate dopaminer-
gic-like neurons [44, 46]. However, the gene expression profiles of 
these reprogrammed DA neurons differed significantly from pri-
mary midbrain DA neurons in these studies and so more recent 
attempts to generate iDA-like midbrain dopaminergic neurons 
have used six reprogramming factors (Ascl1, Pitx3, Nurr1, Lmx1a, 
Foxa2, and En1), as well as the patterning factors Shh and FGF8 
[47]. While these iDA expressed many of the relevant markers of 
dopaminergic neurons, the cells only partially restored dopamine 
function in vivo, and have failed to exhibit similar levels of mid-
brain transcription levels to those found in embryonic or adult 
midbrain dopamine neurons [47]. More recently, a combination 
of five transcription factors (Ascl1, Pitx3, Nurr1, Sox2, and Ngn2) 
generated iDA that further provided benefit when grafted in the 
6-hydroxydopamine [6-OHDA ] rat model of PD, suggesting that 
these reprogrammed cells display functional midbrain dopamin-
ergic neuronal properties [48].

Because the direct conversion does not go through a prolifera-
tive state, the quantity of neurons that can be obtained is limited 
by the accessible number of fibroblasts used as starting material 
for conversion. Nevertheless, direct conversion of the patient’s 
fibroblasts into relevant neuronal subtypes is very promising for 
disease modelling and may even ultimately have a role in neural 
grafting.

Neural transplantation
The core loss of the dopaminergic neurons in PD coupled to the 
response of patients to dopaminergic drugs led in the 1980s to the 
idea that this condition could be treated through the transplanta-
tion of dopaminergic cells into the diseased basal ganglia. This 
initially involved autografts of the catecholamine-rich adrenal 
medulla, although the results were generally disappointing both 
experimentally and in patients. It was therefore not long before 
this approach was superseded by transplants of fetal ventral mes-
encephalic (VM) tissue [49]. This approach involves harvesting 
the dopaminergic neurons from the developing ventral midbrain 
and then grafting them into the site where dopamine normally 
works, namely the striatum. Experimentally, it was shown that 
this approach worked well when the cells were harvested at the 
time they normally develop (E13–14 in rats and mice; 6–8 weeks 
post conception in humans) as the grafted cells could survive, 
make, and receive connections from the host brain and release 
dopamine in a regulated manner with functional benefits to the 
grafted animal. It was on this background that open label studies 
were undertaken in patients with PD both in Europe and the US. 
These studies showed that some patients could derive long-term 
benefit from these grafts and that these clinical improvements 
correlated with F-dopa-positron emission tomography (PET) 
imaging showing evidence of dopamine cell survival at the site 
of implantation. A correlation that was confirmed in a few post 
mortem studies [50]. The success of this approach gave confidence 
in some quarters to push on and undertake more rigorous double 
blind placebo controlled trials even though the results from the 
open-label studies had been variable and the optimal way of giv-
ing the therapy not resolved [51].

These two double-blind placebo-controlled trials that were pub-
lished in 2001 and 2003 showed that the therapies were ineffective 
in so much as they failed to deliver on their primary end point 
[52, 53]. Furthermore, significant numbers of patients developed 
involuntary movements in the absence of L-dopa but in the pres-
ence of the graft; so-called graft-induced dyskinesias. Thus, in 
many eyes it was shown that this approach did not work, produced 
side effects, and subsequently it was also shown that the trans-
plants even develop the pathology they are designed to treat [54].

However, a more critical review of the trial data leads one to 
a rather different conclusion, which is that the fetal VM grafts 
can work very well in some patients and that understanding why 
this is the case, will determine whether this whole approach has 
a future (reviewed in [55]). However, the use of human fetal tis-
sue as the source of cells for grafting is clearly not possible in the 
long term, for a range of ethical and practical reasons, and as such 
there is a need to find a more ethically acceptable, readily available 
source of dopaminergic neurons for grafting [56] (see Table 14.3).

One such cell source is ESCs [57]. However, the use of these 
cells has been hampered by problems of cell overgrowth; immune 
rejection, and the ability to truly direct them into authentic nigral 
dopaminergic neurons. Of late though advances have been made 
in this area with the production of large numbers of A9-looking 
nigral neurons, which can survive grafting in animal models of PD 
with functional benefits and no tumour formation [10]. However, 
even these cells whilst looking very promising fail to grow axons 
to the extent that fetal dopaminergic neuroblasts do, and they are 
also, of course, not free of ethical concerns. As an alternative iDA 
generated from iPSCs derived from patients’ skin fibroblasts are 
very appealing candidates [58], not only because they circumvent 
ethical issues but exclude the risk of immune rejection. One other 
benefit in using iPS cells is the possibility of rejuvenating the cells 
from an aged patient and thus eliminating the pathologies asso-
ciated with ageing to restore tissue proliferation and function. 
The potential of iDA derived from iPS cells for cell replacement 
therapy has been assessed [59], and whilst encouraging the data is 
less robust than that seen in ESC-derived dopaminergic neurons. 
More recently, it has been shown that differentiated inducible neu-
rons [iN] and iDA can have effects in the 6-OHDA lesioned rat, 
but the effects are modest at best with the cells not looking like 
mature nigral neurons [46].

Stem cell-based therapeutic approaches  
in Huntington’s Disease (HD)
HD is an autosomal dominant disorder in which the abnormal 
gene codes for a mutant huntingtin protein that is expressed in 
every cell of the body. The disease typically presents in mid-life 
with a combination of motor, cognitive, and psychiatric problems, 
and it then progresses over a 20–25  year period to death [60]. 
The pathological changes become more widespread with disease 
progression, and whilst it was initially thought that the striatum 
was the main site of pathology in early HD, this view is in need 
of qualification based on the results of recent studies in early 
and premanifest HD [61]. These studies have shown that whilst 
the striatum is an early site of pathology, many other areas are 
affected, which is important given that the transplant approach to 
HD has only concentrated on repairing the medium spiny output 
neurons of the striatum.
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In the 1980s–1990s (before the gene for HD was discovered and 
thus the advent of HD transgenic mice) it was shown experimen-
tally that grafts of fetal striatal tissue placed in the excitotoxic 
lesioned striatum could survive, differentiate, receive, and make 
synaptic connections with the host brain and restore behaviour 
(reviewed in [62])—results which have been less impressive in 
transgenic animal models of disease [63].

Thus based on the work in the non-transgenic models of HD, 
early clinical trials were done using human fetal striatal allografts 
in patients with mild to moderate disease. This was most notably 
done in the US and Europe and showed mixed results [64].

In the first major study to report, the French group found that 
three of their five grafted patients showed some transient benefits 
and that these were linked to evidence of metabolic activity at 
the site of transplantation [65]. This was followed by a negative 
study from the group based in South Florida where they found 
no benefit in any of their patients [66]. This transplant trial used 
a different approach with respect to the tissue dissection and this 
could help explain why they did not find any benefits. Interesting 
of late though, there has been work showing that the grafts in 
these patients have pathology resembling that seen in the host 
HD brain [67]. Other studies, most notably one in the UK, have 
tended to show that the approach using the current protocols are 
largely unsuccessful [68], although occasional successes have been 
seen in individual cases [69]. This variability is now being further 
explored in a large clinical study in France.

Whilst it is unclear whether fetal striatal allografting is useful 
and even sensible in HD, it has nevertheless led many to look at 
making striatal output neurons from stem cell sources for pos-
sible use in this way. Whilst to date the number of studies doing 
this have been limited, it is encouraging that the ability to make 
these cells is possible and that they do have some benefits in ani-
mal models of HD [70. 71].

An alternative use of these cells is to study disease pathogenesis 
in much the same way as has been done in PD. Thus, work has 

been done using stem cells transfected with part of the mutant 
huntingtin gene and more recently neurons derived from iPS cells 
from HD patients have been produced [72]. This has helped con-
firm some of the key steps in the disease process, and whilst these 
cells have not as yet been thought of as being useful in autograft-
ing therapies, this may evolve if the technologies for correcting 
gene defects can be perfected.

Finally, the ability to use stem cells to repair the brain from 
within has always held great attraction since it was first shown 
that adult neurogenesis occurs in the mammalian brain. In the 
case of animal models of HD it has been shown that abnormalities 
exist in hippocampal neurogenesis and this may account for some 
of the cognitive and affective aspects of the disease [73, 74]. Whilst 
the basis of this and its relevance to human disease is unknown, 
it does suggest that intrinsic repair strategies around this system 
may offer some potential therapeutic avenues worth exploring. In 
addition there have some reports of increased neurogenesis in the 
SVZ in HD [75], although again the relevance and significance of 
this is unknown as are changes in this same system seen in PD 
and mediated through a midbrain dopaminergic projection and 
ciliary neurotrophic factor [CNTF] and epidermal growth factor 
[EGF] signalling pathways (see for example [76]).

Stem cell-based therapeutic  
approaches in stroke
Stroke is a common disorder that affects many people and encom-
passes a range of different pathologies from large vessel occlusions 
with hemispheric loss of tissue to small vessel events causing lacu-
nar infarcts. As a result, there has been much interest in using 
cells to repair the brain in stroke, although exactly how these 
cells might do this is debatable. Indeed, the idea has been pursued 
that they could be used for cell replacement, although this seems 
unlikely to work given the complexity and diversity of cells lost 
as part of the original insult. Nevertheless, there has been great 

Table 14.3 Types of stem cells being considered for neural repair

Type of stem cell Advantages Disadvantages

Embryonic stem  
(ES) cells

Easy to grow

Easy to manipulate

Unlimited supply

Ethical concerns with their derivation

Tumour formation

Ability to truly differentiate them into appropriate progeny

Immunogenicity

Inducible pluripotent  
stem (iPS) cells

Allows for autologous grafting

Relatively easy to grow to large numbers

Capacity to correct genetic defects in them

Tumour formation

Problems due to reprogramming

Ability to truly differentiate them into appropriate progeny

Immunogenicity

Neural precursor  
cells (NPC)

Allows for autologous grafting if using adult NPC 
in brain

No tumour risk

Ethical concerns with their derivation if derived from fetal or ES source

Limited expansion and manipulation compared to ES/iPS cells

Ability to truly differentiate them into appropriate progeny

Immunogenicity

Bone marrow derived  
stem cells

Allows for autologous grafting

No tumour risk

No ethical concerns

No immunogenic concerns

Limited expansion possible

Ability to truly differentiate them into appropriate neural cells is 
debatable
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interest in developing therapies that either recruit endogenous 
stem cells for repair or the implantation of exogenous grafts of 
stem cell derived progenitors that work to enhance repair through 
some form of paracrine effect.

After experimental stroke in rodents (e.g. occlusion of the middle 
cerebral artery; MCAO) proliferation of NSCs in the SVZ is strongly 
enhanced and a small fraction of these newborn cells can migrate 
away from the SVZ towards the striatum where they differentiate 
into neuronal cells (e.g. [77]). Similar observations have been made 
in human samples [78]. However, at this time it remains unclear if 
stroke-induced endogenous neurogenesis functionally contributes 
to recovery [79]. Furthermore, it appears that the number of neu-
rons generated is very low. Thus, strategies need to be developed that 
either enhance the survival or increase the recruitment of newborn 
cells generated from endogenous NSCs towards the ischaemic lesion.

In the case of neural grafting, this has now evolved to the level 
of early clinical trials, even though their experimental basis is 
often not that convincing. The most recent of these is a small 
open-label study by ReNeuron, in which implants of their immor-
talized human cortical cell line have been delivered to patients 
with well-established infarcts. Whilst the data from this study 
has yet to be published, the preliminary data presented at meet-
ings suggests this approach is safe with some small signal of effect 
(Muir K, personal communication). This is not the first trial using 
this approach as various other small open-label studies have been 
undertaken. However, none have produced robust enough effects 
to be confident that these cells have a future in the treatment of 
this common condition (see Bhasin et al [80]).

Stem cell-based therapeutic approaches  
in multiple sclerosis
Multiple sclerosis (MS) is an autoimmune disease that leads to 
chronic demyelination followed by axonal loss and a loss of neu-
ronal function. Stem cell-based strategies to ameliorate disease 
progression and/or clinical symptoms have been trialled (e.g. 
[81, 82]) and may work through modulation of the autoimmune 
response and stem cell-mediated regeneration [83, 84].

Interestingly, peripheral administration of neural stem cells 
(NSCs) and mesenchymal stem cells (MSCs) seems to attenuate 
the immune reaction in animal models of MS such as experi-
mental autoimmune encephalomyelitis (EAE), most probably by 
interfering with B-cell proliferation and promoting T-cell anergy. 
This leads to fewer inflammatory infiltrates and slowed disease 
progression in EAE. How stem cells exactly mediate these effects 
remains largely unknown, but given that they can be easily deliv-
ered into the periphery this approach could translate into the clin-
ical setting rather rapidly if proven preclinically to be of value [84].

However, a large problem in MS is the degeneration of axons fol-
lowed by neuronal dysfunction that eventually occurs even in the 
absence of a strong inflammatory state. Thus, strategies aiming 
to enhance remyelination are urgently required to truly advance 
regeneration in MS brains. Again in preclinical EAE models, the 
transplantation of stem cells with the ability to differentiate into 
oligodendrocytes reduced disease features. Furthermore, the tar-
geted differentiation into myelinating oligodendrocytes derived 
from endogenous NSCs in the murine SVZ turned out also to be 
beneficial in EAE (e.g. Rafalski et al [85]). Thus, current experi-
ments aim to identify small molecules that may enhance the 

endogenous generation of functional oligodendrocytes to amelio-
rate disease features in chronic demyelinating disease [86].

Stem approaches in multiple system atrophy 
and motorneuron disease

Stem cells have also been used in other neurological conditions, 
including multiple system atrophy (MSA). In this disease MSCs 
from the bone marrow have been used and in all cases the ben-
efits seem marginal and need confirming in other studies [97]. The 
rationale for this approach is that these cells can have immune 
modulating effects as well as releasing trophic factors, all of which 
can help repair the brain. The same is also true for the adoption of 
similar strategies in motor neuron disease [88].

Stem cell-based approaches in  
traumatic spinal cord injury
Spinal cord injury (SCI) is a rare disorder (incidence ranges from 
15–30/million of the population) [89] and in many countries regu-
latory offices grant an orphan disorder designation to it. Due to 
an increased level of life expectancy achieved over the last three 
decades (overall normal life expectancy depending on the level of 
lesion is about 90% compared to age-matched controls) the preva-
lence of people living with SCI is steadily increasing (in US an 
estimated incidence of about 12,000 new cases per year and a prev-
alence of patients living with SCI is about 1 million of the popula-
tion) [90]. In about 50% of patients the spinal cord injury is due 
to a traumatic event and for this specific population of patients, 
rehabilitation standards and outcome assessments have been con-
tinuously developed since the first conception and installation of 
a dedicated SCI rehabilitation programme (in Stoke Mandeville 
UK, 1942) [91, 92]. Traumatic SCI typically affects healthy and 
younger subjects (although in the recent decades a shift towards 
elderly subjects is observed with an increase of the mean age from 
30 to 45 years), and compared to other neurological disorders of 
the brain (like MS, stroke, etc.) constitutes a non-degenerative and 
non-progressive disorder [93–95]. Furthermore, SCI represents a 
very distinct disorder within the central nervous system due to a 
rather localized lesion within the cord. Although the spinal cord 
is embedded in the CNS compartment (sealed by the blood–brain 
barrier) the SCI also clinically affects important neural structures 
that project and form part of the peripheral nervous system—
alpha motoneurons. This is clinically evident in the assessment 
of motor function where typically motor weakness of an upper 
motorneuron (increased tone, spasticity, increased reflexes) and 
lower motoneuron (reduced muscle tone, muscle atrophy, loss of 
reflexes) origin can be seen in the same patient. In these motor 
segments (myotomes) originating from areas with cord damage, 
there is always some alpha motoneuron damage, while below 
the level of lesion motor weakness is due to loss of the descend-
ing central motor fibre tracts (i.e. pyramidal spinal tract) [96]. 
As for the brain, the cord contains neural networks (integration 
and modulation of in/outputs that affect the facilitation or inhi-
bition of neural inputs) and conductive pathways (longitudinal 
ascending/descending fibre tracts). Accordingly, the cord is not 
only involved in conveying afferent–efferent signals but also has 
a capacity to influence even rather complex sensorimotor func-
tions (like walking) in a sub-hierarchical capacity relative to the 
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brain. The aforementioned findings indicate that the potential use 
of stem cells to improve the outcome of human SCI can potentially 
affect many different aspects of the spinal cord.

So far there is no approved or established treatment of the injured 
spinal cord itself and all the success achieved to date is through 
rehabilitation and the better outcome of patients with SCI is based 
on improved management of secondary medical problems (like 
bowel and bladder function). Although patients undergoing con-
ventional rehabilitation programmes achieve advanced levels of 
functional outcome they still have a strong desire to improve their 
medical condition (patients acknowledge that they learned to live 
with SCI but they want to go beyond this). Due to these strong 
emotional desires many patients seek any potential treatment and 
they may even circumvent regulated (i.e. controlled) health care 
provisions (many will travel abroad to receive unproven treat-
ments with any kind of cells). They even accept to pay at their own 
expense, enormous amounts of money (20,000–30,000 USD) to 
receive these cell applications even though none of the provided 
interventions have been proven to be effective.

Concepts and preclinical models of cell-based therapies in 
SCI follow in principal the same considerations as in stroke and 
other CNS disorders (Figure 14.1). Most commonly applied are 
preclinical models applying olfactory ensheathing cells (OEC) 
[97,  98], Schwann cells (SC) [99,  100], bone marrow stromal 
cells (BMSC) [101], and neural stem/progenitor cells (NSPC) 
[102,  103]. While the latter approaches have transferred to a 
degree to clinical trials, embryonic (ESC) and induced pluripo-
tent stem cells (iPSC), although also intensively tested in animal 
models, have not yet reached a required level of safety and con-
fidence for their application in humans, outside of a small trial 
funded by Geron.

The improvement of locomotor recovery and surgical feasibil-
ity of cell transplantation has been shown in several experimental 
paradigms and includes: adult mice neural precursor cells [104]; 
combined SC, OEC [105], and chondroitinase ABC [106]; human 
Schwann cells [107]: OEC [108]; homologous macrophages [109]; 
human ESC oligo-progenitors [110]; human umbilical cord cells 
[111]; human neurons from an embryonal teratocarcinoma cell 
line [112]; human neural precursor cells [113]; and human adult 
neural stem cells-described herein [114–117].

So far in preclinical models the three most likely mechanisms 
for using stem cells on the damaged cord include:  (1)  de-novo 
remyelination, (2) neurotrophic effects increasing neural plastic-
ity, and (3) replacement of lost cells [118]. These occur to differing 
extents and the functional readouts in the animal mainly disclose 
minimal to moderate effects on locomotion. To enhance treat-
ment effects combinatorial interventions are becoming increas-
ingly tested and hold some promise [119, 120].

While in principle, the application of stem cells in animal 
SCI models appears feasible and reasonably safe, many impor-
tant aspects for translating these application into human treat-
ments are unresolved: (i) What is the most reasonable animal 
model (is there a need for non-human primate studies)?; (ii) 
What injury model (contusion versus cut lesions) and extent 
(completeness of cord damage) of cord injury is most relevant?; 
(iii) What kind of cell line may be superior and are there any 
reliable dose dependencies on outcomes?(iv) What is the most 
sensitive timing after injury (what constitutes acute and how is 
that established in animals and humans) for cell transplanta-
tion [121]?

Furthermore, the estimation of potential effects sizes as observed 
in the animal models to those involving patients is unclear [122]. 
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Fig. 14.1 Spinal cord injury.
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While in human studies the stratification of patients is typically 
based on clinical phenotypes (level and completeness of lesion, 
time after injury, and accompanying medical complications), 
animal studies often apply a post hoc analysis with a stratifica-
tion based on performance and biological markers that eventu-
ally allows one to find differences in outcomes. Clinical phase I/
II trials concentrate on safety and feasibility (route of application, 
interactions of cells with host, interference of cell transplantation 
on recovery profiles, etc.) and so far animal models are of limited 
predictive value in terms of safety concerns [123]. One of the seri-
ous anxieties relates to the induction or increase of neuropathic 
pain, which is frequently an on-going challenge for patients fol-
lowing SCI (in about 60–70% of patients) [124, 125]. The induction 
of pain has not only been reported in animal models [126] but 
also in a case control series of intrathecal autologous bone marrow 
transplantations in humans with chronic SCI [127].

All the aforementioned issues need to be carefully considered 
when thinking about the translation of preclinical findings into a 
clinical trial [128].

In humans the procedural (surgical) and biological (cell inte-
gration, immunogeneicity) safety of cell transplantation into the 
spinal cord has been revealed in three recently completed cell-
based trials applying intramedullary injections of cells [129–131]. 
Although the applied cells were of various types of non-CNS auto-
grafts, the overall findings revealed the general feasibility of the 
approach and the surgical risk of cell implantation into the injured 
spinal cord was considered favourable. The first trial was a Phase 
I study performed in Israel and assessed the safety of implanting 
incubated autologous macrophages within 14 days of injury [130]. 
The premise for this study was based on the concept of ‘protec-
tive autoimmunity’ in which endogenous activated macrophages 
and T cells are assumed to help augment spinal cord repair in the 
subacute inflammatory phase (1–2 weeks post injury). The study 
enrolled eight patients with complete injury between C5 and T11 
and the intervention consisted of four microinjections (60 μl) of 
autologous harvested macrophages (total 4 million cells) at the 
caudal border of the cord injury. No adverse events were attrib-
uted to the experimental therapy, and no acute or delayed morbid-
ity associated with the volume or cell dose injected into the spinal 
cord was observed. This study resulted in a Phase II study that 
enrolled 50 subjects before study cancellation for financial rea-
sons. The safety and efficacy data from this study will be analysed 
and eventually published [132].

The second cell-based study involved implantation of autolo-
gous bone marrow cells in combination with systemic granulo-
cyte macrophage colony-stimulating factor - administration in a 
Phase I/II trial [131]. In this study a series of 35 patients with com-
plete cervical or thoracic injuries were implanted with autologous 
bone marrow cells at various stages after injury (acute, subacute, 
and chronic). The premise of the study was based on the possi-
bility of bone marrow derived cells producing neuroprotective 
cytokines or differentiating into neural cells helpful for repair. 
The surgical procedure involved exposing the injured cord and 
injecting 200 million cells in a total suspension volume of 1.8 ml 
(six 300  μl aliquots) ‘surrounding the lesion site.’ One patient 
reported a transient postoperative reduction in hand strength and 
three patients had increased incisional muscle rigidity (presum-
ably related to the surgical exposure). The authors reported that 
neuropathic pain was observed in a higher proportion (20%) of 

the patients who underwent transplantation, as opposed to the 
parallel ‘control’ (non-transplanted) patient group (7.7%). The 
increased neuropathic pain was predominantly noted in those 
patients transplanted in the subacute and chronic stage. The qual-
ity and nature of the neuropathic pain was not fully characterized 
in the report and pretransplant pain assessments were not quanti-
fied. In addition, the confounding variable of the second surgery 
necessary for the bone marrow cell transplantation as compared 
to the single stabilization surgery performed in the control group 
was not accounted for in the analysis of the neuropathic pain. 
The third study using a cell-based strategy for spinal cord injury 
involved the injection of autologous OES in three patients with a 
complete thoracic cord injury [129]. The cell doses in this limited 
series ranged between 12 and 28 million cells and were injected 
into the area of injury and adjacent cord using a pattern between 
270 to 630 spinal cord injections. No deterioration in function or 
neuropathic pain was reported for the three subjects in this lim-
ited trial.

In 2009, the US Food and Drug Administration approved a 
Phase 1 clinical trial (Geron company) to evaluate the safety of a 
human embryonic stem cell-based product candidate, GRNOPC1, 
in patients with acute thoracic spinal cord injuries. The study was 
open to patients with a neurologically complete (ASIA Impairment 
Scale A) traumatic spinal cord injury limited to the thoracic region 
between T3 and T11. The administration of GRNOPC1 was sup-
posed to occur between 7 and 14 days after the injury. In total 
about five patients were enrolled in this study, until in November 
2011 the company, due to strategic considerations, abandoned the 
study. There have been no serious adverse events reported so far.

The findings summarised in this section (the list of studies is 
by no means considered to be complete) reveal that, although 
there have been a limited number of studies in humans, the 
application of stem cells for human SCI appears to be feasible. So 
far, however, there have been no findings in humans that reveal 
major or clinically obvious improvements in motor or sensory 
function.

Conclusion
The current possibilities for the structural and functional repair 
of the injured and diseased CNS are still extremely limited and 
lesions to the adult brain or spinal cord often result in a detrimen-
tal and disabling failure of CNS function. Thus, novel therapeutic 
avenues are needed. The identification of somatic stem cells within 
the adult nervous tissue and the improved handling and genera-
tion of various multipotent and pluripotent human stem cells, has 
raised hopes that these cells, whether endogenous or transplanted, 
will be useful for tissue repair. Even though stem cells are today 
not routinely used in the clinics to treat CNS diseases, a grow-
ing number of clinical studies have identified their potential for 
functional repair or support of injured tissue. Ongoing studies of 
stem cell-based treatments at this time are starting to explore their 
tolerability and to some extent efficacy. It seems plausible that dis-
eases with a relatively well- defined pathology—that is the loss of 
distinct cell populations such as dopaminergic cells in the sub-
stantia nigra in PD, represent more promising targets compared to 
those with more diffuse neural tissue damage occurring for exam-
ple after stroke. Further, disease stratification, based on the iden-
tification of patient subgroups that may benefit more than others 
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from such interventions, will be important to ultimately judge the 
potential of stem cell therapies for treating a number of neuropsy-
chiatric diseases. Clearly, future preclinical and clinical stud-
ies will have to identify the appropriate source for transplanted 
cells, be they patient-derived such as iPSCs, or derived from other 
human tissue representing allografts. Safety, comparability, and 
large-scale availability of cells are certainly a prerequisite for the 
routine clinical use of stem cells or their derivatives. Important for 
the field and subsequently the clinical success of stem cell-based 
therapies will be the need to avoid premature and over-optimistic 
expectations of their efficacy as we move towards patients in the 
clinic.
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CHAPTER 15

The role of neuroimaging in 
understanding the impact of 
neuroplasticity after CNS damage
Nick Ward

Introduction
Acute injury to the central nervous system (CNS) is often followed 
by some degree of recovery. Scientists and clinicians have been 
interested in the mechanisms of this recovery for years. Based 
on observations in animal models of focal CNS injury it is often 
assumed that a number of processes jointly referred to as neuro-
plasticity make a major contribution (see Chapters  13 and 14). 
Experiments in animal models have demonstrated alterations in 
cerebral organization that occur after injury are related to recov-
ery [1] . Specifically, focal cortical damage in adult brains renders 
widespread surviving cortical regions more able to change struc-
ture and function in response to afferent signals in a way normally 
only seen in the developing brain ]2]. An increased potential for 
neuroplasticity will in itself not enhance recovery, but it may 
increase the impact of training strategies since training works 
through mechanisms of experience-dependent plasticity [1].

The management of patients with incomplete recovery follow-
ing CNS injury often draws on specific rehabilitation interven-
tions aimed at assisting adaptation to impairment. However, 
partly because of a growing awareness of the role of neuroplas-
ticity there is an interest in designing therapeutic strategies to 
promote cerebral reorganisation as a way of reducing rather than 
compensating for impairment. These include incorporating ideas 
about learning into neurorehabilitation (see Chapter 7) as well as 
strategies to enhance the potential for neuroplastic change, such 
as neuropharmacological (see Chapter 17) and non-invasive brain 
stimulation (see Chapter 16).

These developments are clearly very exciting for clinicians. 
A key part of developing future strategies will involve building 
an empirical understanding of how the brain responds to injury 
and how such changes may be manipulated in a way that promotes 
functional recovery. The investigation of cerebral reorganization 
after focal brain injury in humans is less well advanced than 
similar work in animal models. There are clearly greater limita-
tions in studying the human brain, but structural and functional 
imaging provide opportunities to do so. This chapter will explore 
how neuroimaging has contributed to understanding the impact 
of neuroplasticity after CNS injury, and how it might contribute 
in the future. It will largely concentrate on motor recovery after 
stroke to illustrate how neuroimaging provides a window onto 

neuroplasticity after CNS damage, but examples from the study 
of different types of patients (spinal cord injury) and different 
domains (language) will be referred to in order to examine how 
much it is possible to generalize these ideas.

Imaging techniques
Functional imaging
Functional neuroimaging techniques allow examination of human 
brain function in vivo. In the context of CNS injury, functional 
brain imaging provides a way of assessing how focal damage to 
cortical or subcortical regions alters the way surviving neural net-
works operate, and how these changes are related to impairment 
and recovery. Functional imaging of the brain has been carried 
out with four main techniques: positron emission tomography 
(PET), functional magnetic resonance imaging (fMRI), electro-
encephalography (EEG) and magnetoencephalography (MEG). A 
detailed theoretical background to the techniques is beyond the 
scope of this chapter. In brief however, both PET and fMRI rely on 
the assumption that neuronal activity is closely coupled to a local 
increase in cerebral blood flow (CBF) secondary to an increase 
in metabolism. PET relies on mapping the distribution of inert, 
freely diffusible radioactive tracers deposited in tissue as a func-
tion of regional perfusion (rCBF). fMRI comprises different meth-
ods, but the studies described in the next section use blood oxygen 
level-dependent (BOLD) imaging techniques. During an increase 
in neuronal activation there is an increase in local CBF, but only a 
small proportion of the greater amount of oxygen delivered locally 
to the tissue is used. There is a resultant net increase in the tissue 
concentration of oxyhaemoglobin and a net reduction in para-
magnetic deoxyhaemoglobin in the local capillary bed and drain-
ing venules. The magnetic properties of haemoglobin depend on 
its level of oxygenation so that this change results in an increase in 
local tissue derived signal intensity on T2*-weighted MR images. 
EEG and MEG on the other hand are techniques that measure 
the magnetic fields emanating from the scalp, which are created 
perpendicular to the electrical current (according to Maxwell’s 
equation) that is created by neuronal activity. EEG systems are 
cheaper and more readily available than MEG, but MEG has some 
advantages. EEG signals are strongly degraded by heterogeneity in 

 

 

 

 



SECTION 3 neuroplasticity and repair162

conductivity within head tissues, but this is far less of a problem 
in MEG. MEG directly measures neuronal activity and has a tem-
poral resolution in the scale of milliseconds. Studies measuring 
rCBF with PET are less common now but MEG studies are on the 
increase.

Structural imaging techniques
Ideally, changes in CNS functional organization should be viewed 
in the context of the anatomy of the structural damage. However, 
structural imaging in stroke for example, has generally been used 
to examine the vascular territory involved, without too much con-
sideration of the important functions subserved by the grey and 
white matter structures that are damaged. This is probably because 
there has been no good way to quantify damage to key structures 
using computerized tomography (CT) or T1- and T2-weighted 
MRI. This opened the way for diffusion-weighted imaging (DWI), 
which is sensitive to the diffusion of water molecules within tis-
sue. Diffusion tensor imaging (DTI) is based on DWI and allows 
evaluation of the integrity of the white matter by calculation of 
fractional anisotropy (FA). Probabilistic DTI tractography uses 
voxel-wise FA values to map probable fibre trajectories by follow-
ing the estimated fibre orientation of successive voxels to generate 
streamlines connected to chosen start points. These tractography 
algorithms then provide quantitative information about the integ-
rity and orientation of white matter tracts in the brain. Its accu-
racy has been validated using post-mortem specimens [3] .

Imaging motor recovery after stroke
Cross-sectional studies in chronic stroke
The first functional imaging studies to examine cortical reorgani-
zation of the motor system were performed in recovered chronic 
subcortical stroke patients. These patients were found to have rel-
ative overactivation in a number of motor-related brain regions 
during the performance of a simple motor task compared to con-
trol subjects. In particular, overactivations were seen in brain 
regions such as dorsolateral premotor cortex (PMd), ventrolateral 
premotor cortex (PMv), supplementary motor area (SMA), cingu-
late motor areas (CMA), parietal cortex, and insula cortex [4–7]. 
A recent meta-analysis on activation data derived from over 50 
neuroimaging experiments confirmed that enhanced activity in 

contralesional primary motor cortex (M1), bilateral ventral pre-
motor cortex and supplementary motor area (SMA) are a highly 
consistent findings after motor stroke compared to healthy con-
trols for a wide range of hand motor tasks [8] . These findings were 
initially interpreted as indicating that recruitment of these brain 
regions, particularly those in the unaffected hemisphere, might be 
responsible for recovery.

However, stroke patients are variable and if one studies patients 
with a range of late post-stroke outcome, results suggest that those 
with the best outcome have a ‘normal’ activation pattern when 
compared to normal controls, whereas those with poorer outcome 
show significant differences. Although care needs to be taken in 
conducting and interpreting ‘task-related’ studies, the differences 
between stroke patients and healthy controls generally take the 
form of: (i) overactivations in non-primary motor areas, particu-
larly in the contralesional hemisphere; and (ii) shifts in somato-
topic representation in primary and possibly non-primary motor 
areas [9] . In fact, when the relationship between impairment and 
regional brain activation was examined for the first time, a nega-
tive correlation was found between the magnitude of brain activa-
tion in secondary motor areas and outcome [10] (Figure 15.1). In 
other words, this result confirmed that those with more impair-
ment were the ones with overactivations previously described.

A subsequent study used TMS to quantify the ‘functional integ-
rity’ of the corticospinal system to test whether this may be the 
key variable leading to alterations in patterns of task-related activ-
ity after stroke. Patients with more corticospinal system damage 
exhibited less task-related activity in ipsilesional M1 (hand area) 
and greater activity in secondary motor areas in both hemispheres 
[11]. A similar result was observed in a group of patients with dif-
ferent levels of impairment studied at approximately 10 days post 
stroke illustrating that lesion induced reorganization occurs 
quickly [12]. These results point to a shift away from primary to 
secondary motor areas with increasing disruption to corticospinal 
system, presumably because in some patients ipsilesional M1 is 
less able to influence motor output. However, this is highly likely 
to depend on the exact pattern of disruption to the descending 
pathways.

The results from similar studies performed in patients with 
injury occurring to the CNS at a much earlier age (e.g. cerebral 
palsy) provide similar results. Prominent contralesional activity 

Fig. 15.1 Brain regions in which activity during affected hand grip correlates with impairment. Greater upper limb impairment was associated with greater activity 
during affected hand grip in these regions. Results are surface-rendered onto a canonical brain. The brain is shown (from left to right) from the left side, from above (left 
hemisphere on the left) and from the right.
Ward NS, Brown MM, Thompson AJ, Frackowiak RSJ, Neural correlates of outcome after stroke: a cross-sectional fMRI study, Brain, 2003, 126, 1430–48, by permission of Oxford University Press.
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has been observed, both in premotor and primary motor cortex, 
with the latter more likely to be recruited in those with larger 
lesions [13]. As in those with adult stroke, there is variability in 
motor system organization related to lesion extent and level of 
impairment.

The evolution of cerebral  
reorganization after stroke
Cross-sectional studies are simpler to perform, but do not tell 
us is how this reorganized state evolved from the earliest time 
after infarction. Two early longitudinal studies with early and 
late time points demonstrated initial task-related overactivations 
in motor-related brain regions followed by a reduction over time 
in patients said to recover fully [14, 15]. A detailed multisession 
longitudinal fMRI study of patients with infarcts not involving 
M1 looked at changes in motor-related brain activity as a func-
tion of recovery (rather than time). At approximately 10–14 days 
after stroke, an initial overactivation was seen in many primary 
and non-primary motor regions [16]. As in the chronic setting, 
this was more extensive when the clinical deficit was greatest 
(i.e. early after stroke). Improvement in motor performance was 
associated with a steady decrease in task-related activity in these 
areas (Figure 15.2) suggesting that successful recovery is asso-
ciated with a normalization of pathologically enhanced brain 
activity over time, which has been confirmed by a number of sub-
sequent studies [17–19]. Even earlier changes were examined by 
a serial fMRI study, in which stroke patients with motor impair-
ment were scanned several times in the first 2 weeks post-stroke 
starting within 3 days after symptom onset [18]. In those with 
only mild impairment, task-related activation (movement of the 
affected hand) was not different from healthy controls. However, 
in those with more marked impairment, there was a general 
reduction of cerebral activity in the first 1–3 days after stroke, 
which increased in both hemispheres over and above that seen in 
healthy controls over the next 10 days. Four months later, cortical 
overactivity had returned to levels observed in healthy controls 
in those with recovery of hand function, similar to earlier longi-
tudinal studies.

The early absence of activity is an interesting finding that might 
represent a real decrease in neural activity or possibly merely 
reduced BOLD due to neurovascular uncoupling. Intriguingly, 
however, reduced BOLD reactivity has been linked with increased 
levels of gamma-aminobutyric acid (GABA) [20]. This is of par-
ticular interest as, the balance between inhibition and excitation 
in the cortex is thought to be a key mediator of neural plastic-
ity. The temporal pattern of reduced then elevated BOLD might 
point towards the kinds of alterations in lesion induced plasticity 
that evolve over time that are seen in animal models of focal brain 
injury [1] .

Brain reorganization in response  
to therapeutic interventions
The studies described so far have examined alterations in organi-
zation of cortical motor areas in response to damage (to the cor-
ticospinal pathways). There are a number of studies that have 
looked at the effects of physical therapies (for review see [21]). The 
standard design is to use functional imaging before and after a 

particular treatment protocol. Most found treatment-associated 
increases in ipsilesional hemisphere activity in keeping with the 
previous longitudinal studies, but others saw a shift in the balance 
of activation in the opposite direction. The evidence suggests that 
the contribution of contralesional motor regions varies, but it is 
not clear what baseline characteristics might predict such shifts. 
In other words, it is likely individual differences in the anatomy of 
the damage and time since stroke will determine what topography 
of therapeutic change is observed.

These results are likely to represent the consequences of func-
tional improvement rather than the mechanism of action of the 
treatment itself. Only one study has looked at the differential lon-
gitudinal changes in brain reorganization for one form of therapy 
compared to another [22]. Bilateral arm training with rhythmic 
auditory cueing (BATRAC) led to significantly higher increases in 
activation in some ipsilesional motor-related areas including PMd 
and SMA than after matched intensity ‘standard’ physiotherapy. 
From a clinical perspective it was disappointing that there were 
no overall differences in clinical gains for either group. Although a 
negative clinical trial, it means that the functional imaging differ-
ences are not confounded by different therapeutic gains. In other 
words, the results here do suggest a possible cerebral mechanism 
for BATRAC compared to intense ‘standard’ physiotherapy.

In general, functional imaging is unlikely to be useful purely as 
a marker of clinical improvement, something that is measurable 
with simple outcome scores. Functional imaging may become a 
useful marker of the potential for change in damaged brain, and 
this will be discussed later in the chapter.

Is this reorganization functionally relevant?
Most longitudinal studies have been performed in those who end 
up with reasonable recovery and support the importance of regain-
ing normal patterns of brain activity. However, the cross-sectional 
studies tell us that not all patients achieve this normalization 
and those with incomplete recovery can be left with prominent 
task-related activity in secondary motor areas, particularly in con-
tralesional hemisphere. What is the evidence that this pattern of 
cortical activity during attempted movement is either contribut-
ing to or hindering recovery of motor function?

Do these distributed cortical motor regions have any direct 
influence over muscles in recovering limbs? One way to look at 
this is to measure the coherence between oscillatory signals from 
both the brain (measured with MEG) and the affected muscles 
(measured with electromyography, EMG) simultaneously dur-
ing a simple movement. Corticomuscular coherence here implies 
some kind of functional coupling between the cortical region and 
the recovering muscle. In a group of chronic stroke patients, the 
cortical source of the peak corticomuscular coherence was widely 
distributed compared to controls [23]. In particular, peak corti-
comuscular coherence was seen in contralesional hemisphere in 
a number of patients (Figure 15.3), implying direct influence over 
affected muscle activity.

Transiently disrupting cortical activity in either ipsilesional 
or contralesional PMd with transcranial magnetic stimulation 
(TMS) usually does not affect healthy volunteers, but can lead to 
worsening of recovered motor behaviours in some chronic sub-
cortical stroke patients [24–26]. The effect is usually dependent on 
residual impairment. For example, TMS to contralesional PMd is 
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more disruptive in patients with greater impairment [25], whereas 
TMS to ipsilesional PMd is more disruptive in less impaired 
patients [24], implying a contralesional shift in balance of func-
tionally relevant activity in those patients with greater impair-
ment. These findings are in keeping with the functional imaging 
findings previously discussed.

Another approach is based on the assumption that activity in 
brain areas that are functionally involved in producing a specific 
behaviour, co-vary with modulation of the task parameters. For 
example, activity in contralesional sensorimotor and premotor 
cortices might increase in proportion to the frequency of finger 
movements in well recovered stroke patients in contrast to control 
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Fig. 15.2 Results of single subject longitudinal analysis examining for changes in brain activations during affected (right) hand grip over sessions as a function of 
recovery. The patient suffered from a left-sided pontine infarct resulting in right hemiparesis. (A) Results are surface rendered onto a canonical brain; red areas represent 
recovery-related decreases in task-related activation across sessions, and green areas represent the equivalent recovery-related increases. The brain is shown (from left 
to right) from the left (ipsilesional, IL) side, from above (left hemisphere on the left), and from the right (contralesional, CL). (B) Results are displayed on patient’s own 
normalized T1-weighted anatomical images with corresponding plots of magnitude of task-related activation against recovery score (higher number = less impairment), 
for selected brain regions.
Ward NS, Brown MM, Thompson AJ, Frackowiak RSJ, Neural correlates of motor recovery after stroke: a longitudinal fMRI study, Brain, 2003, 126, 2476–96, by permission of Oxford University Press.
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subjects [27]. Another study asked subjects to vary force out-
put, rather than movement rate, and then examined for regional 
changes in the control of force modulation [28]. In healthy humans 
increasing force production is associated with linear increases 
in BOLD signal in contralateral M1 and medial motor regions, 
implying that they have a functional role in force production [29]. 
In stroke patients with minimal corticospinal system damage and 
excellent recovery, the cortical motor system behaved in a way 
that was similar to younger healthy controls. However, in patients 
with greater corticospinal system damage, force-related signal 
changes were seen mainly in contralesional dorsolateral premo-
tor cortex, bilateral ventrolateral premotor cortices and contral-
esional cerebellum, but not ipsilesional primary motor cortex 
[28]. A qualitatively similar result was found in healthy volunteers 
with increasing age suggesting that this ‘reorganization’ might be 
a generic property of the cortical motor system in response to a 
variety of insults [30]. In relation to lesion-induced reorganiza-
tion, not only do premotor cortices become increasingly active 
during movement as corticospinal system integrity diminishes 
[11], but also take on a new ‘M1-like’ role during modulation of 
force output, which implies a new and functionally relevant role 
in motor control.

The timing of the task-related activity might also be useful in 
determining function in relation to action. For example, using 
event-related fMRI contralesional M1 activity peaks seconds 
before ipsilesional M1 in stroke patients, in comparison to con-
trols in whom the opposite relationship is observed [31]. On the 
other hand, in a different study using the fine temporal resolu-
tion of EEG, contralesional hemisphere activity was detected after 
the motor response had been made, suggesting that it was not 

related to movement initiation in these patients [32]. Despite its 
temporal resolution, EEG lacks fine spatial resolution, and so it is 
not certain which contralesional brain region this result related 
to: M1 or premotor cortex for example. Others have used directed 
EEG coherence to investigate whether there is increased the flow 
of information from the ipsilateral motor cortex following motor 
stroke [33]. This approach suggested that in stroke patients with 
residual impairment, the contralesional hemisphere was the main 
‘driver’ (at least in the beta band activity) for task-related flow of 
information during grip with the affected hand, whereas in recov-
ered patients and controls cortical activity was driven from the 
ipsilesional (contralateral in controls) sensorimotor cortex.

The results described so far indicate that there is some novel 
contribution to motor control from the contralesional hemi-
sphere after stroke. Some studies have moved their attention to 
the premotor cortex. At rest, it seems that the influence of con-
tralesional PMd on ipsilesional motor cortex is inhibitory in well 
recovered patients, but becomes more facilitatory in those with 
greater clinical impairment [34]. By using concurrent TMS-fMRI, 
it was also possible to examine which brain regions contralesional 
PMd was influencing. During affected hand movement there was 
a stronger influence of contralesional PMd on two posterior parts 
of the ipsilesional sensorimotor cortex [34]. This provides a pos-
sible mechanism by which contralesional PMd might exert its 
state-dependent influence over the surviving cortical motor sys-
tem, since ipsilesional sensorimotor cortex is most likely to be able 
to generate descending motor signals to the spinal cord to support 
recovered motor function.

The results presented so far suggest that activity in contral-
esional hemisphere contributes to motor control after stroke, 
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Fig. 15.3 Altered location of peak corticomuscular coherence after stroke. (A) Lesion overlap of stroke patients from axial slices on a template brain demonstrating the 
variety in cortical and subcortical damage across the group. Scale indicates number of patients overlapping. (B) 3D plot of peak coherence coordinates for beta (left) 
and gamma (right) (grip performed with left hand). Control subjects are shown in blue and patients are shown in red. Results are displayed on a ‘glass brain’ and shown 
from behind (top left), from the right side (top right) and from above (bottom left). Reproduced from Rossiter et al (2012) [23].



SECTION 3 neuroplasticity and repair166

particularly in more impaired patients. However, an alternative 
view is that motor areas in the contralesional hemisphere, in par-
ticular M1, are pathologically overactive after stroke. There are 
both TMS [35] and fMRI [36] studies which suggest that in some 
subcortical stroke patents, contralesional M1 although ‘active’, 
may exert an abnormally high degree of interhemispheric inhibi-
tory drive towards ipsilesional M1 during attempted voluntary 
movement of the affected hand. In other words, contralesional 
M1 overactivity somehow suppresses ipsilesional M1 activity and 
consequently motor performance and recovery. Others have used 
this concept to suppress excitability in contralesional M1 using 
non-invasive brain stimulation, in an attempt to enhance the 
effect of motor training. There are now many small studies [37]. 
Although initially positive, the publication bias is gradually being 
corrected and negative studies are being published [38]. What is 
likely to emerge is that the anatomical and neurophysiological 
characteristics of the individual patient will determine if and how 
it is possible to prime the motor system so that training regimes 
have more effect. This will allow stratification of approaches based 
on mechanistic understanding [39].

The anatomical substrates of motor recovery
Reorganization of cortical motor systems is most prominent 
in patients with greatest clinical deficit and presumably with 
the most significant damage to the descending motor path-
ways. Clearly, recruitment of secondary motor areas does not 
get patients back to normal, but the evidence is that in many it 
is at least supporting what recovered function they have. If so, 
what are the possible anatomical substrates of this effect? A key 
determinant of motor recovery is sparing of the fast direct motor 
pathways from ipsilesional M1 to spinal cord motor neurons 
[40, 41]. There is little evidence that ipsilateral projections from 
motor cortex to forelimbs exist in primates [42], although this 
does not rule out such a possibility in humans. This makes ipsi-
lateral projections from contralesional M1 a less likely substrate, 
but what about those from secondary motor areas? In primates, 
projections from secondary motor areas to spinal cord motor 
neurons are usually less numerous and less efficient at exciting 
spinal cord motoneurons than those from M1 [43, 44]. Studies 
in primates in which layer V (the ‘output’ layer) cortical neu-
rons were stimulated and stimulus-triggered averages of electro-
myographic activity measured from forelimb muscles during a 
reach-to-grasp task [45, 46]. The onset latency and magnitude 
of facilitation effects from premotor areas PMd, PMv, SMA, and 
dorsal cingulate motor area (CMAd) were significantly longer 
and weaker than those from M1. Although there was evidence 
for the first time of a small number of direct projections to spi-
nal cord motoneurons at least as fast as those from M1, from 
each of the secondary motor areas, the majority are unlikely 
to have a direct influence. Alternative pathways to spinal cord 
motoneurons would include via corticocortical connections 
with ipsilesional M1 or via interneurons in the spinal cord. 
Finally, it is often cited that secondary motor areas only have 
meaningful projections to proximal rather than distal muscles. 
In these studies, proximal muscles were predominantly repre-
sented in PMd and PMv but for both SMA and CMAd, facilita-
tion effects were more common in distal compared to proximal 

muscles. These medial motor areas are almost always ‘overactive’ 
in stroke patients compared to control subjects.

Another possibility is that premotor areas are able to send 
descending motor signals via alternative pathways such as reticu-
lospinal projections to cervical propriospinal premotoneurons 
[47–49]. These pathways have divergent projections to muscle 
groups operating at multiple joints [50, 51], which might account 
for the multijoint ‘associated’ movements such as the synergistic 
flexion seen when patients with only poor and moderate recovery 
attempt isolated hand movements [47]. Although some see these 
synergistic movements as a barrier to further improvements in 
motor control (towards ‘normal’ patterns of movement), it is likely 
that these patients do not in fact have enough of the appropriate 
anatomical substrate (fast direct contralateral projections from 
ipsilesional M1) to support ‘normal’ movement. In this context, 
synergistic movements can contribute to functional improvement. 
Overall, it is feasible that a number of motor networks acting in 
parallel could generate an output to the spinal cord necessary for 
movement, and that damage in one of these networks could be at 
least partially compensated for by activity in another [52, 53].

Imaging language recovery after stroke
In the language domain, functional imaging studies of brain reor-
ganization after stroke have focused largely on patients with ano-
mia, a symptom present in almost all types of aphasia. Many of the 
functional imaging studies have demonstrated post-stroke activ-
ity in a right hemisphere homologue of either Broca’s (BA 44/45) 
or Wernicke’s (BA 22) area [54]. Attempts to find a correlation 
between the magnitude of right hemisphere activation and recov-
ery of language function were unsuccessful, unlike the equivalent 
studies in the motor domain [10], suggesting that the story is most 
likely more complicated than simply switching a function from 
one hemisphere to the other.

This is illustrated by a longitudinal study in which early (within 
12 days of stroke) overactivity in right Broca’s area compared to 
controls correlated with better naming ability. After this early 
phase the relationship between right Broca’s area activity and nam-
ing performance altered with declining activity occurring at a time 
of continued clinical improvement [55]. In the same study, there 
was little task-related BOLD signal very early after stroke (2 days), 
but it is not clear whether this was neural in origin or due to neu-
rovascular uncoupling. Interestingly, the same early post-stroke 
reduction in task-related BOLD signal has been reported in the 
motor domain [56]. In keeping with this apparent alteration in the 
relationship between naming performance and right Broca’s activ-
ity, attempted disruption of naming with transcranial magnetic 
stimulation was more successful in the first 2 weeks after stroke 
compared to 2 months later [57]. So, as in the motor domain, the 
role of surviving cortical regions changes with time after stroke.

Looking beyond Broca’s, early recovery of naming ability is 
dependent on restoration of perfusion to at least one of three key 
areas in the dominant hemisphere—BA37 (posterior middle and 
inferior temporal/fusiform gyrus) and BA 22 (Wernicke’s area) 
as well as Broca’s area (BA 44/45) [58]. The most important of 
these for naming is BA 37, with perfusion-diffusion mismatch 
(i.e. salvageable tissue) in this area predicting good recovery [59]. 
Recovery of single word auditory comprehension however is most 
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likely seen with reperfusion in BA22. One possibility is that dam-
age to more posterior temporal structures (such as BA 22) can dis-
rupt activity in more anterior superior temporal regions that are 
usually spared in middle cerebral artery territory strokes [60].

As in the motor domain, there have been studies examining 
treatment related alterations in activation pattern. The results are 
rather conflicting, possibly because of variations in patients (lesion 
anatomy, clinical phenotype) and the task used during scanning 
[61]. The key point to remember is that changes in activation pat-
tern rarely point to the mechanism of the treatment itself, but 
rather reflect the behavioural improvement that has taken place, 
irrespective of which treatment was used. The field of functional 
imaging and language recovery after stroke is rapidly catching up 
with its counterpart in the motor domain in terms of numbers of 
publications. The details of numerous studies has been extensively 
and recently reviewed elsewhere [61–66].

Imaging cerebral consequences  
of spinal cord injury
Studies in animals with spinal cord injury (e.g. transection of the 
dorsal columns) demonstrate extensive reorganization of sensory 
inputs into the CNS [67–69]. In humans, functional brain imag-
ing studies of those with spinal cord injury also provide evidence 
that distant neuronal damage has an impact on organization of 
the whole sensorimotor system. Studies that have examined brain 
activity during unaffected hand movements in paraplegic patients 
have shown a variety of changes [70]. Some, but not all, have dem-
onstrated expansion or overrepresentation of one body part in the 
sensorimotor cortex at the expense of another. The magnitude 
and topography of cortical reorganization is variable and prob-
ably depends on a number of factors, in particular the character-
istics of the anatomical damage. To examine these relationships 
explicitly, a recent study looked at the relationships between struc-
tural and functional changes following spinal cord injury [71] and 
found: (i) cortical thickness in sensorimotor areas was reduced in 
patients with spinal cord injury; (ii) task-related brain activation 
during hand grip was greater in M1 (leg) in spinal cord injury 
subjects with greater cord damage; and (iii) subjects with greater 
cord damage and greater reduction in tactile sensitivity showed 
greater brain activation of the face area of left S1 during right 
median nerve stimulation. Overall then, it is likely that variabil-
ity of brain reorganization is driven by differences in anatomical 
damage. Failure to account for this in studies with small numbers 
of subjects is likely to lead to contradictory results. These caveats 
are of course true in stroke studies too, but more recently these 
problems have been addressed [8] .

Assessing network connectivity
Many of the studies described use a ‘voxel-wise’ or region-of-
interest approach. In other words, inferences are made about 
activity in certain parts of the brain independently of others. 
However, we know that the brain is organized in circuits and that 
brain regions influence one another. Assessing changes in connec-
tivity within surviving networks is an interesting and biologically  
plausible way to go, but this approach is really only just starting. 
Two terms are often used—functional and effective connectivity. 

The most important difference between these two analysis 
approaches is that effective connectivity analyses (e.g. dynamic 
causal modelling, structural equation modelling,) allows infer-
ence to be made about the influence that one brain area exerts 
over another, that is there is directionality in the data [72, 73]. 
Functional connectivity analyses (e.g. coherence or correlation 
analyses, graph theory) describes coupling between brain regions, 
but does not allow one to say that either area is influencing activity 
in the other (for example the coupling may be driven by another 
separate region) [74]. This is most commonly performed on fMRI 
data collected at rest, without the performance of a task.

Resting state data is most likely to reflect the consequences of 
changes in structural connectivity, since no actual task is per-
formed. For example, stronger (functional) connectivity between 
ipsilesional M1 and other brain areas (i.e. more normal) in the 
early post-stroke phase is associated with better functional recov-
ery 6 months later [75]. In particular, interhemispheric connec-
tivity appears important, with reduced functional connectivity 
between ipsilesional M1 and contralesional M1 associated with 
greater motor impairment [76, 77].

Whichever approach is used, it is always important to find a 
link with behaviour, something that is intrinsically easier to do in 
pathological states than in healthy controls, because of the greater 
variability in performance. It is also useful to compare techniques 
(usually in the absence of a ‘gold standard’ metric). For exam-
ple, Boudrias and colleagues [78] examined the influence of left 
M1 on right M1 during right hand squeeze, with both TMS and 
dynamic causal modelling (DCM) of fMRI data. The variability 
in this cohort came from the range of ages rather than pathology. 
The influence of left M1 on right M1 diminished with advancing 
age, and importantly, the assessment of interhemispheric inhibi-
tion with TMS correlated with that measured with DCM-fMRI, 
thus providing face validity for the DCM approach, at least in the 
cortical motor system.

Dynamic causal modelling of fMRI data has been used to show 
that effective connectivity between premotor areas and ipsile-
sional M1 was significantly reduced in the early post-stroke stages 
[36]. Another finding was of reduced coupling from ipsilesional 
SMA and PMd to ipsilesional M1 very early (less than 72 hours) 
after stroke. In patients who improved the most, these coupling 
parameters returned towards normal over the first few weeks [56].

The results from such studies have yet to converge in a way that 
provides convincing insights into network reorganization after 
CNS damage, but continued careful studies with larger numbers 
of subjects may lead to further insights.

Future applications for neuroimaging  
in neurorehabilitation
So far, we have considered studies that have examined brain 
organization at different stages of recovery after CNS injury. 
Although these findings are likely to reflect changes occurring 
as a consequence of neuroplasticity, it is not clear that they have 
led to different ways of thinking about how to treat patients with 
CNS injury. There are two ways that neuroimaging may contrib-
ute more directly to clinical care. First, by helping to predict likely 
outcomes and second, to indicate whether a particular treatment 
approach might benefit an individual patient.
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Predicting outcomes with neuroimaging
The most obvious way to use neuroimaging to predict outcome 
after stroke is to assess CNS structure. DTI is able to assess integ-
rity of white matter tracts and several studies have demonstrated 
that greater damage to the corticospinal tract (CST) is associated 
with more impairment [79], whilst the arcuate fasciculus is being 
examined in aphasia [80]. These measures may also be used to pre-
dict future outcome. CST integrity measured within three weeks 
of subcortical stroke correlate with both initial and 6 month upper 
limb impairment [81]. In a separate study, damage to the CST at 
the posterior limb of the internal capsule (PLIC) 12 hours post-
stroke correlated well with motor impairment at 30 and 90 days 
[82]. These measures were superior to lesion volume and baseline 
clinical scores in their predictive power. TMS is also used to assess 
CST integrity and when combining it with DTI within 4 weeks 
of stroke, TMS had higher positive predictive value than DTI for 
upper limb function 6 months later, while DTI had higher negative 
predictive value [83]. Stinear and colleagues are currently develop-
ing an algorithm for sequentially combining simple clinical, TMS, 
and DTI measures to predict upper limb function [84]. The PREP 
(Predicting REcovery Potential) algorithm was tested in a sample 
of 40 subacute stroke patients and performed well in predicting 
motor function based on Action Research Arm Test scores at 12 
weeks post-stroke. The performance of DTI in this setting should 
be improved by making the tracts specific to particular functions 
(e.g. upper limb [85]) (Figure 15.4), and developing ways for the 
assessment of tract integrity to be done in a standardized [86] and 
automatic [87] manner.

A more recent approach to predicting language outcome and 
recovery after stroke (PLORAS) uses the whole structural brain 
scan from which voxel-wise estimates of the likelihood of dam-
aged tissue are derived. This ‘lesion-map’ for each patient is added 

to (i) time since stroke and (ii) a detailed assessment of various lan-
guage capabilities. A new subject’s lesion image is compared with 
those from all the other patients already in the database to find 
one with a similar lesion. The language scores for all the similar 
patients are plotted over time, enabling the time course of recovery 
for the new patient to be estimated (see Chapter 21) [88, 89]. The 
potential for such an approach extend to many domains including 
motor and cognitive outcomes. Using this type of neuroimaging 
complex biomarker discovery [90] we should be aiming to provide 
accurate prognostic models allowing accurate goal setting in neu-
rorehabilitation and stratification in clinical trials [39].

Functional MRI data acquired in the first few days after stroke 
has been used to try to predict a subsequent change in motor per-
formance [91]. A particular pattern of brain activation was highly 
predictive of clinical change over the subsequent 3  months, a 
finding that was independent of initial stroke severity and lesion 
volume. Although the multivariate analysis used did not allow 
anatomical inference to be made, it is clear that there is some-
thing about the way the function of the brain responds to injury, 
over and above the anatomy of the damage, that holds clues about 
future clinical progression. The pattern was distributed and cer-
tainly not confined to the motor system, even though clinical 
improvement was measured in the motor domain. This result 
suggests that motor improvement may not be solely related to the 
integrity of the corticospinal system but also with other character-
istics of the post-stroke brain.

A similar approach was used to predict outcome in language 
using fMRI data acquired within 2 weeks of stroke in patients 
with aphasia [92]. A multivariate machine learning approach was 
used and demonstrated 76% accuracy in predicting good and bad 
outcome at 6 months. This accuracy was improved to 86% when 
age and baseline language impairment was added to the classifica-
tion model.
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Fig. 15.4 (A) Corticospinal tract (CST) originating from primary motor cortex (M1), dorsolateral premotor cortex (PMd), ventrolateral premotor cortex (PMv), and 
supplementary motor area (SMA) connecting cortical areas known to be active during hand grip and a caudal pontine target zone. (B) The topographical distribution 
of CST fibres within posterior limb of the internal capsule (PLIC), with M1 located posteriorly and PMd, PMv, and SMA following in a posteroanterior direction.
Schulz R, Park C-H, Boudrias M-H, Assessing the integrity of corticospinal pathways from primary and secondary cortical motor areas after stroke, Stroke, 43, 2248–51 ©2012.

 



CHAPTER 15 the role of neuroimaging in cns damage 169

Predicting treatment response  
with neuroimaging
Predicting outcome will be useful for clinical and research strati-
fication, but what a clinician would like to know is what are the 

chances of a patient responding to a specific intervention. Stinear 
and colleagues [93] set out to determine whether characterizing 
the state of the motor system would help in predicting an individ-
ual patient’s capacity for further functional improvement at least 
6 months post-stroke in a subsequent motor practice programme. 
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In an approach similar to the subsequent PREP algorithm [84], 
TMS, structural MRI, and on this occasion, functional MRI 
were used. In patients with MEPs, meaningful gains with motor 
practice were still possible 3 years after stroke. The situation in 
patients without MEPs has always been more difficult to predict 
in the clinical setting but is often taken as a poor prognostic sign 
[94]. DTI assessment of CST integrity allowed further stratifi-
cation into responders and non-responders. Interestingly, the 
patients also performed a simple motor task during fMRI, but 
the results as assessed by the degree of lateralization to one hemi-
sphere or the other did not contribute to the predictive model. 
This kind of study illustrates how multimodal imaging and neu-
rophysiological data could be used to assess the state of the motor 
system and predict the potential for therapy driven functional 
improvements.

Cramer and colleagues [95] assessed 13 baseline clinical/radio-
logical measures and asked whether each was able to predict subse-
quent gains made during 6 weeks of robotic rehabilitation therapy. 
In the first analysis only two baseline measures were significant 
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Fig. 15.6 Relationships between anatomical damage after stroke and motor 
improvement with training. (a) Injury to the tract descending from M1 in 
relation to baseline Fugl-Meyer (FM) score. A significant linear correlation 
was not present (p > 0.25). However, three subject clusters are apparent 
on inspection of the data: a subgroup of subjects with mild tract injury 
has mild–moderate motor deficits (marked as triangle); subjects with 
moderate-severe injury have either mild–moderate (marked as circles) or 
severe (marked as ‘x’) deficits. This injury/behaviour subgrouping was also 
apparent for the other three tracts. b) Injury to the tract descending from 
M1 correlates (r = –0.65, p < 0.002) with the treatment-induced change in 
FM score. Subjects with mild tract injury had greater gains from treatment. 
A and B indicate the two subjects whose images appear in Figure 15.7. 
(c) A global measure of stroke-induced injury, infarct volume, did not show 
a significant relationship with the treatment-induced change in FM score 
(p > 0.2).
Riley JD, Le V, Der-Yeghiaian L, See J, et al., Anatomy of stroke injury predicts gains from 
therapy, Stroke, 42, 421–6. ©2011.
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Fig. 15.7 Examples of stroke injury to the tract descending from M1. (A) This 
subject had 37.5% of the M1 tract injured by stroke and had a gain of 11 points 
on the FM scale across the period of therapy. (B) This subject had 93.4% of the 
M1 tract injured by stroke and had a gain of 1 point on the FM scale across the 
period of therapy.
Riley JD, Le V, Der-Yeghiaian L, See J, et al., Anatomy of stroke injury predicts gains from 
therapy, Stroke, 42, 421–6. ©2011.
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and independent predictors of clinical improvement. The first was 
a lower level of impairment and the second was lower motor cortex 
activation, as measured with fMRI. The result tells us that there is 
something in the imaging data which is independent of baseline 
clinical impairment which can predict response to therapy.

In a second analysis, structural rather than functional imaging 
was used to try to explain differences in response to intensive reha-
bilitation [96]. The likely extent of damage to descending path-
ways from each of M1, PMd, PMv, and SMA was calculated from 
an overlap between the lesion map and the ‘normal’ map for each 
of the descending pathways (Figure 15.6). Less damage to M1 and 
PMd related pathways correlated well with treatment gains, but 
infarct volume and baseline behaviour did not. Linderberg and 
colleagues [97] also demonstrated that preserved tract integrity 
was associated with greater functional gains with bihemispheric 
cortical stimulation and physical therapy. This result is in keeping 
with the findings of Riley [96] that a more normal anatomy allows 
greater change. The anatomy of the damage is likely to set a limit 
on how well individual patents will respond.

At present, we are not able to tailor therapies to individual 
patients, but these studies illustrate the way forward. Clearly, 
there needs to be progression from proof-of-principle to incorpo-
rating predictive tools into larger trials and there is some evidence 
that it is possible to attempt this [98].

Conclusion
In summary, CNS damage leads to reconfiguration of brain net-
works with some brain regions adopting the characteristics of 
damaged or disconnected regions. This reorganization varies 
across patients, but does so in a way that appears to be at least 
partially predictable. Reorganization of regions and networks is 
often not successful in returning performance back to pre-injury 
levels—the extent of anatomical damage plays a significant limit-
ing role—but it probably helps an individual to achieve some of 
their potential level of recovery. The potential for functionally 
relevant change to occur will depend on a number of other fac-
tors beyond the anatomy of the damage, not least the biologic age 
of the subject and the premorbid state of their based on levels of 
neurotransmitters and growth factors which are able to influence 
the ability of the brain to respond to afferent input might be deter-
mined by their genetic status [99]. Predicting treatment effects 
will be based on understanding the interactions between these 
factors [39]. It is clear that individual differences will have a major 
influence on how a patient might respond to restorative therapies, 
and it is in this context that modern neuroimaging (together with 
neurophysiological) techniques may be able to shed light on brain 
reorganization after CNS damage in individual subjects. Future 
work should aim to use these kinds of approaches to determine 
whether assessment of individual post-injury residual functional 
architecture can be a major predictor of outcome, opening the 
way for stratification of patients based on the likely response to 
an intervention

Acknowledgements
N.S.W.  is supported by The Wellcome Trust, Medical Research 
Council and the European Commission (FP7).

References
 1. Murphy TH, Corbett D. Plasticity during stroke recovery: from 

synapse to behaviour. Nat Rev Neurosci. 2009;10(12):861–872.
 2. Cramer SC, Chopp M. Recovery recapitulates ontogeny. Trends 

Neurosci. 2000;23(6):265–271.
 3. Dyrby TB, Søgaard LV, Parker GJ, et al. Validation of in vitro 

probabilistic tractography. NeuroImage. 2007 1;37(4):1267–1277.
 4. Cramer SC, Nelles G, Benson RR, et al. A functional MRI 

study of subjects recovered from hemiparetic stroke. Stroke. 
1997;28(12):2518–2527.

 5. Chollet F, DiPiero V, Wise RJ, Brooks DJ, Dolan RJ, Frackowiak 
RS. The functional anatomy of motor recovery after stroke in 
humans: a study with positron emission tomography. Ann Neurol. 
1991;29(1):63–71.

 6. Seitz RJ, Höflich P, Binkofski F, Tellmann L, Herzog H, Freund HJ. 
Role of the premotor cortex in recovery from middle cerebral artery 
infarction. Arch Neurol. 1998;55(8):1081–1088.

 7. Weiller C, Chollet F, Friston KJ, Wise RJ, Frackowiak RS. Functional 
reorganization of the brain in recovery from striatocapsular 
infarction in man. Ann Neurol. 1992;31(5):463–472.

 8. Rehme AK, Eickhoff SB, Rottschy C, Fink GR, Grefkes C. Activation 
likelihood estimation meta-analysis of motor-related neural activity 
after stroke. NeuroImage. 2012;59(3):2771–2782.

 9. Baron J-C, Cohen LG, Cramer SC, et al. Neuroimaging in stroke 
recovery: a position paper from the First International Workshop 
on Neuroimaging and Stroke Recovery. Cerebrovasc Dis. 
2004;18(3):260–267.

 10. Ward NS, Brown MM, Thompson AJ, Frackowiak RSJ. Neural 
correlates of outcome after stroke: a cross-sectional fMRI study. 
Brain. 2003;126(Pt 6):1430–1448.

 11. Ward NS, Newton JM, Swayne OBC, et al. Motor system activation 
after subcortical stroke depends on corticospinal system integrity. 
Brain. 2006;129(Pt 3):809–819.

 12. Ward NS, Brown MM, Thompson AJ, Frackowiak RSJ. The influence 
of time after stroke on brain activations during a motor task. Ann 
Neurol. 2004;55(6):829–834.

 13. Staudt M, Grodd W, Gerloff C, Erb M, Stitz J, Krägeloh-Mann I. Two 
types of ipsilateral reorganization in congenital hemiparesis: a TMS 
and fMRI study. Brain. 2002;125(Pt 10):2222–2237.

 14. Calautti C, Leroy F, Guincestre JY, Baron JC. Dynamics of motor 
network overactivation after striatocapsular stroke: a longitudinal 
PET study using a fixed-performance paradigm. Stroke. 
2001;32(11):2534–2542.

 15. Marshall RS, Perera GM, Lazar RM, Krakauer JW, Constantine RC, 
DeLaPaz RL. Evolution of cortical activation during recovery from 
corticospinal tract infarction. Stroke. 2000;31(3):656–661.

 16. Ward NS, Brown MM, Thompson AJ, Frackowiak RSJ. Neural 
correlates of motor recovery after stroke: a longitudinal fMRI study. 
Brain. 2003;126(Pt 11):2476–2496.

 17. Calautti C, Jones PS, Naccarato M, et al. The relationship between 
motor deficit and primary motor cortex hemispheric activation 
balance after stroke: longitudinal fMRI study. J Neurol Neurosurg 
Psychiatry. 2010;81(7):788–792.

 18. Rehme AK, Eickhoff SB, Wang LE, Fink GR, Grefkes C. Dynamic 
causal modeling of cortical activity from the acute to the chronic 
stage after stroke. NeuroImage. 2011;55(3):1147–1158.

 19. Tombari D, Loubinoux I, Pariente J, et al. A longitudinal fMRI 
study: in recovering and then in clinically stable sub-cortical stroke 
patients. NeuroImage. 2004;23(3):827–839.

 20. Donahue MJ, Near J, Blicher JU, Jezzard P. Baseline GABA 
concentration and fMRI response. NeuroImage. 2010 
1;53(2):392–398.

 21. Hodics T, Cohen LG, Cramer SC. Functional imaging of 
intervention effects in stroke motor rehabilitation. Arch Phys Med 
Rehabil. 2006;87(12 Suppl 2):S36–42.

 

 

 



SECTION 3 neuroplasticity and repair172

 22. Whitall J, Waller SM, Sorkin JD, et al. Bilateral and unilateral arm 
training improve motor function through differing neuroplastic 
mechanisms: a single-blinded randomized controlled trial. 
Neurorehabil Neural Repair. 2011;25(2):118–129.

 23. Rossiter HE, Eaves C, Davis E, et al. Changes in the location of 
cortico-muscular coherence following stroke. NeuroImage Clin. 
2013;2(0):50–55.

 24. Fridman EA, Hanakawa T, Chung M, Hummel F, Leiguarda RC, 
Cohen LG. Reorganization of the human ipsilesional premotor 
cortex after stroke. Brain. 2004;127(Pt 4):747–758.

 25. Johansen-Berg H, Rushworth MFS, Bogdanovic MD, Kischka U, 
Wimalaratna S, Matthews PM. The role of ipsilateral premotor 
cortex in hand movement after stroke. Proc Natl Acad Sci U S A. 
2002;99(22):14518–14523.

 26. Lotze M, Markert J, Sauseng P, Hoppe J, Plewnia C, Gerloff C. 
The role of multiple contralesional motor areas for complex 
hand movements after internal capsular lesion. J Neurosci. 
2006;26(22):6096–6102.

 27. Riecker A, Gröschel K, Ackermann H, Schnaudigel S, Kassubek J, 
Kastrup A. The role of the unaffected hemisphere in motor recovery 
after stroke. Hum Brain Mapp. 2010;31(7):1017–1029.

 28. Ward NS, Newton JM, Swayne OBC, et al. The relationship between 
brain activity and peak grip force is modulated by corticospinal system 
integrity after subcortical stroke. Eur J Neurosci. 2007;25(6):1865–1873.

 29. Ward NS, Frackowiak RSJ. Age-related changes in the neural 
correlates of motor performance. Brain. 2003;126(Pt 4):873–888.

 30. Ward NS, Swayne OBC, Newton JM. Age-dependent changes in the 
neural correlates of force modulation: an fMRI study. Neurobiol 
Aging. 2008;29(9):1434–1446.

 31. Newton J, Sunderland A, Butterworth SE, Peters AM, Peck KK, 
Gowland PA. A pilot study of event-related functional magnetic 
resonance imaging of monitored wrist movements in patients with 
partial recovery. Stroke. 2002;33(12):2881–2887.

 32. Verleger R, Adam S, Rose M, Vollmer C, Wauschkuhn B, 
Kömpf D. Control of hand movements after striatocapsular 
stroke: high-resolution temporal analysis of the function of 
ipsilateral activation. Clin Neurophysiol. 2003;114(8):1468–1476.

 33. Serrien DJ, Strens LHA, Cassidy MJ, Thompson AJ, Brown P. 
Functional significance of the ipsilateral hemisphere during 
movement of the affected hand after stroke. Exp Neurol. 
2004;190(2):425–432.

 34. Bestmann S, Swayne O, Blankenburg F, Ruff CC, Teo J, Weiskopf 
N, et al. The role of contralesional dorsal premotor cortex after 
stroke as studied with concurrent TMS-fMRI. J Neurosci. 2010 
8;30(36):11926–11937.

 35. Murase N, Duque J, Mazzocchio R, Cohen LG. Influence of 
interhemispheric interactions on motor function in chronic stroke. 
Ann Neurol. 2004;55(3):400–409.

 36. Grefkes C, Nowak DA, Eickhoff SB, al. Cortical connectivity after 
subcortical stroke assessed with functional magnetic resonance 
imaging. Ann Neurol. 2008;63(2):236–246.

 37. Takeuchi N, Izumi S-I. Noninvasive brain stimulation for motor 
recovery after stroke: mechanisms and future views. Stroke Res 
Treat. 2012;2012:584727.

 38. Talelli P, Wallace A, Dileone M, Hoad D, Cheeran B, Oliver R, 
et al. Theta burst stimulation in the rehabilitation of the upper 
limb: a semirandomized, placebo-controlled trial in chronic stroke 
patients. Neurorehabil Neural Repair. 2012;26(8):976–987.

 39. Ward NS. Getting lost in translation. Curr Opin Neurol. 2008 
;21(6):625–627.

 40. Heald A, Bates D, Cartlidge NE, French JM, Miller S. Longitudinal 
study of central motor conduction time following stroke. 2.  
Central motor conduction measured within 72 h after stroke as  
a predictor of functional outcome at 12 months. Brain. 1993;116  
(Pt 6):1371–1385.

 41. Pennisi G, Rapisarda G, Bella R, et al. Absence of response to 
early transcranial magnetic stimulation in ischemic stroke 

patients: prognostic value for hand motor recovery. Stroke. 
1999;30(12):2666–2670.

 42. Soteropoulos DS, Edgley SA, Baker SN. Lack of evidence for direct 
corticospinal contributions to control of the ipsilateral forelimb in 
monkey. J Neurosci. 2011;31(31):11208–11219.

 43. Boudrias M-H, Belhaj-Saïf A, Park MC, Cheney PD. Contrasting 
properties of motor output from the supplementary motor area 
and primary motor cortex in rhesus macaques. Cereb Cortex. 
2006;16(5):632–638.

 44. Maier MA, Armand J, Kirkwood PA, Yang H-W, Davis JN, Lemon 
RN. Differences in the corticospinal projection from primary motor 
cortex and supplementary motor area to macaque upper limb 
motoneurons: an anatomical and electrophysiological study. Cereb 
Cortex. 2002;12(3):281–296.

 45. Boudrias M-H, McPherson RL, Frost SB, Cheney PD. Output 
properties and organization of the forelimb representation of motor 
areas on the lateral aspect of the hemisphere in rhesus macaques. 
Cereb Cortex. 2010;20(1):169–186.

 46. Boudrias M-H, Lee S-P, Svojanovsky S, Cheney PD. Forelimb 
muscle representations and output properties of motor areas in the 
mesial wall of rhesus macaques. Cereb Cortex. 2010;20(3):704–719.

 47. Baker SN. The primate reticulospinal tract, hand function and 
functional recovery. J Physiol. 2011;589(Pt 23):5603–5612.

 48. Mazevet D, Meunier S, Pradat-Diehl P, Marchand-Pauvert V, 
Pierrot-Deseilligny E. Changes in propriospinally mediated 
excitation of upper limb motoneurons in stroke patients. Brain. 
2003;126(Pt 4):988–1000.

 49. Stinear JW, Byblow WD. Modulation of human cervical 
premotoneurons during bilateral voluntary contraction of 
upper-limb muscles. Muscle Nerve. 2004;29(4):506–514.

 50. Mazevet D, Pierrot-Deseilligny E. Pattern of descending excitation 
of presumed propriospinal neurones at the onset of voluntary 
movement in humans. Acta Physiol Scand. 1994;150(1):27–38.

 51. Pierrot-Deseilligny E. Transmission of the cortical command 
for human voluntary movement through cervical propriospinal 
premotoneurons. Prog Neurobiol. 1996;48(4–5):489–517.

 52. Dum RP, Strick PL. The origin of corticospinal projections from the 
premotor areas in the frontal lobe. J Neurosci. 1991;11(3):667–689.

 53. Rouiller EM, Moret V, Tanne J, Boussaoud D. Evidence for direct 
connections between the hand region of the supplementary motor 
area and cervical motoneurons in the macaque monkey. Eur J 
Neurosci. 1996;8(5):1055–1059.

 54. Crinion JT, Leff AP. Recovery and treatment of aphasia 
after stroke: functional imaging studies. Curr Opin Neurol. 
2007;20(6):667–673.

 55. Saur D, Lange R, Baumgaertner A, et al. Dynamics of language 
reorganization after stroke. Brain. 2006;129(Pt 6):1371–1384.

 56. Rehme AK, Fink GR, von Cramon DY, Grefkes C. The role of 
the contralesional motor cortex for motor recovery in the early 
days after stroke assessed with longitudinal FMRI. Cereb Cortex. 
2011;21(4):756–768.

 57. Winhuisen L, Thiel A, Schumacher B, et al. The right inferior frontal 
gyrus and poststroke aphasia: a follow-up investigation. Stroke. 
2007;38(4):1286–1292.

 58. Hillis AE, Kleinman JT, Newhart M, et al. Restoring cerebral 
blood flow reveals neural regions critical for naming. J Neurosci. 
2006;26(31):8069–8073.

 59. Hillis AE, Gold L, Kannan V, et al. Site of the ischemic penumbra 
as a predictor of potential for recovery of functions. Neurology. 
2008;71(3):184–189.

 60. Crinion JT, Warburton EA, Lambon-Ralph MA, Howard D, Wise 
RJS. Listening to narrative speech after aphasic stroke: the role of 
the left anterior temporal lobe. Cereb Cortex. 2006;16(8):1116–1125.

 61. Rapp B, Caplan D, Edwards S, Visch-Brink E, Thompson CK. 
Neuroimaging in aphasia treatment research: issues of experimental 
design for relating cognitive to neural changes. NeuroImage. 
2013;73:200–207.



CHAPTER 15 the role of neuroimaging in cns damage 173

 62. Meinzer M, Beeson PM, Cappa S, et al. Neuroimaging in aphasia 
treatment research: consensus and practical guidelines for data 
analysis. NeuroImage. 2013;73:215–224.

 63. Smits M, Visch-Brink EG, van de Sandt-Koenderman ME, van der 
Lugt A. Advanced magnetic resonance neuroimaging of language 
function recovery after aphasic stroke: a technical review. Arch Phys 
Med Rehabil. 2012;93(1 Suppl):S4–14.

 64. Saur D, Hartwigsen G. Neurobiology of language recovery after 
stroke: lessons from neuroimaging studies. Arch Phys Med Rehabil. 
2012;93(1 Suppl):S15–25.

 65. Berthier ML, García-Casares N, Walsh SF, et al. Recovery from 
post-stroke aphasia: lessons from brain imaging and implications 
for rehabilitation and biological treatments. Discov Med. 
2011;12(65):275–289.

 66. Cappa SF. The neural basis of aphasia rehabilitation: evidence 
from neuroimaging and neurostimulation. Neuropsychol Rehabil. 
2011;21(5):742–754.

 67. Ghosh A, Haiss F, Sydekum E, Schneider R, Gullo M, Wyss MT, 
et al. Rewiring of hindlimb corticospinal neurons after spinal cord 
injury. Nat Neurosci. 2010;13(1):97–104.

 68. Kaas JH, Qi H-X, Burish MJ, Gharbawie OA, Onifer SM, Massey 
JM. Cortical and subcortical plasticity in the brains of humans, 
primates, and rats after damage to sensory afferents in the dorsal 
columns of the spinal cord. Exp Neurol. 2008;209(2):407–416.

 69. Tandon S, Kambi N, Lazar L, Mohammed H, Jain N. Large-scale 
expansion of the face representation in somatosensory areas of the 
lateral sulcus after spinal cord injuries in monkeys. J Neurosci. 
2009;29(38):12009–12019.

 70. Kokotilo KJ, Eng JJ, Curt A. Reorganization and preservation of 
motor control of the brain in spinal cord injury: a systematic review. 
J Neurotrauma. 2009;26(11):2113–2126.

 71. Freund P, Weiskopf N, Ward NS, Hutton C, Gall A, Ciccarelli O, 
et al. Disability, atrophy and cortical reorganization following 
spinal cord injury. Brain. 2011;134(Pt 6):1610–1622.

 72. Kahan J, Foltynie T. Understanding DCM: Ten simple rules for the 
clinician. NeuroImage. 2013;83C:542–549.

 73. Seghier ML, Zeidman P, Neufeld NH, Leff AP, Price CJ. Identifying 
abnormal connectivity in patients using dynamic causal modeling 
of FMRI responses. Front Syst Neurosci. 2010;4:p. ii, 142.

 74. Grefkes C, Fink GR. Reorganization of cerebral networks after 
stroke: new insights from neuroimaging with connectivity 
approaches. Brain. 2011;134(Pt 5):1264–1276.

 75. Park C, Chang WH, Ohn SH, et al. Longitudinal changes of 
resting-state functional connectivity during motor recovery after 
stroke. Stroke. 2011;42(5):1357–1362.

 76. Carter AR, Patel KR, Astafiev SV, et al. Upstream dysfunction of 
somatomotor functional connectivity after corticospinal damage in 
stroke. Neurorehabil Neural Repair. 2012;26(1):7–19.

 77. Carter AR, Astafiev SV, Lang CE, et al. Resting interhemispheric 
functional magnetic resonance imaging connectivity predicts 
performance after stroke. Ann Neurol. 2010;67(3):365–375.

 78. Boudrias M-H, Gonçalves CS, Penny WD, et al. Age-related changes 
in causal interactions between cortical motor regions during hand 
grip. NeuroImage. 2012;59(4):3398–3405.

 79. Jang SH. Prediction of motor outcome for hemiparetic 
stroke patients using diffusion tensor imaging: A review. 
NeuroRehabilitation. 2010;27(4):367–372.

 80. Kim SH, Lee DG, You H, et al. The clinical application of the 
arcuate fasciculus for stroke patients with aphasia: a diffusion tensor 
tractography study. NeuroRehabilitation. 2011;29(3):305–310.

 81. Radlinska B, Ghinani S, Leppert IR, Minuk J, Pike GB, Thiel A. 
Diffusion tensor imaging, permanent pyramidal tract damage, and 
outcome in subcortical stroke. Neurology. 2010;75(12):1048–1054.

 82. Puig J, Pedraza S, Blasco G, et al. Acute damage to the posterior 
limb of the internal capsule on diffusion tensor tractography as 
an early imaging predictor of motor outcome after stroke. Am J 
Neuroradiol. 2011;32(5):857–863.

 83. Kwon YH, Son SM, Lee J, Bai DS, Jang SH. Combined study 
of transcranial magnetic stimulation and diffusion tensor 
tractography for prediction of motor outcome in patients with 
corona radiata infarct. J Rehabil Med. 2011;43(5):430–434.

 84. Stinear CM, Barber PA, Petoe M, Anwar S, Byblow WD. The PREP 
algorithm predicts potential for upper limb recovery after stroke. 
Brain. 2012;135(Pt 8):2527–2535.

 85. Schulz R, Park C-H, Boudrias M-H, Gerloff C, Hummel FC, 
Ward NS. Assessing the integrity of corticospinal pathways from 
primary and secondary cortical motor areas after stroke. Stroke. 
2012;43(8):2248–2251.

 86. Park C, Kou N, Boudrias M-H, Playford ED, Ward NS. Assessing a 
standardised approach to measuring corticospinal integrity after 
stroke with DTI. NeuroImage Clin. 2013;2:521–533.

 87. Kou N, Park C-H, Seghier ML, Leff AP, Ward NS. Can fully 
automated detection of corticospinal tract damage be used in stroke 
patients? Neurology. 2013;80(24):2242–2245.

 88. Price CJ, Seghier ML, Leff AP. Predicting language outcome 
and recovery after stroke: the PLORAS system. Nat Rev Neurol. 
2010;6(4):202–210.

 89. Hope TMH, Seghier ML, Leff AP, Price CJ. Predicting outcome 
and recovery after stroke with lesions extracted from MRI images. 
NeuroImage Clin. 2013;2(0):424–433.

 90. Atluri G, Padmanabhan K, Fang G, et al. Complex biomarker 
discovery in neuroimaging data: Finding a needle in a haystack. 
NeuroImage Clin. 2013;3(0):123–131.

 91. Zarahn E, Alon L, Ryan SL, et al. Prediction of motor recovery 
using initial impairment and fMRI 48 h poststroke. Cereb Cortex. 
2011;21(12):2712–2721.

 92. Saur D, Ronneberger O, Kümmerer D, Mader I, Weiller C, Klöppel 
S. Early functional magnetic resonance imaging activations predict 
language outcome after stroke. Brain. 2010;133(Pt 4):1252–1264.

 93. Stinear CM, Barber PA, Smale PR, Coxon JP, Fleming MK, Byblow 
WD. Functional potential in chronic stroke patients depends on 
corticospinal tract integrity. Brain. 2007;130(Pt 1):170–180.

 94. Heald A, Bates D, Cartlidge NE, French JM, Miller S. Longitudinal 
study of central motor conduction time following stroke. 2. Central 
motor conduction measured within 72 h after stroke as a predictor of 
functional outcome at 12 months. Brain. 1993;116 (Pt 6):1371–1385.

 95. Cramer SC, Parrish TB, Levy RM, et al. Predicting functional gains 
in a stroke trial. Stroke. 2007;38(7):2108–2114.

 96. Riley JD, Le V, Der-Yeghiaian L, et al. Anatomy of stroke injury 
predicts gains from therapy. Stroke. 2011;42(2):421–426.

 97. Lindenberg R, Zhu LL, Rüber T, Schlaug G. Predicting functional 
motor potential in chronic stroke patients using diffusion tensor 
imaging. Hum Brain Mapp. 2012;33(5):1040–1051.

 98. Pomeroy VM, Ward NS, Johansen-Berg H, et al. FAST INdiCATE 
Trial protocol. Clinical efficacy of functional strength training for 
upper limb motor recovery early after stroke: Neural correlates and 
prognostic indicators. Int J Stroke. 2014 9(2):240–245;

 99. Kleim JA, Chan S, Pringle E, et al. BDNF val66met polymorphism is 
associated with modified experience-dependent plasticity in human 
motor cortex. Nat Neurosci. 2006;9(6):735–737.



CHAPTER 16

Enhancement of neuroplasticity 
by cortical stimulation
Orlando Swayne and John Rothwell

Introduction
Recent years have witnessed a dramatic increase in understanding 
of the pathophysiological mechanisms underlying neurorehabili-
tation, as detailed in the chapters of this volume. Some of these 
advances, though not all, relate to the role thought to be played by 
neuroplasticity, the process by which prior experience can alter 
the structure and function of the nervous system. This concept 
is an attractive one, as it raises the possibility that interventions 
which interact with neuroplasticity may be able to alter the out-
come of neurorehabilitation. Non-invasive brain stimulation is 
one such intervention; its ready availability in the research set-
ting, its relatively benign safety profile and a wealth of literature 
over the last two decades relating to its uses and mechanisms has 
prompted intense interest in its potential to augment the outcome 
of neurorehabilitation. The rationale behind this approach is that 
the application of cortical stimulation at or around the time of 
conventional therapy may enhance the associated neuroplasticity, 
with behavioural gains that would outlive the period of stimula-
tion and therapy.

There is a growing literature describing the use of cortical stim-
ulation in clinical settings. Its most established clinical application 
at present is in the treatment of depression, but although this has 
received the approval of the US Food and Drug Administration 
its role and efficacy remain controversial [1, 2]. In the context of 
neurorehabilitation most research has related to improving the 
motor deficit after stroke [3–5], but there is interest also in the use 
of cortical stimulation for non-motor stroke deficits and in other 
conditions including traumatic brain injury, Parkinson’s disease, 
chronic pain, Tourette syndrome, and dystonia [6–10].

Despite extensive interest and much research, however, cortical 
stimulation is yet to find an established role in neurorehabilita-
tion. There are a number of reasons for this, which we will review 
in the course of this chapter.

1. The most effective way to use cortical stimulation in a clinical 
context depends upon what we think it is doing, and at pre-
sent this is far from clear. Much of what is known regarding the 
effects of cortical stimulation in humans comes from experi-
ments measuring changes in excitability of motor cortex, itself 
often measured by brain stimulation. However it is not neces-
sarily the case that excitability changes are accompanied by 
beneficial effects on a given behaviour, such as motor skill, and 
dissociations have frequently been observed [11].

2. Likewise when clear effects of stimulation on behaviour have 
been documented they are most commonly studied in the 
context of learning in the healthy brain [12]. The process of 
healthy learning is taken here as being analogous to neurore-
habilitation: while there are sound arguments for this analogy 
it remains to some extent an assumption, and efficacy in the 
context of the normal brain will not necessarily translate into 
benefit for patients.

3. There are an increasing number of cortical stimulation proto-
cols and each contains several variables (stimulation duration, 
frequency, intensity, site). Clinical studies of cortical stimula-
tion in patient groups rarely employ an identical protocol to 
previous studies, making it hard to replicate or extend prior 
results. The result of this diversity of approach is that a consen-
sus is currently lacking as to the most promising stimulation 
protocols, a necessary precursor to larger scale clinical trials.

4. Finally the clinical application of cortical stimulation is beset 
by the significant inter- and even intra-subject variability of 
effect commonly observed with most protocols.

In this chapter we review the currently available stimulation pro-
tocols and their likely mechanisms, the effects of stimulation on 
healthy learning and the current evidence in neurorehabilitation. 
We finally consider the combination of cortical stimulation with 
other interventions and future research directions.

Cortical stimulation techniques
Stimulation protocols
The two most widely studied forms of non-invasive cortical 
stimulation are transcranial magnetic stimulation (TMS) and 
transcranial direct current stimulation (tDCS)—see Figure 16.1. 
Transcranial electrical stimulation was a precursor to TMS and is 
rarely employed now in view of scalp pain induced by stimulation. 
Implanted stimulation devices have been studied in the context 
of stroke but will not be considered in this chapter. In TMS an 
extracranial magnetic coil is discharged while resting on the sub-
ject’s scalp. A brief, rapidly changing electrical current within the 
coil induces a strong and localized magnetic field perpendicular 
to the brain’s surface: this itself induces an electrical field paral-
lel to the cortical surface. A suprathreshold stimulus may cause 
trans-synaptic depolarization of corticofugal neurons, in the case 
of the motor cortex giving rise to a corticospinal volley which 
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may be measured peripherally as a motor evoked potential (MEP) 
recorded by electromyography. As the preferential site of neuronal 
depolarization is the axon (rather than the cell body) the effect 
of TMS on cortical function is sensitive to coil orientation and 
position in relation to underlying gyri. In tDCS a low amplitude 
direct current, typically 1–2 mA, is applied via two surface con-
ductive rubber electrodes typically of 25–35 cm2 applied to the 
scalp. The constant electrical field modifies membrane potentials 
in the underlying cerebral cortex, altering firing thresholds with-
out triggering depolarization. Both TMS and tDCS may induce 
‘offline’ effects on brain excitability and function, which outlast 
the period of stimulation and which appear to depend on synap-
tic modulation. The effects of stimulation in humans have been 
most widely studied in relation to the motor cortex, as this region’s 
excitability may be readily assessed by measuring the peripheral 
MEP amplitude.

Repetitive TMS (rTMS) at a frequency greater than around 
0.1 Hz can induce transient changes in cortical excitability—these 
are summarized in Figure 16.2. Although a great number of pro-
tocols have been described, with a range of effects, it is generally 
the case that stimulation at low frequencies (around 1 Hz) induces 
a period of reduced excitability (i.e. smaller MEPs in response to 
a suprathreshold stimulus), whereas stimulation at higher fre-
quencies (>5  Hz) induces a transient excitability increase. In a 

typical inhibitory protocol, stimulation at 1 Hz for 5–15 minutes 
may reduce excitability for between 10 and 30 minutes [13–15]. 
Stimulation at 5 Hz for 5 minutes increases excitability in some 
studies for up to 30 minutes [16,  17], although other studies 
have found a shorter effect or none at all [18, 19]. The relatively 
poor reproducibility of the effects of ‘conventional’ rTMS led to 
the development of novel stimulation protocols, most notably 
theta burst stimulation (TBS) in which short high frequency 
bursts at low intensity are delivered every 200 milliseconds [20]. 
Continuous delivery of this pattern for 30 seconds (continuous 
TBS) in most subjects reduces excitability for up to 30 minutes, 
whereas intermittent delivery for 3 minutes (intermittent TBS) 
increases excitability for around 15 minutes [21].

The effects of tDCS on cortical excitability are summarized 
in Figure 16.3. The direction of effect depends on the polarity of 
stimulation: in many circumstances, anodal stimulation increases 
and cathodal stimulation decreases excitability of the underly-
ing cortex. The amplitude of MEPs evoked by a suprathreshold 
stimulus is modulated during the period of stimulation and for 
a period of time afterwards which depends upon the duration of 
stimulation. For example, anodal stimulation at 1 mA for 13 min-
utes may increase excitability for 90 minutes 22. As an example 
of a more recent novel stimulation protocol, transcranial random 
noise stimulation (tRNS) involves the application of an electrical 

(A) (B)

Fig. 16.1 (A) Transcranial magnetic stimulation is delivered here through a figure-of-eight coil resting on the subject’s scalp. Resulting motor evoked potentials are 
monitored by electromyograph recording from the subject’s hand. (B) Transcranial direct current stimulation electrodes arranged in a typical montage targeting the 
left hemisphere.
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Fig. 16.2 Commonly used repetitive TMS protocols. (A) Data illustrating the effect of low frequency (0.9 Hz) repetitive TMS, delivered for 15 minutes, on 
post-stimulation motor cortex excitability as measured by motor evoked potential amplitude. Transient inhibition is seen lasting 15 minutes. A group mean is shown—
individual results are variable. (B) Data adapted from Huang et al 2005 [21] illustrating the effects of intermittent (iTBS: upright black triangles) or continuous theta 
burst stimulation (cTBS: inverted black triangles) on motor cortex excitability. 
(A) Adapted from Robert Chen, with permission. (B) Adapted with kind permission from Yingzu Huang.
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oscillation spectrum via standard electrodes sited over the cor-
tex. The authors report an excitability increase in the stimulated 
motor cortex lasting 60 minutes following 10 minutes’ stimulation 
[23], although follow-up studies are awaited to confirm the repro-
ducibility of these effects.

Mechanism of stimulation effects
The excitability changes induced by rTMS appear to reflect the 
induction of a form of synaptic plasticity within the stimulated 
motor cortex [24]. Spinal recordings suggest that the element 
of the corticospinal volley reduced by low-frequency rTMS is 
primarily the late I-waves (indirect waves), which is evoked by 
trans-synaptic stimulation of the pyramidal cells [25]. Taken 
together with the lack of change in the stimulus threshold required 
to induce a response, a measure which is felt to reflect membrane 
excitability, this suggests that low frequency stimulation exerts its 
effect by changing the synaptic properties of interneurons within 
the cortex [26, 27]. The same observation applies to the effects of 
higher frequency ‘conventional’ rTMS at 5 Hz, which increases 
MEP amplitudes in several studies without affecting thresholds 
[28, 29]. Several studies have also demonstrated that 5 Hz rTMS 
reduces gamma-aminobutyric acid (GABA)-mediated inhibition 
within the motor cortex, lending further support to the notion 
that this form of stimulation produces its effects by modulating 
synaptic transmission within the cortex [17, 18]. Pharmacological 
studies of the 5 Hz effect suggest that the synaptic change is more 
likely to resemble post-tetanic potentiation (N-methyl-D-aspartate 
(NMDA) receptor-independent) than long-term potentiation 
(LTP) [30].

Spinal recordings following TBS suggest that the excitabil-
ity increase induced by the intermittent form, and the decrease 
induced by the continuous form, reflect modulation of the late 
and early I-waves respectively. The synaptic changes believed to 
underlie the effects of TBS depend on the action of NMDA recep-
tors and on modifiable calcium currents [31,  32], and resemble 
in some respects the early stages of LTP and long-term depres-
sion (LTD), by which lasting changes in synaptic efficacy may 
be induced experimentally by simultaneous stimulation of the 

pre- and postsynaptic neurons [33]. As the effects of TBS on corti-
cal excitability are relatively short lived, however, the modulation 
of synaptic strength may perhaps be described as LTP/LTD-like. 
It is suggested that the contrasting results of intermittent ver-
sus continuous TBS occurs because repetitive burst stimulation 
simultaneously induces a mixture of facilitatory and inhibitory 
effects, with differing time courses [34].

tDCS induces a polarity-dependent modulation of cortical 
excitability, which outlasts the period of stimulation. The change 
in excitability during stimulation does not depend on NMDA 
receptor function but is attenuated by sodium channel or cal-
cium channel blockade, implicating the action of voltage-gated 
channels [35]. It is thus likely that the intrastimulation effects 
are mediated by the effect of direct current on axonal membrane 
potentials, rather than by synaptic modulation [36]. The lack of 
change in motor thresholds suggests that the current primar-
ily affects the axons of interneurons rather than pyramidal cells 
[37]. The post-stimulation effects of tDCS, by contrast, are likely 
to depend on changes in synaptic efficacy. Pharmacological 
studies and changes in GABA-mediated inhibition within the 
cortex suggest that the excitability increase following anodal 
stimulation depends upon changes at glutamatergic synapses 
and reduced GABAergic inhibition [38,  39]. The excitability 
decrease following cathodal stimulation is likewise NMDA 
receptor-dependent but the role of changes in GABAergic syn-
apses is less clear [35, 39]. Magnetic resonance spectroscopy has 
demonstrated changes in neurotransmitter availability follow-
ing tDCS, with reduced GABA following anodal and reduced 
glutamate following cathodal stimulation [40]. It is interesting 
to note that direct current induces synaptic plasticity without 
itself causing the stimulated neurons to discharge. There is 
endogenous background synaptic activity even at rest, and it is 
presumed that the depolarization/hyperpolarization of tDCS 
causes this activity to induce changes in synaptic efficacy. This 
may be considered analogous to the altered efficacy of high 
frequency tetanic stimulation in experimental LTP induction 
preparation when given during the application of a depolarizing 
exogenous current [41].
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Fig. 16.3 Effects of transcranial direct current stimulation on motor cortex excitability. The after-effects of tDCS are shown, following anodal stimulation for 
11 minutes (above x-axis) or cathodal stimulation for 9 minutes (below x-axis). Circles show effects of stimulation without additional medication, while square and 
triangles illustrate effects in presence of lorazepam. 
Adapted with kind permission from Nitsche, Liebetanz et al. 2004 [217].
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Factors influencing the outcome of stimulation
One of the greatest impediments to the potential use of non-invasive 
brain stimulation techniques for neuroplasticity induction in a 
clinical context is the significant variability of response. This phe-
nomenon is routinely encountered when the outcome being meas-
ured is a cortical excitability change in the healthy brain [42], and 
may be expected to be even more problematic when attempting 
to induce behavioural changes in patients undergoing neurore-
habilitation. This point is effectively illustrated by a recent physi-
ological study in which the authors applied continuous TBS to 
56 healthy volunteers, using a standard protocol which typically 
reduces excitability at the group level [21]. The post-stimulation 
MEP amplitudes in individual subjects normalized to baseline are 
shown in Figure 16.4, and demonstrate that not only the size but 
also the direction of effect varies considerably between subjects 
[43]. A number of factors are thought to drive this variability of 
response, and understanding these is likely to be important when 
trying to use brain stimulation in a clinical setting.

There is now considerable evidence that both recent and cur-
rent synaptic activity within the stimulation target have pro-
found influences on the resulting neuroplasticity. This may be 
observed following ‘priming’ by another form of artificial plas-
ticity induction and is often interpreted against the backdrop of 
the ‘sliding threshold’ model of synaptic modification proposed 
by Bienenstock et al. [44]. In this model the threshold for induc-
tion of LTP- or LTD-like synaptic plasticity varies according to 
the time-averaged post-synaptic activity: greater recent or current 
activity raises the threshold for further synaptic strengthening, 
while less activity has the opposite effect [45]. The self-limiting 
properties of such a system have given rise to the term ‘homeo-
static plasticity’, and this phenomenon has been invoked to 
explain the outcome of cortical stimulation in a variety of cir-
cumstances. Thus when cathodal tDCS was used to ‘prime’ the 
motor cortex with an inhibitory stimulus the effect of subsequent 
1 Hz TMS (usually inhibitory) was reversed to facilitation [46]. 
Using a similar priming approach, the response to 1  Hz TMS 
can be enhanced by preceding high frequency TMS [47], while 
the direction of change in response to 20 Hz stimulation can be 
defined by the polarity of preceding tDCS [19]. Priming effects 

may also be observed following TBS, with the inhibitory effects of 
continuous TBS being enhanced by priming with (usually facilita-
tory) intermittent TBS [48]. It is also possible to induce priming 
effects by stimulation of brain regions distant from but connected 
to the subsequent target region [49]. Priming effects may also be 
responsible for the fact that prolonged administration of some 
protocols can reverse the outcome. For example, 13 min of anodal 
1 mA TDCS increases corticospinal excitability in motor cortex, 
whereas 26 min stimulation reduces excitability [50].

Voluntary motor activity may be considered a form of behav-
ioural priming and has important effects on the outcome of plas-
ticity induction protocols. This phenomenon was demonstrated 
previously in rats, in whom training in a motor task altered the 
outcome of subsequent experimental LTP/LTD induction in hori-
zontal connections of rat motor cortex [51]. The direction of an 
excitability change following TBS may be reversed if stimulation 
is preceded by either isometric contraction of the target hand 
muscle for 5 minutes [52] or a brief period of phasic finger move-
ments [53]. If paired associative stimulation (PAS), a plasticity 
induction protocol that combines cortical and peripheral sensory 
stimulation, is applied soon after a period of motor training its 
effect on excitability reverses from facilitatory to inhibitory [54]. 
The outcome of a plasticity induction protocol is likewise sensi-
tive to motor activity occurring during the period of stimulation. 
The effects of both common TBS protocols are attenuated by con-
current voluntary contraction [55], while performance of a motor 
task during tDCS reverses and enhances respectively the effects of 
anodal and cathodal stimulation [56].

A number of other factors, many of which are recognized to 
affect the capacity for learning, also influence the response to 
cortical stimulation in healthy subjects. Old age is associated 
with an attenuated response to PAS [57, 58], while the physiologi-
cal response to cathodal tDCS is prolonged in female subjects 
when compared to males [59]. There has been recent interest in 
the genetic determinants of neuroplasticity, with variation in 
response to training [60] and artificial plasticity induction [61] 
linked to a common polymorphism of the BDNF (brain derived 
neurotrophic factor) gene. A more recent study demonstrated that 
an interaction between polymorphisms in the genes for BDNF and 
catechol-O-methyltransferase determines not only the response 
to PAS but also the level of skill in learning grammar, demonstrat-
ing a behavioural correlate of the physiological observation [62], 
although other studies suggest that there is unlikely to be a simple 
genetic determinant of plasticity induction [63, 64].

While age, sex, and genes may not be modifiable in the rehabili-
tation setting, factors found to favour neuroplasticity induction 
also include cardiovascular fitness [65], attentional focus on train-
ing [66], and training in the afternoon rather than the morning 
[67]. However, the influence on plasticity induction with perhaps 
the greatest potential significance in the rehabilitation setting, is 
that of pharmacological modulation. As previously detailed, the 
effects of several cortical stimulation protocols are attenuated in 
the presence of NMDA receptor blockade. Dopaminergic modu-
lation exerts complex effects on several plasticity protocols, with 
a dopamine agonist extending the inhibitory effect of 1 Hz rTMS 
[68] but a single dose of L-Dopa reversing it [69]. Dopaminergic 
stimulation exerts a dose-dependent influence on the outcome of 
tDCS, with a high or low dose of a dopamine agonist suppressing 
the effects of anodal stimulation [70] while levodopa suppresses 
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Fig. 16.4 Inter-subject variability: the effects of continuous theta burst 
stimulation. The after-effects of continuous TBS on motor cortex excitability 
are shown (200 bursts over 40 seconds) in 52 subjects. Thick black line and dots 
indicate mean, with no overall effect of stimulation in this group.
Adapted with kind permission from Hamada et al. 2013 [43].
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both anodal and cathodal stimulation [71]. At a medium dose, 
by contrast, levodopa reverses the excitability change follow-
ing anodal stimulation and prolongs the inhibitory cathodal 
effect [71,  72]. Promoting cholinergic transmission using the 
cholinesterase inhibitor rivastigmine attenuates both the anodal 
and cathodal tDCS effects but enhances the effects of PAS, in a 
study whose authors suggested that these divergent effects may 
reflect the difference in topographical focality between these 
two plasticity protocols [73]. The excitability increase following 
TBS is enhanced and prolonged in the presence of nicotine [74]. 
The catecholaminergic system also influences in the outcome of 
tDCS, with anodal facilitation prolonged by D-amphetamine and 
reduced by propranolol [75]. There is a growing literature regard-
ing the pharmacological modulation of plasticity induction proto-
cols (for reviews see [76] or [77]).

Influencing learning in the healthy brain
Cortical stimulation protocols such as those described have 
become widely used as means of inducing transient changes in 
cortical function. As well as being useful research tools they also 
provide a potential means of altering and perhaps enhancing spe-
cific aspects of brain function. In general the means by which 
non-invasive cortical stimulation may enhance a behaviour 
are either direct, by enhancing cortical function mediating the 
task in hand, or indirect, by reducing cortical activity that may 
compete or interfere with task performance. This approach has 
been applied not only in the field of motor control but also out-
side the motor cortex in cognitive neuroscience. It is important 
to remember however that the majority of information regarding 
the effects of cortical stimulation and their mechanisms comes 
from studies of the motor system, and that direct evidence that 
stimulation has equivalent effects in other cortical regions is at 
present lacking. We will focus here primarily on the effects of 
stimulation on motor learning and training, which are summa-
rized in Figure 16.5.

Stages and forms of learning
When subjects learn a new motor skill there is usually an 
improvement in performance during training itself (skill acqui-
sition) which is associated with a rapid increase in motor cortex 
excitability [78, 79]. The motor memories acquired may then be 
strengthened further after training has finished, with increased 
resistance to interference by subsequent motor activity and even 
offline performance gains (consolidation) [80,  81]. This process 
may be blocked by interference in primary motor cortex function 
immediately after training but not 6 hours [82]: an implied role for 
this region may in fact not be specific as interference may also be 
induced by peripheral afferent input, suggesting that competing 
plasticity in overlapping circuits may disrupt early consolidation 
[83]. An already consolidated motor memory may become suscep-
tible to further alteration while it is reactivated [84] (reconsolida-
tion) and modulation of motor cortex activity also influences this 
process, suggesting that this region may transiently interact with 
the stored memory trace during movement execution [85]. These 
stages of learning have generally been defined in relation to the 
acquisition of a new motor skill, where incremental improvements 
in performance accrue over a relatively long period of training. 
Such tasks are sometimes termed ‘non-rule-based’ learning since 
participants do not know in advance how to improve their per-
formance. They can be distinguished from a more rapid form of 
learning in which a previously learned movement is performed 
in the presence of a visuomotor or tactile perturbation—motor 
adaptation. In this case, participants are aware of the error and 
can use this information to update a previously learned skill. This 
type of learning relies upon contributions from both cortico-basal 
and cortico-cerebellar circuits for skill acquisition [86], but dif-
ferentially upon corticocerebellar circuits for consolidation [87].

The motor cortex is important in both forms of learning, which 
suggests that artificially enhancing synaptic plasticity in this 
region by non-invasive stimulation may improve the outcome of a 
variety of types of motor training. Two approaches have been used 
to enhance excitability within the motor cortex: either directly by 
facilitatory stimulation of the target motor cortex, or indirectly by 
inhibitory stimulation of the contralateral motor cortex, prevent-
ing ongoing interference by reducing any ongoing transcallosal 
inhibition [88, 89].

Evidence from repetitive TMS
The practicalities of rTMS make it difficult to deliver during the 
course of training. In one study subjects made regular thumb 
movements to encode a directional motor memory trace, and 
the synchronous delivery of TMS pulses to the motor cortex 
prolonged the duration of the training effect [90]. The authors 
argued that in this case TMS provided a Hebbian input, which 
promoted synaptic plasticity. Most studies however have used 
rTMS to ‘prime’ the target cortical region for subsequent learn-
ing, such that training occurs during a period of increased excit-
ability. Ten Hz rTMS delivered to the motor cortex for 2 seconds 
immediately before each training block enhanced training in a 
sequential motor learning task, although the effect duration was 
not tested [91]. Teo and colleagues tested the influence of intermit-
tent TBS on subsequent training in a ballistic thumb movement 
task and found that iTBS enhanced the rate and extent of perfor-
mance gains [92]. Interestingly, behavioural improvements were 
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1 Hz rTMS  �
BH-tDCS �

10 Hz rTMS  �
iTBS �
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Fig. 16.5 Brain stimulation protocols that enhance motor training. Brain 
stimulation protocols are shown targeting the motor cortex either contralateral 
or ipsilateral to the training hand. Repetitive transcranial magnetic stimulation 
(rTMS) and paired associative stimulation (PAS) protocols are delivered before 
the start of training, ‘priming’ the cortical target region, whereas transcranial 
direct current stimulation (tDCS) is delivered during training. PAS protocols may 
be facilitatory (FAC) or inhibitory (INH), while the tDCS protocols here are either 
anodal (A-tDCS) or bihemispheric (BH-tDCS). The known effect of each protocol 
on cortical excitability is shown as an arrow. All protocols which successfully 
enhance training either facilitate the contralateral (active) motor cortex or inhibit 
the ipsilateral motor cortex, with one exception in which inhibitory PAS to the 
active motor cortex is also effective.
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unrelated to changes in cortical excitability in that study and cor-
related instead with variability of performance, which increased 
after stimulation, suggesting a beneficial role for such variability 
in some forms of learning. Such a dissociation was also observed 
in another study testing the effects of 5 Hz rTMS, emphasizing 
that physiological and behavioural effects do not necessarily go 
hand in hand. No effect of iTBS on learning was observed when it 
was delivered half way through a training session [93].

PAS can either increase or decrease motor cortical excitability, 
depending on the interval between the peripheral stimulus and 
the TMS pulse. Interestingly, either facilitatory or inhibitory PAS 
enhanced performance in a motor learning task if the task was 
performed immediately after stimulation, suggesting that homeo-
static rules do not always govern the interaction between stimu-
lation and behaviour [94]. Stimulation of remote but connected 
regions may also influence training. Inhibitory 1 Hz rTMS applied 
to the motor cortex ipsilateral to the training hand (i.e. contralat-
eral to the active motor cortex) enhanced subsequent training in a 
sequential key pressing task, presumably by suppressing transcal-
losal inhibition [95]. Delivering 1 Hz rTMS to the dorsal premotor 
cortex (ipsilateral to the active motor cortex) immediately after 
the completion of motor training over 4 consecutive days specifi-
cally improved overnight consolidation, with greater offline per-
formance gains [96]. Less is known about the modulation of motor 
adaptation by rTMS: while continuous (inhibitory) TBS delivered 
to the primary motor cortex did not affect immediate adaptation 
to a visuomotor perturbation it appeared to impair re-adaptation 
after an interval [97]. The potential to enhance adaption using 
rTMS is not clear at present.

Evidence from transcranial direct current stimulation
There is now evidence that tDCS can influence the outcome of 
motor training. Although in the most commonly used montages 
the anode is placed over the primary motor cortex, the field of 
influence is considerably less focal than that resulting from rTMS 
and is likely to modulate excitability in several nodes of the net-
work engaged in training. The observed effect depends crucially 
upon the timing of stimulation relative to training. When deliv-
ered immediately before training in a sequence learning task both 
anodal and cathodal stimulation reduced the rate of learning, 
whereas when delivered concurrently the effect on learning was 
polarity-dependent: faster with anodal, slower with cathodal [36]. 
A similar beneficial effect on sequence learning may be observed 
using bihemispheric stimulation, with the anode placed over the 
motor cortex contralateral to the training hand and the cathode 
over the homologous ipsilateral motor cortex, although there was 
no additional benefit over the more usual electrode montage [98]. 
Reis and colleagues studied the effect of applying anodal tDCS to 
the active motor cortex during training in an isometric pinch task 
over 5 days, and found that learning was enhanced over sham and 
that the benefit was sustained at 3 months [12]. Interestingly, tDCS 
in this study specifically enhanced offline gains between ses-
sions, suggesting an effect on subsequent consolidation. Anodal 
stimulation delivered immediately after the completion of motor 
sequence learning also enhanced subsequent performance of the 
learned sequence [99]. Anodal tDCS applied to the cerebellum 
during a motor adaptation task was associated with faster error 
correction during training [100]. When applied to the primary 
motor cortex, on the other hand, anodal tDCS had no effect on 

immediate adaptation but impaired de-adaptation on removal of 
the perturbation, implying stronger retention of the learned field 
[101]. Thus with regard to motor adaptation, stimulation of the 
cerebellum modulates learning whereas stimulation of motor cor-
tex modulates retention.

Summary of effects on motor training
The potential of cortical stimulation to interact with motor train-
ing is suggested by common features of the believed mechanisms 
of these two processes. While it is clearly the case that they do 
indeed interact, the principles governing the effect of stimulation 
on training in a given individual are yet to be fully determined. 
A single subject’s physiological response to one plasticity induc-
tion protocol does not reliably correlate with their response to 
another for example [102]. It is also unknown at present whether 
an individual’s physiological response to brain stimulation pre-
dicts their capacity for training. While a subject’s neurochemi-
cal response to tDCS (change in GABA levels as assessed by MR 
spectroscopy) has been correlated with their capacity to learn a 
finger sequence task [103], the effect of brain stimulation on corti-
cal excitability does not appear to predict the effect on training 
[63, 92, 104]: as stimulation protocols are often chosen for applica-
tion in rehabilitation according to their effect on excitability this 
dissociation may be important. The variables at play are increas-
ingly becoming understood; however, including inter-individual 
factors, differences between stimulation protocols and the stages 
of motor learning being targeted. Fuller characterization of these 
factors is likely to be an essential prerequisite to successful clinical 
application.

Non-motor forms of learning
Non-invasive brain stimulation has proved a powerful tool in cog-
nitive neuroscience where it is often employed to induce a ‘virtual 
lesion’ in a brain region subserving a specific cognitive function. 
There is also, however, a large and growing literature regarding 
the enhancement of cognitive function by this approach. While 
this is too extensive to be reviewed fully here, certain studies are 
of potential relevance to neurorehabilitation and these primar-
ily employ tDCS. A polarity- and timing-specific beneficial effect 
of tDCS on acquisition of a visuomotor task may be induced not 
only by stimulation of the motor cortex, but alternatively the V5 
region of extrastriate visual cortex, although the non-focal nature 
of tDCS should be kept in mind when interpreting the specific 
region said to be stimulated [105]. Stimulation of anterior tem-
poral regions has been reported to improve visual memory [106] 
and name recall [107]. Stimulation of the left posterior perisylvian 
region enhances both performance in a language task and the 
learning of new words [108, 109]. Fregni and colleagues targeted 
the left dorsolateral prefrontal cortex and found that anodal but 
not cathodal stimulation improved performance of a task test-
ing working memory [110], while stimulation of the same region 
has also been noted to improve planning in the Tower of London 
task in a manner dependent on the polarity of stimulation and 
the phase of training targeted [111]. When applied during slow 
wave sleep, stimulation of frontal regions also improved consoli-
dation of learning in a declarative memory task [112]. A number 
of studies have targeted the parietal lobes, and investigators have 
reported beneficial effects on numerical processing [113], visu-
ospatial attention [114], and spatial tactile acuity [115]. Novel 
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stimulation techniques also show promise for cognitive enhance-
ment, for example in the recent demonstration of improved learn-
ing of complex arithmetic tasks with the application of tRNS to 
the dorsolateral prefrontal cortices, with retention of behavioural 
gains at 6 months [116]. Interestingly, there appears in general to 
be less specificity of effect according to the polarity of stimulation 
in cognitive as compared to motor training [117].

Applying cortical stimulation  
to neurorehabilitation
Strategies for stimulation
As detailed in the previous sections, cortical stimulation may be 
used to alter synaptic properties within the cerebral cortex and 
may enhance the capacity for synaptic plasticity to occur in rela-
tion to training in a variety of tasks. Patients who are undergoing 
neurorehabilitation are commonly exposed to training over mul-
tiple sessions aimed primarily at their neurological deficit. There 
is evidence to support the idea that training during rehabilitation 
has a similar neurophysiological basis to that occurring in the 
healthy brain.

Rapid somatotopic reorganization is observed adjacent to an 
experimental infarct in the motor cortex of monkeys, similar 
to that which may be induced by motor training [118, 119]. This 
reorganization is underpinned by synaptic plasticity within the 
horizontal intracortical connections, which are thought to define 
motor map characteristics [120,  121]. This key role for synap-
tic plasticity has formed the rationale for a great many studies 
attempting to improve the recovery of neurological function by 
using non-invasive cortical stimulation to prime the patient’s 
brain and enhance the response to therapy.

Most clinical studies of brain stimulation in the context of 
neurorehabilitation have focused on patients with stroke. This 
is likely to relate partly to the high prevalence of stroke, which 
as the leading cause of adult disability in the developed world 
has an enormous social and economic cost [122, 123]. Stroke is 
also attractive as a model for stimulation-enhanced neuroreha-
bilitation as it presents a relatively focal lesion in what may be 
an otherwise intact system, at least macroscopically. Following 
an ischaemic stroke resulting in a motor deficit a number of 
abnormalities may be observed within the remaining cortical 
network. Functional imaging studies have revealed increased 
activation of non-primary motor cortical regions and of a num-
ber of regions in the contralesional hemisphere during move-
ment of the paretic limb [124, 125]. Physiological studies using 
TMS have demonstrated that excitability of the corticospinal 
tract is commonly depressed in the stroke hemisphere but may 
be pathologically increased in the intact hemisphere [126, 127]. 
By contrast, disinhibition may be observed in the GABAergic 
intracortical circuits which regulate corticospinal output, both 
in the stroke hemisphere and the intact hemisphere [128–130]. 
These haemodynamic and physiological abnormalities are not 
static but evolve over the weeks and months following an acute 
stroke [131].

The idea of a pathological imbalance in excitability favouring 
the intact hemisphere was further advanced by an influential TMS 
study by Murase and colleagues [132], in which the interhemi-
spheric influence of one primary motor cortex on its homologous 
counterpart was tested as subjects prepared to make a voluntary 

movement. In healthy subjects the interhemispheric interaction 
is inhibitory at rest but switches to causing facilitation imme-
diately before movement onset; in patients with stroke, by con-
trast, inhibition is removed but not replaced by facilitation prior 
to movement onset. These and other observations [133] argue for 
a therapeutic approach, which seeks either to increase cortical 
excitability in the stroke hemisphere, or to reduce it in the intact 
hemisphere.

Motor stroke: effects of rTMS
There have been a number of promising studies in which motor 
performance or clinical status have been improved by the appli-
cation of an rTMS intervention, seeking either to increase excit-
ability in the primary motor cortex of the stroke hemisphere 
(Table 16.1) or to reduce it in the intact hemisphere (Table 16.2). 
Investigators have demonstrated immediate beneficial effects in 
stroke patients on reaction times [135], power [146, 147], move-
ment kinematics [151], tone [146], and clinical scores [138]. In pro-
tocols which increase stroke hemisphere excitability, behavioural 
improvements have correlated with observed increases in MEP 
amplitude [134] and in movement-related activation of the ipsile-
sional motor cortex and corticobasal circuits [147]. In one study, 
however, this approach proved beneficial for patients with sub-
cortical stroke but detrimental to those with cortical involvement 
[136]—interestingly stimulation was associated with a reduction 
in contralesional motor activation in the subcortical stroke group 
but an increase in the cortical group. In protocols which reduce 
intact hemisphere excitability, behavioural improvements have 
correlated with reduced transcallosal inhibition (of the stroke 
hemisphere by the intact hemisphere [153]) and with increased 
stroke hemisphere excitability [159]. Overall these results provide 
some support for the two principal strategies of stimulation and 
their proposed mechanism.

Trials of brain stimulation in both the stroke hemisphere and 
the intact hemisphere have produced several positive and a few 
negative results [144, 158], and it is not yet clear if either approach 
is more effective. The few direct comparisons that have been 
attempted have not been conclusive: Khedr and colleagues [139] 
found greater behavioural improvements with high frequency 
(stroke hemisphere) than low frequency (intact hemisphere) 
stimulation while Sasaki and colleagues [143] found the reverse, 
both studies testing patients in the subacute phase. A  further 
study with chronic stroke patients found that stimulation of both 
hemispheres within a single session was more effective than either 
alone [164].

All repetitive TMS protocols have a relative short duration of 
physiological effect and, as discussed, their use in a clinical set-
ting relies upon a presumed interaction of this effect with training 
in order to induce lasting behavioural improvements. A common 
approach more recently has been to deliver stimulation in com-
bination with therapy or training over multiple sessions, aiming 
to derive a cumulative benefit. While some studies have demon-
strated lasting gains in this way, persisting in one case at 1 year 
[141], others have shown no benefit using protocols with previously 
shown beneficial short-term effects [148]. Possible explanations 
for a lack of benefit may include clinical heterogeneity (and unrec-
ognized variability of response to stimulation) and the fragility 
of the effects of stimulation to interference. Another possibility is 
that a small effect size of stimulation is lost when combined with 
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a relatively powerful baseline intervention (e.g. physiotherapy). 
It is not yet clear which factors may predict a more successful 
response to a given stimulation strategy (cortical vs subcortical 
stroke, stage of recovery, age, stroke severity, etc.) although one 
meta-analysis suggests that most benefit is seen following sub-
cortical stroke and targeting the intact hemisphere [165]. Further 
understanding of factors predicting the response to stimulation is 
likely to be important in taking this approach forward.

Motor stroke: effects of tDCS
There is now evidence from a number of studies demonstrating 
beneficial effects of tDCS on motor function in patients with stroke. 

Investigators have aimed to increase excitability in the stroke 
hemisphere (Table 16.3) or to reduce it in the intact hemisphere 
(Table 16.4), with some studies testing both approaches. Clinical 
improvements following anodal stimulation of the stroke hemi-
sphere have been shown to correlate with a stimulation-induced 
increase in motor cortex excitability [168], although only six 
patients were tested in this study, and with movement-related 
cortical activation [172] in the stimulated motor cortex. Nair 
et al. [181] examined clinical benefits following cathodal stimu-
lation of the intact hemisphere, and demonstrated a correlation 
with reduced activation in the contralesional motor cortex during 
movement of the paretic hand, although both treatment and sham 

Table 16.1 Motor stroke: rTMS applied to increase excitability in the stroke hemisphere

N Time post-stroke Active protocol Sessions Outcome measure Clinical outcome

Single session

Acute/subacute stroke

No studies

Chronic stroke

Kim 2006 [134] 15 > 3m 10 Hz intermittent 1 Precision typing Improvement vs sham

Talelli 2007 [135] 6 12–108 months Intermittent TBS 1 Reaction time Improvement vs sham

Ameli 2009 [136] 29 1–88 weeks 10 Hz intermittent 1 Hand/finger tapping Improvement in subcortical 
but not cortical strokes

Ackerly 2010 [137] 10 7–86 months Intermittent TBS 1 Grip lift task training Improvement vs sham

Multiple sessions

Acute/subacute stroke

Khedr 2005 [138] 52 5–10 days 3 Hz intermittent 10 Barthel, SSS Benefit at 10 days

NIHSS

Khedr 2009 [139] 24 <1 week 3 Hz intermittent 5 Keyboard task Improvement at 3 months

Chang 2010 [140] 28 < 1m 10 Hz 10 FM, MI Improved motor scores  
(but not function)

Khedr 2010 [141] 24 < 1 week 3 Hz/10 Hz 5 Motor Imp Scale, NIHSS Improved hand strength & 
NIHSS with 3 Hz at 1 yr

Hsu 2013 [142] 12 16–28 days Prolonged intermittent 
TBS

10 NIHSS, UE-Fugl-Meyer, 
ARAT

Improvement vs sham in 
NIHSS and UE-FM, not  
ARAT (combined with 
standard therapy)

Sasaki 2013 [143] 18 < 3 weeks 10 Hz intermittent 5 Grip strength, finger  
tapping

Greater improvement vs 
sham

Chronic stroke

Malcolm 2007 [144] 19 > 1 yr 20 Hz intermittent 10 Wolf MFT, Motor Activity 
Log

No additional benefit over 
CIMT alone

Emara 2010 [145] 40 2–5 months 5 Hz continuous 10 Finger tapping, mRS Improvement, sustained at 
12 weeks

Koganemaru 2010 [146] 18 > 5m 5 Hz intermittent 12 Wrist spasticity, range & 
strength

All improved

Chang 2012 [147] 17 5–17 months 10 Hz intermittent 10 Sequential motor learning 
task

Improved accuracy with real 
rTMS, not sham

Talelli 2012 [148] 25 > 1 year Intermittent theta burst 
stimulation

10 NHPT, JTT, Grip strength No additional benefit over 
physio alone

All have a sham condition and target ipsilesional motor cortex.
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Table 16.2 Motor stroke: rTMS applied to reduce excitability in the intact hemisphere

N Time post-stroke Active protocol Sessions Outcome measure Clinical outcome

Single session

Acute/subacute stroke

Liepert 2007 [149] 12 Mean 7 days 1 Hz continuous 1 Grip strength, NHPT Improved NHPT

Dafotakis 2008 [150] 12 1–4 m 1 Hz continuous 1 Pincer grip task Improved kinematics

Nowak 2008 [151] 15 1–4 m 1 Hz continuous 1 Pincer grip task Improved kinematics 
(additional fMRI)

Chronic stroke

Mansur 2005 [152] 10 < 1 year 1 Hz continuous 1 Reaction times,  
Pegboard test

Both improved

Takeuchi 2005 [153] 20 7–60 m 1 Hz continuous 1 Pinch task Improved performance

Talelli 2007 [135] 6 12–108 months Continuous TBS 1 Reaction Time No effect

Takeuchi 2008 [154] 20 7–88 m 1 Hz continuous 1 Pinch task Improved training in task

Grefkes 2010 [155] 11 1–3 m 1 Hz continuous 1 Fist closure frequency Small improvement

Ackerly 2010 [137] 10 7–86 months Continuous TBS 1 Grip lift task training Improvement vs sham (but 
worse ARAT) 

Meehan 2011 [156] 8 > 1 year Continuous TBS 1 Motor targeting task Faster movements after TBS 
vs sham

Multiple sessions

Acute/subacute stroke

Pomeroy 2007 [157] 27 Mean 27 days 1 Hz intermittent 8 ARAT No effect

Khedr 2009 [139] 24 <1 week 1 Hz continuous 5 Keyboard task Improvement at 3 months

Seniow 2012 [158] 33 12–129 days 1 Hz continuous 15 Wolf MFT, NIHSS, 
UE-Fugl-Meyer

No effect (combined with 
physio)

Sasaki 2013 [143] 20 < 3 weeks 1 Hz continuous 5 Grip strength, finger 
tapping

No effect 

Chronic stroke

Fregni 2006 [159] 15 > 1 year 1 Hz continuous 5 JTT, Reaction times Improved

Emara 2010 [145] 40 2–13 months 1 Hz continuous 10 Finger tapping, mRS Improvement, sustained at  
12 weeks

Theilig 2011 [160] 24 2w–58m 1 Hz continuous 10 Motor function, Spasticity No additional effect over 
FNMS

Avenanti 2012 [161] 30 6–88 months 1 Hz continuous 10 NHPT, JTT, box & block, 
grip strength

Improvement vs sham, 
sustained if rTMS before  
physio

Conforto 2012 [162] 30 5–45 days 1 Hz continuous 10 JTT, Fugl-Meyer

Pinch force

JTT improved in active group

Talelli 2012 [148] 24 > 1 year Continuous Theta 
Burst stimulation

10 NHPT, JTT, Grip strength No additional benefit over 
physio alone

Wang 2012 [163] 24 > 6 months 1 Hz continuous 10 LE-Fugl-Meyer, gait spatial 
asymmetry

Improved vs sham (combined 
with gait training)

All have a sham condition and target contralesional motor cortex.

groups were included in the correlation. In studies of bihemisperic 
stimulation (simultaneous facilitation of stroke and inhibition of 
intact motor cortices) improvements after stimulation were related 
to normalization of the functional MRI ‘laterality index’, a meas-
ure of motor activation asymmetry between the two hemispheres 

[177], and to a reduction of interhemispheric inhibition targeting 
the stroke hemisphere as measured by TMS [178]. Interpretation 
of this result is difficult as the correlation was only present for 
movements of the elbow and not the wrist. In the majority of 
studies beneficial effects of stimulation were seen immediately, 
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but when Kim and colleagues [174] combined tDCS with physi-
cal and occupational therapy there was no additional benefit over 
sham stimulation at 10 days but a marked difference at 6 months. 
These studies lend a degree of support for the proposed mecha-
nism of action whereby the balance of excitability between the two 
homologous motor cortices is redressed by stimulation in favour 
of the stroke hemisphere. It is difficult to reach a firm conclusion 
on this front in view of the small sample sizes used for regression.

Despite many promising proof-of-principle studies and small 
clinical trials, however, there has been a notable failure to repro-
duce clinical benefit when testing larger patient numbers. Two 
separate trials of anodal stimulation in the acute post-stroke 
period, using a similar protocol but higher current to that applied 
successfully to the subacute period [166], showed no beneficial 
effect of stimulation vs sham on functional scores. In the study 
of Hesse and colleagues [175] a significant proportion of patients 
were severely affected at baseline (mean Fugl-Meyer score 
approximately 8/66, several patients with total anterior circula-
tion infarction), which may potentially explain the lack of effect, 
but this did not apply to the patients studied by Rossi and col-
leagues [176] who had a wider range of baseline impairment. It 
seems likely that differing effects of stimulation may be observed 
depending on severity and stroke location, and this is supported 
by the results obtained by Bradnam and colleagues [180], in whose 
study cathodal stimulation of the intact hemisphere was benefi-
cial to performance in an isometric biceps task in patients with 
milder impairment but detrimental in more impaired patients. 
This observation may perhaps reflect the collateral inclusion of 
contralesional non-primary motor areas such as the premotor 
cortex in the field of stimulation, which are recognized to sup-
port recovered motor function in the face of greater corticospinal 
tract disruption [182, 183].

A number of specific questions remain regarding the opti-
mum tDCS strategy after stroke. Comparisons of anodal vs 
cathodal stimulation have found variably in favour of the former 
[172] or the latter [167]. The importance of stimulation intensity 
used remains unclear, with a range from 1 to 2 mA commonly 
employed, but no formal comparison available in stroke patients. 
The most effective duration of stimulation is not known, ranging 
in patient studies from 7 to 30 minutes [177, 179]. Worryingly, 
while most patient studies employ a longish period of stimulation 
such as 25 minutes, a recent study in healthy subjects demon-
strated that the facilitatory effects of anodal tDCS may in fact be 
reversed when it is prolonged [50]. The lack of success with larger 
patient number emphasises the importance of resolving these 
questions before Phase III trials would be feasible or ethical.

Stimulation for non-motor impairments after stroke
A number of efforts have been made to apply an equivalent treat-
ment strategy to patients with non-motor stroke deficits. As for the 
motor system the aim of stimulation in these studies is to alter the 
excitability balance between the stroke and intact hemispheres, and 
to combine stimulation with a form of training in the hope that these 
two processes may interact to induce lasting benefit. Investigators 
have shown benefit in patients with mild-to-moderate aphasia 
from anodal DC stimulation (excitatory) to the stroke hemisphere 
[184], targeting the perilesional cortex, whereas patients with a 
more severe deficit may respond to anodal stimulation of the intact 

parietotemporal lobe [185]. However, one study demonstrated 
improvement following cathodal (inhibitory) stimulation of the 
stroke hemisphere, which runs counter to accepted treatment strate-
gies [186] and perhaps emphasises how little is known regarding the 
mechanism of action. A recent Cochrane review made no attempt 
to allow for patient heterogeneity, but concluded that there is cur-
rently no convincing evidence for the efficacy of tDCS in post-stroke 
aphasia [187]. Repetitive TMS studies have likewise aimed to inhibit 
activity in the intact hemisphere in patients with chronic aphasia, 
with sustained improvement after multiple sessions of 1 Hz stimula-
tion [188]. One study improved language task performance by apply-
ing 50 Hz (excitatory) stimulation to the stroke hemisphere [189]. 
There are no data for patients with acute aphasia.

Patients with visuospatial neglect have shown transient improve-
ments in a range of psychological measures after receiving inhibi-
tory rTMS to the contralesional hemisphere in the acute/subacute 
stage [190, 191] and in the chronic stage [192]. Kim and colleagues 
[193] produced beneficial effects by excitatory rTMS (10 Hz) of the 
stroke hemisphere. Only two studies have examined the efficacy 
of tDCS for neglect, but both demonstrated improved task perfor-
mance, one following anodal stimulation of the stroke hemisphere 
[194] and the other with additional cathodal stimulation on the 
contralesional hemisphere [195].

Recent studies have attempted to use brain stimulation to treat 
post-stroke dysphagia. Excitatory rTMS delivered to the stroke 
hemisphere representation on five consecutive days induced an 
improvement in dysphagia in one study [196]. Anodal (excitatory) 
tDCS delivered to the stroke hemisphere, in combination with 
swallow training over 10 days, induced a delayed improvement at 
3 months [197], while anodal stimulation to the intact hemisphere 
induced a measurable improvement after a single session [198]. 
The rationale for using non-invasive brain stimulation to treat 
post-stroke dysphagia differs from that for other deficits in that the 
motor component of swallowing is bilaterally represented, so the 
likely effect of altering an interhemispheric balance is less clear.

Summary of cortical stimulation  
after stroke: does it work?
For most forms of neurological deficit evident after stroke there 
are one or more studies demonstrating a beneficial effect of 
non-invasive brain stimulation. Earlier studies tend to have used 
stimulation to induce a transient behavioural enhancement, while 
more recently investigators have tended to combine stimulation 
with a form of training. Considering these studies together there 
is enormous heterogeneity of design with regard to chronicity of 
stroke, single vs multiple sessions, severity of baseline impair-
ment, involvement of cortical structures, outcome measures 
used and stimulation protocol. It is thus difficult for review arti-
cles and formal meta-analyses to draw meaningful conclusions. 
With regard to motor function, reviews have variously concluded 
that ‘it might be possible to harness effects (of stimulation) in a 
therapeutic setting’ [199], or that stimulation ‘may be beneficial in 
enhancing motor recovery’ [3] . One recent meta-analysis of rTMS 
after stroke [165] found a significant positive effect of stimula-
tion on motor function, with an effect size of 0.55, although both 
single- and multiple-session studies were included and a variety 
of outcome measures employed, while another by contrast con-
cluded that that ‘the routine use of rTMS for patients with stroke 
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is not recommended until its efficacy is verified in high-quality, 
large-scale RCTs’ [5].

There is little doubt in our view that non-invasive stimulation is 
capable of inducing beneficial behavioural effects in some patients, 
but certain obstacles must be overcome before such an approach 
can enter routine clinical practice: (1) In view of the non-specific 
effects of stimulation on underlying structures it is important that 
studies are designed with the aim not to restore a particular func-
tion, but rather to interact with the normal processes of brain plas-
ticity occurring after focal damage; (2) there needs to be increased 
understanding of the effects of brain stimulation, and crucially the 
development of protocols with less variability of effect than cur-
rently observed; (3) there is a need for greater understanding of the 

pathophysiological mechanisms underpinning recovery: this may 
allow for the identification of patient subgroups who have greater 
or lesser capacity to respond to stimulation, and thus an improved 
effect size in treated patients; (4)  finally, there is a need for the 
standardization of stimulation parameters under investigation and 
of outcome measures employed. Until these objectives are achieved 
it is unlikely to be possible to conduct a clinical trial that is suffi-
ciently powerful to influence routine clinical practice after stroke.

Cortical stimulation for non-stroke  
neurological pathologies
While stroke neurorehabilitation is in many ways the paradig-
matic clinical application for non-invasive brain stimulation, there 

Table 16.3 Motor stroke: tDCS applied to increase excitability in the stroke hemisphere

N Time post-stroke Active protocol Sessions Outcome measure Clinical outcome

Single session

Acute/subacute stroke

Kim 2009 [166] 10 3–12 weeks 20 min 1 mA anodal to 
stroke hemisphere

1 Box & Block Test, Finger 
acceleration

B&BT improved for 60 mins, 
Finger acceleration for 30 mins

Chronic stroke

Fregni 2005 [167] 6 12–72 months 20 min 1 mA anodal to 
stroke hemisphere

1 JTT Improvement vs sham (transient)

Hummel 2005 [168] 6 23–107 months 20 min 1 mA anodal to 
stroke hemisphere

1 JTT Improvement vs sham (transient)

Celnik 2009 [169] 9 31–87 months 20 min 1 mA anodal to 
stroke hemisphere

1 Finger sequence training Improved if with peripheral stim, 
but no effect of tDCS alone

Madhavan 2011 [170] 9 1–23 years 15 min 0.5 mA anodal 
(small electrode)

1 Ankle tracking task Improved training in task vs sham

Mahmoudi 2011 [171] 10 1–16 months 20 min 1 mA anodal to 
stroke hemisphere

1 JTT Immediate improvement JTT (not 
with sham)

Stagg 2012 [172] 13 18–70m 20 min 1 mA anodal to 
stroke hemisphere

1 Response times Improved immediately after 
stimulation

Tanaka 2011 [173] 8 3–38 months 10 min 2 mA anodal 1 Knee extension power Increased during anodal 
stimulation but not 30 mins later

Multiple sessions

Acute/subacute stroke

Kim 2010 [174] 13 34 days (mean) 20 min 2 mA anodal to 
stroke hemisphere 

10 Fugl-Meyer Non-significant improvement vs 
sham at 6 months

Hesse 2011 [175] 56 3 weeks (mean) 20 min 2 mA anodal to 
stroke hemisphere

30 Fugl-Meyer No effect of stimulation (with 
robot assisted training)

Rossi 2012 [176] 50 Day 2 20 min 2 mA anodal to 
stroke hemisphere

5 NIHSS, Fugl-Meyer No effect of tDCS (acute 
period: no adverse events)

Chronic stroke

Lindenberg 2010 [177] 20 5–81 months Bihemispheric 30 min 
anodal: stroke, cathodal:  
intact (1.5 mA)

5 Fugl-Meyer, Wolf MF test Improved vs sham (combined 
with PT/OT)

Bolognini 2011 [178] 14 7–105 months Bihemispheric 40 min 
2 mA

10 JTT, Fugl-Meyer, Hand 
strength

Greater improvement vs sham 
(combined with CIMT)

Geroin 2011 [179] 20 16–34 months 7 mins 1.5 mA anodal leg 
area (stroke hemi)

10 Walking speed No effect of tDCS (combined with 
robot-assisted gait training)

All have a sham condition and target the ipsilesional hemisphere.
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is evidence for beneficial effects across a range of neurological and 
psychiatric disorders. In Parkinson’s disease cortical stimulation 
may be used to modulate activity within corticobasal loops and 
thereby influence the motor state. Some studies have delivered 
excitatory stimulation to the primary motor cortex [200, 201] with 
beneficial effects on bradykinesia. Others have delivered inhibi-
tory stimulation to the primary motor cortex [202], the supple-
mentary motor area [203] or the cerebellum [204], with transient 
improvements in levodopa-induced dyskinesia. In patients with 
writer’s cramp inhibitory stimulation of the premotor cortex tran-
siently improves symptoms [205]. Inhibitory stimulation applied 
to the motor cortex appeared in a preliminary study to slow clini-
cal progression in patients with motor neurone disease [206], but 
a larger trial with 20 patients showed no effect [207]. Inhibitory 
rTMS delivered over multiple sessions shows promise as a strategy 
to reduce seizure frequency in patients with intractable epilepsy 
[208, 209]. Non-invasive stimulation has further been applied in 
efforts to treat a range of neuropsychiatric conditions, beyond the 
scope of this chapter, the most prominent of which is depression 
(for review see George et al. [210]).

The context in which patients with these largely chronic con-
ditions undergo rehabilitation tends to differ from that in which 

recovering stroke patients are treated. However, the principle of 
using cortical stimulation to interact with therapy-induced plastic-
ity is likely to apply as much here as in stroke. One recent study per-
haps illustrates this approach, in which excitatory repetitive TMS 
was delivered to the leg area of the motor cortex in combination 
with treadmill training in a group of patients with Parkinson’s dis-
ease with beneficial effects on walking performance [211]. Overall, 
the potential role for brain stimulation in neurological rehabilita-
tion for these diverse neurological disorders is unclear at present.

Combining cortical stimulation with medication
As the effects of non-invasive stimulation depend at least in 
part on changes in synaptic strength it is perhaps not surpris-
ing that they are subject to modulation by the principal neu-
romodulatory systems of the brain. Such influences have been 
most extensively studied with regard to tDCS but some infor-
mation is also available for repetitive TMS protocols:  these are 
summarized in Table 16.5. It is interesting to note that in some 
cases the effect of a stimulation protocol on cortical excitability 
may be inverted by the presence of a medication, from facilita-
tion to inhibition (e.g. levodopa on anodal tDCS) or vice versa 

Table 16.4 Motor stroke: tDCS applied to decrease excitability in the intact hemisphere

N Time post- stroke Active protocol Sessions Outcome measure Clinical outcome

Single session

Acute/subacute stroke

No studies

Chronic stroke

Fregni 2005 [167] 6 12–72 months 20 min 1 mA cathodal to intact 
hemisphere

1 JTT Improvement vs sham

Hesse 2011 [175] 56 3 weeks (mean) 20 min 2 mA cathodal to intact 
hemisphere

30 Fugl-Meyer No effect of stimulation (with 
robot assisted training)

Mahmoudi 2011 [171] 10 1–16 months 20 min 1 mA cathodal to intact 
hemisphere

1 JTT Immediate improvement JTT 
(not with sham)

Stagg 2012 [172] 13 18–70 months 20 min 1 mA cathodal to intact 
hemisphere

1 Response times No improvement but better 
than sham

Bradnam 2012 [180] 12 2–34 months 20 min 1 mA cathodal to intact 
hemisphere

1 Selectivity of muscle 
control during UL task

Improved control with mild 
impairment, but worse with 
severe

Multiple sessions

Acute/subacute stroke

Kim 2010 [174] 12 19 days (mean) 20 min Cathodal 2 mA 10 Fugl-Meyer Improved vs sham at 6 months 
(no immediate effect)

Chronic stroke

Lindenberg 2010 [177] 20 5–81 months Bihemispheric 30 min 
Anodal: stroke, Cathodal: intact 
(1.5 mA)

5 Fugl-Meyer, Wolf  

MF test

Improved vs sham (combined 
with PT/OT)

Bolognini 2011 [178] 14 7–105 months Bihemispheric 40 mins   
2 mA

10 JTT, Fugl-Meyer, Hand 
strength

Greater improvement vs sham 
(combined with CIMT)

Nair 2011 [181] 14 33 months (mean) 30 min cathodal 1 mA to intact 
hemisphere

5 UE-Fugl-Meyer, 3 joint 
range of movt

Improved scores vs sham 
(combined with OT)

All have a sham condition and target the ipsilesional hemisphere.
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(e.g. citalopram on cathodal tDCS). Dopaminergic stimulation 
exerts a non-linear dose-dependent effect on effects of stimula-
tion, with abolition of excitability change at low or high dosage 
but inversion or prolongation of the effect at medium dosage. 
This inverted U-shaped curve emphasizes that dosage is likely 
to be crucially important when trying to influence plasticity 
with medication. Of particular note perhaps are the significant 
prolongations of stimulation effect noted in the presence of cit-
alopram and amphetamine, both of which groups of medica-
tion themselves have some evidence for benefit after stroke in 
humans or animal models. It is important to remember that 
effects of stimulation on corticospinal excitability do not nec-
essarily translate into improvements in behavioural measures. 
Notwithstanding this cautionary note, the approach of combin-
ing brain stimulation with medication is certainly promising 
as an avenue of investigation but is currently in its infancy as a  
therapeutic strategy.

Conclusion
It is clear that non-invasive brain stimulation is capable of inter-
acting with training-associated brain plasticity, and potentially 
of altering the outcome of neurological rehabilitation. It is less 
clear which protocols are most effective, how they should be 

delivered, in which patients and at what stage of rehabilitation. 
At present, the principal obstacles to translating this approach 
into clinical practice are the interindividual variability of 
response with current stimulation protocols, and the heteroge-
neity of protocols tested (and outcome measures used) across 
different centres. Resolving these key issues is essential before 
it will be feasible or ethical to conduct clinical trials of sufficient 
size to influence clinical practice. It is likely that the efficacy of 
brain stimulation in the clinical setting may be increased by 
using it in combination with neuromodulatory medication or 
other pharmacological promoters of endogenous plasticity, and 
this represents a promising future direction for research. The 
rewards of developing non-invasive stimulation as a clinical tool 
are potentially great. Together with other branches of restorative 
neuroscience this approach provides the opportunity to reduce 
neurological impairment, and hence disability, in patients 
undergoing rehabilitation. Applying such techniques correctly 
to appropriate patients has the potential to produce clinical ben-
efits whose magnitude equals or exceeds that observed in other 
branches of clinical neuroscience. If this can be achieved then 
neurological rehabilitation as a discipline may shed its unde-
served inferiority complex, and join the ranks of neurological 
specialties in which advances in neuroscience translate into ben-
efit for patients.

Table 16.5 Pharmacological modulation of the after-effects of transcranial direct current stimulation (tDCS) and theta burst stimulation 
(TBS) on corticospinal excitability

Neurotransmitter
system

Drug Principal action Anodal tDCS
(excitatory)

Cathodal tDCS
(inhibitory)

iTBS
(excitatory)

cTBS
(inhibitory)

Reference

Glutamatergic Dextromethorphan NMDA antagonist ↓↓ ↓↓ ? ↓↓ 212, 213

Memantine NMDA antagonist ? ? ↓↓ ↓↓ 214

D-Cycloserine NMDA partial agonist Prolong - Invert ? 215, 216

GABA-ergic Lorazepam GABAA agonist ↑Prolong ? ? ? 217

Cholinergic Nicotine Nicotinic agonist ↓↓ ↓↓ ↑ ? 218, 219

Rivastigmine Cholinesterase inhibitor ↓↓ ↓ Prolong ? ? 220

Dopaminergic Levodopa Dopamine precursor Low ↓↓ ↓↓ 221

Med Invert Prolong ? ?

High ↓↓ ↓↓

Ropinirole D2 agonist Low ↓↓ ↓↓ 222

Med - Prolong ? ?

High ↓ ↓↓

Sulpiride D2 antagonist ↓↓ ↓↓ ↓↓ ↓↓ 223, 224

Noradrenergic Propranolol Beta-blocker Shorten Shorten ? ? 225

Serotonergic Citalopram Serotonic Specific ↑ Prolong Invert ? ? 226

Reuptake Inhibitor

Other Amphetamine Monoamine promoter ↑ Prolong - ? ? 225

Carbamazepine Calcium blocker ↓↓ - ? ? 212

Flunarazine Calcium blocker ↓↓ - ? ? 227

All have a sham condition and target the intact hemisphere.

iTBS = intermittent TBS; cTBS = continuous TBS.
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Pharmacological modulation of 
stimulation-induced LTP in motor 
cortex: animal studies
In the rat motor cortex, long-term potentiation (LTP) usually 
requires activation of the N-methyl-D-aspartate (NMDA) recep-
tor (NMDAR) [1–3]. Local disinhibition of rat motor cortex by 
iontophoretic application of bicuculline, an antagonist of the 
gamma-aminobutyric acid (GABA) type A receptor (GABAAR), 
results in unmasking of latent horizontal intracortical connec-
tions and rapid changes in representational organization [4] . This 
seminal paper, therefore, identified GABAA-ergic inhibitory cor-
tical circuits as of crucial importance in regulating synaptic plas-
ticity and map reorganization. Accordingly, LTP is facilitated if 
the rat motor cortex is locally disinhibited by bicuculline [2, 3, 5]. 
Similarly, LTP is facilitated in the disinhibited non-lesional sur-
round tissue of experimentally induced focal infarction in rat sen-
sorimotor cortex [6]. In contrast, diazepam, a benzodiazepine and 
positive allosteric modulator at the GABAAR, prevents the induc-
tion of LTP in rat motor cortex [7]. Neuromodulating transmit-
ters such as dopamine (DA), norepinephrine (NE), acetylcholine 
(ACh), and serotonin (5-hydroxytryptamine, 5-HT) can exert sig-
nificant effects on neocortical LTP (for review see [8]), but studies 
that have addressed pharmacological modulation of LTP in motor 
cortex are still limited. The dopamine D1 receptor antagonist 
SCH23390 and the dopamine D2 receptor antagonist raclopride 
reduce LTP induction in rat primary motor cortex, indicating an 
important supportive role of dopaminergic neurotransmission 
in synaptic plasticity [9]. Similarly, pharmacological blockade of 
muscarinic receptors by atropine prevented the induction of LTP 
and rather favoured the induction of long-term depression (LTD) 
by the same stimulation protocol [10].

Pharmacological modulation of 
stimulation-induced LTP in motor 
cortex: human studies
In human motor cortex, LTP-like plasticity can be induced by var-
ious non-invasive brain stimulation (NIBS) protocols (for reviews 
see [11–17]). LTP-like plasticity is typically expressed by long-term 
increase in the amplitude of the motor evoked potential (MEP), 
elicited by single-pulse transcranial magnetic stimulation (TMS) 
of the motor cortex, before and after the NIBS induction protocol, 

and recorded by surface electromyography (EMG), typically 
from a hand muscle contralateral to the stimulated motor cor-
tex [18, 19]. The term ‘LTP-like’ has been coined [20] because the 
increase in MEP amplitude exhibits close similarity compared to 
LTP as defined and studied at the cellular/molecular level, such as 
cooperativity, input-specificity, associativity, duration (>30 min), 
and dependence on NMDA receptor activation, but investigation 
is necessarily indirect at the systems level [14, 21].

LTP-like plasticity can be induced with several NIBS proto-
cols and, although the detailed physiological mechanisms may 
be different between protocols, the effects of pharmacological 
modulation on LTP-like plasticity will be reviewed here from the 
perspective of classes of drugs with particular modes of action. All 
studies included in this review have been obtained in healthy sub-
jects, and pharmacological modulation of LTP-like plasticity was 
typically assessed in placebo-controlled study designs by testing a 
single (oral) dose of study drug.

1. GABAergic disinhibition: no anti-GABAergic drugs are avail-
able for human use due to their adverse pro-convulsive effects. 
However, GABAergic disinhibition can be experimentally 
induced by transient limb ischaemic nerve block [22, 23]. This 
GABAergic disinhibition permits LTP-like plasticity induc-
tion to occur by low-frequency (0.1 Hz) repetitive TMS (rTMS) 
[24,  25] a protocol that does not produce overt MEP change 
when given alone [26].

2. GABAergic inhibition:  Neurotransmission through the 
GABAAR is enhanced by benzodiazepines, allosteric posi-
tive modulators of the GABAAR. The permissive effect of 
GABAergic disinhibition on low-frequency rTMS induced 
LTP-like plasticity can be prevented by the benzodiazepine 
lorazepam [25]. Lorazepam reduces LTP-like plasticity induced 
by high-frequency (5 Hz) rTMS [27]. The benzodiazepine diaz-
epam and the GABA-reuptake inhibitor tiagabine [28] and 
the GABAB receptor (GABABR) agonist baclofen [29] reduce 
LTP-like plasticity induced by paired associative transcranial 
magnetic stimulation (PAS). An additional subthreshold condi-
tioning pulse 2 ms prior to the PAS test pulse, that would produce 
GABAA-ergic intracortical inhibition [30, 31], is also capable of 
blocking PAS-induce LTP-like plasticity [32]. Lorazepam atten-
uates LTP-like plasticity induced by anodal transcranial direct 
current stimulation (tDCS) in the first 10 min after stimulation 
[33], but MEP amplitude increases at later time points, an as of 
yet unexplained observation.
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3. NMDAR: Dextromethorphan is a non-competitive partial antag-
onist at the NMDAR that results in blockade of PAS-induced 
[34], theta-burst stimulation (TBS)-induced [35] and anodal 
tDCS-induced [36] LTP-like plasticity. Similarly, the NMDAR 
antagonist memantine blocks LTP-like plasticity induced by TBS 
[37]. In contrast, D-cycloserine, a partial NMDAR agonist pro-
longs LTP-like plasticity induced by anodal tDCS [38].

4. Blockers of voltage-gated sodium (Na+) and calcium (Ca2+) chan-
nels: The voltage-gated Na+ and Ca2+ channel-blocking anti-
convulsant lamotrigine prevents LTP-like plasticity induced 
by low-frequency rTMS in the context of transient limb ischae-
mic nerve block [25]. Similarly, lamotrigine or carbamazepine, 
another voltage-gated Na+ and Ca2+ channel blocking anticon-
vulsant, reduce PAS-induced [28, 39] and anodal tDCS-induced 
[36] LTP-like plasticity. Nimodipine, an L-type voltage-gated 
Ca2+ channel blocker abolishes TBS-induced LTP-like plastic-
ity [35].

5. Dopamine: The effects of modulators of the dopaminergic 
system are complex. The DA precursor levodopa enhances 
PAS-induced LTP-like plasticity [40] but switches the LTP-like 
effect induced by anodal tDCS to an LTD-like effect [40, 41]. The 
enhancement of PAS-induced LTP-like plasticity by levodopa 
shows an inverted U-shaped dose dependency [42). The DA 
D2 receptor agonist cabergoline has no effect on PAS-induced 
LTP-like plasticity while the D2 receptor antagonist haloperi-
dol suppresses it [43]. Ropinirole, another D2 receptor agonist, 
demonstrates an inverted U-shaped dose dependent suppres-
sion of PAS- and anodal tDCS-induced LTP-like plasticity at 
low and high doses but no difference to placebo at intermediate 
doses [44]. The selective D2 receptor antagonist sulpiride blocks 
LTP-like plasticity induced by TBS [45] and anodal tDCS [46] 
but has no significant effect on LTP-like plasticity induced by 
PAS [47]. Addition of the D1/D2 receptor agonist pergolide does 
not prevent the suppression of anodal tDCS-induced LTP-like 
plasticity by sulpiride, underscoring the significance of D2 
receptors in regulating LTP-like plasticity in human motor 
cortex [46]. In summary, agonists versus antagonists of the D2 
receptor enhance or suppress, respectively, LTP-like plasticity 
in human motor cortex, but the results are not fully consistent 
and may depend non-linearly on dose, the balance of neuro-
transmission through D1 vs. D2 receptors, and the stimulation 
protocol to induce LTP-like plasticity.

6. Norepinephrine: Methylphenidate, an indirect NE agonist has 
no effect on PAS-induced LTP-like plasticity, whereas the NE 
antagonist and alpha-1-receptor antagonist prazosin suppresses 
it [43]. Amphetamine, a NE reuptake inhibitor enhances 
and prolongs anodal tDCS-induced plasticity, whereas the 
beta-adrenergic antagonist propranolol suppresses it [48].

7. Acetylcholine:  The ACh esterase inhibitor tacrine has no 
effect on PAS-induced LTP-like plasticity, whereas the mus-
carinic (M1) receptor antagonist biperiden reduces it [43]. 
Rivastigmine, another ACh esterase inhibitor, increases 
PAS-induced LTP-like plasticity but, paradoxically, reduces 
anodal tDCS-induced LTP-like plasticity [49]. Similarly, nico-
tine results (in non-smokers) in enhancement of LTP-like 
effects induced by PAS [50] or TBS [51], but diminishes anodal 
tDCS-induced LTP-like plasticity [50, 52].

8. Serotonin:  The selective 5-HT reuptake inhibitor citalopram 
enhances LTP-like plasticity induced by PAS [53] and anodal 
tDCS [54].

The overall picture of acute pharmacological effects on 
stimulation-induced LTP-like plasticity in human motor cor-
tex is that anti-GABA-ergic manipulation and agonists of the 
neuromodulating neurotransmitter systems (DA, NE, Ach, and 
5-HT) are usually enhancers (with few exceptions dependent on 
drug dose and stimulation protocol) while GABA-ergic drugs and 
antagonists of the neuromodulating neurotransmitter systems are 
suppressors. The currently available knowledge is summarized in 
Table 17.1.

Pharmacological modulation of 
practice-dependent plasticity in  
motor cortex: animal studies
In animal models, repeated practice or motor skill learning can 
be associated with substantial representational plasticity of the 
trained motor cortex [55–57]. There exists a wealth of animal 
studies on pharmacological alteration of (motor) learning behav-
iour in intact animals (for review see [58, 59]) and in animals after 
stroke lesion (for reviews see [59, 60]). It is beyond the scope of this 
chapter to provide a critical or even comprehensive review of this 
extensive research field. In addition, the problem with virtually 
all of these studies is that the observed behavioural effects were 
not submitted to investigation of the underlying mechanisms at 
the level of practice-dependent representational plasticity in the 
motor cortex. Therefore, these studies provide no link between 
neurophysiological mechanism and behavioural effect, and there-
fore, interpretation is rather limited. In the following, single 
studies will be reviewed that were influential in the field, serve as 
important examples for modulating effects of drugs with different 
modes of action, and as primers for the human studies in the fol-
lowing sub-chapter.

GABA-ergic inhibition
Infusion of muscimol, a GABAAR agonist, into the sensorimotor 
cortex of rats with surgical lesions in the ipsilateral anterome-
dial cortex significantly prolongs recovery from sensorimotor 
asymmetry when compared to animals with saline infusion [61]. 
Although the anteromedial cortex lesion creates a vulnerability 
to muscimol in the sensorimotor cortex, no detectable difference 
in the extent of cortical damage in this group accounts for the 
prolongation of behavioural asymmetry. These behavioural and 
anatomical data suggested for the first time that systemically 
delivered GABAA-ergic drugs might negatively interfere with res-
toration of function after cortical lesion.

Cortical GABA-ergic signalling through GABAARs is divided 
into phasic synaptic and tonic extrasynaptic components. Tonic 
extrasynaptic GABAA-ergic inhibition is mediated primarily by 
α5- or δ-subunit-containing GABAARs and sets an excitabil-
ity threshold for neurons [62, 63]. Pharmacological and genetic 
knockdown of α5-GABAARs enhance LTP and improve perfor-
mance on learning and memory tasks [64]. Tonic extrasynaptic 
GABAA-ergic inhibition is enhanced in the perilesional tissue in a 
photothrombotic mice stroke model (65). Reducing this excessive 
tonic inhibition by L655,708, a benzodiazepine inverse agonist of 
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Table 17.1 Acute pharmacological effects on LTP-like plasticity induced by non-invasive brain stimulation in human motor cortex

Drug (dose) Mode of action NIBS protocol Effect Reference

Ischaemic nerve block Anti-GABAergic 0.1 Hz rTMS  [24]

Lorazepam (2 mg) Positive modulator of GABAAR 5 Hz rTMS ê [27]

Lorazepam (2 mg) Anodal tDCS ê [33]

Diazepam (20 mg) Positive modulator of GABAAR PAS ê [28]

Tiagabine (15 mg) GABA reuptake inhibitor PAS ê [28]

Baclofen (50 mg) GABABR agonist PAS ê [29]

Dextromethorphan (150 mg) NMDAR antagonist PAS ê [34]

Dextromethorphan (150 mg) Anodal tDCS ê [36]

Dextromethorphan (120 mg) TBS ê [35]

Memantine (10 mg) NMDAR antagonist TBS ê [37]

D-Cycloserine (100 mg) Partial NMDAR agonist Anodal tDCS  [38]

Lamotrigine (300 mg) Voltage-gated Na+ channel blocker PAS ê [28]

Lamotrigine (300 mg) PAS ê [39]

Carbamazepine (600 mg) Anodal tDCS ê [36]

Nimodipine (30 mg) L-type Ca2+ channel blocker TBS ê [35]

Levodopa (100 mg) Precursor of dopamine PAS  [40]

Levodopa (25/100/200 mg) PAS ê//ê [42]

Levodopa (100 mg) Anodal tDCS ê [40]

Levodopa (25/100/200 mg) Anodal tDCS l/ê/l [41]

Cabergoline (2 mg) D2 receptor agonist PAS l [43]

Ropinirole (0.125/0.5/1.0 mg) D2 receptor agonist PAS ê/l/ê [44]

Ropinirole (0.125/0.5/1.0 mg) Anodal tDCS ê/l/ê [44]

Pergolide (0.025 mg) D1/D2 receptor agonist Anodal tDCS l [46]

Haloperidol (2.5 mg) D2 receptor antagonist PAS ê [43]

Sulpiride (400 mg) D2 receptor antagonist TBS ê [45]

Sulpiride (400 mg) PAS l [47]

Sulpiride (400 mg) Anodal tDCS ê [46]

Methylphenidate (40 mg) NE releaser PAS l [43]

d-Amphetamine (20 mg) NE reuptake inhibitor Anodal tDCS  [48]

Prazosin (1 mg) a1-adrenergic receptor antagonist PAS ê [43]

Propranolol (80 mg) β-adrenergic receptor antagonist Anodal tDCS ê [48]

Tacrine (40 mg) ACh esterase inhibitor PAS l [43]

Rivastigmine (3 mg) ACh esterase inhibitor PAS  [49]

Rivastigmine (3 mg) Anodal tDCS ê [49]

Nicotine (transdermal patch, 
15 mg/16h release)

Nicotine receptor agonist PAS  [50]

Nicotine (lozenges, 4 mg) TBS  [51]

Nicotine (transdermal patch, 
15 mg/16h release)

Anodal tDCS ê [50]

Nicotine (spray, 1  mg) Anodal tDCS ê [52]

Biperiden (8 mg) M1 muscarinic receptor antagonist PAS ê [43]

Citalopram (20 mg) Serotonin reuptake inhibitor PAS  [53]

Citalopram (20 mg) Anodal tDCS  [54]

Pharmacological effects on LTP-like plasticity are indicated as follows:  Enhancement (increase and/or prolongation), ê Suppression, l no effect, ê suppression followed by 
enhancement.
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the α5-GABAAR, or by genetic reduction of the number of α5- 
or δ-subunit containing GABAARs has significant and sustained 
beneficial effects on motor recovery in this stroke model [65]. 
Specific antagonists of tonic extrasynaptic inhibition are not yet 
available for human use, but may constitute an interesting target 
for future drug development.

NMDAR
D-Cycloserine, a partial NMDAR agonist enhances sensorimotor 
and cognitive recovery in rats when given 24 hours after 90 min 
of temporary medial cerebral artery occlusion (MCAO), as meas-
ured by functional magnetic resonance imaging (fMRI) and 
behavioural assessments 30 days after lesion [66]. Despite these 
favourable effects, D-cycloserine, compared to saline injected 
control animals, does not affect final infarction size or secondary 
brain atrophy [66]. These data are of particular interest because it 
was long thought that excessive NMDAR activation in the acute 
stage after ischaemic stroke may contribute to delayed excitotoxic 
neuronal death [67]. However, all of the NMDAR antagonists 
studied so far have failed to show efficacy in large controlled clini-
cal trials and, in some of these trials, NMDAR antagonists even 
worsened clinical outcome (for review see [68]). The findings from 
the D-cycloserine trial in the MCAO rat support a beneficial role 
for NMDAR stimulation during the recovery period after stroke, 
most likely caused by enhanced neuroplasticity rather than neu-
roprotection [66]. This may encourage testing of NMDAR ago-
nists in clinical trials of human stroke rehabilitation.

Blockers of voltage-gated sodium (Na+)  
and calcium (Ca2+) channels
The antiepileptic drug lamotrigine acts by stabilizing 
voltage-sensitive Na+ channels in a usage-dependent manner, 
preventing glutamate release and reversibly blocking excitatory 
neurotransmission. Therefore, lamotrigine was tested in the rat 
MCAO model by application of different doses or saline at the 
time of reperfusion [69]. In disagreement with a neuroprotec-
tive effect, lamotrigine does not demonstrate any effect on the 
total infarction volume, and several behavioural tests even show 
a disadvantage of the lamotrigine treated rats in sensorimotor 
recovery 7 days after infarction [69]. This is an important negative 
study, which suggests that blockade of voltage-gated Na+ channels 
is not neuroprotective but potentially detrimental for plasticity 
processes that support behavioural recovery and relearning.

Dopamine
Elimination of dopaminergic terminals in rat primary motor cor-
tex by intracortical injection of 6-hydroxydopamine in conjunc-
tion with desipramine to protect noradrenergic terminals results 
in impairment of motor skill learning (food pellet retrieval with 
the contralateral forepaw) [9] . This deficit is not observed when 
destruction of dopaminergic terminals is initiated at a time when 
the motor skill is already achieved through training. In addition, 
the learning deficit can be rescued by local infusion of levodopa 
[9]. A similar learning deficit can also be obtained by pharma-
cological treatment with specific antagonists at the dopamine 
D1 receptor (SCH02339) or D2 receptor (sulpiride, raclopride) 
when given early into the training period [9]. In the rat tran-
sient MCAO model, treatment with levodopa significantly and 

dose-dependently improves recovery of sensorimotor function as 
assessed by rotating pole test, a 28-point neuroscore, and a cylin-
der test 7 and 14 days after ischaemia without affecting the infarct 
volume [70]. These findings strongly corroborate the concept of 
recovery enhancing actions of levodopa treatment after ischaemic 
stroke.

Norepinephrine
A milestone publication in pharmacological enhancement of 
sensorimotor recovery was the investigation of the effects of the 
NE reuptake inhibitor d-amphetamine on sensorimotor recov-
ery. Rats subjected to unilateral ablation of the motor cortex and 
placed on a narrow beam displays transient contralateral paresis. 
An immediate and enduring acceleration of recovery is produced 
by a single dose of d-amphetamine given 24 hours after injury. 
This effect is blocked by the dopamine D2 receptor antagon-
ist haloperidol or by restraining the animals for 8 hours begin-
ning immediately after amphetamine administration [71]. The 
dramatic effect of d-amphetamine vs. saline on walking beam 
performance in stroke rats can be appreciated in the Video 17.1 
(http://www.unm.edu/~feeney/movicap.html).

Many subsequent studies in embolic and thrombotic stroke 
models in rats confirmed this original finding of a recovery pro-
moting effect of d-amphetamine, in particular in conjunction 
with post-stroke motor skill training (e.g. [72–75]) and revealed 
that these effects on recovery are associated with increased struc-
tural plasticity in the contralesional [76, 77] and ipsilesional hemi-
spheres [78].

Acetylcholine
ACh is important for practice-dependent motor cortical plas-
ticity in rats because lesions of the basal forebrain cholinergic 

z Video 17.1 The first few seconds of the video is a close up illustrating 
hemiplegia in the rat 24 hours after suction ablation of the right sensorimotor 
cortex. When on the beam the affected limbs (especially hindlimb) are not 
placed on the surface as in normal rats. These symptoms are best observed by 
placing the rat on a narrow elevated beam as few deficits are apparent when 
the animal is on a flat surface. Recovery from hemiplegia can be quantified by 
utilization of a rating scale designed for this beam-walk task. In untreated rats, 
spontaneous recovery of locomotion occurs in about a week. Size and location 
of cortical lesions affect the symptoms and recovery rate. The remainder of the 
video illustrates the remarkable improvement in locomotion within 20 min after 
administering a drug increasing norepinephrine (NE) release. The treated rat was 
given a low dose of amphetamine compared to the control rat given saline.
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system disrupt practice-dependent cortical map reorganization 
as assessed by intracortical microstimulation mapping, and at the 
same time, impair forepaw motor skill acquisition [79]. The poten-
tial of cholinergic drugs to enhance recovery in animal models of 
stroke has not been tested. Conversely, treatment with scopola-
mine, a muscarinic receptor antagonist, reinstates sensorimotor 
deficits in recovered rats after photothrombotic stroke [80].

Serotonin
Little evidence exists for the efficacy of serotonin-reuptake inhibi-
tors to enhance practice-dependent recovery in animal models of 
stroke. Fluoxetine has no beneficial effect on sensorimotor recov-
ery in rats with focal ischaemic lesions in motor cortex [81, 82]. 
Given this lack of preclinical evidence for a recovery-enhancing 
role of serotonin in animal models of stroke, it is interesting to 
note that the first successful prospective phase IIb randomized 
clinical trial (FLAME trial) investigated the effects of fluoxetine 
(20 mg/day) versus placebo on recovery of paretic arm/hand func-
tion in patients after ischaemic stroke [83] (for details, see the 
section ‘Impact of pharmacological modulation on neurorehabili-
tation of stroke’). This adds to the well-known notion that animal 
models in stroke often face translational roadblocks that prevent 
prediction of successful interventions in clinical stroke trials [84].

Pharmacological modulation of 
practice-dependent plasticity in  
motor cortex: human studies
LTP is one important mechanism involved in motor learn-
ing. The strongest supporting evidence comes from interference 
experiments in rats:  successful motor skill learning suppresses 
the subsequent induction of LTP in the training motor cortex 
when compared to LTP in an untrained motor cortex [85–88]. 
The same homeostatic interference between motor learning and 
subsequent induction of LTP-like plasticity is found in the intact 
human motor cortex [20, 89, 90]. From this tight interdependence 
of LTP and motor learning it is reasonable to assume that pharma-
cological modulation of LTP and motor learning are similar [91]. 
This paragraph will focus on the pharmacological modulation of 
learning of repetitive simple movements, a form of training that is 
particularly effective in motor rehabilitation after stroke [92, 93]. 
The following practice protocols will be reviewed systematically, 
as they have been studied most extensively with respect to phar-
macological modulating effects:

Protocol A: Practice of repetitive ballistic simple finger or arm 
movements results in an increase in corticospinal excitability of 
the trained movement representation as indexed by increase in 
MEP amplitude in the training muscle and an increase in the 
maximum peak acceleration of the trained movement [94, 95]. 
Virtual lesion experiments show that 1 Hz rTMS of the training 
motor cortex disrupts this form of practice-dependent learning, 
indicating that the primary motor cortex is essentially involved 
in this learning process [95].

Protocol B (Figure 17.1A):  Focal TMS of just suprathreshold 
intensity applied to the hand area of motor cortex results, in 
many subjects, in thumb movements consistently into one direc-
tion [96]. These subjects then train ballistic voluntary thumb 
movements into the opposite direction, typically for 30  min 

at a rate of 1 Hz. During and after training, practice-induced 
plasticity is assessed by the shift of TMS induced thumb move-
ments into the training direction [96]. This is an extremely ele-
gant experimental protocol because the amount of learning is 
directly expressed by an electrophysiological measure of motor 
cortical plasticity.

Protocol C: When subjects are requested to perform brisk move-
ments of two different representations of one body side (either 
hand and leg [97], or hand and shoulder [98]) as synchronously 
as possible, motor learning occurs by improving synchronicity 
of the movement of the two trained motor representations, as 
can be assessed by the contraction onset delay of the two mus-
cles in the electromyogram. The associated motor cortical plas-
ticity is defined as the magnitude of the centre of gravity shifts 
of the two trained motor representations as assessed by MEP 
mapping towards each other [97, 98].

A critical comparison of the three protocols of practice-dependent 
plasticity leads to the conclusion that PROTOCOL B [96] bears several 
advantages over the other ones: it translates practice-dependent 
plasticity directly into an electrophysiological measure—that is 
the shift in direction of the TMS induced of thumb movement, 
that is closely related of the physiology of voluntary movement 
because the earliest signal emanating from motor cortex at vol-
untary movement onset encodes the direction of movement 
[99]. Furthermore, PROTOCOL B does not use MEP amplitude as 
an outcome measure for motor plasticity assessment. This is an 
advantage because MEP amplitude is rather indirectly linked 
to practice-dependent plasticity [100,  101]. Finally, all studies 
under PROTOCOL C report dissociation with effective pharmaco-
logical modulation of motor cortical representational plastic-
ity, but lacking pharmacological effects on the improvement of 
motor performance. This suggests that motor cortical plasticity 
is not a sufficient prerequisite for motor learning. It may well be 
a prerequisite for motor memory formation and lasting improve-
ment in motor performance, but this has not been tested in any 
of the PROTOCOL C studies. The following paragraph summarizes 
the pharmacological effects on practice-dependent motor learn-
ing, grouped according to pharmacological modes of action 
as already used in the section ‘Pharmacological modulation of 
stimulation-induced LTP in motor cortex: human studies’.

1. GABAergic disinhibition: If subjects practise repeated ballis-
tic elbow movements (PROTOCOL A) during transient forearm 
ischaemic nerve block—in the context of a disinhibited motor 
cortex [23]—then the increase in MEP amplitude and peak 
acceleration of the trained movement are enhanced compared 
to when the same training is performed in the absence of disin-
hibition [102]. In a recent study, GABA content in the training 
motor cortex was decreased by anodal tDCS and it was found 
that the amount of GABA decrease as measured with MRI spec-
troscopy directly correlates with the amount of improvement in 
reaction times in a visually instructed finger-sequence learning 
task [103], further corroborating the notion that GABA plays a 
fundamental role in regulating the extent of motor learning.

2. GABAergic inhibition: Application of lorazepam prior to practice 
abolishes motor learning in PROTOCOL A [102, 104], PROTOCOL B  
[105] and PROTOCOL C [98]. Similarly, diazepam and the 
GABABR agonist baclofen disrupt practice-dependent motor 
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learning and plasticity in a visuomotor skill acquisition task 
requiring to follow a force trajectory by adjusting voluntary 
ankle dorsiflexor torque [106], and lorazepam disrupts skill 
acquisition of arm movements in a force field [107]. On the 
other hand, zolpidem, a positive modulator selectively at the 
alpha-1 subunit bearing subtype of the GABAAR does not 
disrupt practice-dependent motor learning in PROTOCOL, A 

suggesting that other GABAAR subtypes such as the alpha-2 
subunit bearing subtype mediate the GABAAergic disruptive 
effect on motor learning [104].

3. NMDAR antagonists: Pretreatment with the NMDAR antagonist 
dextromethorphan suppresses practice-dependent plasticity in 

PROTOCOL B [105] and skill acquisition of arm movements in 
a force field [107]. Similarly, the NMDAR antagonists aman-
tadine [98] and memantine [108] reduced practice-dependent 
plasticity in PROTOCOL C.

4. Blockers of voltage-gated sodium (Na+) and calcium (Ca2+) chan-
nels: Lamotrigine has no significant disruptive effect on motor 
learning in PROTOCOL B [105] or learning arm movement trajec-
tories in a force field [107].

5. Dopamine: Levodopa [100] and the D2 receptor agonist cabergo-
line [101] (Figure 17.1B) enhance motor learning in PROTOCOL B, 
while the D2 receptor antagonist haloperidol decreases it [101] 
(Figure 17.1B). A recent study tested the impact of five genetic 
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Fig. 17.1 Schematic diagram of the experimental design to measure practice-dependent motor plasticity (according to Protocol B, see text). (Aa) The direction 
of transcranial magnetic stimulation (TMS)-evoked or voluntary movement is derived from the first-peak acceleration in the two major axes (flexion–extension, 
abduction–adduction) of the movement measured by a two-dimensional accelerometer mounted on the proximal phalanx of the thumb. (Ab) Schematic diagram 
of the directional change of first-peak-acceleration vector of movements evoked by TMS after training. Before training (baseline), TMS evoked predominantly 
extension and abduction thumb movements. Training consisted of repetitive stereotyped brisk thumb movements in a flexion and adduction direction. Post-training, 
the direction of TMS-evoked thumb movements changed from the baseline direction to the trained direction. (Ac) Directional change of first peak acceleration 
vector of movements evoked by TMS before and after training. At baseline, TMS evoked predominantly extension and abduction thumb movements. Training 
movements (6 blocks × 300 movements, 1 Hz) are performed in a direction approximately opposite to baseline (dashed arrow, a combination of adduction and 
flexion). Post-training, the direction of TMS-evoked thumb movements changes from the baseline direction to the trained direction. The mean training direction 
(arrow) is at the centre of the training target zone (TTZ). TMS-induced thumb movement directions (red vectors, 60 trials, 0.1 Hz) after training largely fall within the 
TTZ, close to a 180-degree change from baseline direction. The increase of the proportion of TMS-evoked thumb movements into the TTZ post-training compared 
to baseline is an electrophysiological measure of practice-dependent motor plasticity (modified from [110], with permission). (B–D) Effects of single oral doses of 
neuromodulating drugs on practice-dependent motor plasticity tested in a randomized double-blind placebo-controlled crossover design in 6 healthy subjects. 
Plasticity is quantified by the percentage increase of TMS-induced thumb movements into the TTZ during (D1–D5) and over 30 min after practice compared to 
baseline. The dotted vertical lines indicate end of practice. The black curves in (B–D) show practice-dependent motor plasticity in the placebo (PBO) condition. 
(B) Effects of dopamine (DA) neuromodulators: D2 receptor agonist cabergoline (CAB, 2 mg) vs. D2 receptor antagonist haloperidol (HAL, 2.5 mg); (C) effects of 
norepinephrine (NE) neuromodulators: NE releaser methylphenidate (MPH, 40mg) vs. alpha-1-adrenergic blocker prazosin (PRZ, 1 mg); (D) effects of acetylcholine 
(ACh) neuromodulators: ACh esterase inhibitor tacrine (TAC, 40 mg) vs. muscarinic M1 receptor blocker biperiden (BIP, 8 mg). Note that agonists in the DA, NE, and 
ACh systems enhance practice-dependent motor plasticity while antagonists in these systems significantly reduce it (modified from [101], with permission).
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polymorphisms with established effects on dopamine neuro-
transmission on the effects of levodopa on practice-dependent 
motor learning and representational motor cortical plasticity 
in a marble navigation task, a skilled motor task that places 
intensive demands on the first dorsal interosseus muscle [109]. 
Levodopa results in enhancement in practice-dependent motor 
learning and motor cortex map enlargement of the trained 
motor representation in those individuals with polymorphisms 
associated with low dopamine neurotransmission, whereas 
levodopa is detrimental when compared to placebo in those 
individuals with polymorphisms associated with high dopa-
mine neurotransmission [109]. These data are very important 
as they suggest that genetic variation in the dopamine system 
influences learning and its modulation by levodopa.

6. Norepinephrine: The indirect NE agonists d-amphetamine 
[110,  111] and methylphenidate [101] (Figure 17.1C) increase 
motor learning in PROTOCOL B, the selective NE reuptake 
inhibitor reboxetine enhances motor learning in PROTOCOL A 

[112], the selective NE reuptake inhibitor atomoxetine enhances 
motor learning in Protocol B [113], and d-amphetamine is an 
enhancer of motor learning in PROTOCOL C [114]. In contrast, 
the NE antagonist prazosin leads to suppression in PROTOCOL B  
[101, 115] (Figure 17.1C) and the beta-adrenergic blocker pro-
pranolol shows a non-significant trend towards suppression 
[115]. Of note, the beneficial effects of increasing NE neuro-
transmission on motor learning cannot be generalized to 
more complex practice tasks, such as finger-sequence learning, 
where reboxetine does not demonstrate a learning-enhancing 
effect [116].

7. Acetylcholine: The ACh esterase inhibitor tacrine enhances 
motor learning in PROTOCOL B [101] (Figure 17.1D), while the 
muscarinic receptor antagonists biperiden and scopolamine 
result in suppression of motor learning in PROTOCOL B [101, 117] 
(Figure 17.1D), but no effect of scopolamine in learning an arm 
movement trajectory in a force field [107].

8. Serotonin: Fluoxetine, a specific serotonin reuptake inhibitor 
enhances practice-dependent motor cortical representational 
plasticity but not motor learning in PROTOCOL C [118]. The spe-
cific serotonin reuptake inhibitor paroxetine improved perfor-
mance gain in the 9-hole peg test [119].

The acute pharmacological effects on practice-dependent plastic-
ity in human motor cortex are summarized in Table 17.2. Of note, 
the pattern of effects is very similar to the acute pharmacological 
effects on LTP-like plasticity induced by NIBS supporting the view 
of overlapping mechanisms of LTP and learning in motor cortex.

Impact of pharmacological modulation  
on neurorehabilitation of stroke
The large body of preclinical studies in animal models of stroke 
on pharmacological modulation of recovery contrasts with the 
paucity of controlled studies in humans on pharmacotherapy for 
recovery after ischaemic stroke [120]. Almost all human stroke 
studies are based on either retrospective analyses, case reports, 
or controlled clinical trials with small numbers of patients (typi-
cally less than 50 patients). Retrospective studies are the only way 
to obtain information in cases of suspected detrimental drugs 

because prospective controlled clinical trials would be unethical. 
For instance, stroke patients were retrospectively divided into a 
‘detrimental group’ and a ‘neutral group’ depending on whether 
or not they had received one or more drugs within the first 28 days 
after stroke that were identified to impair stroke recovery in ani-
mal models, namely the antihypertensives clonidine and prazosin, 
neuroleptics, and other dopamine receptor antagonists, benzodi-
azepines, and the anticonvulsants phenytoin and phenobarbital. 
Stepwise regression analyses incorporating other potential prog-
nostic factors indicated that drug group independently influenced 
both the degree of upper-extremity motor impairment (as meas-
ured by the Toronto Stroke Scale) and independence in activities 
of daily living (as measured by the Barthel Index) 84 days after 
stroke. These data are consistent with the detrimental effects of 
certain drugs on recovery in laboratory animals and suggest that 
similar effects may occur in humans [121].

It is another critical shortcoming of the available clinical stud-
ies that only very rarely have mechanisms of pharmacological 
modulation of recovery been explored. In one study [122], treat-
ment with a single oral dose of 100  mg of levodopa enhances 
practice-dependent motor cortical plasticity in chronic sub-
cortical stroke patients, as assessed with the described (section 
‘Pharmacological modulation of practice-dependent plasticity  
in motor cortex:  Human Studies’) practice PROTOCOL B [96]. 
This enhancement is similar to the one observed when levodopa 
is administered to aged healthy subjects [100]. In another study 
[123], a single oral dose of 20 mg of the selective serotonin reuptake 
inhibitor fluoxetine enhances ipsilesional activation of the senso-
rimotor cortex in lacunar stroke patients during movements of the 
paretic hand, as assessed with fMRI, and this enhancement corre-
lates with the improvement in performance of finger tapping and 
dynamometer tests. These two studies are extremely important 
because, for the first time, they go beyond the purely clinical eval-
uation of motor outcome and move pharmacological modulation 
of practice-dependent plasticity in healthy subjects (see section on 
‘Pharmacological modulation of practice-dependent plasticity in 
motor cortex: human studies’) to the clinical stage. Exploration 
of pharmacological modulation of practice-dependent plastic-
ity by electrophysiological and neuroimaging techniques may 
advance our knowledge on the mechanisms that enhance recovery 
of function after stroke lesion and, potentially, allow testing and 
predicting the responsiveness to a particular pharmacotherapy in 
individual patients.

The following detailed review on the effects of pharmacologi-
cal modulation of practice-dependent recovery from stroke will 
focus on motor recovery, as practice-dependent plasticity in the 
motor domain has been the focus in the preceding sections, and 
motor impairment is the most prevalent disability after stroke 
[124]. Even after having completed standard motor rehabilita-
tion in 50–60% of stroke patients at least some degree of motor 
impairment will persist [125–128]. Pharmacological modulation 
of recovery of other major disabilities after stroke, in particular 
aphasia, neglect and other cognitive deficits, has been surveyed in 
other recent authoritative reviews [129, 130].

GABAergic disinhibition
One trial tested the effects of GABAergic disinhibition as 
induced by selective upper brachial plexus anaesthesia of 
the paretic arm in seven chronic subcortical stroke patients 
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Table 17.2 Acute pharmacological effects on practice-dependent plasticity in human motor cortex

Drug (dose) Mode of action Learning protocol Effect Reference

Ischaemic nerve block Anti-GABAergic Protocol A  [102]

Anodal tDCS Decreases GABA concentration SFM  [103]

Lorazepam (2 mg) Positive modulator of GABAAR Protocol A ê [102]

Lorazepam (2.5 mg) Protocol A ê [104]

Lorazepam (0.038  mg/kg) Protocol B ê [105]

Lorazepam (2 mg) Protocol C ê [98]

Lorazepam (0.038  mg/kg) AFF ê [107]

Diazepam (10 mg) FFT ê [106]

Zolpidem (10 mg) α1-GABAAR agonist Protocol A l [104]

Baclofen (20 mg) GABABR agonist FFT ê [106]

Dextromethorphan (2 mg/kg) NMDAR antagonist Protocol B ê [105]

Dextromethorphan (2 mg/kg) AFF ê [107]

Amantadine (300 mg/day for 6 days) Protocol C ê [98]

Memantine (10 mg) Protocol C ê [108]

Lamotrigine (300 mg) Voltage-gated Na+ channel blocker Protocol B l [105]

Lamotrigine (300 mg) AFF l [107]

Levodopa (100 mg) Precursor of dopamine Protocol B  [100]

Levodopa (100 mg) MNT 1) [109]

Levodopa (100 mg) MNT ê2) [109]

Cabergoline (2 mg) D2 receptor agonist Protocol B  [101]

Haloperidol (2.5 mg) D2 receptor antagonist Protocol B ê [101]

Methylphenidate (40 mg) NE releaser Protocol B  [101]

d-Amphetamine (10 mg) NE reuptake inhibitor Protocol B  [110]

d-Amphetamine (10 mg) Protocol B  [111]

d-Amphetamine (20 mg) Protocol C  [114]

Reboxetine (8 mg) Selective NE reuptake inhibitor Protocol A  [112]

Atomoxetine (40 mg) Selective NE reuptake inhibitor Protocol B  [113]

Prazosin (1 mg) α1-adrenergic receptor antagonist Protocol B ê [101]

Prazosin (5 mg) Protocol B ê [115]

Propranolol (40 mg) β-adrenergic receptor antagonist Protocol B ê3) [115]

Tacrine (40 mg) ACh esterase inhibitor Protocol B  [101]

Biperiden (8 mg) Muscarinic receptor antagonist Protocol B ê [101]

Scopolamine (transdermal patch, 1.5 mg) Muscarinic receptor antagonist Protocol B ê [117]

Scopolamine (transdermal patch, 1.5 mg) AFF l [107]

Fluoxetine (20 mg) Serotonin reuptake inhibitor Protocol C  [118]

Paroxetine (20/60 mg) Serotonin reuptake inhibitor 9HPT / [119]

9HPT, 9-hole peg test; AFF, arm force field learning task; FFT, foot force trajectory learning task; MNT, marble navigation task; SFM, sequential-finger movement learning task. 
Pharmacological effects on LTP-like plasticity are indicated as follows:  Enhancement (increase and/or prolongation), ê Suppression, l no effect, 1) in a subgroup of subjects with 
polymorphisms associated with low dopamine neurotransmission, ê2) in a subgroup of subjects with polymorphisms associated with high dopamine neurotransmission,   
ê3) non-significant trend towards suppression.
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on practice-dependent improvement of the kinematics of 
ballistic pincer-grip movements [131]. Out of a performance 
plateau that was reached through a 1-month long training, 
this intervention results in significant improvement of peak 
acceleration and strength of the trained movement including 
some activities of daily living. This improvement is associated  
with an increase in the MEP amplitude in practice hand  
muscles [131].

Dopamine
A single dose of 100mg/d of levodopa given over 3 weeks and 
combined with conventional physiotherapy improves motor 
recovery when compared to placebo in ischaemic stroke patients 
an effect that is maintained 3 weeks after the end of levodopa 
treatment [132]. This study was influential as it was one of the 
first prospective randomized double-blind placebo-controlled 
pharmacological trials in stroke rehabilitation, but also criti-
cized because the levodopa vs. placebo groups were not balanced 
for age and stroke hemisphere, and other factors of importance 
for determining stroke outcome such as stroke location and 
stroke size were not even mentioned. Other more recent levo-
dopa trials are listed in Table 17.3. The findings are inconsistent, 
so that the efficacy of levodopa in enhancing stroke rehabilita-
tion is currently not clear.

Norepinephrine
Based on the early evidence on the recovery enhancing effects of 
d-amphetamine in the rat [71], the first controlled randomized 
clinical trial ever to enhance recovery in stroke patients tested 
the effects of d-amphetamine [133]. This prospective randomized 
double-blind placebo-controlled pilot study in acute stroke 
patients (less than 10  days after stroke) showed that a single 
dose of 10  mg of d-amphetamine coupled with physiotherapy 
enhances motor recovery as measured by the Fugl-Meyer Scale 
more than placebo. However, it is not clear to which extent 
spontaneous recovery differences in this small sample of acute 
stroke patients contributed to the results. Furthermore, this ini-
tial finding could not be replicated in several other trials (see 
Table 17.3) and d-amphetamine has potentially serious adverse 
effects (in particular blood pressure elevation, increased mortal-
ity) so that d-amphetamine is no longer considered as a primary 
choice in pharmacotherapy of stroke rehabilitation [134]. Novel 
selective NE reuptake inhibitors such as reboxetine may have a 
superior safety profile. One particularly interesting recent study 
showed that a single oral dose of 6 mg of reboxetine significantly 
increases maximum grip power and index finger-tapping speed 
of the paretic hand of subacute or chronic stroke patients [135]. 
This enhanced motor performance is associated with a reduction 
of cortical hyperactivity toward physiological levels, especially 
in the ipsilesional ventral premotor cortex and supplementary 
motor area. Connectivity analyses revealed that in stroke patients 
neural coupling of ipsilesional primary motor cortex with ventral 
premotor cortex and supplementary motor area is significantly 
reduced compared with healthy controls and that reboxetine 
treatment normalizes this deficient connectivity [135]. These 
findings underscore the capability of modern neuroimaging to 
further our understanding of the mechanisms that mediate phar-
macological enhancement of function at the systems level of cor-
tical networks.

Acetylcholine
No randomized clinical trials investigating the effects of ACh 
esterase inhibitors on stroke motor recovery have been published, 
as of August 2014.

Serotonin
The largest multicentre randomized clinical trial published to 
date to explore pharmacological enhancement of stroke rehabili-
tation is the Fluoxetine for Motor Recovery after Acute Ischaemic 
Stroke (FLAME) trial [83]. The trial showed that early (within the 
first 5–10 days after stroke) initiation of a daily dose of 20 mg of 
fluoxetine in combination with physiotherapy improves recovery, 
measured by the Fugl-Meyer Scale, 90 days after stroke compared 
to placebo. Although this is an impressive and clinically relevant 
result the mechanisms underlying this recovery enhancing effect 
remained unexplored. The fluoxetine group also shows a signifi-
cantly lower occurrence of depression at 90 days compared to the 
placebo group, which may have contributed (non-specifically) 
to the enhanced motor recovery, even though the superiority of 
fluoxetine over placebo as measured by the Fugl-Meyer Scale was 
independent of the effect of fluoxetine on depression [83]. The 
finding that fluoxetine improves the rate of favourable outcomes 
measured by the modified Rankin Scale [83] has important public 
health implications as this rate improvement is similar to those 
achieved with thrombolytic therapy [136]. Unlike thrombolytic 
therapy, however, the usefulness of which is limited by having to 
give it within 4.5 h of stroke onset [137], an selective serotonin 
reuptake inhibitor (SSRI) could be given to a much larger cohort 
of stroke patients, as there is no (known) critical time window.

Limitations and outlook
Pharmacological enhancement of neuroplasticity and neuroreha-
bilitation success is still an emergent field, despite its longstand-
ing tradition in preclinical research. Evidence-based guidelines 
are not yet available and recent systematic reviews conclude that 
more evidence by adequately powered large-scale randomized 
controlled clinical trials is warranted before more definite rec-
ommendations can be given as the presently available evidence 
is promising but largely based on small-scale proof-of-principle 
studies [120, 155]. Also, the optimal interval after onset of brain 
injury to the start of pharmacological augmentation, the frequency 
and dose of medication, the optimal duration of medication and 
rehabilitation, and the intensity and components of concomitant 
skills practice, remain important features for the design of ran-
domized clinical trials [156]. On the other hand, a recent Phase 
IIb randomized double-blind placebo-controlled parallel group 
clinical trial with 118 stroke patients demonstrated clinically rel-
evant efficacy of early treatment with the selective serotonin reup-
take inhibitor fluoxetine in enhancing stroke recovery [83]. The 
rate of improvement of disability as measured with the modified 
Rankin Scale 90 days post-stroke was comparable to the benefit 
obtained in thrombolysis trials for acute stroke treatment [136]. 
The effect size on the Fugl-Meyer Motor Score 90 days post-stroke 
in the fluoxetine trial, expressed by Cohen’s d was 0.76, indicating 
a strong effect [83]. This opens up the realistic perspective that 
early pharmacotherapy for enhancing stroke recovery becomes a 
standard practice with clinically meaningful effects in the man-
agement of subacute stroke patients soon.
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Table 17.3 Pharmacological modulation of motor recovery in stroke patients

Drug (dose) Patients (number) Design Effect, Endpoint Reference

Selective upper brachial plexus 
anaesthesia

Chronic stroke (7) Non-controlled, open intervention   Peak acceleration of trained 
movement

[131]

Levodopa (100 mg, single dose) Chronic subcortical stroke (9) Randomized, double-blind, 
placebo-controlled cross-over design

  Increase of TMS-induced 
thumb movements into TTZ

[122]

Levodopa (100 mg/d over 3 
weeks) + PT

3 weeks to 6 months old stroke 
(26, placebo 27)

Randomized, double-blind, 
placebo-controlled parallel design

  Rivermead motor 
assessment

[132]

Levodopa (100 mg, single dose) 
+ PT

Chronic stroke (10) Randomized, double-blind, 
placebo-controlled cross-over design

•  9HPT, dynamometer 
strength, ARAT

[138]

Levodopa (100 mg/d over 5 
weeks), no PT

Chronic cortical-subcortical or 
subcortical stroke (10)

Single-blind placebo-controlled 
crossover pilot study

 9HPT

•  Rivermead motor  
assessment

[139]

Levodopa (100 mg/d) vs. 
d-amphetamine (10 mg/d) vs. 
combination over 2 weeks +PT

<10 days after stroke (total, 25) Randomized, double-blind, 
placebo-controlled, parallel

• Fugl-Meyer Score,  
• Barthel index

[140]

Levodopa (125 mg/d) vs. 
Methylphenidate (20 mg/d) vs. 
combination over 3 weeks + PT

15–180 days after stroke  
(4 × 25)

Randomized, double-blind, 
placebo-controlled, parallel

  Barthel index and NIHSS 
at 6 months follow-up 
for all drug interventions 
compared to placebo

[141]

d-amphetamine (10 mg, single 
dose) + PT

<10 days after stroke (2 × 4) Randomized, double-blind, 
placebo-controlled, parallel  
pilot study

 Fugl-Meyer Scale [133]

d-amphetamine (10 mg for 10 
sessions) + PT

16–30 days after stroke (2 × 5) Randomized, double-blind, 
placebo-controlled, parallel  
pilot study

 Fugl-Meyer Scale [142]

d-amphetamine (2.5, 5 or 10 mg 
for 5 days) + PT

<72 h after stroke (3 × 10, 
placebo 15)

Randomized, double-blind, 
placebo-controlled,  
parallel study

  LMAC motor function 
score during treatment

•  at 1 and 3 months  
follow-up

[143]

d-amphetamine (10 mg for 10 
sessions) + PT

5–10 days after stroke (2 × 20) Randomized, double-blind, 
placebo-controlled, parallel study

• Fugl-Meyer Scale [144]

d-amphetamine (10 mg for 10 
sessions) + PT

< 6 weeks after stroke (2 × 10) Randomized, double-blind, 
placebo-controlled, parallel study

• Barthel index

•  Rivermead motor  
assessment

[145]

d-amphetamine (10 mg for 6 
sessions) + PT

3 weeks–6 months after stroke 
(2 × 13)

Randomized, double-blind, 
placebo-controlled, parallel study

•  Arm performance in TEMPA 
task

[146]

d-amphetamine (10 mg for 10 
sessions) + PT

On average 8 days after stroke 
(31, placebo 36)

Randomized, double-blind, 
placebo-controlled, parallel study

• Fugl-Meyer Score [147]

d-amphetamine (10 mg for 11 
sessions) + PT

4–30 days after stroke (2 × 16) Randomized, double-blind, 
placebo-controlled, parallel study

• Barthel index

• Fugl-Meyer Score

• mRS

[148]

d-amphetamine (10 mg for 10 
sessions) + PT

14–60 days after stroke (2 × 8) Randomized, double-blind, 
placebo-controlled, parallel study

  Arm function in 
Chedoke-McMaster Stroke 
Assessment

[149]

Methylphenidate (30 mg/d for 3 
weeks) + PT

On average 18 days after stroke 
(10, placebo 11)

Randomized, double-blind, 
placebo-controlled, parallel study

 Fugl-Meyer Score

 FIM

[150]

Reboxetine (10 mg, single oral dose) Chronic stroke (10) Randomized, double-blind, 
placebo-controlled, crossover study

  Tapping speed and grip 
strength

[151]

Reboxetine (10 mg, single oral dose) Sub-acute or chronic stroke (11) Randomized, double-blind, 
placebo-controlled, crossover study

  Tapping speed and grip 
strength

[135]

(continued)
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However, there are still important gaps of knowledge that need 
to be filled by further research. One important issue relates to the 
complexity of stroke pathobiology:  ‘therapy must acknowledge 
the “Janus-faced” nature of many stroke targets and must identify 
endogenous neuroprotective and repair mechanisms’ [84]. That is, 
excitability decreasing pharmacotherapy (e.g. by anticonvulsants) 
in the acute phase of stroke may be neuroprotective but this posi-
tive effect may be overridden by detrimental effects on neuroplas-
ticity and recovery [121, 157]. In addition, recovery-modulating 
drugs may have potentially serious adverse effects that limit their 
wide application, such as blood pressure elevation and increased 
mortality by d-amphetamine [134].

Furthermore, it is not clear to what extent effects of pharmaco-
logical modulation on ischaemic stroke recovery reviewed in this 
chapter can be generalized to other causes of acquired lesions of 
the central nervous system, such as traumatic brain injury or spi-
nal cord injury. While it appears that there is large consistency for 
traumatic brain injury and ischaemic stroke (for reviews see [130, 
158,  159]), there are also examples of divergence:  For instance, 
patients with incomplete spinal cord injury do not benefit from 
adding levodopa to training of gait [160] while add-on treatment 
with levodopa improves motor recovery patients after ischaemic 
stroke [122, 132]. Clonidine, an α2-adrenergic receptor agonist, 
and therefore an inhibitor of presynaptic NE release, impairs 
recovery of function in an animal model of focal traumatic brain 
injury [161], and was identified as a ‘detrimental drug’ in motor 
recovery after ischaemic stroke in humans [121], while clonidine 
has demonstrated beneficial effects in combination with locomo-
tor training in patients with severe but incomplete spinal cord 
injury (for review see [162]). The reasons for these discrepancies 
are only partly understood. Likely, they are related to the specific 
functions of neuromodulating neurotransmitters in neuronal 
circuits of cerebral cortex versus spinal cord. For instance, the 
presynaptic inhibition of NE release in spinal cord circuitry by 
clonidine can lead to relief from pain and spasticity, and induce 
concomitant changes towards normalization of the cyclic EMG 
locomotor activation pattern in incomplete spinal cord injury 
patients [162], while the same mechanism of presynaptic inhibi-
tion of NE release in cerebral cortex has detrimental effects on 

motor recovery after ischaemic or traumatic brain lesions, most 
likely by its negative interference with cortical LTP [163].

Another issue relates to the neurobiological mechanisms under-
lying enhancement of neuroplasticity and recovery. This chapter 
demonstrates that animal models are generally very useful for 
identification of mechanisms that may be of translational value for 
clinical applications. However, this is not a straight avenue, and the 
chapter closes with the urgent recommendation that future clini-
cal trials should include measurements of network reorganization, 
using fMRI, EEG, MEG, or TMS (for laudable examples, see [122, 
123, 135]), in addition to clinical endpoints, in order to improve our 
understanding of the mechanisms underlying recovery enhance-
ment and to open opportunities for applying more specific interven-
tions to residual neuronal networks in individual stroke patients.
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Introduction
For SCI (spinal cord injury) patients the rehabilitation of gait has 
focused on treadmill or locomotor training. This refers to inten-
sive assisted locomotor training on a treadmill in combination 
with body weight support (BWS). The idea behind this therapy 
stems from animal studies, in which it has been shown that load 
feedback is essential for the regulation of gait and that training 
on a treadmill with assistance can restore gait even after com-
plete transection of the spinal cord. The theoretical background of 
treadmill training has been described in several papers and there-
fore only a brief summary is given here in this chapter. The the-
ory states that activation of sensory pathways, which have direct 
access to the central pattern generator (CPG), can re-establish 
basic locomotor rhythmicity.

Treadmill training has been used for stroke as well, but gen-
erally there have been much wider rehabilitation efforts. In fact, 
stroke is a condition for which there is no universally accepted 
rehabilitation approach, yet the integration of basic and clinical 
research provides new therapeutic concepts for the recovery of 
motor function after stroke. Studying brain function by means 
of non-invasive techniques such as transcranial magnetic stim-
ulation has led to the development of new sensorimotor system 
rehabilitation approaches, but these should further be evaluated 
in large clinical trials to demonstrate statistical as well as clinical 
efficacy.

Bidirectional translational science—that is interactive sci-
ence between basic and clinical research—is necessary to further 
develop strategies for sensorimotor system rehabilitation after 
CNS damage. Eventually, established proof-of-concepts and sub-
sequently positive pilot studies should lead to adequately powered 
randomized controlled trials (RCTs) in order to establish clinical 
efficacy and provide the foundation for implementation studies.

Pathophysiology
SCI
Damage to the spinal cord can result either from a traumatic 
injury, for instance due to a motor vehicle accident, or from a 
non-traumatic cause, for instance due to a disease to the vertebral 
column like amyotrophic lateral sclerosis. The primary causes of 

traumatic SCI in the USA are traffic accidents, falls, and violence, 
where they result in an incidence rate of 39 per million inhabit-
ants. Incidence rates of non-traumatic SCI are less clear because of 
the multitude of possible causes. The term SCI is commonly used 
for an injury to the spinal cord caused by trauma.

The pathophysiology of a SCI involves both a primary and sec-
ondary injury. The initial mechanical trauma results in damage of 
both central and peripheral neural pathways by the traction and 
compression of displaced bone fragments, disc material and liga-
ments. Micro-hemorrhages immediately occur which will expand 
in the spinal cord to fill up the entire diameter of the spinal canal 
at the level of the injury. This expansion, in turn, will lead to sec-
ondary ischemia (i.e. release of toxic chemicals from disrupted 
neural membranes), which will then trigger the secondary injury 
cascade. During the secondary injury, toxic chemicals released by 
previously damaged structures (e.g. axons, blood vessels) attack 
neighbouring cells (excitotoxicity).

Regardless of the type of SCI, damage to the spinal cord results 
in an impaired, or even a complete loss of, function. The symp-
toms (and their severity) vary among SCI patients and are depend-
ent on the location of the lesion of the spinal cord and the severity 
of injury. SCI can affect the conduction of both sensory and motor 
signals, but also the autonomic nervous system. The International 
Standards for Neurological Classification of Spinal Cord Injury 
(ISNCSCI) is widely used to document the sensory and motor 
impairments in a SCI person [1] . The American Spinal Injury 
Association (ASIA) classes range from A (complete) to E (normal). 
This classification is based on an extensive neurological examina-
tion of the sensations in each dermatome (area of the skin mainly 
innervated by the sensory axons within one segmental nerve) 
and the strength of the muscles in several myotomes (collection 
of muscle fibres supplied by the motor axons within one segmen-
tal nerve). Such examination allows classifying SCI persons (with 
varying symptoms) into several categories. Based on the tests, one 
can then know the sensory level (the neurologically lowest, nor-
mally innervated dermatome) and motor level (the most caudal 
key muscle function with a grade of 3 or higher [on manual mus-
cle testing], providing the key muscle functions more cranial are 
intact), the completeness of the lesion (a complete injury is defined 
as the absence of sacral sparing; that is no sensory or motor func-
tion in the lowest sacral segments), and whether there is a zone 
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of partial preservation (dermatomes and myotomes caudal to 
the sensory and motor levels that remain partially innervated). 
Injuries at the cervical root level result in tetraplegia (loss of func-
tion and/or sensory problems in all four limbs and in the trunk), 
whereas paraplegia (function of the arms, neck, and breathing are 
usually unaffected) is caused by a deficit in motor and/or sensory 
function in thoracic, lumbar, or sacral spinal levels.

Stroke
Stroke is the leading cause of disability in human adults in the 
developed world. Roughly two thirds of survivors have residual 
neurological impairments, mainly hemiparesis affecting balance 
and gait. Some of the main gait impairments following stroke are 
characterized by a poor postural control, higher fall risk, slow 
walking speed, and higher energy consumption.

Research on a Canadian population showed that at three months 
after stroke, 85% of people were still impaired on gait speed (as 
measured by a 10-metre walk test), and 29% were still impaired on 
balance (as measured by the Berg balance scale) [2] . At 1 year post-
stroke, the most noticeable area of difficulty appeared to be endur-
ance, as measured by the 6-minute walk test. Only 50% of their 
sample was able to complete this test, and to walk, on average, about 
250 metres, which is equivalent to 40% of their predicted ability. 
Geurts and colleagues reviewed recovery of standing balance after 
stroke and reported that recovery shows considerable inter-indi-
vidual variability, depending on initial deficits [3]. Nevertheless, 
recovery is noted by improvement of stability in the anteroposterior 
and mediolateral plane, the ability to compensate for perturbations, 
and the ability to voluntary control posture. The review suggests 
that true restoration through recovery of paretic leg muscles in 
the first 3 months may improve standing balance but alternatively, 
mechanisms are suggested that improve standing balance without 
clear signs of improved support function or balance reaction in 
the paretic leg. Possible mechanisms suggested by the authors are 
improved core stabilisation, compensation through the non-paretic 
leg, and increased self-confidence [3].

Principles of therapy and management
Gait and balance training in SCI
After a transection of the spinal cord, the locomotor behaviour 
depends on automaticity from circuits in the lumbosacral spinal 
cord (i.e. CPGs; [4] ). An additional important component of auto-
maticity is the sensory input to the spinal cord from the periph-
ery [5, 6]. This sensory input from cutaneous and proprioceptive 
sources is needed to assist the CPGs, to automatically switch from 
one phase to another. It has been argued that such mechanisms 
are important for humans as well and that this is the basis for 
the use of treadmill training as this provides the essential sen-
sory stimulation to activate the spinal CPGs (see previous section; 
also [7–9]). Experimental evidence was obtained by the Harkema 
group for the contention that the isolated human spinal cord can 
interpret both loading [10] and velocity signals [11]. Most reha-
bilitation strategies employ repetitive and intensive practice of gait 
(for instance using [body weight supported] treadmill training). 
This training then provides task-specific sensory input associated 
with appropriate stepping movements.

Treadmill training proved to be more successful in incomplete 
versus complete spinal cord lesions (for review see [7, 12]). In the 

group of incomplete SCI, clear positive effects can be obtained even 
for training long after the injury [13, 14]. Recovery also depends 
on the level of the lesion. For example, a relationship was reported 
between the level of the lesion in motor complete SCI patients and 
their orthotic gait performance [15]. Their results indicated that 
the slower gait speed and higher energy cost in patients with the 
SCI at a higher thoracic level was due to their limited hip motion 
and presumed increased upper limb load.

In daily life, the use of treadmill training can mean that patients 
can switch locomotor aids. Without training many patients with 
SCI need (powered) wheelchairs for locomotion. Therefore, pro-
moting the recovery of (independent) gait has been one of the major 
topics of research [16]. Initially, it was suggested that repetitive gait 
retraining was more beneficial when applied sooner rather than 
later after the onset of injury in people with motor-incomplete 
lesions [16]. However, there is a limit and very early training can 
even be detrimental unless it is aimed at an enhancement of appro-
priate proprioceptive input [6] . Conversely, if no training is given 
in chronic SCI patients, the locomotor activity in the leg muscles 
exhausts rapidly during assisted locomotion. This is accompanied 
by a shift from early to dominant late spinal reflex components [17].

One important issue is the quantitative assessment of the pro-
gress made during gait rehabilitation. Functional tests are able to 
demonstrate the changes in behaviour, for example the maximum 
walking speed. In the first pioneering studies of this kind, these 
tests were the only ones available [18]. However, such measures are 
often crude and unreliable. Therefore there was a need to use more 
sophisticated assessment measures in order to better understand 
the underlying mechanisms of improvement. Thus, it was pro-
posed to use objective measurements, such as measures of electro-
myography (EMG), to better document the progress made during 
the training. There are different ways to measure the changes 
in EMG activity during the training programme. First, one can 
measure the EMG as the performance level of the SCI person 
improves. This means that one measures EMGs at higher walking 
speeds and lower BWS when training progresses. The disadvan-
tage of this method is that one cannot clearly distinguish between 
the influence of the training effect and the changing walking 
speed and BWS on the EMG muscle activity. The other strategy 
consists of performing measurements at a constant walking speed 
and constant BWS. The approach was successfully pioneered by 
Dietz et al [7, 12]. As training evolved there was a clear increase in 
the amplitude of the EMG in several leg muscles during walking 
on a treadmill at a constant speed.

One consistent finding observed in various laboratories, 
including ours, was that the EMG measured during walking far 
exceeded in amplitude the maximum activity in the same subjects 
during voluntary maximum contractions (as illustrated in Figure 
18.1). Such observation strongly supports the notion that tread-
mill training can evoke spinal generated activity much better than 
cortical commands, and this is presumably through the activation 
of spinal CPGs.

Gait and balance training  
in stroke rehabilitation
Balance
Rehabilitation of postural control following stroke is very impor-
tant in the context of independent mobility. Furthermore, falls 
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are very frequent in this population and a recent Cochrane review 
showed that up to date, there are no accepted and effective motor 
therapies for preventing falls in people after stroke [19], thereby 
increasing the need for effective training of postural control strat-
egies, both early or in a later phase. The deficit in postural control 
is apparent in many everyday conditions. Stroke patients have dif-
ficulties when leaning their body as far as possible in a given direc-
tion, but mostly in the direction of their paretic leg [20]. Similarly, 
these patients have problems when shifting from a two-legged to 
a one-legged stance [21]. When postural perturbations are tested 
stroke patients show delayed responses [22].

The process of recovery of balance after a stroke has been 
reviewed by Geurts et  al, while Pinter and Brainin provided a 
review on stroke rehabilitation, in particular in elderly [3,  23]. 
Here, a short overview and update is given. For a proper rehabili-
tation intervention it is crucial to have a good understanding of 
the scientific background, yet ‘ . . . the neurophysiology underpin-
ning stroke rehabilitation is often poorly established’ [23]. Some 
reviews are available, summarizing the work on animal models 
[24] or on humans [3, 23]. In short, such studies emphasize that 
stable standing requires a combination of elements, including 
muscle strength, proper afferent input, and the ability to incorpo-
rate this input into one’s own body scheme. Recovery of one of the 
elements is not sufficient and this may explain, for example, why 
physiological recovery of paretic leg muscle functions (particularly 
during the first 3 months post-stroke) does not necessarily predict 
improvement in support and balance functions [3] . Other mecha-
nisms are likely to be just as important. In particular, the normal 
sensory integration appears to be critical for balance recovery. 
Hence, brain lesions involving the parietotemporal junction are 
especially devastating for poor postural control. Nevertheless, 
the majority of stroke patients show considerable improvement in 
standing balance after rehabilitation. Most of them have unilat-
eral supratentorial brain infarction or haemorrhage and there may 
be some effect of lateralization as well since studies on stroke have 
indicated that the right hemisphere plays a more dominant role in 
postural control than the left hemisphere [25].

For rehabilitation of standing balance an important issue is to 
apply the appropriate training and assessment tools to measure 
improvement (for review see [26]). Several training programmes 
and assessment methods have been proposed, but we will focus 
here on just a few which we consider especially important. The 
ability to make voluntary weight shifts has long been known to be 
essential for gait initiation and the evaluation of this ability can 
be performed quite reliably [21]. Since one of the major deficits 
in standing balance in stroke is asymmetrical weight-bearing, it 
is evident that training and assessment has been targeted often 
at such weight-shifting tasks [27]. Typically, with this type of 
training, stroke patients increased both their walking speed and 
their precision of weight shifting. Even severe stroke patients 
(selected for inpatient rehabilitation) improved significantly. 
However, both old age and the presence of hemineglect affected 
progress. Nevertheless, most patients improved but some degree 
of weight-transfer time asymmetry persisted. Similar results were 
obtained in a more recent study on chronic stroke subjects, based 
on a 4-week training programme using both static and dynamic 
balance exercises with visual feedback [28]. Balance control was 
assessed with clinical measures (Berg Balance Scale) and with a 
pressure platform to register the centre of pressure (CoP) during 
quiet stance and during a forward reach task. The stroke patients 
improved their Berg Balance score and their performance on quiet 
standing, but again the weight distribution remained somewhat 
abnormal. Hence, this type of training programme improves bal-
ance control but not weight distribution.

Other approaches to restore balance
In contrast to weight-shifting, restoring balance control in 
stroke using whole-body vibration has not been very successful. 
Short-term beneficial effects on postural control can be obtained 
in unilateral chronic stroke patients [29] but long-term effects 
have been disappointing [30]. The addition of whole-body vibra-
tion to dynamic leg exercises was not more effective in improving 
neuromotor performance or reducing the incidence of falls com-
pared to performing the leg exercises alone (without whole-body 
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Fig. 18.1 Typical results of treadmill training in a SCI subject. When the subject was asked to produce a maximum voluntary contraction the resulting EMG was 
substantially lower than when the same subject later performed treadmill training. BF: Biceps Femoris
From: van de Crommert HWAA, Rijken H, Nienhuis B, van Kuppevelt D, Mulder T, Duysens J. Effects of locomotor training with body-weight support in spinal cord injured patients long after 
injury. In: Duysens J, Smits-Engelsman BCM, Kingma H, editors. Control of posture and gait. 2001. p. 773–6.
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vibration) in chronic stroke patients with mild to moderate motor 
impairments [31].

Although only explored recently and awaiting further experi-
mentation, it appears that a more promising approach is the 
use of game-based training [32]. In addition, an interesting new 
approach involves biofeedback with a force plate or a moving 
platform [33]. Typically, these approaches improve symmetry of 
standing but they do not necessarily have much effect on active 
functional activities, such as gait. The latter requires specific 
training as outlined in the following section.

Walking
The abnormalities of gait in stroke have been well-documented. 
Stroke patients walk with reduced speed and have difficulty to 
increase walking speed [34]. Impaired ankle power generation 
combined with saturation of hip power generation limits their 
potential to increase walking speed, especially in lower function-
ing hemiparetic subjects [34]. The abnormalities in the tempo-
ral patterning of lower extremity muscle activity have also been 
well-described in hemiparetic gait [35]. In the upper leg, durations 
of activity in hamstrings and rectus femoris were significantly pro-
longed. In the lower leg, longer total durations of gastrocnemius 
activity were found. Interestingly most of these disturbances are 
not limited to the paretic leg, but muscle activation patterns of the 
non-paretic leg also display some clear abnormalities. Such strong 
links between paretic and non-paretic side have also been noted 
in studies during obstacle avoidance in gait [36]. Over time, elec-
tromyographic abnormalities change only slightly. In particular, 
the durations of muscle (co-)activity and the level of swing phase 
asymmetry does not change much during rehabilitation [37]. In 
contrast, the level of ambulatory independence, body mobility, 
and maximum walking speed increases significantly, indicating 
that substantial improvements in gait ability occur. Apparently, 
physiological processes other than improved temporal muscular 
coordination must be important determinants of the restoration 
of ambulatory capacity after stroke.

Improvement of the function of walking is clearly one of the pri-
mary goals in stroke rehabilitation. Currently, most efforts include 
training on a treadmill with or without partial BWS but other 
physiotherapy approaches have been used as well, with limited 
success however (e.g. Glasgow Augmented Physiotherapy after 
Stroke (GAPS) Study Group; [38]). To evaluate the recovery, sev-
eral measures have been used such as gait speed or stride length. 
The benefit of treadmill training has been well documented [39] 
and it was shown that there is a clear effect of the intensity of the 
training. Lamontagne and Fung (2004) demonstrated that fast 
walking on a treadmill induced marked speed-related improve-
ments in body and limb kinematics and muscle activation pat-
terns [40]. In contrast, BWS during overground walking increased 
gait speed to a lesser extent and only in low-functioning subjects. 
Nevertheless, it should be mentioned that one large study showed 
that locomotor training, including the use of BWS in stepping 
on a treadmill, was not superior to progressive exercises at home 
managed by a physical therapist [41].

In addition, several authors have attempted to further improve 
treadmill training by adding extra features. For example, Regnaux 
et al [2008] studied the effects of loading the unaffected limb dur-
ing locomotor training and found that stroke participants signifi-
cantly improved in walking speed, step length and cadence [42].  

Weight-bearing on the paretic leg increased as well, along with 
kinematic improvements (greater hip and knee excursion). 
However, these adaptations were short-lived (20 min) and, there-
fore, the effects of longer-term locomotor retraining still need to 
be investigated. Similarly, in the future one may expect to see more 
combinations of treadmill training with dual tasks [43]. Indeed 
for stroke patients one has to take into account that asymmetric 
walking adds cognitive load by itself (as demonstrated by walking 
on a split-belt to simulate limping, see [44]).

Furthermore, walking is often associated with secondary tasks, 
such as obstacle avoidance. Post-stroke persons demonstrate 
markedly decreased obstacle avoidance success rates, in particu-
lar when time pressure is added [45]. They show normal avoid-
ance strategies but have delayed and reduced muscle responses, 
smaller joint angle deviations from unperturbed walking, and 
smaller horizontal margins from the foot to the obstacle. In addi-
tion, it was shown that community-dwelling people with chronic 
stroke need disproportionate attention while walking and negoti-
ating obstacles [46]. Proper selection of the best dual task will be 
required though since positive effects were not equally obtained 
with the various tasks tested so far.

Sitting balance and trunk control
Sitting balance and trunk control have been established as inde-
pendent predictors of motor and functional outcome after stroke 
[47, 48]. The ability to regain sitting balance and trunk control is 
a core component of stroke rehabilitation, especially early after 
stroke. Trunk control is more than just sitting balance; it includes 
selective movements of shoulder and pelvic girdle as well and an 
important component is counter (i.e. the alternating) rotation 
between shoulder and pelvic girdle during normal and fast walk-
ing. Evidence of effective strategies to improve selective trunk 
control is scarce. Verheyden and colleagues showed that addi-
tional trunk rehabilitation exercises performed in supine and 
sitting have a beneficial effect on selective trunk movements in a 
sample of 33 people in the rehabilitation phase after stroke [49]. 
Saeys et al. provided a similar rehabilitation programme as the 
previously-mentioned study but for a longer period of time to 33 
people in an earlier phase after stroke [50]. Their results showed 
again beneficial effects on trunk performance, but also on stand-
ing balance and mobility. Finally, Karthikbabu and colleagues 
showed stronger effects of trunk control exercises performed on 
a dynamic surface (i.e. physio ball) in comparison to the same 
exercises performed on a static surface (i.e. physio plinth) [51]. 
The effects were also not just seen in measures of trunk control 
but in assessments of functional balance as well. Possible reasons 
of increased effects of dynamic practice are an increased muscle 
activity with increased demands on (and thus learning of) pos-
tural control and voluntary trunk movements, and an increased 
response to postural perturbations when practising on a dynamic 
surface. This might positively influence the recruitment of 
high-threshold motor units of trunk muscles and have a positive 
effect on anticipatory postural adjustments [51].

Energy demands in stroke gait
Elevated energy demands are also of particular concern in stroke 
patients, especially in elderly individuals, because they promote 
activity intolerance with lower walking speed and a sedentary 
lifestyle that leads to physical deconditioning. This, in turn, 
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compromises the patients’ capacity to meet the energy-demanding 
gait, thus increasing the risk of cardiovascular disease and 
restraining social participation. Normal walking seems easy 
because it costs less than 50% of the maximal aerobic capacity and 
does not require anaerobic activity. A hemiparetic gait, however, 
draws on 75% of the maximal oxygen capacity, leaving little in 
reserve [52]. To this end, a physical conditioning programme can 
increase aerobic capacity, but decreasing the walking energy cost 
is quite challenging because it represents the ambulation task as 
such and is directly related to gait impairments. Effects on fitness 
have been assessed, using measures of cardiorespiratory physical 
fitness and gait endurance [53]. For example, using peak exercise 
capacity (VO2 peak) and rate of oxygen consumption, studies of 
treadmill training with or without BWS convincingly showed 
that treadmill training improves physiological fitness in chronic 
stroke patients and decreased energy cost by 10% [54, 55].

Recent advances in gait rehabilitation using high doses of botuli-
num toxin injections, sophisticated orthoses of the lower or upper 
limbs and functional electrical stimulation combined with con-
ventional rehabilitation programme have proven to be effective in 
enhancing impairments and locomotion ability in patients with 
stroke and have also been able to decrease the energy cost by 10% 
to 20% [56]. Many of these techniques also induced an improve-
ment in gait speed; therefore gait assessments after training were 
often done at higher speed. However, mechanical energy levels and 
physiological energy cost were found to be higher in subjects with 
stroke who walked slower, as compared to those who walked faster 
[57]. When hemiparetic subjects following stroke are instructed 
to walk at faster speeds, the relative energy cost (per unit of dis-
tance travelled) actually decreased, suggesting that faster walking 
speeds may promote a more cost-effective gait pattern [58]. Indeed, 
in normal walking a minimum energy cost is reached at interme-
diate speeds (∼4–5 km/h), which is the result of both mechanical 
factors (better exchange between potential and kinetic energy that 
reduces the mechanical muscle work) but also metabolic factors 
(greater efficiency of muscle contraction to provide mechanical 
work at intermediate speeds).Therefore, patients with pathological 
gait do not seem to necessarily choose the walking style that mini-
mizes their metabolic energy costs. Furthermore, considering that 
the energy cost decreases with speed up to 4 km/h it is possible that 
the decrease seen in energy cost after many of the previous treat-
ments was simply related to the change in gait speed. Hence it is 
important for future studies to consider assessing patients at similar 
speed before and after treatment.

Interventions to reduce energy costs
Despite considerable advances in treatments that have aimed 
at improving ambulation function in hemiparetic patients, the 
energy cost showed a limited decrease. Accordingly, effective and 
cost-efficient interventions that more specifically reduce energy 
costs are of the utmost need. Therefore, some recent techniques 
tried to address directly the main cause of the increased energy 
consumption in stroke in order to decrease the energy cost. The 
increased energy cost in hemiparetic gait seems to be primarily 
due to substantial muscle work provided by the non-paretic lower 
limb to excessively lift the body’s centre of mass (CM) against 
gravity [57]. This excessive vertical CM is apart from the classi-
cal picture we usually have of people with gait deficits lumber-
ing and limping, which is indirectly the expression of their CM 

movement. This increase in the CM displacement is due to a com-
promised plantigrade movement of their ankle with a decreased 
knee flexion during the swing phase. Therefore, the CM vertical 
excursion is a compensatory strategy and may be increased up to 
three times more than normal to clear the limb during the swing 
phase and avoid stumbling. However, this strategy costs two to 
three times more energy [57]. Interestingly, energy consumption 
also doubled in able-bodied subjects when provided with a bio-
feedback of their CM displacement and asked to walk with exces-
sive vertical displacement like stroke patients [59]. It has been 
postulated that humans would consume the least energy if they 
walk with their CM flat like a rolling wheel [60]. Hence the con-
cept was adopted that fundamentally locomotion is the transla-
tion of the CM through space along a pathway requiring the least 
expenditure of energy. However, healthy Healthy subjects adopt 
an intermediate strategy of vertical CM displacement (3–4 cm at 
intermediate speeds) that is not as flat as a wheel but that mini-
mizes energy consumption [59]. A  pilot/feasibility study has 
thus been carried out in which six stroke patients were trained 
to decrease their vertical CM displacement with the help of a bio-
feedback to see if they could reduce their excessive CM displace-
ment and so their energy cost ([61]; see Figure 18.2). The results 
indeed revealed that after only 6 weeks of training, stroke patients 
showed a marked decrease in their vertical CM displacement 
and their energy cost decreased by 30% (that is three times more 
decrease in three times less time than what has been reported for 
treadmill alone). The marked decrease in the energy cost was due 
to the parallel decrease in the total mechanical work provided by 
the muscles but also to the increase in the muscle efficiency to 
provide this work. As the patient gets closer to the intermediate 
optimal strategy that healthy individuals usually adopt, his energy 
consumption decreased. This suggests that the strategy the patient 
used before training was not necessarily the cheapest or most effi-
cient one. This also contradicts the commonly held notion that 
a pathological gait may be viewed as an attempt to preserve the 
lowest level of energy consumption possible by exaggerations of 
the motions at unaffected levels [60]. It would thus be interesting 
to see the optimization constraints that may have led the patients 
to adopt this uneconomical strategy in the beginning. However, 
further RCTs are now underway by our group to validate this new 
promising treadmill training with the CM biofeedback which can 
also be combined with other aforementioned treatments to fur-
ther improve walking and decrease energy consumption.

Treadmill training as task-specific training
An efficacious intervention that induces a motor skill acquisi-
tion would require active practice of close-to-normal movements, 
task-specificity, intensive practice (repetition), and focused attention 
[62, 63]. Modern concepts of gait rehabilitation favour a task-specific 
repetitive training—the patient who wants to relearn walking has to 
walk. Treadmill training enables the patient to perform repetitive and 
rhythmic stepping up to 1,000 steps in a 20-minute treadmill training 
session, compared to only 50 to 100 steps during a 20-minute session 
of conventional physiotherapy [64].

Biofeedback therapy
Biofeedback can be defined as the use of instrumentation to make 
covert physiological processes more overt. It provides patients 
with sensorimotor impairments with opportunities to regain 
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the ability to better assess different physiological responses and 
possibly to learn self-control of those responses. Many studies 
investigated the effects of biofeedback therapy on the treatment 
of motor deficits. The physiological sources to be fed back mainly 
included EMG to improve muscular control over a joint and 
angular or positional biofeedback to improve the patient’s abil-
ity to self-regulate the movement of a specific joint. Parameters 
such as the CM or CoP were also often used as feedback sources 
during balance retraining programmes. Biofeedback provided 
during function-related task training is defined as task-oriented 
or ‘dynamic biofeedback’ (in comparison to static biofeedback). 
Effective biofeedback should re-educate the motor control system 
during dynamic movements that are functionally goal-oriented 
rather than relying primarily upon static control of a single 

muscle or joint activity. During the training of functional tasks, 
it is important to choose the best information for feedback. The 
choice of a biofeedback vehicle should depend upon the training 
task and therapeutic goal. Often many variables should be con-
sidered, but using multiple indices provides another difficulty to 
patients whose cognition and perception may also be impaired. 
Designing a biofeedback system that overcomes the ‘informa-
tion overloading’ obstacle is a challenge. An information/sen-
sory fusion approach is one way to reduce information overload 
to patients during biofeedback therapy. Actually, an effective 
task-oriented biofeedback system requires: (i) orchestrated feed-
back of multiple variables that characterize the task performance 
without overwhelming a patient’s perception and cognitive abil-
ity; (ii) attractive and motivating feedback to keep the subject 
attentive; and (iii) easy-to-understand cues to avoid the informa-
tion overloading problem. The global approach using the whole 
body CM as a dynamic biofeedback appears to resolve this issue 
by simplifying the variables to be controlled by the patients [61].

One inherent limitation of biofeedback therapy is that patients 
with more severe motor or cognitive deficits cannot participate 
due to an inability to initiate any functional movement or under-
stand the instructions, thus preventing utilization of biofeed-
back for improving performance. Rehabilitation robots or other 
devices could solve the problem in part by providing mechani-
cal assistance for movement. However, as pointed out by Agrawal 
et  al, moving the body through predetermined movement pat-
terns rather than under the patient’s own control would prevent 
relearning of typical patterns [65]. Possibly the most challenging 
question for all feedback approaches is whether the effect of feed-
back training is transferable to task performance in the real world. 
If this transition cannot be acquired, the biofeedback may not be 
applicable in motor rehabilitation.

In summary, future studies should probably be able to further 
improve walking in stroke by combining different treatment 
techniques (local or active training) and validating them into 
randomized controlled design. This would set the limits of any 
rehabilitation approach and validate its combination with the 
plethora of other treatments in stroke patients.

Can arm swing contribute to locomotor training?
Often arm swing is neglected in gait rehabilitation. Here the ques-
tion I asked whether this is inappropriate and whether one should 
encourage arm swing instead. Some time ago, the point was made 
that bipedal and quadrupedal locomotion may share common 
spinal neuronal control mechanisms [66–68] (see Figure 18.3 for 
illustration).

During evolution, humans started to walk bipedally but the cir-
cuitry, previously used to drive the forelimbs during locomotion, 
remained functional to assist arm swing during gait (for review 
see [69]). Actually, Jackson and colleagues were the first to sug-
gest that CPGs could be responsible for arm swing during locomo-
tion [70], but evidence in support of this contention has only been 
obtained recently, mostly due to studies from the laboratories of 
Dietz and Zehr (reviewed in [69]).

Given this background it is natural that one has wondered 
whether one could not make use of interlimb facilitation for reha-
bilitation of locomotor activities. In fact, some studies on tread-
mill walking of SCI patients [71] or stroke [72] have claimed that 
arm movements could facilitate gait (for review see [69]). In one of 
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Fig. 18.2 Gait training with biofeedback of the body’s centre of mass. (A) The 
stick figures show the segments’ positions (right limb in thick lines) every 20% 
of a walking stride (i.e. beginning and ending with the paretic foot contact) for 
a patient with right hemiparesis walking naturally at self-selected speed (left 
figure) and trying to reduce his vertical CM displacement at the same speed 
(right figure). Av represents the vertical amplitude of the centre of mass. (B) The 
hourglass circle depicts the movement of the marker on the sacrum that 
represents the CM displacement and that is projected in front of the subject 
during the different conditions. This depicts the net energy cost as a function of 
walking speed in six stroke patients before (dark grey) versus after training (light 
grey). The results are compared with normal values of healthy adults walking at 
the same speed (solid line with dotted area (mean ± SD)).
Massaad F, Lejeune TM, Detrembleur C, Neurorehabil Neural Repai (24:4) pp. 338–47., 
copyright © 2010. Reprinted by Permission of SAGE Publications.
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these studies, the stroke patients walked while holding onto han-
dles that could slide along handrails [72]. In such experiments it 
is difficult, however, to exclude that some of the effects are due to 
improved postural stability due to holding the rails. This compli-
cation can be avoided by using recumbent stepping, since subjects 
are sitting under these conditions, yet they can perform alternat-
ing arm and leg movements [73–75]. Muscle activity in passively 
moved legs was found to be increased by maximal arm exertion 
[73]. In contrast, arm movements did not facilitate muscle activ-
ity of maximally active legs either in control subjects [74] or in 
patients with SCI [75]. However, a ceiling effect (maximum muscle 
activation) could explain these negative findings and, therefore, 
there was a need to repeat these experiments with submaximally 
active legs [76]. In the latter study, it was found that in healthy 
controls the leg muscle activity was increased by active arm move-
ments in most muscles investigated. In SCI patients such facili-
tation is much harder to prove because of the large variability. 
Nevertheless, in a recent study a group of nine SCI patients was 
tested and clear indications were found for a facilitation of some 
leg muscles by arm movements [76]. In particular, when the arm 
movements were decoupled from the stepper there was a signifi-
cant facilitation in biceps femoris.

This raises the question whether arm movement need to be 
included in gait training. The use of gait assistance with robotic 
devices makes this question even more urgent as some of these 
devices do not allow arm movements to be performed while walk-
ing. In fact, subjects are often encouraged to hold the rails with 
their hands for additional support. However, this recent work on 
recumbent stepping suggests that for SCI it might be beneficial to 
combine rhythmic arm and leg movements while training on a 
treadmill.

Another approach taken to demonstrate the beneficial effect 
of combining arm and leg movements was the use of metabolic 
measurements. Meyns et  al have studied whether the synchro-
nous or asynchronous coordination between the arms would have 
a differential effect on measures of exercise intensity (i.e. oxygen 

uptake, perceived exertion) either when cycling with the arms 
only or when combining arm cycling and leg cycling [77]. Their 
results indicate a clear metabolic benefit of combining arm and leg 
cycling rather than arm cycling only, especially when asynchro-
nous arm cycling is used. Combining the results from previous 
studies in both spinal and healthy man, there appears to be grow-
ing evidence for the inclusion of arm movements in rehabilitation 
of gait, however, studies confirming these results in patients are 
currently scarce.

One such study, using a hybrid tricycle, clearly showed physical  
fitness and other benefits of combining rhythmic arm move-
ments with functional electrical stimulation (FES)-induced leg 
cycling [78].

Practical treatment: some basic principles
Treatment is based on patient-centred goal setting, and the deliv-
ery of interventions aims to restore lost function or compensate 
for lost function when it cannot be restored, and importantly 
to support the individual to maintain optimal quality of life. It 
is widely accepted that motor training and exercises for gait and 
posture are absolutely essential (‘use it or never get it (back)’) for 
various types of neurology patients. Training rules are the same as 
for any type of training, but one has to be realistic in expectations 
(because of the presence of brain damage and decreased levels of 
fitness). For the same reason one should not underestimate the 
effort needed to relearn motor activity for these patients and adapt 
the frequency and duration of the training and recovery periods 
accordingly.

With respect to training, the focus here is on general principles 
of rehabilitation and motor learning of gait and posture. One of 
the important lessons from basic studies is that learning is con-
text dependent (see also section. ‘Neurorehabilitation and learn-
ing’). Therefore it is recommended to use ‘task-oriented training’, 
embedded in the environmental context of the individual (for 
example, compare task requirements for walking in a busy traffic 

F FE

CPG

E

CPG

FLEX. EXT.

SWING STANCE

POSITION LOAD

Fig. 18.3 Schematic representation of the current hypothesis about the spinal organization of locomotion and its reflex regulation. The central pattern generator 
(CPG) as originally described, contains F and E: flexor and extensor half-centre, controlling flexors (Flex.) and extensors (Ext.) respectively. Each limb is controlled by such 
a CPG (top: two arms, bottom two legs). Furthermore there are interconnections between these various CPGs. Some of these are schematically shown for the legs.
Adapted from Swinnen S.P. & Duysens J. 2004 ‘Neuro-behavioral determinants of interlimb coordination – a multidisciplinary approach, with kind permission of Springer Science+Business 
Media.
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environment or quiet hallway). In addition, the ‘task’ should be 
interpreted broadly enough. If the task is to relearn gait, the train-
ing should include not only leg movements but also the accom-
panying arm swing, walking at different speeds, various terrains, 
and with or without carrying objects.

Rehabilitation can never be seen to be independent of the nat-
ural environment of the patients and information about these 
constraints is thus mandatory for treatment planning. Clinical 
symptoms, such as spasticity, should not be the main focus of 
treatment. Rather, it is important to consider the implications 
of these clinical symptoms for training and the activities to be 
learned. In this respect it is important to consider the ‘positive’ 
value of some of these symptoms (spasticity as used for support for 
example, co-activation as a means to increase accuracy). Indeed 
sometimes patients can make use of their spasticity to support 
their motor actions. Failure to recognize this can lead to disap-
pointing functional outcomes of medical treatments that focus 
mainly on clinical symptoms (surgery, botulinus toxin). Therefore 
it is recommended to make a complete movement analysis prior 
to such interventions. Careful assessments, based on advanced 
3D recordings of posture and gait, can assist in making proper 
decisions about planned interventions, aimed at alleviating some 
clinical symptoms such as spasticity. In cases where spasticity is 
used to the advantage of the function of the patient, this should 
be taken into account before antispastic interventions are made.

Stroke
Despite convincing arguments that motor learning principles are 
relevant for stroke recovery and neurorehabilitation [79], infor-
mation from large, multi-centre randomized controlled phase III 
trials is limited when it comes to balance and gait rehabilitation 
and results have not always been as expected. In fact, results from 
only one such trial were recently reported by Duncan and col-
leagues, who conducted the LEAPS trial, which tested the effect 
of locomotor training in 408 people more than 2  months after 
stroke with a moderate to severe walking deficit [41]. The LEAPS 
trial included three arms: a group initiating locomotor training 
by means of BWS and treadmill at 2 months post stroke, a group 
receiving a home exercise programme at 2 months post stroke, 
and a control group receiving usual care at 2 months and locomo-
tor training at 6 months post stroke. Results showed no significant 
difference between any of the groups at 12 months post stroke. At 
6 months post stroke, both the treadmill and home exercise group 
yielded significant better results than the control group. Despite 
non-significant differences between active conditions in the three 
trials discussed, these trials provide also convincing arguments 
that active therapy is better than ‘usual’ care. The challenge for 
neurorehabilitation after stroke remains to unravel the active and 
working component of therapy in relation to neurophysiological 
recovery and translate findings to areas and sample populations 
which have not profited from large multicentre trials yet. After all, 
differential effects for motor learning principles were suggested 
by the systematic review of Timmermans and colleagues [80]; 
the components ‘distributed practice’ and ‘feedback’ seem to be 
related to larger post-intervention effect sizes, and ‘random prac-
tice’ and ‘use of clear functional goals’ were more strongly related 
to follow-up effect sizes in 16 RCTs (528 people after stroke) 
evaluating the effect of task-oriented training, albeit for skilled 
arm-hand performance.

A recently updated Cochrane review by Mehrholz and col-
leagues investigated electromechanical and robot-assisted gait 
training devices for improving walking after stroke [81]. The 
authors included 17 trials with in total 837 participants and con-
cluded that electromechanical-assisted gait training in combi-
nation with physiotherapy increased the chance of becoming an 
independent walker (odds ratio 2.21, 95% confidence interval 1.52 
to 3.22). There was no significant effect on walking velocity or 
capacity. Heterogeneity of the studies included warrants caution 
when generalizing these findings. In summary, trials have been 
conducted where rehabilitation strategies incorporated principles 
of motor learning but overall, the level of evidence arising from 
these studies varies and limitations warrant caution when consid-
ering generalizability and implementation into clinical practice. 
Therefore, the different stages of research should be addressed in 
order to advance knowledge about motor learning in balance and 
gait rehabilitation after stroke (for a more in-depth discussion 
about aspects of the research pipeline, see [82]). Small-scale stud-
ies targeting individuals based on mechanistic principles might 
provide important first-step results. In a later stage, multicentre 
RCTs, which are sufficiently powered are needed to evaluate effec-
tiveness in a more heterogeneous population.

Perspectives
To update rehabilitation tools it is essential to keep track of new 
technological developments. This includes new assessment tools 
as well. For example, from basic science studies on gait and bal-
ance it is increasingly clear that the motor system makes use of 
basic motor synergies that can be identified using advanced ana-
lytical tools. Identifying such synergies in patients allow to assess 
how well a given patient has returned to the use of ‘normal’ syner-
gies. Furthermore, new insights in the neurophysiology of reflexes 
can assist the evaluation of progress of rehabilitation.

Modulation of reflexes as a  
marker of gait rehabilitation
From animal studies it is known that the motor control of locomo-
tion involves not only the activation of motoneurones and muscles 
in an appropriate order, but also the control over the input to the 
motoneurons (Figure 18.4).

This requires a continuous regulation of the strength of reflexes 
during the gait cycle (‘phase-dependent modulation’ [83, 84]). 
Some of this modulation can be achieved already at the spinal 
level (through CPGs), while other aspects require supraspinal 
input [85]. Since these structures are essential for reflex modula-
tion, it follows that one can assess damage and recovery of loco-
motor control through the study of the modulation of reflexes 
during gait.

Most work along this line has been performed using the study 
of H-reflexes during gait. In healthy people with no neurologi-
cal impairments, the soleus H-reflex increases during the stance 
phase and depresses during the swing phase. However, in patients 
with central nervous system lesions the size of the soleus H-reflex 
is typically altered when compared to a healthy control group [86]. 
The modulation pattern can also be abnormal [86]. Hence, one 
can have a benefit from studying the reflex modulation in this type 
of patients since this can provide information on the recovery of 
supraspinal input.
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Challenging locomotor tasks
Gait as trained on a treadmill has its limitations. In daily life 
the patients have to walk over uneven terrain, clear obstacles 
and listen to accompanying persons. Hence it can be argued 
that the use of more challenging locomotor tasks (obstacle 
avoidance, looking sideways, precision stepping, dual task-
ing, etc.) can enrich gait training by making it more realistic 
and related to daily life circumstances (Figure 18.5). Treadmill 
training can be adapted to include stepping over real obstacles 
[87, 88] (Figure 18.5).

Virtual obstacles on a treadmill were used by the group of 
Brown and compared to the use of real obstacles on a walkway 
[89]. They found that poststroke patients showed clinically mean-
ingful changes in gait characteristics and in obstacle clearance 
capacity as a result of either training method but virtual obsta-
cle training was superior (greater improvements in gait velocity 
compared with real training). These changes persisted for 2 weeks 
post-training. Virtual obstacle training can now be performed on 
a treadmill with commercial systems [90].

Subject-specific modelling
The use of integrated 3D motion capture has been advantageous in 
objectifying gait impairments in stroke subjects in terms of joint 
angles, joint moments, and powers. Based on these parameters 
and in combination with surface EMG measurements, classifica-
tion studies aim to relate neural damage, control impairment and 
gross motor function [91, 92]. However, the use of these descrip-
tive studies to understand gait impairments has some important 
limitations [93]. Measuring EMG activity gives information on the 
relative timing of muscle activations; however it is complicated to  
relate this directly to individual muscle force. Furthermore, due to  
dynamic coupling [94] muscles are able to act on joints that they 
do not span and on segments they are not attached to. It is there-
fore difficult to relate the contribution of an individual muscle 
to the resulting motion of the body (e.g. CM or individual joint 
angles). To determine causal relationships between muscle activity 
and the resulting motion, forward simulation studies are needed. 
Currently, dedicated algorithms (e.g. CMC; [95]) are available that 

calculate muscle excitations based on numerical optimization. 
When applied on a complex dynamic model, these excitations 
are able to track experimentally measured kinematics with high 
accuracy and to reproduce the gait impairments observed in indi-
vidual stroke subjects.

Studies by Petersen et al. and Higginson et al. used simulations 
to investigate how impaired muscle coordination after stroke 
influences support and progression of the COM during hemiple-
gic gait [96–98]. They found that during mid stance, both paretic 
and non-paretic leg plantarflexors contributed less to support 
than in the speed-matched control subject. This was compensated 
for by larger paretic leg knee extensors and gluteus maximus con-
tributions to support [99]. Peterson et al. also found a decreased 
contribution of paretic leg plantarflexors and gluteus medius to 
propulsion during preswing [97]. Even though an increased con-
tribution to propulsion was found of non-paretic knee extensors, 
this was counteracted by a simultaneous increased deceleration 
contribution of the non-paretic hamstrings. Jansen et al. furthered 
these insights by comparing the changes in muscle contributions 
observed in stroke subjects to muscle contributions during asym-
metric gait in control subjects walking on a split-belt treadmill 
[100]. They conclude that the observed contributions in gluteus 
maximus, knee extensors, plantar-, and dorsiflexors may relate 
more to the limping-pattern itself, as they were also present dur-
ing asymmetric gait in control subjects. However, modulations in 
gluteus medius and hamstrings found after stroke were different 
from modulations in split-belt walking, and these are therefore 
related to concomitant motor deficits.

Fig. 18.4 Illustration of the control of reflex pathways. The output of the central 
nervous system is not only to motoneurones but also to pathways feeding into 
these motoneurons (and providing feedback from muscle receptors as well as 
from cutaneous or joint afferents).

(A)

(B)

Fig. 18.5 Example of set-up to test and train obstacle avoidance on a treadmill 
(A) or to train stepping on uneven terrain (B), as was used by the authors in their 
laboratory in Nijmegen.
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The dynamic simulations presented so far, calculate muscle 
excitations and forces that underlie the experimental kinemat-
ics using specific tracking algorithms that are based on pure 
mechanical criteria. The human body is therefore considered as 
a pure mechanical system, while it is inherently a cybernetic sys-
tem with information-based feedback by neural processes playing 
an important role. Therefore, incorporation of a neural control 
model is necessary to elucidate the relation between neural dam-
age, control impairment and gross motor function during gait.

Some highly detailed models were defined in the past that 
included different types of neural feedback [101, 102] to generate 
a stable gait pattern rather than accurately reproducing the joint 
kinematics during normal gait. Furthermore, the performance of 
these models in reproducing specific gait impairments was not 
evaluated.

To investigate the complexity of the neural control strategy 
involved in controlling gait, a low-dimensional modular organi-
zation of muscle activation was incorporated in simulations of 
normal gait by using muscle activation modules that drive the 
muscle excitations [103]. Whereas five modules satisfy the sagit-
tal plane biomechanical sub-tasks of 2D walking, a sixth module, 
which contributes primarily to mediolateral balance control and 
contralateral leg swing, is needed to account for the non-sagittal 
plane demands of 3D walking [104,  105]. These results provide 
evidence that a simple neural control strategy involving muscle 
activation modules may be used to control gait in healthy con-
trol subjects. Experimentally, it is confirmed that stroke subjects 
rely on fewer muscle activation modules that are composed from 
merging modules observed in healthy controls. However, so far, it 
could not be confirmed that imposing these reduced number of 
activation modules is likely to induce hemiparetic gait features. 
These simulations would confirm that the reduced independence 
of neural control signals contributes to the specific gait impair-
ments observed in stroke subjects.

To investigate the contribution of increased length and velocity 
feedback, and altered reflex modulation pattern to hemiparetic gait 
impairments, Jansen et al. extended the classic musculoskeletal 
model with a neural model and a foot-ground contact model 106]. 
They used this neuromechanical model to examine the effect of 
increased muscle spindle feedback of soleus, gastrocnemius, rec-
tus femoris, and vasti, along with altered modulation patterns on 
gait kinematics. They showed that increased length and velocity 
feedback induced gait deviations which are in accordance with 
previously reported hemiparetic gait impairments—that is, either 
an ‘extended’ pattern (in case of increased vastus, rectus femoris 
and soleus feedback)—or a ‘flexed’ pattern (increased gastrocne-
mius feedback [92]). Furthermore, altered modulation patterns 
of the reflex feedback loop were found to play an important role 
in controlling the expression of the increased length and veloc-
ity feedback, especially in the swing phase. They were unable to 
confirm phase dependency for the effect of increased length and 
velocity feedback on joint kinematics.

Conclusion
Simulation studies are only beginning to reach the level of neuro-
physiologic detail needed to understand the relation between neu-
ral damage, control deficit, and gait impairments. Nevertheless, 
the insights obtained are promising and encouraging that in the 

future they may provide a useful tool supporting clinical decision 
making by predicting treatment outcome in an individual stroke 
patient.

Final remarks
In view of the limited space there is no room here to discuss some 
other exciting new approaches. For example, currently high expec-
tations are present with respect to new methods such as tDCS 
(transcranial direct current stimulation). This technique generates 
a wide scientific interest nowadays, probably because of the fact 
that the application of tDCS is relatively easy and simple, not overly 
expensive, has little to no adverse effects and shows potential to 
improve motor outcome after stroke. In fact, its application may go 
wider. For example, many patients who have stroke will have small 
vessel disease and leukoaraiosis, leading to gait apraxia. Recent evi-
dence suggests that combined anodal tDCS and physical therapy 
improves gait and balance in this patient group, suggesting that 
tDCS could be an effective tool in patients with leukoaraiosis, for 
whom no treatment is currently available [107].
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Neurorehabilitation 
approaches for disorders of the 
peripheral nervous system
William Huynh, Michael Lee, and Matthew Kiernan

Introduction
Disorders of the peripheral nervous system (PNS), either trau-
matic or non-traumatic in nature, may involve various levels from 
motor neurons in the spinal cord, emerging spinal nerve roots, 
brachial or lumbosacral plexus, to the peripheral nerves. Lesions 
can be focal, as in most cases of traumatic aetiology, or multifo-
cal or generalized as commonly seen in non-traumatic causes. 
Current therapy aims at reversing the underlying cause of the 
nerve lesion, whilst at the same time, treat symptoms such as 
pain that may arise as a consequence of the lesion. In the case of 
traumatic lesions, surgery may be considered to remove the insult 
(such as nerve compression) or repair the nerve, to thereby facili-
tate the process of nerve regeneration. As such, the focus of this 
chapter relates to rehabilitation in patients diagnosed with lesions 
affecting the PNS. Depending on the nature of the underlying dis-
order, treatment goals are directed at the maintenance of strength 
and function, particularly in disorders that are reversible, or in 
the case of chronic disease, to prevent the progression of weakness 
and thereby resultant disability.

Traumatic lesions of the peripheral  
nervous system
Trauma disrupts the structural integrity of the axon and its sur-
rounding myelin sheath. Traumatic nerve lesions may induce 
scattered damage, with distal axonal degeneration (Wallerian 
degeneration), a process known as axonotmesis [1] . In such an 
instance, regeneration of axons from the lesion site to the target 
is required before full clinical recovery may develop. However, a 
shorter period of recovery may be possible in the case of collateral 
sprouting and reinnervation for partial lesions [2]. Neurotmesis 
involves lesions of the entire nerve and its supportive sheath, that 
usually requires nerve grafting for effective treatment, although 
tends to have a poor prognosis with only partial recovery [1]. On 
the other hand, neuropraxia has a better prognosis as there is no 
loss of axonal continuity [2], although typically there is conduction 
block at the lesion site determined by electrophysiological studies 
(e.g. compressive lesions such as ulnar neuropathy at the elbow 
or peroneal neuropathy at the fibular neck). Neuropraxis may 
induce focal demyelination at the site of trauma with subsequent 

conduction slowing or block. Functional improvements are typi-
cally accompanied by resolution of conduction block within days 
or weeks following removal of the initial insult.

Non-traumatic lesions of the  
peripheral nervous system
PNS disorders of a non-traumatic nature are a heterogeneous 
group, in which one or more elements of the peripheral nervous 
system architecture become damaged, typically the myelin, the 
axon, or a mixture of the two. Demyelination produces dysfunc-
tion which may be rapidly reversed, while axonal damage with 
repair by regeneration or sprouting from intact elements may 
take many months, with recovery often incomplete [3] . In this 
chapter, the term peripheral neuropathy will be used to denote 
non-traumatic disorders of the PNS.

Peripheral neuropathies may be genetic or acquired in nature, 
some with insidious onset, whilst others tend to be more acute [3] .  
The natural history of neuropathy is dependent on the underly-
ing aetiology, with acute neuropathies such as acute inflamma-
tory demyelinating polyradiculoneuropathy (Guillain–Barré 
syndrome) reaching their maximal deficit acutely, followed by 
gradual recovery. Conversely, chronic inflammatory demyeli-
nating polyradiculoneuropathy (CIDP) tends to relapse and 
remit, or gradually deteriorate over years (e.g. hereditary motor 
sensory neuropathy and alcohol-related neuropathy). The most 
common presentation for peripheral neuropathies is a symmetri-
cal length-dependent polyneuropathy with variable sensory and 
motor components, depending on the aetiology. Most peripheral 
neuropathies begin by first affecting sensory nerve fibres, with 
gradual involvement of motor axons as the disease progresses. 
There are certain disorders, however, that only have motor involve-
ment, such as multifocal motor neuropathy and some forms of 
inherited distal motor neuropathies.

Diabetes remains the most common cause of peripheral neu-
ropathy and is present in more than 50% of patients with diabetes 
[4, 5]. Other common systemic causes include a range of metabolic 
disorders such as kidney disease, infectious agents such as human 
immunodeficiency virus (HIV), toxic processes such as chemo-
therapy and alcohol, immune-mediated and vasculitic disorders, 
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and inherited polyneuropathies such as hereditary motor sensory 
neuropathy (also known as Charcot–Marie–Tooth disease, CMT). 
A substantial proportion of peripheral neuropathies (estimated 
around 30%) remain idiopathic [6] .

Pathophysiology and clinical symptoms
Wallerian degeneration
Disruption of axonal integrity results in stereotypical nerve fibre 
degeneration distal to the focus of injury, with the earliest changes 
observed at the motor terminal of the neuromuscular junction [7] . 
Normal end-plate structures become altered within 3 to 5 hours 
after loss of spontaneous end-plate potentials. Axonal degenera-
tion with collapse of the supportive microtubules and neurofila-
ments, accompanied by diminishing axoplasmic volume, rapidly 
ensues. Changes within the soma and proximal stump become 
evident within days, reaching a peak over weeks.

Weakness and muscle atrophy
Structural and chemical changes take place in denervated muscle, 
with progressive atrophy of contractile tissue and increased inter-
muscular fibrosis [8] . As a result, changes in muscle function and 
morphology parallel the gradual reduction in muscle fibre calibre 
[7]. Cross-sectional area of muscle fibres decrease over the initial 
60–90 days and then plateau at about 70–90% atrophy [9, 10]. Gross 
muscle and fibre atrophy continues up to 7  months with dense 
collagen formation surrounding remaining muscle fibres [11]. By 
18 months, a substantial reduction in sarcoplasmic reticulum may 
be observed, and at 2 years muscle fibre fragmentation and disinte-
gration become evident. Adipose and fibrous connective tissue sub-
stitution occurs between 1 and 3 years after denervation, resulting 
in irreversible muscle fibre replacement (scar tissue) [11].

Slow-twitch muscle fibres are typically first involved following 
denervation, whilst fast-twitch fibres maintain myosin integrity 
up to five times longer [12]. A 5% decrement per day from initial 
strength levels has been observed as the functional consequence of 
muscle atrophy, which slowed to 25% at 7 days [13]. Over a 6-week 
period, the overall loss was estimated as 48% of baseline strength, 
averaging approximately 8% per week [14]. Non-denervated mus-
cles, which may be part of the affected limb, may also reduce in size 
as a result of disuse, although the extent is usually not as pronounced 
as those in neurogenic atrophy. Studies have estimated that 60% of 
muscle atrophy after denervation is attributable to disuse [15].

Fatigue
Fatigue may be defined as the failure to maintain the required or 
expected force from a muscle following repeated muscle activity 
[16]. In the context of peripheral nerve disorders, the development 
of fatigue may be multifactorial:  impaired muscular activation, 
generalized deconditioning, and diminished cardiopulmonary 
performance due to immobility [17, 18].

Pain and somatosensory deficits
Neuropathic pain is a common complaint of patients with dis-
orders of the peripheral nervous system, and can hinder active 
participation in rehabilitation. According to the International 
Association for the Study of Pain (IASP), neuropathic pain is ini-
tiated or caused by a primary lesion of the nervous system [19]. 
The definition does not exclude pain that is due to secondary 

neuroplastic changes in the nociceptive system arising from 
inflammation, nor does it distinguish a musculoskeletal origin 
that may arise indirectly following a neurological disorder.

Neuropathic pain is associated with aberrant or increased affer-
ent input and ectopic discharges from hypersensitive, damaged or 
regenerating sensory nerve fibres. The unpleasant sensation may 
be constant, intermittent, lancinating, burning, tingling, crawling 
or electrical in character [7] . The management of neuropathic pain 
is based on four physiological processes involved in the pain expe-
rience, namely transduction, transmission, modulation and per-
ception [7]. It is also important to acknowledge when managing 
patients with neuropathy, that pain may encompass an emotional 
component, hence early and adequate emphasis on both physical 
and psychological aspects of pain remain important to achieve 
control of symptoms and thereby successful participation in the 
rehabilitation programme.

Balance and gait disturbance
In patients with disorders affecting the PNS, disturbance of bal-
ance and gait is a challenging, yet vital, aspect of the rehabilita-
tion programme that requires intervention in order to maintain 
mobility and functional independence. Altered sensorimotor 
function, causing proprioceptive deficits in particular, may lead to 
impaired control of stance and increased postural sway [6] , with 
resultant impairment of functional gait performance and risk of 
falling [20]. Diminished ankle strength and reduced rate of force 
production may lead to balance impairment, as normal recovery 
from perturbation involves rapid production of adequate muscle 
force to maintain the body’s centre of mass over its base of support 
[5] (for further discussion see Chapter 18).

Joint and soft tissue changes
The equilibrium between intravascular and interstitial fluid vol-
umes is maintained partly through contraction of skeletal muscles 
[7] . Following peripheral nerve lesions, immobility of the limb, 
and associated changes in local circulation, resultant oedema may 
develop [8]. Once chronic oedema develops, collagen formation 
and fibrosis may ensue, leading to joint stiffness and contractures 
[8, 21]. In addition, collagen biosynthesis increases following den-
ervation, with tightening of the ordinarily loose meshwork that 
surrounds myofibres [7].

Spasticity may arise from a lesion that concurrently affects the 
spinal cord as well as the exiting nerve roots, such as a cervical 
disc protrusion, and will affect muscles arising from spinal levels 
below the lesion due to involvement of the dorsal reticulospinal 
tract that normally inhibits spinal reflex activity [22]. This may 
in turn lead to an imbalance of inhibition and excitation, with 
enhanced motor neuronal excitability developing through the 
loss of descending control. The resultant increase in limb tone will 
contribute to muscle shortening and the development of contrac-
tures, thereby worsening the functional impairment, often associ-
ated with pain.

Goals of rehabilitation for peripheral 
nervous system disorders
As a general principle, rehabilitation aims to maximize functional 
independence, locomotion, prevent physical deformity, facilitate 
integration into society, and overall, improve quality of life [4, 23]. 
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Rehabilitation programmes can be divided into three phases 
[8] : (i) an initial phase aims to maintain nutrition, prevent mus-
cle atrophy and deformities, and support the affected area with 
splints, to prevent overstretching of weak muscles as well as short-
ening of the normal antagonistic muscle (see section on Splints); 
(ii) second phase comprises functional re-education with a com-
bination of progressive resistive and functional exercises; (iii) the 
final phase remains primarily functional, with the goal of prepar-
ing the patient for return to their normal home environment and 
employment life, and usually consists of a supervised, individually 
tailored home exercise programme that may adjust according to 
further improvement of the patient.

Delay in commencing rehabilitation may be associated with 
the development of complications, particularly contractures that 
may further hinder the success of rehabilitation [8] . The rehabili-
tation team must also formulate a realistic goal for the patient. 
The degree of impairment is not solely related to recovery of nerve 
function [24], with psychosocial factors such as the perception of 
impact of the deficit on activities of daily living and poor social 
adjustment, all contributing to the rate and extent of functional 
recovery [3].

Treatment is goal-oriented and impairment may be evaluated 
by measurements of strength, range of motion, and musculoskel-
etal deformity. Disability can be assessed by measures of mobility 
and limb function, physical adaptations, and psychosocial adjust-
ment [4] . The best evidence for rehabilitation interventions for 
peripheral nerve disorders favours a multidisciplinary approach 
that is patient-centred, time-based, functionally oriented aiming 
to maximize activity, participation and social integration [25]. 
Ideally, such interventions includes coordinated delivery by two 
or more disciplines (physiotherapy, occupational therapy, social 
work, dietitian, speech pathologist, and psychologist) under 
medical supervision (e.g. neurologist, rehabilitation, or general 
physician).

Rehabilitative therapies
General considerations
An initial consideration relates to the timing of any required 
surgical intervention. In the vast majority of traumatic injuries, 
nerves remain in continuity, and so decisions regarding surgery 
may often be postponed for 8–12 weeks [7] . Whilst sharp lacera-
tions are commonly explored early in view of surgical repair, only 
15–20% are observed to be complete [26]. In those latter cases, 
surgical repair and nerve grafting procedures remain a considera-
tion, particularly before any retraction of the nerve endings has 
developed.

Prevention of further injury is critical and patients must be 
educated about protecting anaesthetic skin regions to avoid 
injuries, such as burns, that may arise from trauma. It may be 
advisable for patients who have reduced skin sensibility to wear 
protective gloves and stockings. Appropriately fitted shoes will 
minimize the risk of secondary injury leading to ulcers, and 
adequate foot hygiene will help avoid infections. Patients should 
be encouraged to examine their splints, casts, footwear, and 
any device that is in contact with the skin, for signs of excessive 
pressure on the skin, such as erythema or blisters. Referral to 
a podiatrist may be worthwhile for regular assessment for such 
complications.

Physical therapy
General principles will focus on maintaining range of motion 
through the affected joints, in order to prevent the development 
of joint contractures and deformities, combined with muscle 
strengthening exercises to maintain adequate function. In the set-
ting of traumatic nerve injuries, this process may only be required 
until recovery following the insult, either through appropriate 
surgery or conservative management. In contrast, physical ther-
apy for non-traumatic nerve disorders such as chronic general-
ized peripheral neuropathy (e.g. immune-mediated or metabolic 
disorders), physical therapy may be longer term with the view to 
maintaining muscle function, or to reduce the rate of deteriora-
tion to prevent the progression to disability.

Traumatic peripheral nerve injuries
Range of motion exercises
The first step in the rehabilitation process is initiating a set of 
exercises to increase and maintain range of motion (ROM) and 
flexibility [27], with the simplest and most effective program 
incorporating slow, steady stretch that places the joint and 
muscle in the extreme range of available motion, maintained 
for 10–30 seconds, and repeated 10 times. These cycles may be 
performed either passively or actively, and the amount of force 
used to stretch the joint or muscle will depend on the length of 
time since injury or surgery, the severity of the injury, the surgi-
cal procedure, the joint, the length of immobilisation, as well as 
patient tolerance. Moist heat, such as the use of warm showers 
and heat packs, prior to range of motion exercises will facilitate 
the exercise programme.

Passive movements are best performed to the affected joint 
through the full range of motion at least once, but preferably sev-
eral times a day [21]. Passive exercise before reinnervation devel-
ops may preserve structure of the motor end-plate and thereby 
enhance reinnervation [28]. In addition, passive muscle stretch-
ing early in the course of the injury may help muscle atrophy. It 
has been shown that stretch related mechanical loading of the 
muscle acts through up-regulation of signal pathways that result 
in transcription of certain genes, and subsequent production of 
actin and myosin filaments, with addition of new sarcomeres. In 
rat models, the cross-sectional area of denervated soleus muscle 
fibres after repetitive stretching, were significantly larger than 
controls [11].

Active movements are encouraged for the prevention of oedema, 
maintenance of full range of motion, and for preservation of mus-
cle strength [21].

Proprioceptive neuromuscular facilitation (PNF): is a technique 
utilized to regain range of motion, flexibility and neuromuscular 
function, based on stimulation of Golgi tendon organs and nerve 
endings [27]. Three types of PNF stretching techniques may be 
directed at the ‘target muscle’ (TM), or the muscle group on the 
opposite side, referred to as the ‘opposing muscle’ (OM) as follows:

(i) Contract–relax: The patient is asked to perform a submaximal 
(20–50% maximum voluntary contraction, MVC) contrac-
tion of the TM (for 3–10 seconds) at the end of range followed 
by relaxation. The therapist then moves the TM into further 
elongation and holds at end of range for 5–10 seconds, with 
stretch maintained until perceived sensation of the stretch 
diminishes (Figure 19.1, left).
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(ii) Antagonist–contract:  The therapist passively stretches the 
TM to end of range and then asks the patient to contract the 
OM (20% MVC) for 3–10 seconds. The patient then relaxes 
and the therapist stretches the TM further and holds at end 
of range for 5–10 seconds (Figure 19.1, right).

(iii) Contract–relax–antagonist–contract: Combination of tech-
niques 1 and 2 consecutively.

Moving the TM into a position of stretch, should be undertaken at 
slow velocity to avoid muscle spindle excitation and viscous resist-
ance. A minimum of one to five repetitions of PNF twice weekly is 
typically required to improve ROM.

Resistance exercises
Despite tremendous growth in the variety of equipment available 
for strengthening, the basic principles remain unchanged. In the 
early stages of peripheral nerve injury, maintenance of strength is 
vitally important to overcome disuse atrophy. Muscle strengthen-
ing can be divided as follows [27]:

Isometric exercise defined as muscle contraction without move-
ment of the joint or limb upon which the muscle acts, is most 

effective in the early phases of rehabilitation when joint motion 
is restricted;

Isotonic exercise occurs when a joint moves through a range of 
motion against a constant resistance, such as with the use of 
dumbbells. Progressive resistance may be developed through the 
addition of weights as the muscle adapts. This usually requires 
a minimum of three sets of 6 to 10 repetitions of each exercise 
performed during each session of training (Figure 19.2);

Isokinetic exercise is similar to isotonic in that it is dynamic and 
involves movement of the joint. In addition, this form of exer-
cise provides maximum resistance to the muscle throughout the 
entire range of motion for every repetition and is achieved by 
controlling the speed at which the exercise is performed.

Non-traumatic peripheral nerve disorders
Randomized controlled trials are lacking in this area and a recent 
Cochrane review failed to demonstrate significance in relation to 
functional outcome. However, there is evidence to suggest that 
patients may benefit from strengthening and aerobic fitness train-
ing programs, at least with respect to increasing muscle strength [3] .  

Fig. 19.1 Proprioceptive neuromuscular facilitation.
(Left column) Agonist-contract relax technique: top, therapist stretches target muscle (hamstrings) to end of range; middle, patient contracts target muscle at end of range; bottom, therapist 
further stretches the target muscle following release of agonist contraction. (Right column) Antagonist-contract technique: top. Therapist stretches target muscle (wrist extensors) to end of 
range; middle, patient contracts opposing muscles (wrist flexors) at end of range; bottom, therapist further stretches the target muscle following release of antagonist contraction. Red arrow, 
therapist direction of motion; yellow arrow, patient direction of motion.
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Several studies have investigated the effects of exercise as a means 
to improve strength in peripheral neuropathy and neuromuscular 
disorders [29–37].

As disability depends on the specific type of disease, pathogen-
esis, extent of clinical involvement, and rate of progression, the 
ideal level of exercise training will also depend on the type, stage, 
and severity of disease. Results from aerobic studies performed 
on patients that are mildly affected demonstrated short-term car-
diopulmonary improvements, whilst those with more severe dis-
ability may be unable to respond positively to either resistive or 
aerobic exercise [23].

Resistance exercise
Strength training or progressive resistance exercise increases 
lean body mass, muscle protein mass, contractile force, power, 
and improves physical function [23], in patients with peripheral 
neuropathy. Resistance training induces adaptations in both the 
muscular [38–42] and the nervous systems [43–46] and both 
contribute to the development of strength (Figure 19.2). Lifting 
weights during concentric or eccentric exercise places stress on 
muscles, inducing hypertrophy by increasing the DNA content of 
myofibrils and hence the number of muscle proteins, especially 
actin and myosin [23].

Improvements in functional measures and an increased type 1 
fibre diameter were observed after the institution of a home-based 
progressive strength-training programme (3 days per week for 12 
weeks) [47]. Choosing the right resistance and intensity is critical 
to ensure that the target muscles are loaded sufficiently to produce 
the appropriate training response (e.g. hypertrophy and hyperpla-
sia) but not to provoke injury or aggravate pain. To guide such 
choices, a study that investigated patients with hereditary neurop-
athy, a 12-week moderate resistance programme (30% of maxi-
mal isometric force) resulted in strength gains up to 20% without 
deleterious effects [31], whilst a 12-week high resistance pro-
gramme (maximal weight a subject could lift) showed no added 
benefit with evidence of overwork weakness in some participants 
[31]. Overwork weakness develops when the patient feels weaker 
rather than stronger within 30 minutes after exercise; or experi-
ences excessive muscle soreness and cramping 24 to 48 hours after 
exercise [35].

Cross-education: during resistance training, a ‘cross education’ 
effect, may develop in which training of one limb may increase 
voluntary strength of the opposite, untrained limb [48,  49]. 
Cross education can occur in both upper and lower limb muscles  
[50–55], with training accomplished by voluntary effort, electri-
cally stimulated contractions, or mental imagery training of uni-
lateral contractions [55–57]. Cross education has potential clinical 
relevance in exercise rehabilitation for patients with conditions 
that prevent exercise of the affected or injured limb, including 
acute phase of painful neuropathy, forced immobilization after 
peripheral nerve injury or surgery, and neurological disorders that 
cause significant unilateral muscle weakness. In these instances, 
progressive resistance training of the opposite healthy limb may 
retard disuse atrophy and maintain strength of the injured limb 
[58–60]. Although it is reasonable to speculate the potential clini-
cal benefits of cross education, it is premature to make formal 
recommendations regarding a role in exercise rehabilitation for 
peripheral nerve disorders because the underlying mechanisms of 
this effect remain largely unknown.

Aerobic exercises
Involvement of large muscle groups for sufficient intensity  
(50–85% VO2 max) during aerobic training induces adaptations in 
the cardiovascular and skeletal muscular systems [23]. Treadmill 
running undertaken in reinnervating muscles may induce histo-
chemical alterations in the muscle fibre, which include contractile 
properties and enzyme activity [61].

Gentle, low-impact aerobic exercises such as walking and swim-
ming, improve cardiovascular performance and increases muscle 
efficiency, helping to reduce fatigue [17] (Figure 19.3). Subjective 
pain and functional abilities were also observed to improve after 
aerobic training in patients with neuropathy [62]. Aerobic exer-
cises may also prove beneficial for psychological aspects such as 
depression, and improving pain tolerance, as well as reducing 
cardiovascular risk factors that may be associated with disabil-
ity and consequent sedentary lifestyle, such as obesity, hyperten-
sion, glucose dysmetabolism, and dyslipidaemia. Hydrotherapy, 
particularly for those with musculoskeletal comorbidities such 
as arthritis, remains a good alternative, which also has the added 
benefit of muscle conditioning and strength-training achieved 
through water resistance.

Balance and gait training
Most patients with peripheral neuropathy will have some degree 
of balance and gait impairment, either directly from the underly-
ing disorder affecting muscle strength or proprioceptive sensory 
processing, or indirectly from complications such as oedema or 
contractures. Balance and gait training exercises are important to 
maintain mobility and functional independence in these patients.

Subjective and objective improvements in balance were observed 
following participation in physiotherapist-supervised balance 
exercises or instrumental rehabilitation with an oscillating pow-
ered platform, with the suggestion of a synergistic effect when the 
two modalities were combined [63]. The proposed mechanisms for 
the improvements were thought to relate to an increased vestibu-
lospinal responsiveness, to enable functional sensory substitution 
[64], following disruption to postural support.

Lower limb strengthening exercises, particularly those aimed 
at improving ankle strength, present the best clinical evidence for 
treating balance dysfunction in diabetic patients with neuropathy 

Fig. 19.2 Resistance training with weights. Different forms of hand-held weights 
of varying mass for use in progressive resistance training exercises.
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[5, 65]. Mind–body exercises such as Tai-Chi and yoga that empha-
size movement control have demonstrated improvements in 
ankle-joint proprioception as well as sensibility in the feet and 
mobility [6, 66, 67]. Other interventions shown to have some lim-
ited benefit for balance and gait problems in patients with periph-
eral neuropathy include vibratory insoles 68 and monochromatic 
infrared energy therapy [5]  (Figure 19.4), although definitive 
mechanisms of effect and positive results from large clinical trials 
remain lacking.

Combined exercise programmes
There is evidence to suggest that a supervised, community-based 
exercise programme that combines aerobic, resistance, and func-
tional (balance and task-specific activity) components may prove 
beneficial for patients with peripheral neuropathy, leading to 
improvements in activity, function, balance, fatigue, and anxiety 
[65, 69, 70]. Strengthening exercises, involving functional move-
ments such as sit to stand, lifting, and reaching, should be imple-
mented as early as practically possible. The effects of a combined 
programme seem to outlast the strength gains achieved from the 
resistance component, suggesting that this approach to physical 
therapy is more likely of benefit than any of the individual com-
ponents performed in isolation.

Prostheses, orthotics and equipment
Neuromuscular electrical stimulation
There are two types of neuromuscular electrical stimulation 
(NMES) systems in clinical use: transcutaneous and implantable 
systems. Implanted electrodes require open surgical procedures 
and are beyond the scope of this chapter. Transcutaneous systems 
are more commonly used in clinical rehabilitation, where elec-
trodes are connected to an external portable stimulator. Current 
is then delivered directly through the skin over the motor point 
or peripheral nerve in either bipolar or monopolar arrangement. 
Conventional NMES techniques use low pulse frequencies (typi-
cally between 10–40 Hz) with narrow pulse duration (typically 
50–200 µs), to produce fused tetanic contractions. Most commer-
cially available transcutaneous units allow adjustment of stimu-
lation parameters such as pulse width, frequency, intensity and 
duration. Therefore, stimulation paradigms can be customized for 
an individual patient.

A problem commonly encountered with electrical stimulation 
relates to accelerated fatigue during training. This is likely to be 
attributed to physiological differences in temporal and spatial 
recruitment of motor units between voluntary and electrically 
stimulated contractions. Transcutaneous electrical stimulation 
will recruit the same population of muscle fibres synchronously 
(i.e. those closest to the stimulating electrodes) [71], whereas 
voluntary contractions recruit motor units asynchronously 
[72, 73]. Specifically, electrically stimulated contractions require a 
non-physiological, extremely high firing rate to maintain smooth 
tetanus and therefore, a higher energy demand, making such inter-
ventions prone to rapid fatigue. Synaptic recruitment of motor 
units can be enhanced through modifying stimulation param-
eters including: stimulating over the peripheral nerve rather than 
muscle belly, using higher frequencies (e.g. 100 Hz), longer pulse 
duration (e.g. 1 ms), and low stimulation intensity to minimize 
antidromic block [74–77]. Synaptic recruitment of motoneurons 
resembles the recruitment pattern that underlies voluntary con-
traction, and may produce the most fatigue-resistant contractions 
[75, 76, 78]. However, the effectiveness of this type of stimulation 
paradigm remains to be validated through future longitudinal 
training studies and clinical trials.

The majority of NMES studies have focused on central nervous 
system disorders such as stroke and spinal cord injury. To date, 
there have been no large randomized control studies to validate 
the benefits of NMES in peripheral nerve disorders. Despite this, 
NMES is commonly used in the treatment and rehabilitation of 

Fig. 19.3 Aerobic exercise training. Stationary bicycle (top) allows gentle 
low-impact aerobics exercising, whilst the arm ergometer (bottom) offers similar 
training in patients with lower limb difficulties, such as severe weakness or 
rheumatological conditions.

Fig. 19.4 Balance training. Top, different forms of balancing boards 
predominantly used for static balancing exercises. Bottom, novel machine with 
vibrating base for more advanced balance training using vibratory perturbations.
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these conditions. Anecdotal evidence suggests that NMES therapy 
improves clinical and functional outcome in brachial plexus and 
peripheral nerve injuries [79–82], facial nerve palsy [83], painful 
nerve, and various muscle disorders [84–86]. Repetitive electri-
cally stimulated contractions may help to maintain or improve 
range of motion [87], increase muscle strength [80, 84–86] and 
offset secondary complications such as muscle atrophy [88, 89]. As 
such, NMES may help to prevent the development of complica-
tions such as contractures as result of peripheral nerve disorders 
(see ‘Joint and soft tissue changes’).

NMES has also been shown to be a useful modality in the 
reversal of denervation [61, 90–92]. However, stimulation is only 
effective if an appropriate stimulation parameter is used [90, 93] 
and the therapy is commenced shortly after the onset of injury 
[93]. It must be emphasized that most of the evidence in sup-
port of stimulating denervated muscles were derived from ani-
mal experiments, and only a few studies have investigated the 
benefits of NMES in human subjects [88, 89,  94]. Because of 
the limited number of human studies and the heterogeneity in 
the stimulation protocols used, there is currently no consensus 
amongst clinicians with respect to the most appropriate stimula-
tion protocol. For this reason, there is currently insufficient evi-
dence to support or refute the use of NMES in the rehabilitation 
of peripheral nerve disorders. More research in this population 
group will be required to further elucidate the most appropriate 
stimulation parameters, as well as stimulation duration, onset 
and placement of electrodes. Only then, the most efficacious 
stimulation protocol can be developed and tested in subsequent 
human clinical trials.

Electrically stimulated contractions:
In peripheral nerve disorders, weakness may preclude voluntary 
contraction of the affected muscles and nearby joint. In such 
instances, electrical stimulation may be applied to either the mus-
cle or nerve to generate contraction. An intensive daily regimen of 
electrical stimulation therapy may prevent atrophy and improve 
muscle architecture in denervated muscles [61, 89–92, 94], and 
chronic paraplegics [88]. With regard to peripheral nerve disor-
ders, clinical intuition suggests that daily electrical stimulation 
may help to offset disuse atrophy if implemented shortly after 
injury [93], and should be continued until such point that the 
patient could engage in active exercise therapy [21].

Functional electrical stimulation (FES):
The delivery of electrical current to activate paretic muscles in a 
coordinated sequence and timely magnitude to produce a func-
tionally purposeful movement may be accomplished via a neuro-
prosthetic device such as FES. For example, electrical stimulation 
of the tibialis anterior muscle or the peroneal nerve can be coor-
dinated with a computer sensor during the swing phase of the 
gait cycle to improve walking in patients with foot drop [95, 96]. 
Several types of FES systems have been developed to specifi-
cally assist performance of tasks of daily living such as grasping, 
standing and walking [97, 98]. Clinical studies have shown that 
FES-assisted walking devices improve walking speed, endurance, 
and lower limb muscle strength [99–102].

A disadvantage of the FES system is that the majority of these 
devices were designed solely to improve performance of a single 
task. Together with the enormous costs involved, FES neuropros-
theses are often impractical and unaffordable to most consumers 

who require them. As such, future neuroprosthetic research must 
address the issues of cost, durability, reliability and functionality.

Neuroplasticity
Electrical stimulation is emerging as a therapeutic tool to drive 
central plasticity, encouraged by a small but expanding body of 
evidence demonstrating that NMES is capable of inducing rapid 
and long-lasting changes in neural excitability [75, 78, 103–110]. 
Electrical stimulation induced neuroplasticity has important clin-
ical implications, particularly for patients with peripheral nerve 
disorders where enhanced plasticity may lead to better functional 
outcomes derived from rehabilitation.

Slings
Slings are generally not recommended for patients with upper 
limb nerve injury who are ambulatory because they encourage 
arm dependency, which increases oedema. It also discourages use 
of the extremity, increasing the risk of muscle atrophy, and again 
oedema, and may result in joint contractures particularly around 
the elbow and shoulders because of the immobilisation [111].

Biofeedback
Biofeedback can be utilized in those patients with difficulty learn-
ing to use the reinnervated muscles [111], and in some patients 
it is difficult to selectively activate the weakened muscles without 
excessive activation of the agonists or antagonists. Small surface 
electrodes attached to the affected muscle produce an electro-
myographic signal that can be displayed to the patient either in 
audio or visual forms, while the patient executes the movement 
using the target muscle. This permits the patient to learn when 
a particular muscle is activated, and the threshold required for 
activation of the signal may be changed as the strength improves. 
Biofeedback can also be used to monitor activity of the antago-
nists during functional movement retraining.

Orthoses and ambulatory aids
A significant proportion of patients with disorders of the periph-
eral nervous system will require some form of assistive devices, 
due to various symptoms including muscle weakness, sensory and 
balance impairment, and fatigue. Options include shoe modifica-
tions, ankle–foot appliances or orthoses, canes, crutches, walk-
ers, and power wheelchairs, and the selection will depend on the 
patient’s strength, stability, coordination, cardiovascular capac-
ity and cognitive status, all with the goal to optimizing residual 
motor function [25].

A systematic review that examined the relation between bal-
ance and ankle and foot appliances, demonstrated that facilitation 
of tactile sensation using tubing or vibrating insoles improved 
balance [112]. Vibrating insoles reduced sway via a proposed 
mechanism, which improved early detection of change in pres-
sure distribution under the soles and hence earlier reaction and 
better control of balance. Flexible polyethylene tubing attached 
to the plantar surface boundaries of the feet improved stepping 
reactions after perturbations that result from sensory facilitation 
provided by the boundaries of the plantar surface. Standardized 
shoes with thick (16–27  mm) and soft insoles showed negative 
impact on static and dynamic balance, likely related to reduced 
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foot proprioception [112]. However, such insoles may be beneficial 
for the effects on peak pressure, comfort and preventing ulcers.

Of interest, ankle immobilization has a negative impact on bal-
ance performance immediately after application, although improved 
thereafter following a period of training, likely as a result of an alter-
native motor control mechanism (hip strategy rather than ankle), as 
well as central adaptation [112]. This has implications for the type 
of physical therapy instituted early on in the rehabilitation process 
depending on the type of ankle-foot appliance used (Figure 19.5).

Oedema
Active movement of joints through their full range of motion may 
aid in reducing oedema. Elevation of the injured limb, with the 
use of a sling during the day and suspension in a roller towel at 
night are also useful strategies for the upper limbs [21]. Similarly, 
elevation of the leg whilst seated or in bed may help encourage 
venous return and reduce the extent of lower limb oedema.

Tight casts and constrictive splints or dressings that may be 
contributing to oedema should be loosened or changed to a more 
appropriate fitting. Gradient pressure elastic sleeves and stock-
ings, or intermittent pneumatic compression at no more than 
the patient’s diastolic blood pressure with the limb elevated, may 
also prove beneficial. Particular care should be applied when 
using compression devices on patients with peripheral vascu-
lar disease. Massage and compression in a retrograde manner 
to assist in mobilizing tissue fluid and proximal return to the 
intravascular circulation may also reduce oedema associated 
with trauma [7] .

Contractures
The prevention and management of contractures usually 
requires a multimodal approach using a combination of splint-
ing, stretching and medication depending upon the severity and 
response.

Fig. 19.5 Ankle–foot orthoses (AFO). These are used in patients with foot drop to prevent mechanical falls due to weakness in ankle dorsiflexion during walking. 
Different forms of AFOs are available, but plastic AFOs with articulated ankle joints (bottom two) are preferred as they offer improved shock absorption and 
smoothness of gait over non-articulated forms (top two).
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Splints
The three purposes for splinting in the setting of peripheral nerve 
injuries are to prevent deformity, to correct the deformity, and to 
improve and restore function [111]. The use of mobile splinting is 
preferred over rigid splinting to the joints in order to maintain 
their normal range of motion, and thus prevent capsular contrac-
tures that precede joint stiffness [8] . If contractures have already 
developed, dynamic splinting is useful to stretch out both the joint 
and musculotendinous stiffness. Such serial casting involves pro-
longed stretch in a cast and changed every 5 to 7 days with further 
stretch [113].

With proper design and fit, splints can also provide function 
lost by the muscle weakness and allows for improved function 
prior to muscle reinnervation and recovery. Splints with external 
power such as devices with springs or rubber bands can substitute 
for the weakened muscle until the function of that muscle returns. 
This may avoid muscle imbalance particularly those from the 
unaffected antagonist, which can lead to joint contractures and 
permanent deformity [111] (Figure 19.6).

Stretching
Stretching remains the essential principle of management of all 
patients with peripheral nerve lesions, and should form the basis 
from which further treatments are added. Stretching is helpful to 
reduce spasticity as well as other local changes such as stiffness, 
contractures and fibrosis, commonly associated with the immo-
bilized joint.

Stretching should be steady, continuous and directional, with 
the physical therapist initially involved in the passive stretching 
but ultimately performed by the educated patient and caregiver 
ideally on a daily basis [113] (Figure 19.7. The use of elastic trac-
tion coupled with periods of active and passive exercises around 
the affected joint performed under heat may be helpful to manage 
more resilient contractures.

Tight scars can often restrict movement around the joint and 
the use of massage with oil or lanolin can achieve results in mobi-
lizing scar tissue and free them from adhering to underlying soft 
tissue that may contribute to deformities [21].

Pharmacotherapy
Pharmacological agents are primarily used for muscle hyperactiv-
ity such as occurs in spasticity when the peripheral nerve disorder 
is associated with a spinal cord lesion. A variety of oral medication 
can be utilised to modulate spasticity but these effects need to be bal-
anced against the potential for functional decline, reduced strength 
and adverse effects. The available medications are used either 
alone or in combination in an individualised regimen, and include 
γ-aminobutyric acid (GABA) agonists (baclofen, benzodiazepines), 
alpha-2 adrenergic agents acting on the central nervous system (tiza-
nidine, clonidine), and peripheral inhibition at the neuromuscular or 
muscular level (dantrolene) [113].

The local injection with botulinum toxin type A as a means of 
chemodenervation, can be a useful adjunct together with occupa-
tional and physiotherapy, for the treatment of spasticity as well as 
contractures and dystonic posturing of the affected limb caused by 
an altered cocontraction from antagonist muscles [11]. It is also com-
monly used in combination with serial casting to reduce tone of the 
affected joint. Botulinum toxin acts by providing local muscle relax-
ation, but proposed additional effects on spasticity include modu-
lation of abnormal central reorganization in the brain that may be 
maintaining the spasticity [114].

Pain and somatosensory disturbance
Physical therapy

Sensory desensitization
In those patients with certain degrees of hypersensitivity or dysaes-
thesia associated with the peripheral nerve disorder, ‘desensitiza-
tion’ early in the rehabilitation programme is important to achieve 
compliance and active ongoing participation for successful physi-
cal therapy. Desensitisation involves the use of differing modali-
ties to decrease sensitivity of the affected extremity to peripheral 
stimulation [111]. The patient can immerse the sensitive region into 

Fig. 19.6 Hand and wrist splints. The use of soft splints (left) permits the normal 
range of motion and prevents capsular contractures and joint stiffness, whilst the 
elastic splints (right) changes the hand and wrist from a position of non-function 
(flexion) into a position that facilitates functional use of the joint.

Fig. 19.7 Stretching. A variety of tubes, rubber tubes, and bands are 
commercially available for stretching exercises.
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a medium such as styrofoam balls, rice, beans, or sand to begin 
with, and progress to manipulating the medium as the patient’s 
tolerance increases during the therapy sessions. Thereafter, 
increasing force, duration and frequency as well the use of more 
irritating medium as desensitization takes effect. When the 
patient has achieved adequate tolerance to having the affected 
limb manipulated, sensory re-education can begin to take place 
(Figure 19.8).

Sensory re-education
The focus of sensory re-education is to retrain the patient to use 
what residual function remains [7] , and in the setting of traumatic 
nerve injuries, whilst the nerve is undergoing regeneration. In 
normal subjects, sensory impulses from the limb reach the cor-
tex and are associated with previous memories and experiences. 
Following peripheral nerve injury and repair, neural impulse pro-
files may be altered and not matched with previous experiences in 
the association cortex, hence the experience is not recognized [11]. 
Sensory re-education is based on cortical plasticity with remap-
ping of the cortex by experience, and defined as the gradual and 
progressive process of reprogramming the brain through the use 
of cognitive learning techniques such as visualisation and verbali-
sation, the use of alternate senses such as vision or hearing and 
the use of graded tactile stimuli designed to restore sensory areas 
affected by nerve injury [115].

In patients with traumatic lesions, pain and temperature sensi-
bilities return first, followed by vibration, then touch. Patients with 
profound sensory loss are at greatest risk of injuring the affected 
limb, and may be educated in increasing awareness of situations 
and stimuli that may place their limb in danger of further in jury. 
The early phase of discriminative sensory re-education may focus 
on improving the ability to distinguish light touch from constant 
touch, as well as cortical hand representation maintenance using 
audio-tactile and visuotactile interactions, such as mirror therapy 
[7, 115]. In the late phase, the goal is to encourage recovery of tex-
ture discrimination and object recognition, as well as enhancing 
sensory re-education results from then earlier phase [7, 11]. Other 

cortical functions such as memory and attention, are also involved 
during the learning process [11].

Sensory re-education may involve activities associated with 
day-to-day living such as self-care, kitchen activities (caution 
with heat), and cleaning, or recreational activities such as hold 
cards, golfing, wood carving and arts and craft, all with the inten-
tion of integrating the affected limb into daily use. Following 
this, late sensory re-education involves using the extremity in 
vision-occluding activities. This may include a home-kit contain-
ing items of different textures and shapes, and the patient required 
to identify them with and without vision.

Pharmacological therapy
Pharmacological treatment for neuropathic pain have largely been 
based on studies in patients with diabetic painful polyneuropathy, 
but symptomatology and treatment response are essentially the 
same amongst all patients regardless of aetiology, except for those 
with HIV-induced neuropathy [116]. The treatment regimen usu-
ally encompasses the use of antidepressants, antiepileptics, opi-
oids and others, either alone or in combination.

The 2nd European Federation of Neurological Societies Task 
Force (EFNS) [116] guidelines on the pharmacological treatment 
of neuropathic pain, have recommended tricyclic antidepressants 
(TCAs; e.g. amitriptyline and nortriptyline), gabapentin, pregaba-
lin, and serotonin-noradrenaline reuptake inhibitors (SNRIs; e.g. 
duloxetine, venlafaxine), as first line treatment (level A). Tramadol 
(level A) is recommended as second line except for exacerbations 
of pain, and third line agents include stronger opioids such as oxy-
codone. Other options to consider include nitrate derivatives and 
nicotinic agonists, and topical agents such as lidocaine and capsa-
icin [116]. More recently, researches have studied the use intrader-
mal injection of botulinum toxin type A for the treatment diabetic 
neuropathic pain. Results have shown that injection into multiple 
sites of the feet produced a good response in terms of pain reduc-
tion [117]. The mechanism of action may be through the inhibition 
of glutamate release by nociceptive afferents. If proven effective in 
phase III trials, the toxin can be a useful adjunct in the manage-
ment for patients with focal neuropathic pain.

Electrical stimulation
Transcutaneous electrical nerve stimulation (TENS) is com-
monly used in the management of many acute and chronic pain 
conditions such rheumatoid arthritis [118], chronic low back 
pain [119,  120], and pain during labour [121]. TENS treatment 
is rarely associated with adverse side effects and has been shown 
to be effective in patients with neuropathic pain [122–124]. It is 
thought that repetitive stimulation activates descending pain 
inhibitory system and the spinal gating mechanism to produce 
an analgesic effect. Two main stimulation parameters are used 
clinically: high-frequency (100 Hz) at intensity just below motor 
threshold or low-frequency (<20  Hz) set at an intensity above 
motor threshold [125, 126]. Low-frequency TENS has been shown 
to be a promising treatment option for symptomatic diabetic neu-
ropathy [127], trigeminal neuralgia [128], and neuropathic pain 
after spinal cord injury [124, 129]. TENS is an inexpensive and 
non-invasive treatment that can be self-administered and may be 
included as an adjunct to pharmacotherapy in the management of 
neuropathic pain [130].

Fig. 19.8 Sensory desensitization and re-education. The use of mediums and 
objects of varying texture, consistency and shape for use in the process of 
sensory desensitization and re-education.
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Illustrative case
A 67-year-old man presented with numbness and persistent weak-
ness of the right upper limb after a total shoulder replacement 2 
weeks previously. On initial examination, the patient had complete 
paralysis of the right biceps, deltoids, and triceps, whilst moder-
ate weakness was present in the wrist extensors and flexors, and 
as well as the intrinsic hand muscles. Deep tendon reflexes of the 
right biceps and brachioradialis were absent. Sensory examination 
revealed numbness involving the upper arm and forearm, and the 
patient complained of persistent pins and needles in the right hand.

A magnetic resonance image of the right brachial plexus and 
cervical spine demonstrated perineural oedema around all three 
trunks of the brachial plexus, consistent with neuropraxia likely 
caused by a traction injury.

Main problems
Profound weakness and paralysis of multiple right upper limb 
and shoulder girdle muscles secondary to the brachial plexopa-
thy may result in progressive inferior subluxation of the shoulder 
prosthesis in the absence of active muscle support. Furthermore, 
inability to participate in active exercise rehabilitation may con-
tribute to the development of joint stiffness and pain later. Whilst 
the neuropraxia itself may take up to several months to recover, 
rehabilitation of the shoulder must begin immediately in order to 
maximise functionality and prevent complications such as muscle 
wasting and contractures, particularly in the context of the recent 
shoulder replacement.

Goals of rehabilitation

1. Improve muscle strength and stability of the shoulder and pre-
vent disuse atrophy

2. Improve passive and active ROM of the shoulder

3. Maintain full ROM in elbow, wrist, and intrinsic hand muscles

4. Sensory desensitization and re-education

5. Prevent joint contractures

6. Prevent inferior subluxation of the shoulder joint

7. Maintain cardiovascular fitness and improve strength

Rehabilitation strategy and rationale

1. Improve muscle strength and prevent atrophy
 In this case, the use of NMES is ideal to activate the weak mus-

cles such as the biceps, triceps, deltoids and the wrist extensors. 
Electrical stimulation can be delivered directly over the motor 
points of the muscles or over the peripheral nerves that inner-
vate these muscles. Peripheral nerve stimulation (especially at 
high frequencies) may also promote neuroplasticity and is less 
prone to training fatigue. During NMES training, the patient was 
encouraged to ‘try’ and contract the same muscles being stimu-
lated or at the very least, ‘imagine’ contracting the same muscles. 
Active strengthening exercises for the unaffected left arm takes 
place concurrently to maximise the ‘cross education’ effect.

2. Improve ROM of the shoulder
 Passive stretching and ROM exercises are an important part 

of the rehabilitation programme and must be performed by a 
trained therapist. The main goals are to gradually improve range 

of motion of passive and active shoulder flexion and abduction, 
as well as internal and external rotation of the glenohumeral 
joint. Passive stretches involving sustained static holds are most 
effective when performed by a therapist. The patient must also 
perform active shoulder flexion, abduction and rotation ROM 
exercises at home daily. These can be performed with the assis-
tance of the unaffected arm or using props such as a broomstick 
or stretch bands (Figure 19.7). In addition, ROM of the elbow, 
wrist, and fingers were monitored regularly.

3. Sensory desensitization and re-education
 This process is important prior to manipulating the limb and 

engaging in active physical therapy in this patient with sig-
nificant sensory impairment and dysaesthesia. The hand and 
fingers were immersed initially into a gentle medium such as 
soft foam, and progressive changed to more irritating mediums 
such as grain or sand as the hand desensitizes. Following this, 
specific hand therapy was also provided with a hand physical 
therapist once per fortnight, to improve dexterity and hand 
function in the form of sensory re-education that incorporates 
the functional manipulation of the hands and fingers using 
items with different shapes, sizes and texture to provide vary-
ing sensory stimulation (Figure 19.8).

4. Prevent contractures and subluxation
 The patient was encouraged to wear an arm sling during activi-

ties where he is required to stand or walk for long periods of 
time. The sling will help support the new prosthesis in the 
absence of active muscle control. In this case, the wrist extensors 
are much weaker than the wrist flexors. He was also fitted with a 
non-rigid wrist splint to maintain the wrist joint in neutral posi-
tion to prevent the development of flexion contracture as well as 
to allow functional movement around the joint (Figure 19.6).

5. Maintain cardiovascular fitness and improve strength
 To maintain cardiovascular fitness, the patient was encour-

aged to brisk walk daily between 45–60 minutes. In addition, 
2-3 sessions of moderate intensity cycling on a stationary bike 
was also recommended (Figure 19.3). The patient also attended 
hydrotherapy supervised by a trained physical therapist twice 
per week. The buoyancy of the water is a useful medium for 
both ROM and strengthening exercises. In addition, progres-
sive resistance training with hand held weights Figure 19.2) was 
incorporated into the rehabilitation programme as the patient’s 
muscle strength improved.

Outcome
The patient’s upper limb muscle strength slowly improved over 
the next 3 months and by the 4th month was sufficiently strong 
to engage in active resistance exercises. He made a full recovery 
6 months later and has resumed weekly golf and ocean swimming. 
The patient still complained of intermittent pins and needles and 
numbness over the lateral forearm and dorsum of his hand, but 
without significant impact on his activities of daily living.

Conclusion
Successful neurorehabilitative management of peripheral nerve 
disorders, whether traumatic or non-traumatic in aetiology, 
requires a multidisciplinary approach to the coordinated delivery 
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of interventions that is integrated early on in the rehabilitation 
process. Unnecessary delays to initiation of treatment should 
be avoided to prevent the development of complications such as 
contractures and joint deformities that may hinder the physical 
therapy process. The best outcome occurs in patients who receive 
a goal-oriented and individualized programme that is formu-
lated by both the administering health care professional as well as 
the well-informed patient in order to facilitate participation and 
adherence, and not only addresses the physical aspects of the dis-
ability or impairment but also the psychosocial ramifications of 
the disorder on the patient.
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CHAPTER 20

Treatment of arm and hand 
dysfunction after CNS damage
Nick Ward

Introduction
Residual upper limb dysfunction after injury to the central nerv-
ous system (CNS) is a major clinical, socioeconomic, and societal 
problem. The inability to incorporate an upper limb in activities of 
daily living has an enormous impact on an individual’s ability to 
live independently. Neurorehabilitation has traditionally adopted 
a holistic approach in order to help a person acquire the knowl-
edge and skills needed for optimum physical, psychological, and 
social function. However, there is growing interest in combining 
traditional and novel treatments to focus on specific clinical prob-
lems such as upper limb dysfunction.

It is estimated that 77% of stroke survivors will have upper 
limb symptoms after acute stroke [1] . Only 5% to 20% achieve 
full recovery of the paretic upper limb in terms of activities at 
6  months [2–5]. Initial severity of upper limb impairment and 
function are the most significant predictors of upper limb recov-
ery [6]. Between 33% to 66% of stroke patients with an initially 
paretic upper limb do not show any recovery in upper limb func-
tion 6 months after stroke [4, 5]. Patients showing some (synergis-
tic) movement in the upper limb within 4 weeks post stroke had 
a greater than 90% chance of improving, whereas this probability 
remained below 10% in those who failed to show any return of 
motor control [2]. These data have been used to argue that after 
stroke there is a critical period for aggressive neurorehabilitation 
particularly when it comes to upper limb function [7].

After cervical spinal cord injury (C-SCI) arm and hand impair-
ments play a major role in rehabilitation [8]  and contribute sig-
nificantly to the level of functioning [9]. Those with a motor 
incomplete lesion tend to achieve better outcomes than those with 
motor complete lesions [10], but overall, upper limb performance 
and activity can be improved by specific rehabilitation even if not 
commenced until 6 months after injury [10]. Furthermore, perfor-
mance levels do not tend to decline after rehabilitation. Exercise 
therapy appears to be effective in C-SCI [11,  12] and there is 
increasing interest in the use of technology, including neuromus-
cular electrical stimulation and robotic devices [13], although the 
evidence base remains small.

In multiple sclerosis (MS) upper limb dysfunction is reported 
in at least two-thirds of patients [14]. As in other conditions, the 
level of arm and hand functioning plays a major role in determin-
ing the level of independence in daily activities like eating, dress-
ing, grooming [15]. Despite this, there is relatively limited clinical 
experience in upper limb rehabilitation in MS. Patients with MS 

may have both spinal cord and brain lesions and so have clini-
cal characteristics of stroke and/or C-SCI. In contrast to patients 
with stroke and C-SCI, patients with MS may show temporal 
fluctuations in impairment or may exhibit a progressive course, 
and their upper limb symptoms may be either unilateral or bilat-
eral. For these reasons, direct translation of findings from upper 
limb neurorehabilitation studies in stroke or C-SCI patients is 
not straightforward. A recent systematic review of motor train-
ing programmes of arm and hand in MS patients found that over-
all, most studies demonstrated improvements in upper limb in 
medical stable MS patients with different degrees of severity [16]. 
However, a consensus on the optimal content of upper limb train-
ing programmes for patients with MS is lacking.

This chapter reviews current approaches to promoting upper 
limb recovery after CNS damage, particularly stroke. In many 
instances it will be seen that treatment studies are performed in 
the chronic rather than ‘critical’ phase (likely to be the first few 
months) and on relatively unselected patients. The crucial ques-
tions of when is best to deliver a treatment and who is most likely 
to benefit are largely unanswered [17]. In future, clinical trials of 
rehabilitation strategies might cross disease boundaries to develop 
and test the most optimal methods for training patients based on 
impairments and disabilities rather than diseases [18]. At present, 
however, there is a stronger evidence base for upper limb rehabili-
tation strategies in stroke than for other conditions.

General approaches to upper limb therapy
There is an appreciation that neurorehabilitation strategies that 
aim to restore as much arm and hand function as possible do 
not provide adequate dose or intensity of treatment [7] . A recent 
study determined that during inpatient rehabilitation patients 
were engaged in activities with the potential to prevent compli-
cations and improve recovery of mobility only 13% of the time, 
and were alone over 60% of the time [19]. Furthermore, practice of 
task-specific, functional upper-extremity movements occurred in 
only 51% of the rehabilitation sessions that were meant to address 
upper-limb rehabilitation [20]. There is conflicting evidence about 
whether providing additional upper limb therapy improves out-
comes, but the design of many studies investigating this question 
varies quite significantly, and so inconsistent results are not sur-
prising. For example, it is likely that the amount of extra ther-
apy is important but ranges from 2 hours per week to 3 hours a 
day. Furthermore, extra treatment was sometimes initiated early 
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after stroke, but sometimes in the chronic phase. One influential 
study initiated an extra 30 min of rehabilitation with an empha-
sis on either arm or leg training within 14 days after stroke [21]. 
Although it is suggested that the study provided evidence for a 
task-specific effect, there was no difference in dexterity, walking 
ability or activities of daily living at 26 weeks. Other studies using 
a similar dose of extra therapy failed to find benefits in upper limb 
function [22–24]. A  recent study that looked for a dose effect, 
found that an additional 2–3 hours of arm training a day for 6 
weeks improved both Fugl-Meyer and Action Research Arm Test 
scores when started 1–2 months after stroke [25]. It seems likely 
that when it comes to upper limb therapy, more is better.

Dose of therapy can also mean number of repetitions. Data 
from the animal literature suggest that changes in synaptic den-
sity in the primary motor cortex occur after 400 but not 60 reaches 
[26, 27]. In most rodent models of stroke, animals strokewill typi-
cally reach several hundred times in a training session. It is possi-
ble that there is threshold for activity below which motor recovery 
is unlikely to occur [28]. In human stroke patients, the typical 
number or repetitions in a therapy session is much lower, approxi-
mately 30 [20]. The ability to perform repeated movements dur-
ing rehabilitation is likely to be related to the functional level and 
it appears that there may be a functional threshold above which 
upper limb use improves, but below which it decreases [29].

One way of increasing dose is to implement a treatment 
programme that patients can administer themselves. The 
self-administered graded repetitive arm supplementary pro-
gramme (GRASP) has the advantage of being flexible enough to 
use in patients with a range of impairments [30]. When started 
early after stroke in an in-patient setting, 4 weeks of GRASP led to 
improvements in upper limb function (as assessed by the Chedoke 
Arm and Hand Activity Inventory, CAHAI) compared patients 
undergoing an education program. These gains were main-
tained at 5 months post-stroke. The GRASP is easy to administer, 
cost-effective and feasible to implement in a number of health care 
settings on a large scale [31].

Additional therapy may be task-specific, and it is often sug-
gested that task-specificity is required for motor learning to 
occur. However, to learn complex everyday tasks almost certainly 
requires that instruction and knowledge combine with adaptation, 
reinforcement, and acuity mechanisms. To be useful, task-specific 
training must be both retained and generalizable [32]. A number 
of underlying training components have been identified in task 
oriented training after stroke (Table 20.1). The elements ‘distrib-
uted practice’ and ‘feedback’ were associated with the largest 
post-intervention effect sizes, wheras ‘random practice’ and ‘use of 
clear functional goals’ were associated with the largest follow-up 
effect sizes [33]. In other words, applying some of the principles 
of motor learning (particularly in promoting skill retention and 
generalizability) are important aspects of designing the opti-
mum therapeutic approach [32]. However, study variability led a 
Cochrane review of repetitive task-specific training to conclude 
that there was no evidence to support any beneficial effects upper 
limb function [34]. Several studies have been performed since 
2007, including one large randomized controlled trial (RCT) com-
paring 4 weeks of task specific training with a Bobath approach in 
103 stroke patients recruited 4 to 24 weeks after [35]. Patients in the 
task-specific group achieved significantly greater gains compared 
to the control group on a range of tests including Fugl-Meyer and 

Action Research Arm Test that were maintained at an 8-week fol-
low up. Overall, it seems that task-specific training might improve 
upper limb function in some patients, but important questions 
remain concerning how to maximize retention of new skills and 
whether improvement in taught tasks generalizes to other tasks. 
It is still not clear whether there is a real mechanistic difference 
between different approaches, or whether the key variable is sim-
ply time on task(s).

When considering the established neurodevelopmental 
approaches (e.g. Bobath, Brunnstrom’s Movement Therapy, and 
Proprioceptive Neuromucular Facilitation (PNF)), there is no 

Table 20.1 Task-oriented training components used in upper limb 
rehabilitation

 1. Functional movements: A movement involving task execution that is not 
directed towards a clear activities of daily living goal (e.g. moving blocks 
from one location to another, stacking rings over a cone).

 2. Clear functional goal: A goal that is set during everyday life activities (e.g. 
washing dishes, grooming activity, dressing oneself, playing golf).

 3. Client-centred patient goal: Therapy goals that are set through the 
involvement of the patient himself/herself in the therapy goal decision 
process. The goals respect patients’ values, preferences, and expressed 
needs and recognize the clients’ experience and knowledge.

 4. Overload: Training that exceeds the patient’s metabolic muscle capacity. 
Overload is determined by the total time spent on therapeutic activity, 
the number of repetitions, the difficulty of the activity in terms of 
coordination, muscle activity type and resistance load, and the intensity 
(i.e. number of repetitions per time unit).

 5. Real-life object manipulation: Manipulation that makes use of objects that 
are handled in normal everyday-life activities (eg, cutlery, hairbrush, etc.).

 6. Context-specific environment: A training environment (supporting 
surface, objects, people, room, etc.) that equals or mimics the natural 
environment for a specific task execution, in order to include task 
characteristic sensory/perceptual information, task-specific context 
characteristics, and cognitive processes involved.

 7. Exercise progression: Exercises on offer have an increasing difficulty level 
that is in line with the increasing abilities of the patient, in order to keep 
the demands of the exercises and challenges optimal for motor learning.

 8. Exercise variety: A variety of exercises offered to support motor skill 
learning of a certain task because of the person experiencing different 
movement and context characteristics (within task variety) and 
problem-solving strategies.

 9. Feedback: Specific information on the patient’s motor performance that 
enhances motor learning and positively influences patient motivation.

10. Multiple movement planes: Movement that uses more than 1 degree of 
freedom of a joint, therefore occurring around multiple joint axes.

11. Total skill practice: The skill is practiced in total, with or without preceding 
skill component training (eg, via chaining).

12. Patient-customized training load: A training load that suits the 
individualized treatment targets e.g, endurance, coordination, or strength 
training as well as the patient’s capabilities (e.g. 65% of 1 repetition 
maximum or 85% of 1 repetition maximum for the specific patient).

13. Random practice: In each practice session, the exercises are randomly 
ordered.

14. Distributed practice: A practice schedule with relatively long rest periods.

15. Bimanual practice: Tasks where both arms and hands are involved.

Timmermans AAA, Spooren AIF, Kingma H, Seelen HAM, Neurorehabil Neural Repair 
(24:9), pp. 858–70, copyright © 2010. Reprinted by Permission of SAGE Publications.
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evidence to suggest that on average, one is superior to the other 
[36,  37] or that neurodevelopmental techniques are superior to 
other therapeutic approaches [38, 39].

Robotic training
A specific example of task-specific upper limb training is the recent 
use of robotic technology. It is hoped that the use of robots in guid-
ing highly specific training regimes will allow a sufficient number 
of repetitions to be delivered [40, 41]. Robotic devices also offer the 
prospect of very detailed assessment of changes in motor control 
[42]. Most clinical trials have been small and have involved chronic 
stroke patients. Overall, there is evidence of improvement in the 
Fugl-Meyer score of 2–4 points when compared to usual care [43], 
which falls below the level of a clinically meaningful change [44]. 
In one of the largest studies to date, chronic stroke patients with a 
Fugl-Meyer score of between 7 and 38 (range 0–66) were included. 
The robotic treatment did achieve a large number of repetitions 
(over 1,000 per session), but the Fugl-Meyer score only improved by 
just over 2 points compare to usual (less intense) therapy, and was 
no different to therapy matched for dose [45]. Others have argued 
that this intensity of therapy needs to be delivered much earlier than 
6 months post stroke [7, 46], and it may also be that certain sub-
groups of patients would be more likely to benefit [47, 48], but this 
is currently not clear. There are a number of devices available and 
these are discussed in detail elsewhere in this book (Chapter 31). 
The relationship between robotic technology and motor learning is 
also addressed in detail elsewhere in this book (Chapter 7).

Strength training
Loss of muscle strength has significant negative impact on 
functional recovery of the upper limb after stroke [49, 50]. Two 
meta-analyses of strength training of the upper limb after stroke 
concluded that there was evidence to support a positive effect on 
grip strength, but also on upper limb function and activity, with-
out adverse effects on spasticity or pain [51, 52].

It has been argued that increases in muscle strength may not 
translate into improvements in functional activity unless strength-
ening activity is provided as part of training of everyday func-
tional activities [53]. Muscle strength training can be combined 
with functional training. The resulting functional strength train-
ing (FST) emphasizes improving the power of shoulder and elbow 
muscles to enable appropriate placing of the hand and improving 
the production of appropriate force in different muscles to achieve 
a specific grasp. Preliminary data from a phase II trial suggest that 
FST may be more effective than standard therapy of equal inten-
sity [54] and a larger trial is underway [55].

Trunk restraint
Many stroke patients use compensatory trunk or shoulder girdle 
movements to extend the reach of the affected arm [56]. These 
compensatory trunk movements may improve reaching in the 
short term but are likely to be detrimental to long-term recovery. 
A  number of studies have investigated whether restraining the 
trunk in combination with task-specific training can promote 
more ‘normal’ patterns of reaching. Additional trunk-restraint 
appears to improve upper limb impairment assessed with the 
Fugl-Meyer score, but had a less certain effect on function [57].

Somatosensory training
After stroke, somatosensory deficits are common, with proprio-
ceptive impairment and astereognosis in particular occurring 
in as many as one to two thirds of patients [58]. Sensory impair-
ment is associated with slower recovery after stroke because it is 
important for motor function. Although many of the approaches 
described incorporate sensory stimulation with motor training, 
there have been specific attempts to examine whether additional 
sensory training can influence motor recovery. Systematic reviews 
have generally included a wide variety of techniques including 
transcutaneous electrical nerve stimulation (TENS), acupuncture, 
thermal stimulation, repetitive passive movement therapy, inter-
mittent pneumatic compression, and learning based sensorimo-
tor training [59]. Each may have a different mechanism of action 
and so evaluating the effect of these therapies together may not be 
appropriate. Currently, there is insufficient evidence to support or 
refute effectiveness of these sensory interventions in improving 
sensory impairment, upper limb function, or participants’ func-
tional status and participation after stroke [59].

Constraint-induced movement therapy
Constraint-induced movement therapy (CIMT) is an approach 
to upper limb rehabilitation that comprises two key features. 
First, patients are required to wear a sling or mitten restricting 
use of the unaffected hand/arm (Figure 20.1). Second, increased 
use of the affected hand/arm in functional tasks, a form of train-
ing that has been termed ‘shaping’. This approach was first intro-
duced in 1994 after Taub and colleagues [60] noted that monkeys 
with a peripherally deafferented upper limb did not use the 
affected limb even after neurological injury had resolved. They 
proposed that ‘excess’ motor disability could be caused through 
negative reinforcement and learned nonuse and that changing 
the contingencies of reinforcement could lead to improvement in 
limb function. The biological mechanisms underpinning CIMT 
in those with damage to the central nervous system (compared 
to peripheral deafferentation) are unclear. Indeed, whether 
learned nonuse is a major contributor to ‘excess motor disability’ 
after stroke is unproven, partly because learned nonuse cannot 
be measured. Furthermore, the relative contributions of increas-
ing the amount of affected limb practice and constraining the 
unaffected side, are not known. Nevertheless, CIMT has been 
widely studied.

The largest and most rigorous of all the CIMT trials was 
Extremity Constraint Induced Therapy Evaluation (EXCITE) 
[61], which recruited patients 3 to 9 months after stroke. Active 
treatment was provided to 106 patients consisting of wearing a 
restraining mitt on the unaffected hand while engaging in repeti-
tive task practice and behavioural shaping with the hemiplegic 
hand for 6 hours a day for 10 days. They were compared to 116 
patients receiving usual care (ranging from no treatment after 
concluding formal rehabilitation to pharmacologic or physi-
otherapeutic interventions). Those receiving CIMT had superior 
scores on the Wolf Motor Function test and the Motor Activity 
Log (a self-report of performance in activities of daily living), and 
these gains were maintained 2 years after treatment [62]. On the 
other hand CIMT does not appear to reduce impairment or lead 
to recovery of lost motor control [63, 64].

 

 

 

 

 



CHAPTER 20 treatment of arm and hand dysfunction after cns damage 241

There have been 13 RCTs of CIMT in the subacute or chronic 
phase of stroke, but EXCITE remains the largest by far. The results 
are generally supportive of a benefit of CIMT over usual care on 
motor function in those with some preserved wrist (20 degrees 
of extension) and hand (10 degrees of metacarpophalangeal and 
interphalangeal) movement. CIMT might also be more effective 
in those with neglect or sensory loss, impairments that might con-
tribute to diminished use of a functional limb.

Since EXCITE, there have been a number of CIMT protocols in 
use. The commonest variation is modified CIMT (mCIMT), intro-
duced because some patients found it difficult to wear the mit-
ten for 90% of waking hours in the standard protocol. Modified 
CIMT is generally less intense, with periods of restriction for 5 
hours a day combined with structured ½ hour therapy sessions 
for 3 days a week [65]. Other variations are in use, for example 
increasing the duration of treatment from 2 to 10 weeks [64]. In 
general, these mCIMT studies in the chronic stroke phase have 
been small with quite different protocols. It is therefore difficult to 
draw firm conclusions about mCIMT in chronic stroke.

A smaller number of studies have tested whether CIMT can be 
introduced earlier. The Very Early Constraint-Induced Movement 
during Stroke Rehabilitation (VECTORS) study randomized 52 
patients at about 10 days post-stroke to 2 weeks of therapy consist-
ing of two levels of intensity of CIMT (2 hours shaping/mitt for 6 
hours per day versus 3 hours of shaping/mitt for 90% of waking 
hours per day) or standard therapy (1 hour of training on activities 
of daily living plus 1 hour of bilateral arm training) [66]. Upper 
limb function measured with the Action Research Arm Test 
(ARAT) improved in all groups, but the improvement was less for 
the intense CIMT group compared to the other two groups, which 
were comparable in their gains. In other words, the intense CIMT 
group was worse off at 90 days, although there was no difference 
compared to the control group at 30 days. It is unclear why intense 
CIMT might have had a late effect on upper limb function.

The only comparable study enrolled 23 patients within one week 
of stroke onset. Here, the intensity of the control group therapy 

was matched (3 hours a day for 6 days a week over 2 weeks). At 
3 months, the Fugl-Meyer score and reported quality of hand func-
tion were improved in the CIMT group, but other measures were 
not significant. This study is likely to have been underpowered. 
Modified CIMT has also been examined in the early post-stroke 
phase, with one study including 28 patients with any level of arm 
paresis [67]. Both mCIMT and control groups received an hour 
of therapy per day for 2 weeks, but the mCIMT group improved 
more on novel measures of upper limb function. Overall, there is 
conflicting evidence on the effect of CIMT in the very early phase 
after stroke.

In summary, CIMT might be suitable for patients with residual 
wrist and hand function. It is worth bearing in mind that only 
6.3% of the patients screened for EXCITE were eligible [61], and 
so CIMT is only likely to be an adjunct to other approaches. 
Although there is little evidence that CIMT leads to either sig-
nificant reductions in impairment or a return to closer to normal 
levels of motor control [63], it appears to be able to improve some 
aspects of motor function over and above standard care. Function 
may improve through learning to compensate for deficits better by 
practicing particular tasks using intact residual capacities. Many 
studies do not provide a matched dose or intensity of a control 
therapy and so it remains unclear what the ‘active ingredient’ of 
CIMT might be, or whether this is just a useful way to increase 
therapy time in motivated patients.

Bilateral arm training
Bilateral arm training (BAT) techniques involve the practice 
of the same movement with both upper limbs simultaneously. 
Bilateral arm function is important because much of what we 
do every day involves the use of both arms. Recovery of bilat-
eral arm function is best facilitated through training of both 
arms together rather than separately, since different mechanisms 
are involved in unilateral and bilateral arm movement [68, 69]. 
However, it is also suggested that practising bilateral activities 
may have a positive effect on unilateral (affected) arm function, 
although the justification is usually in terms of neurophysiologi-
cal changes perceived as being beneficial (i.e. reduced intracorti-
cal inhibition and/or increased intracortical facilitation affected 
hemisphere motor cortex [70]).

There are a number of factors to consider in evaluating stud-
ies of BAT. Most clinical studies have examined the effects of 
BAT on unilateral affected arm function, with little emphasis 
on recovery of bilateral movements. Furthermore, the type of 
bilateral movement varies between studies. Bilateral tasks may 
be symmetrical or complementary. Most clinical studies use 
symmetrical movements, which can be in-phase or anti-phase, 
although there are only limited examples of functional tasks 
using each (folding a towel for in-phase, climbing a ladder for 
anti-phase). The most common bilateral tasks used day to day 
require non-identical but complementary movements (e.g. using 
a knife and fork), in which the dominant hand manipulates, 
whilst the non-dominant hand stabilizes, but this type of task is 
rarely used in BAT studies.

Repetitive reaching with fixed hand approaches include bilateral 
arm training with rhythmic auditory cueing (BATRAC) (Figure 
20.2) and mirror image movement enabling (MIME). In both, 
movements are symmetrical but can be in phase or anti-phase. 

Fig. 20.1 A mitten is worn on the right hand as part of constraint induced 
movement therapy (CIMT)

 



SECTION 4 clinical concepts242

BATRAC involves two unyoked handles, which are moved for-
wards and backwards [71]. One relatively large study found simi-
lar effects with BATRAC and dose-matched therapeutic exercise 
in chronic stroke patients treated for 6 weeks. The improvements 
were small (1–2 points on the upper limb Fugl-Meyer scale), and 
so probably not clinically meaningful [72]. MIME involves strap-
ping both arms into splints connected to a robotic manipulator. 
Movement of the unaffected arm is translated by the robot into 
mirrored movements of the affected arm. It appeared to improve 
proximal function compared to a neurodevelopmental approach 
in mild to moderately impaired chronic stroke patients [73], but 
when started 7–21 days after stroke, MIME (15 or 30 hours) pro-
vided no additional benefit assessed with the Fugl-Meyer scale 
[74].

Another approach is to train a specific muscle group or joint 
movement bilaterally. For example, active–passive bilateral 
training (APBT) (Figure 20.3), in which active movement of 
unaffected wrist moves the affected wrist via a manipulandum), 
or wrist and finger extension combined with electrical stimu-
lation. Overall, some benefits in impairment have been seen 
in those with moderate to severe paresis, but improvements in 
function were less convincing [75, 76]. APBT may also be used 
as a way of priming the motor system—that is, it disinhibits 
motor cortex contralateral to the paretic limb [76]. APBT prior 
to standard upper limb therapy can accelerate recovery but may 
not improve long term outcomes [77]. Nevertheless, accelerated 
recovery on its own would be beneficial in terms of reduced hos-
pital stays, earlier return to activities including work and pos-
sibly avoidance of complications.

The last category of study includes those that train grasp, reach, 
and release during BAT [78–81]. This type of approach is per-
haps closest to what might happen in a standard therapy session. 
Overall, these studies are relatively small and show most benefits 
in those with mild paresis.

On the basis of the studies performed to date, there is little 
consistent evidence that BAT is superior to unilateral arm train-
ing [82] or dose-matched conventional treatment [83]. However, 
many of the studies that have been compared have quite different 
approaches. The success of the intervention is likely to depend 

on the severity of upper limb paresis and time of intervention 
post stroke.

Interventions for improving  
coordination of reach to grasp
There is an argument that the conventional approaches described 
have not taken into account the fact that the hand and arm are 
coordinated as one unit during skilled everyday use. Patients with 
more severe stroke may suffer a breakdown in spatial and tempo-
ral inter-segmental coordination between reaching and grasping 
[84], resulting in a smaller number of stereotypical movement pat-
terns, which themselves may be abnormal [85, 86]. Patients may 
develop unwanted elbow flexion or abduction and forward flex-
ion of the shoulder during attempted reach. There may be abnor-
malities of anticipatory hand shaping, premature hand closure, 
inadequate opening, dysmetria, as well as segmented and slowed 
movements, all of which can all contribute to clumsy upper limb 
function or disuse [87].

A recent systematic review examined rehabilitation strategies in 
which a key aim was to improve coordination of the arm during 
reach and grasp [88]. Three main categories of intervention were 
identified: (i) functional training, (ii) robot therapy or computer-
ized training, (iii) biofeedback or electrical stimulation. Although 
there were examples of studies targeting improvements reach and 
grasp together, overall, the results were disappointing with no 
clear evidence that interventions led to specific benefit in reach 
and grasp. The reasons were most likely to be the variability in the 
intensity or dose of the training, in the specificity of the training, 
the provision of feedback to promote learning and heterogeneity 
of the subjects enrolled.

Mental imagery, mirror training,  
action observation
The use of mental imagery to enhance motor recovery (perfor-
mance) has been adopted from the field of sports psychology. 
A recent Cochrane review looked at six RCTs and concluded that 

Fig. 20.2 Bilateral arm trainer used in BACTRAC.
Whitall J, McCombe Waller S, Silver KH, Macko RF, Repetitive bilateral arm training with 
rhythmic auditory cueing improves motor function in chronic hemiparetic stroke. Stroke, 31 
(10), 2390–5. © 2000.

Fig. 20.3 Device used for active–passive bilateral arm training.
Stinear CM, Petoe MA, Anwar S, Barber PA, Byblow WD, Bilateral priming accelerates 
recovery of upper limb function after stroke: a randomized controlled trial, Stroke, 45 (1), 
205–10. © 2014.
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the addition of mental practice regimes to standard therapy did 
not convincingly improve upper limb outcomes [89]. One of the 
problems here is the diversity of approaches used. Anecdotal evi-
dence also suggests that the degree to which patients find it help-
ful varies greatly, with up to 40% being unable to perform motor 
imagery [90]. Without having a way to stratify patients in clinical 
trials, then any positive treatment effect will be diluted by these 
non-responders.

The use of action observation as an adjunct to upper limb ther-
apy has also gained some interest. Here, unlike mental imagery, 
action observation is seen as a way of priming the motor system 
(i.e. it disinhibits motor cortex contralateral to the paretic limb), 
so that subsequent therapy is more likely to lead to motor memory 
encoding [91]. A large RCT involving 102 patients examined the 
effect of asking patients view particular upper limb actions with a 
view to imitating these actions with a therapist afterwards [92]. In 
comparison to the control group, the treatment group performed 
better at the box and blocks test after 2 weeks.

Mirror box therapy (Figure 20.4) is often confused with the pre-
vious two approaches. Here, subjects place both arms outstretched 
on a table, with the affected hand behind a mirror. When look-
ing at the affected hand, subjects will see the unaffected hand. 
Subjects are asked to move both hands simultaneously, and the 
mirror creates an illusion that the affected hand is moving nor-
mally. A Cochrane review examined 14 RCTs of mirror therapy 
after stroke and concluded that there was a modest benefit in 
terms of motor function, although the nature of the studies was 
quite diverse. One of the benefits of mirror therapy is that it is 
simple to set up and so could easily be performed by patients in 
their own home. However, as with mental imagery, it is likely that 
there are some people for whom it just does not work. Anecdotal 
evidence suggests that the formation of a strong illusion that the 
unaffected hand is moving normally, is important for a therapeu-
tic effect.

Little is known about which patients are likely to benefit most 
from any of these three interventions. Each has some theoretical 
underpinnings which relate to particular brain regions and so it 
ought to be possible to determine whether there are responders and 
non-responders. As with many of these approaches, stratification 
based on mechanistic principles in future will be important [17].

Neuromuscular electrical stimulation
Neuromuscular electrical stimulation (NMES) refers to the electri-
cal stimulation of lower motor neurons to cause muscle contraction. 
When combined with attempts to perform functional movements, 
it is referred to as functional electrical stimulation (FES).

There are a range of approaches that come under the banner 
of NMES:

 (i) Cyclical NMES uses a set cyclical schedule of electrical stim-
ulation but does not require attempted movement from the 
participant.

 (ii) EMG-triggered NMES couples intent to move (generating an 
EMG response) and NMES-induced muscle contraction.

(iii) NMES controlled neuroprostheses that aid the completion of 
functionally relevant tasks.

A number of RCTs have examined whether the addition of cyclical 
NMES to standard physiotherapy is superior to standard physi-
otherapy. When delivered within the first weeks of months after 
stroke there is clear evidence of improvement in motor function, 
activities of daily living and dexterity [93–95] and that this early 
improvement is sustained at 6 months [94].

A systematic review of studies examining the effects of electro-
myographic (EMG)-triggered NMES found evidence of improve-
ments in a range of upper limb impairments and activities, but 
reported that the effects were non-significant [96]. However, 
many of these studies were performed in chronic stroke, but 
when applied early after stroke it appears that the effects are 
more likely to be significant [97]. Direct comparison of cyclic and 
EMG-triggered NMES has not found any significant differences 
in the benefits of each approach [98, 99].

NMES delivered with a variety of neuroprosthetic devices also 
show benefit [100–102]. More sophisticated devices are under 
development including implantable microstimulators allowing 
sequential activation of affected muscles to facilitate functional 
reach and grasp [103, 104] and contralaterally controlled FES (i.e. 
with the ‘unaffected’ upper limb) [105]. Understanding interac-
tions between voluntary effort and FES assistance should also 
lead to improved devices. For example, recent work suggests that 
FES-produced hand opening is often overpowered by finger flexor 
coactivation in response to patient attempts to reach and open 
the hand. Devices that can stimulate both reach and hand open-
ing allow reduced levels of voluntary effort in these muscles and 
consequently facilitate useful amounts of simultaneous reach and 
hand opening [106].

Overall, surface NMES appears to be effective in reducing 
motor impairment, although the evidence of an effect on upper 
limb-related activities remains less strong. The effect appears to 
be more significant for those with milder impairments and is also 
likely to be more robust and enduring in the weeks and months 
after stroke rather than in the chronic phase.

Avoiding complications—treatment  
for spasticity or contracture
Most activity-based therapies assume that patients have avoided 
the complications of CNS damage, specifically marked spasticity 
with reduction of joint range or even fixed contractures. Spasticity 
is defined as a velocity dependent increase in muscle tone or tonic 

Fig. 20.4 Device used in Mirror Box Training.
From http://www.ireflex.co.uk/mirrorboxtherapy.com/howitworks/
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stretch reflexes. Roughly a quarter to a third of first-ever stroke 
patients have evidence of spasticity 1 year after the acute event 
[107] with lower scores on the Barthel Index at 7 days predicting 
more severe spasticity [108]. In the first few days, spasticity is most 
likely to appear in the arm, but after 3 months is equally likely to 
be present in both arm and leg [109]. Spasticity in the leg alone 
appears to be uncommon after stroke. Overall, severe disability 
was found in a similar proportion of patients with and without 
spasticity [109].

Physical approaches
A number of approaches to reducing spasticity are available from 
physical therapies (such as stretching, splinting and occasionally 
surgery), oral antispasticity agents, intramuscular botulinum 
toxin, or intrathecal drug therapies. The effects of centrally act-
ing antispasticity medication tend to be limited by side effects 
such as muscle weakness and sedation and so physical therapies 
together with botulinum toxin are the most commonly used 
treatments.

The use of splinting to counteract or prevent spasticity in the 
upper limb is common, but a recent systematic review exam-
ined four trials including 126 stroke patients and found no evi-
dence that upper limb orthoses improve upper limb function, 
range of movement at the wrist, fingers, or thumb, nor pain [110]. 
Another commonly used approach is to use stretching regimes, 
and one study has shown some benefit in terms of increasing joint 
angles, reducing pain and improving activities of daily living in 
chronic stroke patients [111] but there is less evidence in the early 
post-stroke phase [112]. One of the problems with trials in both 
splinting and stretching is that the optimum dose is not clear and 
one solution to this that is routinely employed is to encourage 
patients or carers to perform stretching themselves.

Botulinum toxin
Botulinum toxin selectively blocks the release of acetylcholine 
at the neuromuscular junction, leading to muscle weakness and 
reduction in spasticity. It is used to selectively target overac-
tive muscles often with the help of electromyographic guidance. 
The effects are dose dependent and typically last between 2 and 
4 months [113]. It appears to be safer, better tolerated and more 
effective than tizanidine in treating upper limb spasticity [114]. 
Two early systematic reviews supported the finding that botuli-
num toxin is effective at reducing spasticity and improving pas-
sive range of movement, but not upper limb function [115, 116]. 
Another systematic review, however, reported a relationship 
between the maximum change in spasticity and the maximum 
change in arm function suggesting that reduction in spasticity 
is associated with improved arm function [117]. This supported 
by a systematic review of 16 trials, which found that the use of 
botulinum toxin was associated with moderate improvement in 
upper-extremity performance after stroke [118].

Muscle weakness, rather than spasticity, appears to be the main 
contributor to reduced upper limb function after stroke. Reducing 
spasticity might therefore allow strength training in appropriate 
muscles thereby improving function. Several studies have there-
fore combined botulinum toxin with upper limb training. The 
BoTULS trial enrolled 333 stroke patients with stroke with upper 
limb spasticity and reduced arm function and examined the effect 
of botulinum toxin plus a 4-week therapy programme compared 

to therapy alone [119]. Improvements were seen in muscle tone, 
pain, upper limb strength, and basic functional tasks, but not in 
the primary outcome of the ARAT. The majority of the subjects 
in this study had little if any distal hand function to begin with 
which might account for the lack of effect on the ARAT, which 
has prominent pinch and grasp components. A recent systematic 
review of studies combining botulinum toxin and multidiscipli-
nary care looked at three trials involving 91 patients and found 
low-level evidence to support this combination in improving 
upper limb function and /or impairment. Clearly, patient selec-
tion, choice of adjunctive therapy, and appropriate outcomes are 
important in assessing the impact of these studies. The most obvi-
ous cohort would appear to be those patients who have evidence 
of muscle activity that is ‘unmasked’ by botulinum toxin. It would 
also seem important that the subsequent physical therapy includes 
some form of (functional) strength training.

Intrathecal baclofen
Baclofen is a derivative of gamma-aminobutyric acid (GABA). 
It is an agonist of the GABAB receptor and can exert some of its 
beneficial effects on spasticity by restoring the balance of excita-
tory and inhibitory input in the spinal cord and so reducing mus-
cle hypertonus. Baclofen is relatively poorly tolerated as an oral 

Table 20.2 Stages of motor recovery of the Chedoke–McMaster 
Stroke Impairment Inventory

Stage Characteristics

1 Flaccid paralysis is present. Phasic stretch reflexes are absent or 
hypoactive. Active movement cannot be elicited reflexively with a 
facilitory stimulus or volitionally.

2 Spasticity is present and is felt as a resistance to passive movement. 
No voluntary movement is present but a facilitatory stimulus will 
elicit the limb synergies reflexively. These limb synergies consist of 
stereotypical flexor and extensor movements.

3 Spasticity is marked. The synergistic movements can be elicited 
voluntarily but are not obligatory.

4 Spasticity decreases. Synergy patterns can be reversed if movement 
takes place in the weaker synergy first. Movement combining 
antagonistic synergies can be performed when the prime movers 
are the strong components of the synergy.

5 Spasticity wanes, but is evident with rapid movement and at the 
extremes of range. Synergy patterns can be revised even if the 
movement takes place in the strongest synergy first. Movements 
that utilize the weak components of both synergies acting as prime 
movers can be performed.

6 Coordination and patterns of movement can be near normal. 
Spasticity as demonstrated as resistance to passive movement is no 
longer present. Abnormal patterns of movement with faulty timing 
emerge when rapid or complex actions are requested.

7 Normal. A ‘normal’ variety of rapid, age appropriate complex 
movement patterns are possible with normal timing, coordination, 
strength and endurance.There is no evidence of functional 
impairment compared to the normal side. There is a ‘normal’ 
sensory-perceptual motor system.

Gowland C, Stratford P, Ward M, et al, Measuring physical impairment and disability with 
the Chedoke-McMaster Stroke Assessment, Stroke, 24 (1), 58–63 © 1993.
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agent but it can be delivered via the intrathecal route. Intrathecal 
baclofen (ITB) is increasingly used to treat intractable spastic-
ity, particularly in spinal cord injury, cerebral palsy and multiple 
sclerosis. Despite evidence of its efficacy, it is not commonly used 
in stroke [120]. There is evidence that intrathecal baclofen used 
in post-stroke spastic hemiparesis reduces muscle tone, facili-
tates muscle strength, and is associated with improvements in 
functional independence and quality of life [121, 122].

Overall, the goals of treatment aimed at reducing spasticity will 
depend on the individual patient. Whilst in some in may be that 
unmasking of weak muscles followed by strength training will 
lead to improvements in upper limb function, it is certainly the 
case that in others, the goal may not be to restore function (at least 
of the hand), but to prevent further complications, reduce pain, 
and facilitate use of the arm in activities of daily living. Specialist 
multidisciplinary goal-centred management is essential to benefi-
cial outcomes [123].

Enhancing plasticity
Training works through mechanisms of experience-dependent 
plasticity [124], but what do we understand about manipulat-
ing plasticity therapeutically (‘plasticity-enhancement’) to 
increase the efficacy of motor-skills training after stroke? A key 
determinant of the potential for plasticity in adults is the bal-
ance between cortical inhibition and excitation [125]. Reduced 
GABAergic-inhibition and/or enhanced glutamatergic-excitation 
increase spike-timing dependent plasticity [126], long-term 
potentiation (LTP), and enhance a number of downstream 
effects, including induction of brain-derived neurotrophic fac-
tor (BDNF) and cortical structural remodelling [127]. This bal-
ance is, consequently, an exciting therapeutic target in restorative 
neurology. After cortical infarcts in animals, there is conflicting 
evidence of both early perilesional hyper-[128] and hypoexcita-
bility (129). The timing and extent of similar changes after human 
stroke is unclear. Knowing the profile of these longitudinal 

Table 20.3 Consensus on treatment of upper limb impairment after 
stroke

A. Recommendations for patients with severe impairment

For stroke patients with severe motor, sensory and functional deficits in the 
involved limb after stroke (Chedoke–McMaster Stroke Impairment Inventory 
score less than stage 4):

1. Maintain a comfortable, pain-free, mobile arm and hand
u Emphasize proper positioning, support while at rest and careful 

handling of the upper limb during functional activities.
u Engage in classes overseen by professional rehabilitation clinicians in an 

institutional or community setting that teach the patient and caregiver 
to perform self-range of motion exercises.

u Avoid use of overhead pullies that appear to contribute to shoulder 
tissue injury

u Use some means of external support for the upper limb in stages 1 or 2 
(of Chedoke–McMaster Stroke Impairment Inventory) during transfers 
and mobility

u Place upper limb in a variety of positions that include placing arm and 
hand within the patient’s visual field.

u Use some means of external support to protect the upper limb during 
wheelchair use.

2. To maximize functional independence, stroke patients with persistent 
motor and sensory deficits and their caregivers should be taught 
compensatory techniques and environmental adaptations that enable 
performance of important tasks and activities with the less affected arm 
and hand.

B. Recommendations for patients with moderate impairment

For patients with moderate impairments (Chedoke–McMaster Stroke 
Impairment Inventory score of stage 4 or better):

1. Engage in repetitive and intense use of novel tasks that challenge the 
patient to acquire necessary motor skills to use the involved upper limb 
during functional tasks and activities.

2. Engage in motor-learning training including the use of imagery.

Data from Barreca S, et al. [136].
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Fig. 20.5 Automated assessment of corticospinal tract integrity after stroke. (A) Infarcts were defined manually (top left in red) or automatically (bottom left in light 
grey). Normal template corticospinal tracts were reconstructed through the regions of interest (posterior limb of internal capsule, and upper and lower pons), and with 
an exclusion mask (CST). Template corticospinal tracts were then overlapped with the manually (top right) and automatically (top left) defined infarcts. (B) Overlap of 
corticospinal tract from the primary motor cortex (M1) and infarct determined from manual (black squares) and automated (open circles) methods plotted against 
motor impairment. Similar correlations with motor impairment between the two overlap methods are supported by a Fisher r–z transformation (M1: p = 0.509).
From Kou et al. [138].
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changes is crucial because it will impact on plasticity-mediated 
recovery, influence when training is best delivered and when 
plasticity-enhancement might be attempted [7] .

Several approaches to plasticity-enhancement to promote 
the effects of training are of interest in stroke, including neu-
ropharmacological [130, 131] (see Chapter 17) and non-invasive 
brain stimulation [132,  133] (see Chapter  16). We have come 
across other examples of this approach with action observation 
and active-passive bilateral training. Currently, there is no clear 
rationale for patient selection or optimal timing [134]. Future 
studies require a mechanistic framework for understanding how 
to use putative plasticity-enhancing treatments more effectively in 
stroke neurorehabilitation.

Overall approach
On the basis of a synthesis of the available evidence, clinicians 
need to determine consistent approaches to managing patients 
with upper limb paresis. One key factor that appears in most of 
the studies is that the baseline degree of severity of impairment 
is important in determining whether a particular approach 
works. For example, the Chedoke–McMaster Stroke Impairment 
Inventory (Table 20.2) [135] has been used as a way of dividing 
stroke patients into those who are more likely to benefit from 
intensive therapy (Table 20.3) [136].

In future, other metrics, including brain imaging or neurophys-
iology, might be helpful [137,138] (Figure 20.5).

Conclusion
The appropriate approach to upper limb treatment after CNS 
injury is most likely to be determined by the level of severity 
of impairment and the chronicity of the stroke. Patients with 
severe impairment beyond several months have less chance 
for restoration of normal motor function, although improve-
ment of function through compensatory strategies is certainly 
possible. Those with less severe impairment, for example pres-
ervation of activity in the elbow, wrist and/or finger extensors, 
are more likely to have the necessary neural infrastructure to 
support further recovery. There is increasing evidence that the 
first few months are a critical period, with greater potential for 
recovery, possibly through enhanced neuroplastic processes. 
Resources should be maximally directed at patients in these first 
few months. Unfortunately, this is the time in most health care 
systems around the world that patients do not get upper limb 
rehabilitation, increasing the chances of the complications of 
CNS injury setting in.

There are many approaches being investigated, but all too often 
the studies are too small, or they have not employed reasonable 
patient stratification based on an understanding of the mecha-
nisms involved. It is clear that at present there is no clear idea, 
who each of these approaches is best suited to. Currently, treat-
ment approaches such as CIMT or motor imagery are used on an 
ad hoc basis. Future strategies require studies at all stages of the 
translational pipeline [134] in order to understand how interven-
tions work, who they wo11.339 ptk best in, what the clinical effects 
of these interventions are, and whether they can be delivered on a 
large scale in diverse healthcare systems.
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CHAPTER 21

Acquired disorders of language 
and their treatment
Alex Leff and Jenny Crinion

Introduction
Aphasia is more common than multiple sclerosis or Parkinson’s 
disease, with around 80,000 new aphasic patients per annum 
from stroke alone in the United States, and about 20,000 in 
the UK [1] . Together with functional activities of daily living 
(ADL) performance, age and gender, aphasia leads to reduced 
long-term social participation [2]. Yet in spite of its high inci-
dence aphasia is still a hidden disability, isolating patients and 
relatives. A  third of aphasic stroke patients have associated 
depression 12 months after their stroke [3–5]. As such apha-
sia is one of the most feared consequences of stroke accord-
ing to surveys of those who are most at risk [6] and persisting 
aphasia correlates with poor health outcomes [7]. Therefore, 
effective aphasia treatment approaches are urgently needed. 
The major acquired disease categories in terms of aetiological 
cause are:  (1)  acquired focal brain injury, we will use stroke 
as the archetypical example but tumours, and to some extent, 
head injury, can also present in a similar manner; (2) degenera-
tive diseases, primary progressive aphasia is often cited as the 
archetypical example, but Alzheimer’s disease is much more 
common and is often associated with aphasic symptoms, such 
as word finding problems (anomia).

Aphasia therapy that is properly selected, carefully targeted to 
specific aphasic symptoms and administered with sufficient dos-
age does work in cases of acquired brain injury ([8–11]. Therapy 
for dementia syndromes has somewhat lagged behind focal syn-
dromes, but using similar approaches evidence is growing that 
therapy can be effective at maintaining aspects of language per-
formance in the face of a more general decline in cognitive func-
tion [12–14]. Most language interventions are administered by 
speech and language therapists (SALTs) that evaluate patients’ 
individual needs, and then use a combination of face–to-face and 
computer delivered techniques tailored to the individual patient’s 
impairment profile.

This is an exciting time for SALT. The evidence-base for its 
effectiveness is growing and promising adjuvant treatments 
(non-invasive brain stimulation and drug therapy) are emerg-
ing. In this chapter we will first briefly cover the classification 
and testing of patients with acquired aphasia before moving on 
to the main sections where we attempt to answer key questions 
about SALT, for example: Does it work? What dose is required? 
What intensity? Is it ever too late? We then turn to adjuvant treat-
ments (brain stimulation and drugs) before ending with sections 

on e-rehabilitation, alternative and augmentative communication 
and what the future might hold.

Classification of aphasia
The traditional classification of aphasia tends to be a two-step 
process: (1) description of the aphasic patient’s language impair-
ment and then (2) labelling the patient as belonging to one of the 
current main clinical syndrome subgroups: Broca’s, Wernicke’s, 
global, transcortical, conduction, and anomic. We agree with 
the first step but question the utility of the second on both con-
ceptual and practical grounds. Conceptually the case for the 
‘double-dissociation’ between Broca’s (primarily an output disor-
der, with impaired grammar) and Wernicke’s aphasia (primarily 
a disorder of speech comprehension at the lexico/semantic level, 
often associated with a jargon output) is weak, and the similari-
ties, in terms of error frequency and type, are often as striking 
as the differences [15]. On the practical side, diagnostic tests 
designed to categorize patients to help guide therapy, such as the 
Boston Diagnostic Aphasia Examination [16] or Western Aphasia 
Battery [17], have poor agreement with clustering algorithms [18]. 
Recent attempts to revamp these aphasia syndrome classifications 
have perhaps created more heat than light [19].

Clinically it is important to quantify patients’ language impair-
ment as this can be helpful for patients, their carers and others 
to understand their condition; and importantly, it can help guide 
therapy. We advocate always testing the two main language out-
put routes (speaking and writing); the two main inputs (speech 
comprehension and reading); as well as basic tests of semantic 
association to gain a global picture of the patient’s language func-
tioning. There are several test batteries clinicians can use to do 
this. In the UK the Comprehensive Aphasia Battery is preferred 
as it has aphasic norms, from a UK population, and is a useful 
tool for assessing change over time [20]. Other more detailed tests 
are needed if one wants greater definition in terms of a psycholin-
guistic model [21] or if there are concomitant, lower-level motor 
components such as speech apraxia [22], which complicates a fair 
proportion of cases of post-stroke aphasia [23], particularly those 
with lesions in the anterior portion of the middle cerebral artery 
(MCA) territory.

It is important that characterization of the language profile 
detailing which language functions and related cognitive func-
tions are impaired or intact is carried out both pre and post 
treatment to evaluate its effectiveness. This diagnostic work can 
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be done with different degrees of specificity. For example, in the 
domain of speech production, a naming deficit may be described 
broadly as anomia, or more precisely e.g., as a disruption involved 
in the linking of semantic information with its corresponding 
phonological word form. Diagnostic testing can be based on the 
theoretical view that the spoken word production system consists 
of multiple stages of processing that allow word semantics, lexical 
retrieval, phonemic encoding and motor production to be distin-
guished from one another e.g., for a review see [24]. Given this, the 
diagnostic work for characterizing speech deficits would involve 
testing hearing, auditory language comprehension, object nam-
ing, word fluency, and repetition. Spoken naming can be further 
evaluated to determine error profiles. For example, are naming 
errors phonemic (e.g. the patient says /mat/ when asked to name a 
picture of a cat); or semantic (e.g. /dog/ for cat)? Are subjects helped 
by phonological cueing (e.g. after failing to name the picture of the 
cat, when given the first sound /ca/ do they name it correctly)? The 
reasoning is as follows: intact auditory comprehension rules out 
a semantic deficit, good repetition rules out motor speech prob-
lems and only mild (if any) apraxia of speech, whereas difficulties 
with picture naming, decreased fluency, production of semantic 
errors, and sensitivity to phonemic cueing point to a disruption 
in the link between word meaning and word form. In addition, a 
more comprehensive evaluation of related language and cognitive 
abilities will include tests of written language, short-term memory 
(verbal and visual), attention and executive functions. To capture 
speech production beyond the single word level composite picture 
description (e.g. a picture from the Comprehensive Aphasia Test 
(CAT) of a sitting room scene that a patient is asked to describe 
(see Video 21.1) would allow the patient some latitude of expres-
sion, which confrontation naming of an individual item does 
not, while keeping them focused on a specific task that has been 
quantified. For example, in the CAT the patient’s spoken picture 
description over a one minute period is transcribed and then ana-
lysed using measures such as the number of appropriate and inap-
propriate information carrying words (both nouns and verbs), as 
well more global variables such as syntactic variety and gram-
matical well-formedness [20]. Almost all aphasic patients have 
an anomic component, and a classification of their naming errors 
(phonological, semantic, jargon, absent response) and the type of 
cueing they best respond to (phonological or semantic), can help 
characterize what level within a model of language processing the 
patient’s speech deficit is and then guide therapy and monitor the 
patient’s progress and response to SALT.

Patient videos
To illustrate some aphasic speech production errors, the reader 
is referred to two videos of a patient with post-stroke apha-
sia (Videos 21.1 and 21.2 online). She is trilingual (German, 
English and Spanish), and had been living and working in the 
UK for several years prior to her left-hemisphere stroke. The 
videos (in English only) were recorded 21  months after her 
stroke. She has kindly given her written permission for the vid-
eos to be viewed.

Spoken picture description
This is taken from the CAT. Her speech is generally fluent and she 
clearly knows what she wants to say (i.e. what is going on in the 

picture), but she has problems finding the right words. Listen out 
for the following errors:

1. 00.15: ‘The dogs, the bok, the book are falling dow..’ This appears 
to be a mixture of a semantic error (dog instead of cat) interfer-
ing with the target word -book. She attempts to self correct and 
makes a vowel-based phonemic error to produce ‘bok’ and then 
misses out the final phoneme of (down).

2. 00.22 ‘The man is sleeping, over the paper, and he used to have 
a cup of tea, or . . . sleeping, em there are . . . sleeping, the man 
is still sleeping.’ Here she makes an agrammatic error missing 
the noun (feet) and makes a preposition selection error (over 
instead of on), and then a tense error (used to have instead of 
has). The rest of the sentence looks like perseveration, but we 
think she is temporizing while trying to construct the next sen-
tence, which finally arrives.

3. 1.10: ‘Everybody is going to call down everything is going core- 
flawe on the floor.’ Here she makes some phonemic errors with 
blends of fall/floor/cat.

Repetition
Again this is taken from the CAT. She is considerably worse than 
one might expect given her performance on the spoken picture 
description task. Interestingly, she makes occasional semantic 
errors on repetition. These are rarely seen and have been termed 
deep-dysphasic errors [25].

1. [Radio] ‘Say again.’ [Radio] ‘Oh, the radio.’

2. [Crucifix] ‘Fff- Cross cross the fff-fros fr-crooks frooks . . . forix 
frooks.’

z Video 21.1. Spoken picture description from a patient with aphasia caused 
by a thromboembolic stroke of the posterior portion of the left MCA.

z Video 21.2. Repetition of single words from a patient with aphasia caused 
by a thromboembolic stroke of the posterior portion of the left MCA.
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3. [Trade] ‘Train.’

4. [Etiquette] ‘People who walk properly.’

5. [Plant] ‘Flower.’

6. [Tomato] ‘Tomato.’

There are other examples. She makes semantic errors and phone-
mic errors. She finds longer words (polysyllabic) more difficult but 
there is also a frequency and imageability effect as well, so she is 
able to repeat high frequency, concrete nouns that are polysyllabic 
(such as tomato). She has a digit span of two and thus cannot ‘hold 
on’ to phonemic representations for long. Her MRI brain scan is 
shown in Figure 21.1.

Speech and language therapy: assessing  
the evidence
There are two important general study design issues that we would 
like to highlight in this section. While neither are specific to SALT 
research, they do affect most SALT studies and how the evidence for 
SALT interventions are viewed by non-specialists. (i) What is the 
correct control condition for assessing the efficacy of SALT input? 
(ii) What are the most appropriate SALT outcome measures?

What is the correct control?
SALT is a complex intervention. The Medical Research Council 
have defined this as follows:

Complex interventions are built up from a number of components, 
which may act both independently and inter-dependently. The com-
ponents usually include behaviours, parameters of behaviours (e.g. 
frequency, timing), and methods of organising and delivering those 
behaviours (e.g. type(s) of practitioner, setting and location). It is not 
easy to precisely define the ‘active ingredients’ of a complex inter-
vention. For example, although research suggests that stroke units 
work, what exactly, is a stroke unit? What are the active ingredients 
that make it work? The physical set-up? The mix of care providers? 
The skills of the providers? The technologies available? The organisa-
tional arrangements? [26]

This causes a problem when it comes to designing studies test-
ing SALT, namely, what is the correct control to compare therapy 

with? The answer to this depends on the hypothesis one is testing. 
If the hypothesis is mechanistic, that is, what is the key element 
of the complex intervention that makes a difference? Then the 
control therapy should contain all but this element, e.g.: semantic 
versus phonological treatment [27–29]. However, if the hypothesis 
relates to the efficacy of a given, perhaps novel therapy (which may 
rest on multiple elements), then the appropriate control is likely 
to be standard clinical practice. ‘Comparing the new intervention 
with standard treatment, if there is one, is more informative than 
comparing it to placebo [p. 29]’ [30]. This approach may have been 
a better approach in studies that were not mechanistic in nature 
and compared SALT to a bespoke, non-standard ‘control’ therapy 
[31, 32].

There should be no hard and fast rules about study design, but 
between-subject variability is a pervasive issue and one that needs 
to be considered by producers and consumers of aphasia research. 
It has been demonstrated that, as far as stroke studies are con-
cerned, the between-subject variability is usually greater than the 
within-subject variability. Or, as Bath and colleagues put it, ‘In 
stroke trials, the impact of covariates such as severity on outcome 
is typically much larger than the treatment effect that is being 
measured’ [33]. This argues for either repeated measures designs 
(multiple baseline measures prior to the intervention which every-
one gets, or a cross-over design); or, if only one group is to receive 
the therapy, that great care be taken to ensure that the groups do 
not become unbalanced on key baseline variables, such as severity. 
Minimization is one technique that can be applied to randomiza-
tion algorithms to address this [34].

What outcomes should be measured?
Clinical studies of the prevention of a second stroke often have 
very simple outcomes that most people agree are clinically rele-
vant: for example, occurrence of a second vascular event, or death. 
Aphasia research can never be like this because aphasia is not a 
unitary entity and there is a major distinction, in terms of therapy 
targets, between the two main types of SALT treatment. Those 
that target specific aspects of language functions/difficulties, with 
effect specificity being the rule rather than the exception, and 
those that target communication skills more broadly [35]. The 

Fig. 21.1 High-resolution, volumetric, T1 MRI brain image for the patient shown in the videos. She had a thromboembolic stroke affecting the posterior portion of the 
left MCA artery and centered on the temporoparietal junction (Wernicke’s area). Temporal cortex including Heschl’s gyrus (primary auditory cortex) and cortex lateral 
and anterior to this is affected (superior temporal gyrus and superior temporal sulcus). Supramarginal gyrus, angular gyrus, and inferior parietal lobule are affected, as is 
post-central sulcus but motor strip and frontal regions are spared. The posterior half of the insula is also affected.
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former type of approach assumes that improvement in language 
impairment will lead to improvements in communication ability 
and quality of life, while the latter assumes that the communica-
tion system and, therefore, the overall language network should 
be the target of treatment see [36], for in-depth discussion of these 
approaches and their integration. To date, most meta-studies of 
aphasia treatment have been undertaken within the ‘language 
functions’ framework, however even within a language domain 
(e.g. naming ability) there are a variety of standardized tests for 
assessing response to therapy, but no gold standard. This causes 
a problem for meta-analysis studies, when attempting to assess 
questions like ‘Does speech and language therapy work?’

Assessments of functional outcome or of social participation 
address efficacy from a different perspective; that is, does the 
therapy have a ‘real-world’ effect on language function? This is 
obviously an important aspect of any translatable therapy but 
again, it is not clear exactly how best this should be measured. Is 
a questionnaire model the best? If so, should the patient be rat-
ing their own performance (e.g. SAQOL-39 [37]); or should we be 
asking a relative or someone who knows them best for their view 
(e.g. ASHA FACS [38]). Some tests have been adapted for both (e.g. 
COAST [39]). Generally, these tests are ordinal rather scalar and 
thus potentially limit the type of statistical tests that can be car-
ried out on them. Ordinal data should not usually be subjected 
to parametric tests, at least not without tests of normality being 
performed first. A reasonable compromise for focused therapy is 
to have both: a test of impairment tailored to the specific interven-
tion and a more global measure of functional communication to 
assess ‘real-world’ impact.

Speech therapy for aphasia: does it work?
The answer is yes.

Despite potential pitfalls, as mentioned earlier, meta-analyses 
are probably the best way to assess overall or average effect sizes 
for SALT interventions. The challenge is, which ones to trust. 
Cochrane reviews are generally more rigorous than others [40], 
but because of the very stringent requirements for study inclu-
sion, they can end up with biased results based on a very small 
proportion of the actual research studies carried out in the field. 
Thankfully, the current Cochrane review on speech therapy for 
aphasic stroke is helpful in assessing the evidence here [41].

This review is up-to-date (three revisions since the original one 
in 2000) and positive. They reviewed the evidence from all RCTs 
(randomized controlled trials) from 1966 to 2009. Thirty-nine 
out of over 100 trials passed their inclusion criteria providing 
data from 2518 randomised participants; certainly the largest 
review currently available. The main result is that SALT vs. no 
SALT significantly improves patients’ performance on most of the 
main outcome measures (Figure 21.2). This may seem trivial, but 
while this comparison obviously includes no behavioural control 
therapy, it does control for the effects of time alone, and thus the 
effects of any spontaneous ‘natural’ recovery, itself a complex and 
poorly understood process [42]. The authors were concerned that 
the meta-analysis may have been biased by a few Chinese studies 
where the effect sizes were relatively high and they were unable 
to contact the original study authors to confirm individual sub-
ject data. Notwithstanding this, the results show a significant 
average effect of SALT on: general expressive spoken language, 

writing, overall functional communication and reading, with 
non-significant effects on auditory perception and repetition.

The rest of the Cochrane review meticulously documents stud-
ies where SALT was compared against some other ‘active’ con-
trol (e.g.:  SALT (A)  vs. SALT (B)). These analyses (102!) are all 
non-conclusive and provide no good evidence for one approach 
over another. This may seem surprising, but is probably due to 
two main factors:  the differential effect size between one SALT 
therapy and another is smaller than the effect size of SALT ver-
sus no SALT; most studies are under-dosed in terms of amount 
of therapy given. We shall explore this issue in the next section.

What is the correct dose of therapy?
We have touched on how a behavioural therapy like SALT cannot 
be simply likened to a drug, at least not in terms of controlling for 
its effects in standard trial designs; however, it is an intervention 
that unfolds over time and presumably has a dose effect (the more 
therapy you receive the greater your chances of recovery) and yet 
we find it extraordinary that no systematic dose-ranging studies 
have been published. Recommendations from august bodies such 
as the Royal College of Physicians Intercollegiate Stroke Working 
Party make for depressing reading. The 2008 guidelines mention 
intensity but nothing about total dose, ‘Any patient with aphasia 
persisting for more than two weeks should be considered for early 
intensive (2–8 hours/week) speech and language’ [43: p. 141]. The 
question any reasonable patient or carer would have at this point 
would be, ‘OK, but for how many weeks?’. The 2012 guidelines 
have reneged on even this, making no recommendations about 
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Fig. 21.2 Summary of the Cochrane review forest plots of SALT vs. no SALT 
[41]. Rows are ordered by effect size for each language function (third column). 
The first two columns show the number of subjects (N) in the SALT and No 
SALT groups garnered from the studies included. The forth column shows 
the ‘diamond’ or summary statistic for each of the six language functions. The 
vertical line represents the line of no effect, ‘The lateral points of [the diamond] 
. . . indicate confidence intervals for this estimate. If the points of the diamond 
overlap the line of no effect the overall meta-analysed result cannot be said to 
differ from no effect at the given level of confidence.’
Brady MC, Kelly H, Godwin J, Enderby P, Speech and language therapy for aphasia following 
stroke, Cochrane Database of Systematic Reviews by permission of John Wiley Sons.
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either intensity or dose, instead offering the decidedly unhelpful, 
‘[aphasic] patients  .  .  . should be given the opportunity to prac-
tice their language and communication skills as tolerated by the 
patient’ [44: p. 174].

Actually, there is good evidence available about therapy dose. 
In 2003 Bhogal et al. produced a meta-analysis comparing speech 
therapy trials that had shown a positive effect against those that 
were negative in order to look for any systematic differences. They 
found 10 suitable studies, half of which were positive and half nega-
tive. There were more subjects in the negative studies (574 vs. 259). 
Their findings were very clear: the positive studies provided 98.4 
hours of therapy in total compared with the negative studies that 
provided 43.6 hours [45]. Intensity and dose were confounded (the 
high dose studies got to the higher dose targets by providing four 
times as much therapy per week as the low dose studies) and could 
not be separated by this analysis (columns two and three of Table 
21.1). As such it is surprising the authors chose to focus on inten-
sity in their title when the main message appears to be total dose. 
Interestingly, as an aside, the measures that were sensitive to change 
across these studies were impairment based ones: the Token Test 
[46] and the Porch Index of Communicative Ability [47]; whereas 
more general functional measures did not come out as significant, 
suggesting that change in this domain may be harder to capture.

Bhogal’s review makes it much easier to understand the results 
from high profile negative studies, such as those comparing SALT 
therapy with that provided by carers:  it is under-dosing until 
proven otherwise. In the study by David et al., both groups (SALT 
vs. relatives) received low-intensity therapy (2 hours per week) to a 
total of 30 hours [32]. In the recent ACTNoW study, where SALT 
in the acute post-stroke phase was compared with carers provid-
ing ‘everyday communication’, the SALT group only received an 
average total dose of 18 hours of SALT input. Furthermore only 
half of that could be described as impairment-based therapy, the 
rest being assessment and advice [31, 48].

Given what we know about human learning and deliberate 
practice for skill learning, is it reasonable to expect a patient with 
aphasia to improve their significant language impairment with 
only a handful of therapy sessions? We think not. Indeed the dis-
cipline of neurological rehabilitation in general, and speech and 
language therapy in particular, can learn a lot from the lessons 
contained in the human expert performance literature. It is per-
haps not fair to compare aphasia therapy (language re-learning) 
in a damaged brain with language acquisition, e.g., an adult learn-
ing a second language. Nevertheless, no-one is surprised that the 

later takes many years with many hours of exposure, repetition 
and feedback to achieve a high level of proficiency. The evidence 
from the American Foreign Service Institute, summarized in 
Omaggio’s book [49], suggests that even to get to the most basic 
level of proficiency (level 1 of 4), in the easiest of second languages 
takes 240 hours of practice. This is multiplied by a factor of two for 
a ‘hard’ language, with each level of proficiency costing a further 
doubling of time-on-task. There are many other examples in the 
literature which has been somewhat simplistically summarized 
as the ‘10,000 hours rule’ popularized by Malcolm Gladwell in 
his book Outliers [50]. Gladwell leans heavily on the large body 
of work produced by Ericsson, whose summary from a recent 
review effectively sums up what most rehabilitation therapists will 
recognize:

In sum, our empirical investigations and extensive reviews show 
that the development of expert performance will be primarily con-
strained by individuals’ engagement in deliberate practice and the 
quality of the available training resources [51].

Perhaps the august UK bodies are reticent about dose because 
they know how much the average patient actually receives in the 
National Health Service (NHS). There is clearly a lot of variabil-
ity dependent on local service provision, and aphasic patients can 
often re-access therapy in the chronic phase if they or an advocate 
pushes for it, but it is difficult to get away from the fact that the 
average available dose in the UK on the NHS is less than 10 hours 
in total [52]. Barring a huge change in UK funding, the amount of 
face-to-face time that a SALT can provide an individual patient 
is unlikely to change much; but that doesn’t mean that we bury 
our heads in the sand. The challenge for clinicians is to find ways 
of delivering the appropriate treatment dose patients need using 
other means. These approaches will be covered in later sections 
(brain stimulation, drugs and electronic therapies).

What is the correct intensity of therapy?
Given that more appears to be better, one would assume that 
high-intensity is better than low-intensity. Cherney et  al. pro-
duced a review on aphasia treatment intensity and found that 
it is not so simple [53]. Reviewing evidence from 10 studies that 
met their inclusion criteria, they found beneficial intensity effects 
(where dose had been controlled for) in the majority of chronic 
studies [53], but this effect disappeared for the more acute studies. 
Although modest evidence exists for the efficacy of more inten-
sive treatment and constraint induced language therapy (CILT) in 

Table 21.1 Conflation of intensity and dose in Bhogal et al. 2003 [45]

Therapy measures mean (SD) Outcome measures mean (SD)

Length (weeks) Hours (per week) Total (hours) PICA Token test

Positive studies n = 259 11.2 (1.7) 8.8 (2.0) 98.4 (28.2) 15.1 (3.1) 13.74 (6.67)

Negative studies n = 574 22.9 (2.3) 2.0 43.6 (8.3) 1.37 (1.37) 0.59 (0.79)

t statistic 12.80 8.72 5.61 8.79 2.561

P value 0.001 0.001 0.001 0.001 0.05

Both intensity (hours per week, second column) and total dose (third column) were associated with better outcomes on the PICA and Token test (last two columns)
Bhogal SK, Teasell R, Speechley M. (2003). Intensity of aphasia therapy, impact on recovery. Stroke, 34(4), 987–993.
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individuals with chronic stroke-induced aphasia [54–58], exten-
sive language therapy whether delivered intensively or not, is diffi-
cult to administer with limited clinical resources not least because 
significantly more people withdraw from intensive SALT than 
conventional SALT [11]. Some of the recent Cochrane sub-analyses 
also hint that an intense treatment schedule may be beneficial but 
the main finding was that patients allocated to high-intensity 
SALT arms were less likely to comply with the protocol and were 
more likely to drop out of the study. The reasons for this are not 
clear but it is a concern particularly in the acute phase post stroke 
[41]. Interestingly, previous studies reported half of their elderly 
aphasic patients were unwilling to participate in intensive behav-
ioural training, particularly if they received therapy before, and 
still others initiated rehabilitation but abandoned before the mini-
mum period required for improvement [59]. Our view is that dif-
ferent patients at different points in their recovery trajectory will 
be amenable to intensive therapy. It is probably the easiest way to 
ensure that patients get the right dose of therapy, but it should not 
preclude others who cannot tolerate this approach from accruing 
their practice slowly but surely.

Is it ever too late for SALT?
Despite a seemingly popular belief that the patient’s age matters, 
with younger patients having a better outcome after aphasic stoke, 
there is actually very little evidence to support this [60]. Old peo-
ple learn (the oldest recorded recipient of a master’s degree at age is 
Nola Ochs who received her MSc in liberal studies from Fort Hays 
State University in August 2007 aged 98 years: http://tinyurl.com/
a8t7cbu). While working memory and processing speed tend to 
decrease with advancing age, some forms of memory remain static 
or even increase (e.g. vocabulary), which relies in part on semantic 
memory [61]. Indeed, a rehabilitation study of 38 stroke patients, 
split into older (70–84  years) and younger (20–34  years) age 
groups receiving eye movement based therapies for visual search 
and text reading found both groups improved a similar amount 
[62]. The interventions were software-based ‘e-rehabilitation’ and 
also go some way to dispelling another myth that older people 
cannot manage with electronic media.

To investigate whether time post stroke matters for SALT Moss 
and Nicholas [63] reviewed a whole series of case studies (n = 57) 
all in the chronic phase >1 year post onset. Partly because out-
comes differed across studies and partly to try and control for 

ceiling effects, they calculated a measure called percent of maxi-
mum possible change. For a subject who improved from a base-
line of 40 to 60 on a score with a ceiling of 100, one could argue 
that they have improved by an absolute 20% [60–40], or that they 
had improved by a relative percentage of 50% [(60 – 40/40) × 100]. 
Moss and Nicholas’s measure divided the amount of change by the 
amount of change possible, which penalizes more severely affected 
patients somewhat. For example their measure would be [(60 – 4
0/40  –  100)  ×  100]  =  33%. They split their subjects into 2-year 
time buckets and asked whether response to therapy changed with 
years post stroke: it didn’t (Figure 21.3).

There is no correlation between time post onset and amount of 
change seen with treatment in people with aphasia who are >1 year 
post onset. Therefore, expectations of how well individuals will 
respond to aphasia treatment, which are based solely on time post 
onset, are not warranted [63].

So contrary to what many anecdotally believe, it is never too 
late for SALT input. Improvement of language function should be 
expected if the right treatment and correct dose is delivered irre-
spective of the patient’s age and time post stroke.

Brain stimulation
Extensive SALT can be costly and difficult to achieve with lim-
ited resources. In addition recovery is frequently incomplete, and 
frustratingly slow for patients and their families. Improved reha-
bilitation methods are therefore needed to achieve higher levels 
of recovery within a shorter time frame. This has lead researchers 
to consider complementary brain stimulating strategies to treat 
aphasia such as noninvasive (transcranial electrical or magnetic) 
brain stimulation techniques (NIBS). The aim with these tech-
niques is to change brain function and thereby promote neu-
roplasticity to enhance recovery and supplement the effects of 
aphasia rehabilitation.

Chief among these used in stroke rehabilitation include repeti-
tive transcranial magnetic stimulation (rTMS) and anodal or 
cathodal transcranial direct current stimulation (tDCS), delivered 
to the ipsilesional, or contralesional hemisphere. The goals being 
to either increase ipsilesional excitability (increase local neuronal 
excitation) or decrease contralesional excitability (reduce distant 
neuronal inhibition). The functional improvement from non-
invasive brain stimulation methods alone in stroke patients is 
reported to be small, in the region of 10% to 30%, and the effects 
short-lasting [64–66]. However, animal studies in the motor 
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domain have shown that the combination of peripheral and cen-
tral stimulation enhances synaptic plasticity more than central 
stimulation alone [67]. This suggests that in the search for more 
effective and longer-lasting interventions, NIBS, not as a complete 
therapy in itself but in combination with rehabilitation, seems a 
reasonable approach to magnify therapeutic outcomes.

It is early days in this field but the small number of aphasia 
studies that have applied tDCS or TMS to investigate its thera-
peutic effects—primarily on speech production– have obtained 
mixed but mostly positive results. The TMS findings from 
placebo-controlled trials (n = 4 to date) [68–71] have collectively 
found inhibitory rTMS to the right Broca’s area homologue effec-
tive in the treatment of non-fluent aphasia. Whereas tDCS as an 
adjunct to SALT treatment for aphasia has been applied to the 
perilesional left hemisphere [72–76] or non-dominant right hemi-
sphere [77–79] as a treatment of speech production and compre-
hension impairments. Each of these two techniques brings with 
them a set of relative advantages and disadvantages that may affect 
their potential wider clinical use. We direct the interested read-
ers to a recent special issue of Aphasiology for details about both 
and their application to aphasia [80]. Particular focus in clinical 
trials is now on tDCS as it is portable, non-expensive, regarded 
as safe (lower risk of seizures than TMS) and involves a relatively 
simple set-up. These features together with the fact it can easily 
be delivered concurrently with SALT without adversely affecting 
the patient make tDCS a putative candidate for home treatment 
as an add-on to behavioural training or substitutive therapy for 
pharmacological treatments. Applying stimulation during SALT 
has the potential to influence both the immediate language per-
formance and the consolidation phases of relearning. Using these 
NIBS methods in clinical practice could bring enormous gains for 
the treatment of aphasia in the future.

Drug therapy
Unfortunately the Cochrane review of drug therapy for aphasia is 
not helpful in assessing the evidence here [81]. Published in 2001 
and yet to be updated, they searched for studies from 1966 to 1998, 
finding over 300 abstracts from which they extracted 55 studies. 
45 of these were rejected on methodological grounds, and of the 10 
remaining in the review, ‘only one trial reported sufficient detail 
for analysis (abstract)’. A quantitative meta-analysis based on only 
one trial is clearly not useful. A recent dedicated special issue of 
Aphasiology, Volume 28, issue 2 (Special Issue: Pharmacology and 
Aphasia) (2014), provides a more rounded update on the surpris-
ing amount of studies published on this topic over many decades. 
We recommend this to interested parties as a full review is beyond 
the scope of this chapter. Overall, many different classes of drug 
have been tried with roughly half of the studies pairing a drug 
with behavioural therapy in an attempt to boost language relearn-
ing. The rationale behind those studies that did not pair drugs with 
SALT is that the drug will provide a simple main effect of general 
improvement in speech and language function that presumably 
will be lost if the drug were to be stopped (a tonic effect). Over 
half of the literature reports single-case studies or small case series 
(hence they don’t meet the criteria for Cochrane), such studies are 
not necessarily unhelpful but care needs to be taken with study 
design as they can be plagued by bias. The better ones include a 
form of control (placebo if possible) which means the patient(s) 

can be blinded. Those that do not (drug blocks alternated with 
no drug blocks) should certainly blind the assessors. Alternating 
drug blocks with placebo/no drug blocks is important; if nothing 
else, a baseline must be clearly established with preferably more 
than one assessment prior to the intervention as this will help esti-
mate any test-retest or practice effects on the outcome measures, as 
well as give a handle on any background or ‘natural’ recovery rates 
(patients don’t have to be stable over time, rates of change across 
blocks can be used instead of raw scores). Lastly, it is often useful 
to have a drug holiday or final block where the drug is withdrawn. 
If the theory is that the drug is having a tonic effect on language 
behaviour, then performance should drop off when the drug is 
stopped (thus providing evidence that, if effective, patients need to 
remain on it indefinitely). If the drug works by enhancing learning 
in a phasic manner, then there should be some behavioural carry 
over into the drug-free block. The implication here is that the drug 
may only be required during learning/therapy phases.

Dopaminergic drugs have probably been tried the most. 
Unfortunately, the commonest form has been bromocriptine (an 
ergot derived dopamine agonist) that is not used much by move-
ment disorder specialists as it can cause long-term problems with 
lung and cardiac fibrosis. The other drug to be trialed in this 
class is L-dopa. The overall evidence is mixed, with about half 
of all published studies showing a beneficial effect of dopamin-
ergic therapy. Dopamine, as might be expected, has an effect on 
the motor system per se so with some of the studies it is difficult 
to disentangle purely motoric effects from linguistic ones [82]. 
The study that provides the best evidence that L-dopa improves 
language learning was actually carried out in healthy controls. 
Knecht et al. used a randomized double-blind and parallel-group 
design in 40 subjects. L-dopa was used in a phasic way, paired with 
a computer-delivered task that required subjects to learn a novel 
vocabulary (nouns) associated with pictures of familiar objects. 
One group got L-dopa and the other placebo, 90 minutes prior to 
high-frequency, repetitive training. L-dopa significantly enhanced 
the speed, overall success, and long-term retention of novel word 
learning in a dose-dependent manner [83]. The most recent posi-
tive study in aphasic patients used a very similar approach to 
Knecht’s pairing L-dopa or placebo with 15 daily computer-based 
therapy sessions. The main effect was of practice, with the pla-
cebo group improving on confrontation naming by 25% and the 
L-dopa group by 35% (a statistically non-significant difference). 
There were significant differences on repetition and verbal fluency, 
suggesting a main motoric effect on speech production but also 
hinting at a smaller language learning effect as well.

Cholinergic therapy has also been shown to improve speech 
output [84, 85] with a more recent study demonstrating a posi-
tive effect using Mementine (an N-methyl-D-aspartate receptor 
antagonist, licensed for use in treating patients with dementia). 
In this latter study, both groups (n = 14 in both the placebo and 
drug groups, all in the chronic phase) received intensive therapy 
(30 hours over 2 weeks). Both groups improved significantly with 
the drug having an additive effect on therapy [86]. The main 
outcome was the total score on the Western Aphasia Battery’s 
Aphasia Quotient (WAB-AQ) [17]. Effect sizes were reported using 
Cohen’s d where the difference between the groups is divided by 
the pooled standard deviation. In this study the variance was sur-
prisingly small (severely affected patients were excluded) so the 
Cohen’s d values are impressively large, but the actual average 
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change in the WAB-AQ was modest:  an improvement from a 
baseline in the mid-sixties by four in the placebo group and eight 
in the Mementine group. There was a washout period (the drug 
group dipped but remained significantly better than controls), 
and a partial crossover after washout where both groups moved 
to Mementine, improving again (although there was no SALT or 
blinding in this block). We highlight this study as a good exam-
ple of how these complex studies can be well designed. One could 
argue that an extra cell (group) could have been added, drug alone, 
so that the interaction between drug and therapy could have been 
more formally assessed.

E-rehabilitation
Given what we know about total dose required and the lack of 
SALT time, computer-based or web-based therapies are per-
haps one of the most promising ways of delivering enough 
dose of appropriate SALT to aphasic patients. There are many 
e-therapy devices or programmes available, over 50 software pro-
grams and over 40 apps: http://www.aphasiasoftwarefinder.org/. 
Unfortunately, almost none have been subject to a clinical trial. 
One that has is ‘Step-by-Step’, and moderate gains were demon-
strated [87]. This was a two-group study (n = 17 in each, all chronic 
aphasic patients) comparing ‘Step-by-Step’ with standard clinical 
care. The ‘Step-by-Step’ group amassed 25 hours of practice over a 
three-month period (low intensity), but this came at a ‘cost’ of ~5 
hours of SALT time and 4 hours of volunteer time (‘Step-by-Step’ 
is not adaptive and the appropriate exercises need to be chosen and 
loaded by a SALT). The main clinical outcome was the increased 
ability of patients to name practiced pictures. The ‘Step-by-Step’ 
group was more impaired at baseline (39% correct compared with 
the control group at 52%) and improved 20% more than the con-
trols (who didn’t improve at all).

For this burgeoning field to move forward, there needs to 
be much a more rigorous testing of the effectiveness of these 
e-programmes, particularly as some are relatively expensive to 
buy. The ideal product (not yet available) should allow patients 
to use it independently with no or minimal help from others, 
would adapt to their behaviour (i.e. get harder as they get better), 
and provide feedback so the patients can see how they are doing 
and learnt from their mistakes. All should have prominent user 
involvement in the alpha and beta testing (development) phases. 
Claims over general ‘brain training’ effects of e-therapy packages 
should be taken with a large pinch of salt. E-practice, just like 
most standard practice, results in task-specific and not general-
ized ‘cognitive’ improvements [88]. If you practice Sudoku puzzles 
a lot, you’ll probably just get better at Sudoku. Clearly not helpful 
if you are aphasic and want to improve your speech production!

Augmentative and alternative 
communication (AAC)
Therapy, by definition, aims to improve behaviour in a way that 
persists outside the intervention period. Whatever the exact mech-
anism of therapy (restoration of function or strategic changes in 
behaviour), any successful change in behaviour will be mediated 
by neuroplastic processes. While recovery of language is the goal 
sometimes this cannot be achieved, or may take significant time 
and this is where AAC plays a role. AAC can include any strategy 

used to express thoughts, needs, wants, and ideas. Examples of 
common AAC strategies might include gesture, picture commu-
nication boards and voice output communication devices. Many 
AAC strategies use pictures, symbols, letters, words, and phrases 
to represent the messages, objects, people and places needed to talk 
about. Individuals with aphasia can benefit from the use of AAC 
tools to overcome functional communication challenges, develop 
language and literacy skills, make choices, speak their minds, lead 
productive lives and participate more fully in society. Depending 
on the severity of the stroke, the AAC solution may range from 
low-tech (paper and pen) to high-tech (computer devices), as part 
of or as a complete communication strategy.

For example, communicating during social situations may be 
particularly challenging for people with aphasia. An individual 
with expressive aphasia may have difficulties creating a complete 
sentence when ordering what they want at a restaurant. Another 
person, one with receptive aphasia, may not understand what the 
waiter is telling them about the menu. In the case of an aphasic 
with speech problems an AAC device can be used to supplement 
their existing speech or replace non-functional speech by provid-
ing vocabulary words, phrases and sentences on topics (e.g. food) 
when they have trouble finding the words that they want to say. 
When the person with speech comprehension problems uses 
AAC devices displaying written words and pictures under topic 
pages for adult social settings it can aid the aphasic’s understand-
ing and at the same time allow them to show their understand-
ing and comprehension of what is being communicated, keeping 
them in the conversation. Other ways AAC devices can support 
aphasic’s recovery are by: (1) providing a voice so they can listen to 
words being spoken and practice their own speech, just like in the 
e-rehabilitation section earlier; (2) giving them a tool to practice 
writing, spelling and building phrases and sentences; (3) provid-
ing a means to control their home environment, send email/ texts 
(e.g. using text to speech apps), and re-connect to the world.

Future directions
Predicting the likely recovery trajectory of individual patients 
is an important goal that may be achievable in the next decade 
or so. Stroke has a variable effect across patients and recovery is 
clearly dependent on several key factors that are either intrinsic 
(site of lesion, cognition) or extrinsic (time, therapy) to the indi-
vidual; these factors necessarily interact, but what are the impor-
tant ones? As mentioned, age itself is not one but initial severity is 
clearly important. As Anna Basso remarked in an early review of 
the topic which focused on demographic variables and found no 
role for age, sex or handedness: ‘The factors that really do influence 
outcome are initial severity of aphasia (which is inextricably asso-
ciated with the extent and the location of the lesion) and rehabili-
tation’ [89]. Almost all surviving stroke patients improve over time 
and as well as tracing these ‘natural’ recovery curves, we also wish 
to be able to predict the effect of therapy on these curves; that is, to 
identify why some patients respond better to a given therapy dose 
than others [90]. Some work has already been done on this and 
cognitive factors such as working memory [91], and a combination 
of attention, semantic memory, and phonological skills [92] have 
been found to be important. The main challenge, which is now 
becoming tractable, is to investigate how demographic, cognitive, 
and neural factors interact to determine response to therapy.
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Current research is working towards identifying neural factors 
that may be useful in predicting the recovery of aphasic stroke 
patients or may influence their treatment. Both the structural and 
functional anatomy of the aphasic stroke patient’s brain will be 
important. For example, knowing where the lesion is and what per-
ilesional tissue is anatomically intact is critical for identifying which 
part of the brain to stimulate when using NIBS to augment SALT. 
Knowing the residual functional connectivity may help explain 
why patients with seemingly similar lesions vary in both their base-
line severity, and in their recovery over time [93]. Lesion location is 
clearly an important factor in this. Structural brain imaging con-
tains a wealth of complex information, but when this is reduced to a 
single number, such as the volume of tissue damaged by the stroke, 
the prognostic value becomes useless [94]. Advances in computer 
processing power have meant that much more detailed multivari-
ate analyses of imaging and behavioural data are now possible [95]. 
This means that the location, shape and number of regions included 
in the lesion can be factored into prediction algorithms along with 
behavioural measures. Many of the studies addressing prediction 
to date have opted for a binarized outcome (‘good’ versus ‘poor’); 
however, we question the utility of this for both patients and thera-
pists. It is likely to be much more informative to predict recovery 
trajectories on a continuous measure of outcome. Although more 
technically challenging, this is possible [96] (see Figure 21.4).

In terms of planning for the future, what would the perfect 
interventional study look like? The patients would be carefully 
characterized in terms of their behavioural measures, along with 
structural and possibly functional brain imaging. The intervention 
would be targeted at either their impairment or aimed to improve 
social participation, preferably both; and would be delivered at a 
high enough dose. The patients would have been involved in the 
development of the intervention, and perhaps even its funding. 
Perhaps a cognitive enhancer (NIBS or drug therapy) would be 
added into the design. If the study proves successful, then a trans-
lational plan will be in place so that current and future patients 
may benefit from any positive findings. If that sounds futuristic, 
think again, as William Gibson says, ‘The future is already here—
it’s just not very evenly distributed’ [97].
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prediction (i.e. 95% confidence).

 



SECTION 4 clinical concepts260

 25. Katz RB, Goodglass H. Deep dysphasia: analysis of a rare form of 
repetition disorder. Brain Lang. 1990;39(1):153–185.

 26. Campbell M, Fitzpatrick R, Haines A, et al. Framework for design 
and evaluation of complex interventions to improve health. Br Med 
J. 2000;321(7262):694–696.

 27. Doesborgh SJ, van de Sandt-Koenderman MW, Dippel DW, van 
Harskamp F, Koudstaal PJ, Visch-Brink EG. Effects of seman-
tic treatment on verbal communication and linguistic process-
ing in aphasia after stroke: a randomized controlled trial. Stroke. 
2004;35(1):141–146.

 28. Howard D, Patterson K, Franklin S, Orchard-Lisle V, Morton J. 
Treatment of word retrieval deficits in aphasia. A comparison of two 
therapy methods. Brain. 1985;108 (Pt 4):817–829.

 29. Wambaugh JL, Doyle PJ, Martinez AL, Kalinyak-Fliszar M. Effects 
of two lexical retrieval cueing treatments on action naming in apha-
sia. J Rehabil Res Dev. 2002;39(4):455–466.

 30. MRC. Developing and evaluating complex interventions:new guid-
ance. Medical Research Council, London, 2008.

 31. Bowen A, Hesketh A, Patchick E, et al. Effectiveness of enhanced 
communication therapy in the first four months after stroke for 
aphasia and dysarthria: a randomised controlled trial. Br Med J. 
2012;345, e4407.

 32. David R, Enderby P, Bainton D. Treatment of acquired apha-
sia: speech therapists and volunteers compared. J Neurol Neurosurg 
Psychiatry. 1982;45(11):957–961.

 33. Bath PM, Lees KR, Schellinger PD, et al. Statistical analy-
sis of the primary outcome in acute stroke trials. Stroke. 
2012;43(4):1171–1178.

 34. Altman DG, Bland JM. Treatment allocation by minimisation. Br 
Med J. 2005;330(7495):843.

 35. Byng S, Duchan JF. Social model philosophies and princi-
ples: Their applications to therapies for aphasia. Aphasiology. 
2005;19(10–11):906–922.

 36. Martin N, Thompson CK, Worrall L. Aphasia Rehabilitation: the 
Impairment and Its Consequences. Plural Publishing Company, San 
Diego, CA, 2008.

 37. Hilari K, Byng S, Lamping DL, Smith SC. Stroke and Aphasia 
Quality of Life Scale-39 (SAQOL-39): evaluation of acceptability, 
reliability, and validity. Stroke. 2003;34(8):1944–1950.

 38. Frattali CM, Thompson CK, Holland AL, Wohl CB, Ferketic 
MM. American speech-language hearing association functional 
assessment of communication skills for adults. ASHA Fulfilment 
Operations, Rockville, MD, 1995.

 39. Long A, Hesketh A, Bowen A. Communication outcome after 
stroke: a new measure of the carer’s perspective. Clin Rehabil. 
2009;23(9):846–856.

 40. Moher D, Tetzlaff J, Tricco AC, Sampson M, Altman DG. 
Epidemiology and reporting characteristics of systematic reviews. 
PLoS Med. 2007;4(3):e78.

 41. Brady MC, Kelly H, Godwin J, Enderby P. Speech and language 
therapy for aphasia following stroke. Cochrane Database Syst Rev. 
2012; (5).

 42. Cramer SC. Repairing the human brain after 
stroke: I. Mechanisms of spontaneous recovery. Ann Neurol. 
2008;63(3):272–287.

 43. Intercollegiate Stroke Working Party. National clinical guideline 
for stroke. 2008; available from https://www.rcplondon.ac.uk/
resources/stroke-guidelines (accessed 29 September 2014).

 44. Intercollegiate Stroke Working Party. National clinical guideline for 
stroke. 2012; available from https://www.rcplondon.ac.uk/resources/
stroke-guidelines (accessed 29 September 2014).

 45. Bhogal SK, Teasell R, Speechley M. Intensity of aphasia therapy, 
impact on recovery. Stroke. 2003;34(4):987–993.

 46. De Renzi, E., Vignolo, L. A. (1962;The token test: A sensitive test to 
detect receptive disturbances in aphasics. Brain. 85, 665–678.

 47. Porch B. Porch Index of Communicative Ability (PICA). Consulting 
Psychologists Press, Palo Alto, 1981.

 48. Leff AP, Howard D. Stroke: Has speech and language therapy been 
shown not to work? Nat Rev Neurol. 2012;8(11):600–601.

 49. Omaggio AC. Teaching language in context: proficiency-oriented 
instruction. Heinle, University of California, 1986;

 50. Gladwell M. Outliers: the story of sucess. Penguin, London, 2008;
 51. Ericsson KA, Nandagopal K, Roring RW. Toward a science of 

exceptional achievement: attaining superior performance through 
deliberate practice. Ann N Y Acad Sci. 2009;1172, 199–217.

 52. Code C, Heron C. Services for aphasia, other acquired adult neu-
rogenic communication and swallowing disorders in the United 
Kingdom, 2000. Disabil Rehabil. 2003;25(21):1231–1237.

 53. Cherney LR, Patterson JP, Raymer A, Frymark T, Schooling 
T. Evidence-based systematic review: effects of intensity of 
treatment and constraint-induced language therapy for indi-
viduals with stroke-induced aphasia. J Speech Lang Hear Res. 
2008a;51(5):1282–1299.

 54. Barthel G, Meinzer M, Djundja D, Rockstroh B. Intensive lan-
guage therapy in chronic aphasia: Which aspects contribute most? 
Aphasiology. 2008;22(4):408–421.

 55. Cherney LR, Patterson JP, Raymer A, Frymark T, Schooling 
T. Evidence-based systematic review: effects of intensity of 
treatment and constraint-induced language therapy for indi-
viduals with stroke-induced aphasia. J Speech. Lang Hear Res. 
2008b;51(5):1282–1299.

 56. Meinzer M, Djundja D, Barthel G, Elbert T, Rockstroh B. Long-term 
stability of improved language functions in chronic aphasia after 
constraint-induced aphasia therapy. Stroke. 2005;36(7):1462–1466.

 57. Meinzer M, Elbert T, Wienbruch C, Djundja D, Barthel G, 
Rockstroh B. Intensive language training enhances brain plasticity 
in chronic aphasia. BMC Biol. 2004;2, 20.

 58. Pulvermuller F, Neininger B, Elbert T, et al. Constraint-induced 
therapy of chronic aphasia after stroke. Stroke. 
2001;32(7):1621–1626.

 59. Basso A, Macis M. Therapy efficacy in chronic aphasia. Behavioural 
Neurol. 2011; 24(4):317–325.

 60. Plowman E, Hentz B, Ellis C. Post-stroke aphasia prognosis: a 
review of patient-related and stroke-related factors. J Eval Clin 
Pract. 2012;18(3):689–694.

 61. Park DC, Lautenschlager G, Hedden T, Davidson NS, Smith AD, 
Smith PK. Models of visuospatial and verbal memory across the 
adult life span. Psychol Aging. 2002;17(2):299–320.

 62. Schuett S, Zihl J. Does age matter? Age and rehabilitation of visual 
field disorders after brain injury. Cortex. 2013;49(4):1001–1012.

 63. Moss A, Nicholas M. Language rehabilitation in chronic apha-
sia and time postonset: a review of single-subject data. Stroke. 
2006;37(12):3043–3051.

 64. Hummel FC, Cohen LG. Non-invasive brain stimulation: a new 
strategy to improve neurorehabilitation after stroke? Lancet Neurol. 
2006;5(8):708–712.

 65. Talelli P, Rothwell J. Does brain stimulation after stroke have a 
future? Curr Opin Neurol. 2006;19(6):543–550.

 66. Webster BR, Celnik PA, Cohen LG. Noninvasive brain stimulation 
in stroke rehabilitation. NeuroRx. 2006;3(4):474–481.

 67. Fritsch B, Reis J, Martinowich K, et al. Direct current stimulation 
promotes BDNF-dependent synaptic plasticity: potential implica-
tions for motor learning. Neuron. 2010;66(2):198–204.

 68. Barwood CHS, Murdoch BE, Whelan BM, et al. The effects of low fre-
quency repetitive transcranial magnetic stimulation (rTMS) and sham 
condition rTMS on behavioural language in chronic non-fluent apha-
sia: Short term outcomes. Neurorehabilitation. 2011;28(2):113–128.

 69. Barwood CHS, Murdoch BE, Whelan BM, et al. Longitudinal mod-
ulation of N400 in chronic non-fluent aphasia using low-frequency 
rTMS: A randomised placebo controlled trial. Aphasiology. 
2012;26(1):103–124.

 70. Kindler J, Schumacher R, Cazzoli D, et al. Theta burst stimulation 
over the right broca’s homologue induces improvement of naming 
in aphasic patients. Stroke. 2012;43(8):2175-U2270.

https://www.rcplondon.ac.uk/resources/stroke-guidelines
https://www.rcplondon.ac.uk/resources/stroke-guidelines
https://www.rcplondon.ac.uk/resources/stroke-guidelines
https://www.rcplondon.ac.uk/resources/stroke-guidelines


CHAPTER 21 acquired disorders of language and their treatment 261

 71. Weiduschat N, Thiel A, Rubi-Fessen I, et al. Effects of repetitive 
transcranial magnetic stimulation in aphasic stroke a randomized 
controlled pilot study. Stroke. 2011;42(2):409–415.

 72. Baker JM, Rorden C, Fridriksson J. Using transcranial 
direct-current stimulation to treat stroke patients with aphasia. 
Stroke. 2010;41(6):1229–1236.

 73. Cattaneo Z, Pisoni A, Papagno C. Transcranial direct current 
stimulation over Broca’s region improves phonemic and semantic 
fluency in healthy individuals. Neuroscience. 2011;183, 64–70.

 74. Fiori V, Coccia M, Marinelli CV, et al. Transcranial direct current 
stimulation improves word retrieval in healthy and nonfluent apha-
sic subjects. J Cogn Neurosci. 2011;23(9):2309–2323.

 75. Fridriksson J, Richardson JD, Baker JM, Rorden C. Transcranial 
direct current stimulation improves naming reaction time in 
fluent aphasia a double-blind, sham-controlled study. Stroke. 
2011;42(3):819–821.

 76. Monti A, Cogiamanian F, Marceglia S, et al. Improved naming 
after transcranial direct current stimulation in aphasia. J Neurol 
Neurosurg Psychiatry. 2008;79(4):451–453.

 77. Floel A, Meinzer M, Kirstein R, et al. Short-term anomia training 
and electrical brain stimulation. Stroke. 2011;42(7):2065–2067.

 78. Kang EK, Kim YK, Sohn HM, Cohen LG, Paik NJ. Improved 
picture naming in aphasia patients treated with cathodal tDCS to 
inhibit the right Broca’s homologue area. Restorat Neurol Neurosci. 
2011;29(3):141–152.

 79. Vines BW, Norton AC, Schlaug G. Non-invasive brain stimulation 
enhances the effects of melodic intonation therapy. Front Psychol. 
2011;2, 230.

 80. Crinion J. Shocking speech. Aphasiology. 2012;26(9):1077–1081.
 81. Greener J, Enderby P, Whurr R. Pharmacological treatment for 

aphasia following stroke (Cochrane review). The Cochrane Library. 
2003;2.

 82. Goberman AM, Coelho C. Acoustic analysis of parkinsonian speech 
I: speech characteristics and L-Dopa therapy. NeuroRehabilitation. 
2002;17(3):237–246.

 83. Knecht S, Breitenstein C, Bushuven S, et al. Levodopa: faster 
and better word learning in normal humans. Ann Neurol. 
2004;56(1):20–26.

 84. Berthier ML, Hinojosa J, Martin Mdel C, Fernandez I. Open-label 
study of donepezil in chronic poststroke aphasia. Neurology. 
2003;60(7):1218–1219.

 85. Berthier ML, Green C, Higueras C, Fernandez I, Hinojosa J, Martin 
MC. A randomized, placebo-controlled study of donepezil in post-
stroke aphasia. Neurology. 2006;67(9):1687–1689.

 86. Berthier ML, Green C, Lara J P, et al. Memantine and 
constraint-induced aphasia therapy in chronic poststroke aphasia. 
Ann Neurol. 2009;65(5):577–585.

 87. Palmer R, Enderby P, Cooper C, et al. Computer therapy compared 
with usual care for people with long-standing aphasia poststroke: a 
pilot randomized controlled trial. Stroke. 2012;43(7):1904–1911.

 88. Owen AM, Hampshire A, Grahn JA, et al. Putting brain training to 
the test. Nature. 2010;465(7299):775-U776.

 89. Basso A. Prognostic factors in aphasia. Aphasiology. 
1992;6(4):337–348.

 90. Lazar RM, Antoniello D. Variability in recovery from aphasia. Curr 
Neurol Neurosci Rep. 2008;8(6):497–502.

 91. Caspari I, Parkinson SR, LaPointe LL, Katz RC. Working memory 
and aphasia. Brain Cogn. 1998;37(2):205–223.

 92. Ralph MAL, Snell C, Fillingham JK, Conroy P, Sage K. Predicting 
the outcome of anomia therapy for people with aphasia post 
CVA: Both language and cognitive status are key predictors. 
Neuropsychol Rehabil. 2010;20(2):289–305.

 93. Schofield TM, Penny WD, Stephan KE, et al. Changes in auditory 
feedback connections determine the severity of speech processing 
deficits after stroke. J Neurosci. 2012;32(12):4260–4270.

 94. Coupar F, Pollock A, Rowe P, Weir C, Langhorne P. Predictors 
of upper limb recovery after stroke: a systematic review and 
meta-analysis. Clin Rehabil. 2012;26(4):291–313.

 95. Price, C. J., Seghier, M. L., Leff, A. P. (2010;Predicting language 
outcome and recovery after stroke: the PLORAS system. Nat Rev 
Neurol. 6(4):202–210.

 96. Hope TMH, Seghier ML, Leff AP, Price CJ. Predicting outcome 
and recovery after stroke with lesions extracted from MRI images. 
NeuroImage: Clinical. 2013;1(2):424–433.

 97. Gibson W. The Science in Science Fiction: National Public Radio 
(USA), 1999.



CHAPTER 22

Neuropsychological  
rehabilitation of higher cortical 
functions after brain damage
Radek Ptak and Armin Schnider

Introduction
Motor rehabilitation after central lesions follows certain princi-
ples. The main one is that focused training, shaped according to 
the patient’s current capacities, improves motor function and is 
associated with reorganization of the cerebral representation of 
motor control [1, 2]. Medication and electrical or magnetic stimu-
lation of the brain may modulate the underlying processes [3, 4]. 
When retraining is insufficient or impossible, external aids are 
introduced—for example, a wheelchair—to allow mobility despite 
lost motricity.

Cognitive rehabilitation follows the same principles, although 
a main difference is the higher degree of freedom in cognitive 
functions. Independent of the function that has to be trained, 
intensive training is critical. It has been used successfully to 
improve language functions and has invoked methods such as 
constraint-induced therapy in aphasia [5]  or computer training 
for anomia [6]. Spatial attention in hemispatial neglect or spatial 
alexia may benefit from repetitive exploration through intensive 
training [7, 8]. In some situations, the exploitation of physiological 
principles improves cognitive functions. For example, neck-muscle 
vibration or prism-adaptation improve spatial exploration in hem-
ispatial neglect. However, lasting effects generally require the cou-
pling of such manipulations with active, intensive training [9].

Similar to motor function, recovery of cognitive functions may 
be modulated by medication [3] , although the effects may vary 
individually. Accordingly, dopaminergic medication has been 
beneficial [10] or deleterious [11] for hemispatial neglect, possibly 
because treatment response may depend on the preserved brain 
tissue available to respond to medication. Similarly, the effects of 
electrical or magnetic stimulation have varied. Promising results 
of potential clinical relevance have been obtained with inhibition 
of the contralesional hemisphere by theta-burst stimulation (TBS) 
in hemispatial neglect [12].

Retraining is not always possible and compensation of lost 
functions may be necessary. This concerns basic functions such as 
the automatic encoding of information in memory. While patients 
with moderately severe amnesia may profit from mnemonic strat-
egies [13], many instances of severe amnesia need external aids 
such as notes or electronic agendas to effectively replace the lost 
function [14].

Thus, in many aspects cognitive rehabilitation is fundamentally 
similar to motor rehabilitation. In the following paragraphs, we 
will present specific treatment strategies for the main groups of 
cognitive deficits (memory impairment, spatial neglect, atten-
tional deficits, and dysexecutive problems), with an emphasis on 
neuropsychological interventions. The rehabilitation of language 
functions is treated in Chapter 21.

Memory rehabilitation
Memory problems are frequent consequences of brain damage, 
though they may go undetected due to the absence of specific 
complaints. Memory is a complex function that involves dis-
tinct cognitive processes related to how information is registered 
(encoding), how it is rendered stable (consolidation), how memory 
traces are accessed (retrieval), and how traces related to distinct 
events are distinguished (source memory). In addition, the term 
‘memory’ relates to several, largely independent systems that may 
be distinguished based on whether content is accessed consciously 
(explicit versus implicit memory), whether learning is abrupt or 
incremental (declarative versus procedural memory), or whether 
memory contents are linked to a spatiotemporal context (episodic 
versus semantic memory). Patients with severe memory problems 
may have largely intact performance in procedural learning, clas-
sical conditioning or priming, and some of these capacities are 
relevant for memory rehabilitation [15–17].

Diverse functions of memory depend on various brain regions, 
such as the medial temporal lobe, the diencephalon, the dorso-
lateral prefrontal cortex, and the orbitofrontal cortex. The degree 
and quality of memory impairment varies as a function of the 
affected brain area. For example, stroke in the territory of the pos-
terior cerebral artery typically affects the storage of information 
because of the importance of the hippocampus in memory con-
solidation. Conversely, prefrontal cortex damage may particularly 
affect acquisition and recall of information due to the importance 
of this region for encoding and strategic organisation of retrieval. 
Orbitofrontal damage may induce an inability to sense whether 
evoked memories relate to present reality, as evidenced in con-
fabulation and disorientation [18, 19].

Two distinct classes of memory problems deserve special atten-
tion in neurorehabilitation as they interfere particularly strongly 
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with patients’ independence. The first relates to acquisition of new, 
domain-specific information, such as learning names or a new 
vocabulary. Anterograde amnesia discribes this failure. Given the 
reduced capacity of patients with memory problems to acquire 
new information the aim of memory rehabilitation is to find ways 
to enhance learning and to reduce errors during recall. The second 
problem has to do with failures of prospective memory, which is 
the reduced ability of memory-impaired patients to maintain in 
memory behavioural goals over prolonged time periods.

Acqusition of new memory contents
The traditional method to improve acquisition and retention of 
new information, that is, to compensate for anterograde amnesia, 
in patients with memory problems are mnemonics, such as build-
ing an acronym or creating rhymes [20]. However, most of these 
techniques are inflexible and can only be used for very specific 
material. In addition, mnemonics rely on a systematic effort and 
are therefore only of use for patients with relatively slight memory 
impairment [21] while patients with severe impairment do better 
only when new information is presented in a special format (e.g. 
a word combined with a picture [22]). Some mnemonic strategies 
use visual imagery, and one of the rare randomized studies in the 
domain of memory rehabilitation compared systematic training 
of visual imagery during encoding with a ‘pragmatic’ therapy 
including face-name associations and the use of memory note-
books [23]. Each group consisted of 12 patients who were trained 
for 30 sessions. Imagery training started with simple exercises 
(imaging of single objects), went gradually through more diffi-
cult tasks (imaging of actions) and ended with transfer to the use 
of imagery in everyday situations. Imagery training resulted in 
improved retention of stories and appointments and better ratings 
of everyday memory by the relatives (Figure 22.1). Thus, this study 
shows that systematic training of an ‘internal’ mnemonic tech-
nique can have beneficial effects on everyday memory function. 
Such techniques have therefore been recommended for patients 
with mild to moderate memory problems [24, 25].

Regarding severely amnesic patients mnemonics are gener-
ally not applicable and new information must be presented in a 

special format in order to enhance retention. Glisky et  al. [26] 
presented computer-related terms (a simplified programming 
language allowing patients to process forms by interacting with a 
computer) while gradually diminishing the number of letters con-
situting each word. This ‘vanishing cues’ technique lead to slow, 
incremental learning and eventually resulted in correct retention 
across several weeks or months. However, learning was labori-
ous (memory-impaired patients required many more trials than 
healthy subjects), and the success at retrieval strongly depended 
on whether recall was tested in conditions similar to acquisition or 
not [27]. This latter finding suggests that new knowledge acquired 
using the vanishing cues technique is hyperspecific, mainly asso-
ciative, largely inflexible and possibly depends on implicit memory 
systems [28]. An additional problem with the technique is that it 
promotes the production of errors, which is particularly deleteri-
ous in patients with impaired memory. The reason is that actively 
produced errors during learning may remain activated in implicit 
memory and therefore re-emerge whenever the patient attempts to 
access a specific memory content. Baddeley and Wilson [29] there-
fore suggested that memory rehabilitation should use techniques 
that, whenever possible, eliminate errors (‘errorless learning’). 
Several studies have demonstrated an advantage of errorless learn-
ing as compared to conditions that did not prevent wrong answers. 
This applies to the acquisition of verbal associations [30, 31] or the 
learning of more complex procedural knowledge [32]. Overall the 
effect size of interventions using errorless learning is higher com-
pared to the vanishing cues technique [33]. Recent studies have 
emphasized the advantages of both techniques (that is, active and 
effortful learning with the vanishing cues technique and error 
prevention in errorless learning) and attempted to combine them 
[34, 35]. A conclusion from these studies is that acquisition of new 
information in patients with memory problems should be active 
rather than passive, and should prevent errors as much as possible. 
The latter is particularly important for patients with severe amne-
sia who are likely to repeatedly produce wrong answers.

Rehabilitation of prospective memory
The primary objective of memory rehabilitation is to render 
patients independent in everyday life. In activities of daily living 
memory expresses itself often in the ability to remember to do 
things at a particular moment in time (prospective memory) [36]. 
It seems straightforward that prospective memory is best sup-
ported by external memory aids and agendas; however, system-
atic use of a notebook may prove extremely difficult for patients 
with severe memory problems who never used external memory 
aids before injury [37, 38]. A systematic training programme is 
therefore necessary that divides training into an acquisition phase 
(learning to know the function of the agenda), an application 
phase (exercises how to note fake or real appointments), and a 
transfer phase (use of the agenda in everyday life) [37, 39, 40].

Given the wide accessibility of electronic devices some newer 
studies have examined whether such devices can be helpful 
in memory rehabilitation. In a large group study Wilson et  al. 
[41, 42] tested an electronic pager system that received short text 
messages reminding patients of appointments or specific tasks. 
This simple system lead to an increase of completed target tasks 
from 37% before therapy to 85% after introduction of the pager. 
In addition, in at least some of the treated patients the proportion 
of completed tasks did not decrease after withdrawal of the pager, 
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suggesting that the regular reminders lead to increased attention 
to prospective tasks and appointments. Recent single-case studies 
showed similar findings when a commercial smartphone was used 
[43, 44]. Finally, some studies have explored the use of a wearable 
camera (SenseCam) that automatically takes pictures (approxi-
mately every 30 s), which can later be viewed at accelerated speed. 
A  patient with severe memory problems due to encephalitis 
showed improved retention of everyday memories when wearing 
the camera and reviewing the film as compared to written notes 
in a diary [45].

In conclusion, the use of internal mnemonics (in particular, 
imagery training) can be recommended for patients with mild 
to moderate memory problems [46], while acquisition of new 
material in severe amnesia can be enhanced when coupling the 
vanishing cues technique with errorless learning [24, 47]. Finally, 
the future of ecological memory rehabilitation belongs to smart-
phones and other electronic memory aids, since these can easily 
be programmed to signal upcoming appointments and prospec-
tive tasks [48].

Spatial neglect
Spatial neglect is a significant predictor of prolonged hospital 
stay, worse recovery of motor and sensory function, and greater 
dependence in activities of daily living [49, 50]. The rehabilitation 
of spatial neglect has therefore received special attention. Initial 
studies have focused on the deficits of contralesional awareness 
and involved systematic training of visual scanning, reading and 
reorienting of attention [51, 52]. These studies revealed positive 
effects of training on classic neglect measures (cancellation, line 
bisection, reading, etc.), but lacked adequate control and follow-up 
measures. These findings have also been criticized for the lack of 
effect on neglect expressed in activities of daily living [53]. More 
recent studies have examined the impact of diverse physiologi-
cal modulations, and some of these have reported significant and 
lasting effects on standard neglect measures as well as independ-
ence in everyday life. Dramatic attenuation of neglect may be 
observed under caloric stimulation with cold water, but the effect 
is short-lived (approximately 15 min) and not well tolerated [54]. 
Schindler et al. [9]  examined the effect of neck muscle vibration 
on neglect recovery in a cross-over design. Vibratory stimulation 
of the neck muscles at 80–100 Hz mimics a head-turn contralat-
eral to vibration and thus biases perceived head-on-trunk signals. 
During 2 weeks (15 sessions) one group of 10 neglect patients 
received visual exploration training combined with neck mus-
cle vibration, followed by 2 weeks of exploration training alone. 
The other group received the same treatment in reversed order. 
Both groups showed improved performance in cancellation, tac-
tile exploration, reading, and the judgement of where the subjec-
tive straight ahead is following neck muscle vibration, while no 
significant changes were observed following exploration training. 
In addition, there was also an effect on activities of daily living 
that remained stable 2 months after the end of the therapy. These 
findings suggest that neck muscle vibration ameliorates neglect by 
recalibrating a biased egocentric reference system.

Another technique that is thought to have effects by recalibrat-
ing the biased egocentric reference frame in neglect is prismatic 
adaptation. This technique requires patients to point to visual tar-
gets while wearing prismatic goggles that deviate the field of view 

by 10–15 degrees to the right. This deviation introduces an error 
signal between the perceived position and the actual position of 
the target that must be compensated by pointing further to the 
left. This compensatory effect is evidenced following adaptation, 
where pointing is biased to the left after removal of the prisms. 
Rossetti et al. [55] showed that a single session of prismatic adap-
tation (50–60 pointing movements) had positive effects on spatial 
neglect immediately following adaptation and even better effects 
two hours later. A more systematic study [56] revealed beneficial 
effects on neglect symptoms up to 5 weeks following the therapy. 
More recently Serino et  al. [57] tested the effects of prismatic 
adaptation in a randomized controlled trial involving 20 neglect 
patients. Ten patients were adapted during 10 sessions while the 
other 10 patients exercised pointing with non-prismatic goggles. 
Results showed a specific effect of prismatic adaptation on diverse 
measures of neglect, but no effect of pointing without prisms.

Although these results are encouraging, some findings preclude 
unconditional recommendation of prismatic adaptation therapy. 
First, Rousseaux et al. [58] failed to replicate the initial resuls of 
Rossetti et al. [55], suggesting that a single session of adaptation 
may not be sufficient to improve neglect. Turton et al. [59] used a 
very similar design as the study of Serino et al. [57] and observed 
comparable improvement of neglect after prismatic adaptation 
and neutral pointing. The main difference between these two 
studies was that Turton et al. [59] tested patients at earlier stages of 
the disease while Serino et al. [57] included patients with chronic 
neglect. It is therefore possible that prismatic adaptation acts dif-
ferently in post-acute and chronic neglect. A recent meta-analysis 
[60] has shown that prismatic adaptation has significant posi-
tive effects immediately after the end of the therapy (mean effect 
size: 0.89), but not at follow-up (effect size: 0.15). Finally, the find-
ing of positive adaptation effects appears to depend on the pres-
ence of intentional motor deficits in neglect [61], suggesting that 
the therapy may only be useful for patients with a special variant 
of neglect.

A number of studies have explored the possibility of using tran-
scranial magnetic stimulation (TMS) to ameliorate neglect. The 
rationale is that neglect is partially due to an imbalance of inter-
hemispheric inhibition [62], which can be corrected by applying 
inhibitory stimulation over the intact (left) hemisphere. Of par-
ticular interest is a stimulation consisting of continuous trains of 
rapid bursts of pulses (TBS), which has been shown to decrease 
brain excitation for a prolonged period [63]. Nyffeler et al. [64] 
reported a decrease of neglect symptoms for 8 hours follow-
ing two trains (each 44 s) of TBS applied over the left posterior 
parietal cortex. The duration of effects could be extended up to 
32 h post-stimulation when four trains of TBS were applied. This 
finding supports the view that a decrease of cortical excitability 
directly affects the degree of inhibition of the damaged right by 
the intact left hemisphere. The principle was extended in two 
recent single-blind studies. Koch et al. [65] treated nine neglect 
patients during 2 weeks with continuous TBS over the posterior 
parietal cortex while a control group received sham stimulation. 
Results showed that the TBS group increased their scores in vari-
ous neglect tests following therapy and at follow-up (2 weeks later) 
while the sham group showed no significant changes. In addition, 
the authors showed that TBS leads to a decrease of cortical excit-
ability as evidenced by decreased potentiation of motor evoked 
potentials by a conditioning TMS pulse applied over the parietal 
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cortex. This finding strongly supports the hypothesis that ben-
eficial effects of TMS on neglect are directly linked to decreased 
excitability of the left cerebral hemisphere.

In the second study eight trains of TBS were applied over 2 days 
in one neglect group while a second group received sham stimu-
lation and a third group no stimulation [12]. Following the first 
stimulation period the TBS group received sham stimulation and 
the sham group received TBS. The findings showed that TBS not 
only leads to a significant improvement in cancellation, reading 
and picture comparison, but also to improved neglect symptoms, 
as assessed through behavioural observation by hospital staff 
(Figure 22.2). Together, the findings from these recent studies 
show that TBS is an effective method for the rehabilitation of spa-
tial neglect with effects that may last for 2–4 weeks.

Neglect is a relatively frequent disorder and efficient interven-
tions are needed that can be applied without special training 
and precautions. In a pilot study Kerkhoff et  al. [66] observed 
that repetitive optokinetic stimulation with random dots mov-
ing at varying speed from right to left may significantly improve 
neglect symptoms. In a recent large randomized-controlled trial 
these authors compared the effects of five sessions of optokinetic 

stimulation (each 50  min) to visual exploration training [67]. 
They found strong effects of optokinetic stimulation on cancel-
lation, reading, line bisection, but also on auditory midline judg-
ment, while no changes were observed after exploration training   
(Figure 22.3). Kerkhoff et al. [68] further extended their findings 
by demonstrating that optokinetic stimulation is feasible at bed-
side and that its effects extend to measures of functional inde-
pendence. These results support the view that oculomotor deficits 
in neglect are central [69] and that stimulation of the oculomo-
tor system may improve spatial attention and recalibrate the ego-
centric reference frame. The finding that optokinetic stimulation 
improves a measure of auditory neglect is particularly interest-
ing, as it suggests that a purely visual stimulation may have mul-
timodal effects, and thus supports the view that neglect reflects 
impairment of modality-independent spatial representations 
[70, 71].

In conclusion, several techniques are available that have proven 
efficient for the rehabilitation of spatial neglect. While some con-
tradictory findings have been reported for prismatic adaptation 
the technique is easy to use and may be particularly recommended 
for chronic patients with motor-intentional deficits. Continuous 
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TBS has positive effects on neglect symptoms as assessed with 
paper-and-pencil tests as well as neglect behaviour in everyday 
life. There is evidence from one controlled study that neck muscle 
vibration may have lasting effects on neglect symptoms. Finally, 
optokinetic stimulation is a simple method for the improvement 
of neglect that can be applied at bedside and has effects on neglect 
symptoms as well as on functional independence.

Attention
The term attention does not refer to a single, isolated function, 
but to a collection of skills and processes. Most models of atten-
tion distinguish between the ability to focus attention (selective 
attention), to divide attention (divided attention), and to maintain 
attention over time (sustained attention).

Attention deficits are present in 30–50% of brain-injured 
patients [72] and are a significant predictor of decreased quality 
of life and greater functional impairment [73]. Niemann et al. [74] 
compared the efficacy of a specialized attention training program 
to a control training centred on memory problems. Thirteen ran-
domly allocated chronic head-injured patients practised com-
puterized attention tasks in 18 sessions, which probed focused 
attention (identifying coloured targets) or set-shifting (moving 
attention away from one stimulus feature to another), both in the 
visual and the auditory modality. The authors found that patients 
participating in the attention training had significantly improved 
scores in several neuropsychological tests evaluating speed of 
processing, selective attention and sustained attention, while no 
generalization to tests evaluating memory was found. Indeed, 
attention training may have specific effects on the trained atten-
tional dimension but may not generalize to other dimensions. 
Sturm et  al. [75] selected specific training programs according 
to the most impaired domains of attention in a group of stroke 
patients. Training of attention tasks (e.g. alertness or vigilance) 
lead to relatively specific improvements in the trained function. 
Vigilance training improved measures of vigilance, but also reac-
tion time in a task evaluating selective attention. The authors con-
cluded that specific attention problems need very specific training.

Sohlberg and Mateer [39] developed a comprehensive reha-
bilitation programme termed Attention Process Training that 

targets different components of attention and uses hierarchically 
structured tasks that are gradually introduced and practiced 
with increasing degrees of complexity. The proposed exercises 
include a wide range of tasks with components of sustained atten-
tion (detecting visual or auditory targets, mental mathematics, 
sequencing), alternating attention (switching targets, generating 
alternating responses), selective attention (performing a fore-
ground task while ignoring background noise), and divided atten-
tion (reading text and simultaneously scanning for target words). 
However, when testing this programme in head-injured patients, 
Park et  al. [76] found improved performance on two attention 
tests after 40 hours of training, but the improvement was not bet-
ter than in an untreated control group. A more recent controlled 
trial examined the effects of Attention Process Training in 38 
post-acute stroke patients who received 30 h of training over four 
weeks [73]. Compared to non-treated controls the trained patients 
showed significantly better scores on tests of auditory and visual 
attention 5 weeks after the end of the training. However, no differ-
ence between groups was observed for secondary measures, sug-
gesting that the best effects were obtained in tasks that were similar 
to the trained tasks. Similar results were observed in a study in 
which head-injured patients were trained to divide attention in 
tasks whose difficulty progressively increased [77]. After 24 h of 
training significant increases of performance were observed in a 
divided attention task, but only slight training-related effects in 
executive measures, and none in simple reaction time tasks.

An important question raised by these studies is whether train-
ing attention transfers to everyday life. Unfortunately, there are 
virtually no data available that could answer this question; when 
transfer to everyday life was tested it was done with observational 
rating scales [77]. The best answer so far comes from a study 
which reported that specific training targeting an enlargement 
of the ‘attentional field of view’ had no specific effect on meas-
ures of attention than visuoperceptual training [78]. Nevertheless, 
in patients with right-hemisphere damage this type of atten-
tion training increased the rate of success in an on-road driving 
evaluation.

In sum, studies with brain-injured patients suggest that atten-
tion training has specific practice effects that are greatest for tasks 
closely resembling the practised task, but do not notably generalize 
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to other attentional domains, and even less so to other functions 
such as memory [79]. However, the evidence is based on a small 
number of controlled studies. It is also largely unknown whether 
there are long-term benefits of attention training and whether 
training gains transfer to attention functions in everyday life [80].

Executive functions
The term executive functions refers to a variety of cognitive 
capacities required in novel, non-habitual and non-routine situ-
ations that have a large degree of freedom for the implementa-
tion of decisional processes [81, 82]. These capacities include the 
initiation of new actions, inhibition of inappropriate behaviour, 
maintenance of specific behaviour, planning and organization, 
and generative thinking [39, 83]. Patients with dysexecutive symp-
toms may exhibit impairment in one or several functions, often in 
domains that appear contradictory. For example, a patient may 
have difficulty initiating an activity, but once started may fail to 
interrupt the activity when an alternative reaction is required. 
Another characteristic of these patients is that they may not ver-
bally report their cognitive failures, which may become evident 
only when the patients attempt to execute an action. For example, 
a patient may adequately describe what is required from him in a 
given task, yet fail to follow his own action plan, a behaviour that 
has been termed ‘goal neglect’ [84]. Rehabilitation programmes 
mainly target disorganized behaviour through acquisition of new 
routines, training of problem-solving and metacognitive strate-
gies. In addition, recent work has focused on the failures of some 
patients with executive dysfunctions to regulate emotion and to 
anticipate the outcomes of their behaviour, in particular in social 
situations.

Acquisition of new routines
Many daily actions become habits when performed repetitively. 
The acquisition of new habits (such as operating a new TV set) 
may require decomposition of a complex task into discrete com-
ponents that can be followed step by step. Patients with persevera-
tive behaviour or impulsivity may fail to implement and follow 
a simple action-plan. The aim of the intervention is therefore to 
brake down the task into logically structured steps, to develop a 
simple checklist allowing the patient to follow these steps, and to 
practise the routine repeatedly [39]. Unfortunately, this approach 
has not been evaluated in clinical studies. It is therefore unknown 
whether it leads to improved retention of new routines. However, 
there is good evidence that a much simpler method may improve 
temporal routines:  Patients with executive dysfunctions often 
show difficulty respecting time schedules, even if these are repeti-
tive [85]. These failures have been successfully treated with a 
pager system that permitted to send brief messages shortly before 
the appointment or the task that had been scheduled. The study 
included a group of patients who failed in prospective memory 
tasks due to memory problems or executive failures [41]. The fact 
that patients continued to complete scheduled tasks even after 
withdrawal of the pager suggests that simple prompting is a pow-
erful way to acquire new routines.

Training problem-solving skills
A few controlled studies evaluated the efficacy of interventions to 
improve problem-solving. Von Cramon et al. [86] trained a group 

of brain-injured patients to decompose complex problems into 
smaller and better manageable portions. After 25 therapy ses-
sions the experimental group scored better than a control group 
receiving memory training on measures of action-planning and 
received better ratings of everyday problem-solving capacities. 
In a more recent study [87] chronic head-injury patients received 
problem-solving training in small groups that focused on the 
systematic recognition, anticipation, and analysis of real-life 
problems, often within an interpersonal context. The interven-
tion also emphasized self-observation of emotional and behav-
ioural reactions of participants during problem solving in order 
to anticipate emotional overreactions. The intervention group 
improved their scores in neuropsychological tests evaluating 
problem-solving skills, but also in measures of verbal and visual 
memory. In addition, problem-solving training improved scores 
on several self-observational scales evaluating emotional regula-
tion and ‘clear thinking’. These improvements were maintained at 
follow-up 6 months after the end of the intervention.

Robertson [88] developed a step-by-step training for disorgan-
ized behaviour termed goal-management training (GMT). The 
programme has five steps:  direct attention to the relevant task 
(Step 1), select and define an action goal (Step 2), partition the goal 
into sub-goals (Step 3), encode and retain sub-goals (Step 4), and 
compare the action outcome with the target goal (Step 5). Levine 
et al. [89] examined in traumatic brain-injury patients the effects 
of a single session of GMT as compared to a session of motor-skill 
learning and found significantly improved performance after 
GMT for three ecological tasks that might be part of daily routines 
of a secretary (e.g. proofreading). However, such effects of a very 
short intervention are unlikely to be maintained in the long run. 
Thus, this study provides a proof-of-principle result but is no proof 
of clinical effectiveness [82]. A more recent study examined the 
effects of 14 hours of GMT immediately after the end of the therapy 
and at follow-up 4 months later [90]. The study involved patients 
who had suffered from traumatic brain injury at least 6 months 
before the study, all of whom had shown good recovery, were inde-
pendent in everyday activities, but reported executive problems. 
The GMT group showed a decreased number of attentional lapses 
and better problem-solving performance after the therapy and at 
follow-up compared to a group receiving a control intervention 
(Figure 22.4). Thus, the GMT programme may be beneficial, in 
particular for patients who are already relatively independent and 
have good insight into their executive problems. A similar treat-
ment program to the GMT, but with a greater focus on attentional 
errors during problem solving was tested by Miotto et  al. [91]. 
Patients were selected on the basis of the presence of damage in 
the left or right frontal lobes. The intervention improved action 
planning in a multiple errands task. However, neither side nor site 
of damage predicted whether a patient benefited from the inter-
vention or not. Finally, Fish et al. [92] showed that teaching some 
of the GMT steps improved prospective memory in a group of 
patients who failed to recall tasks and appointments.

In conclusion, several studies have provided evidence that train-
ing problem-solving skills through a structured programme such 
as GMT has enduring effects on problem-solving in real-life situa-
tions. The different approaches examined in clinical studies share 
some components, such as the teaching of steps to decompose a 
problem, self-monitoring during task execution, and verification 
of action outcomes [93]. These abilities support a whole variety of 
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tasks; generalization can thus be expected for the rehabilitation 
of problem-solving deficits. Accordingly, some studies observed 
improved performance in executive tasks that had not been spe-
cifically trained. On the other hand, programmes such as GMT 
are relatively complex and require a high degree of awareness of 
one’s own deficits as well as a good capacity to monitor one’s own 
actions. Such programmes may therefore be only applicable to 
patients with relatively slight impairments.

Neurobehavioural symptoms and impaired  
emotional regulation
Along with cognitive impairment, deficits of emotional regula-
tion are crucial predictors of social functioning and integration 
[94]. Neurobehavioural deficits include apathy and lack of drive, 
carelessness, and social isolation, as well as disinhibition, irritabil-
ity, aggressiveness, or sexually inappropriate behaviour. Although 
some of these deficits are linked to specific cognitive impairments 
or to a difficulty in comprehending actions, intentions, and emo-
tions of others (‘theory of mind’) [95], they may occur in isolation 
or become evident during recovery following brain damage. These 
symptoms are generally perceived by the family and by the patient 
(if she/he has sufficient insight) as extremely disturbing and are 
important sources of caregiver stress. Interventions used to treat 
severe neurobehavioural symptoms apply principles of operant 
learning, such as reinforcement, interruption, and the analysis 
and modulation of contextual variables favouring dysfunctional 
behaviour. The effects of an intervention based on behavioural 
and contextual analysis were examined in a randomized trial 
including caregivers of patients with behavioural problems fol-
lowing traumatic brain injury [96]. Patients and their caregivers 
received special education concerning the behavioural sequelae of 
traumatic brain injury as well as assistance with the definition and 
treatment of problematic behaviour. For example, an intervention 
strategy for the control of outbursts of anger included identifica-
tion of anger-eliciting cues, relaxation training, and reinforce-
ment of verbal expression versus acting out strong emotions. The 
results showed a reduction of disruptive and aggressive behaviour 
3 months after termination of the intervention.

A detailed analysis of behaviour and context is funda-
mental to cognitive-behavioural interventions. The goal of 
cognitive-behavioural therapy (CBT) is to increase awareness of 
problematic emotions/behaviour, adapt dysfunctional thoughts, 
and teach coping strategies. These interventions have been 

successful in reducing anger in patients with traumatic brain 
injury [97, 98], but showed mixed effects on depressive symptoms 
in post-acute stroke patients [99]. Future studies should evaluate 
whether etiology, chronicity and type of behavioural symptom 
(e.g. depression versus anger and irritability) are significant pre-
dictors of positive effects of CBT or other interventions. Due to 
mixed findings, these approaches are considered practice options 
as there is currently no formal confirmation of their efficacy.

Conclusion and perspectives
Neurorehabilitation of higher cognitive functions is confronted 
with several problems that may complicate conclusions regarding 
the efficacy of specific interventions. One problem is the lack of evi-
dence that training—even if it generates better performance in a 
specific task—transfers to daily activities. This is mainly due to the 
difficulty to evaluate trained functions in standardized ecological 
situations. Evidence for a transfer mainly comes from observational 
scales, which are sources of bias and do not necessarily measure all 
significant changes. Another problem is that most studies included 
small groups or single patients, making randomization difficult or 
impossible. Finally, behavioural interventions are often incompati-
ble with blinding of the patient and the therapist since the objectives 
of the intervention are clear from the outset. For these reasons, the 
common quality criteria for therapeutic trials (e.g. placebo control, 
blinding of patients and therapists) are often not applicable to cog-
nitive intervention studies.

Despite these drawbacks, data accumulated in the last 15 years 
show that neuropsychological rehabilitation may lead to significant 
improvement of the trained functions. The evidence is particularly 
strong for spatial neglect, where physiological stimulation techniques 
(such as optokinetic stimulation) and transcranial stimulation lead to 
long-lasting improvements. The training of attention generally shows 
specific improvements in the trained task, but little or no generaliza-
tion to other tasks. In the domain of memory and executive function 
compensatory strategies and goal management can be recommended. 
Whatever the domain, intensive training is necessary to obtain sig-
nificant and lasting effects on performance and independence.

References
 1. Woldag H, Stupka K, Hummelsheim H. Repetitive training of 

complex hand and arm movements with shaping is beneficial 
for motor improvement in patients after stroke. J Rehabil Med. 
2010;42(6):582–587.

Baseline Baseline
0.24

0.25

0.26

0.27

0.28

0.29

M
ea

n 
co

effi
ce

nt
 o

f v
ar

ia
tio

n

0

8

16

24

32

40
Errors Variation of performance

M
ea

n 
nu

m
be

r o
f

om
iss

sio
n 

er
ro

rs

Post-test Post-testFollow-up Follow-up

Fig. 22.4 Effect of goal-management training (GMT) on a computerized measure of sustained attention. The test requires the maintenance of attention over time 
on task goals, a capacity that is specifically trained in GMT. Patients receiving GMT (black line) showed improved performance after the therapy and 4 months later 
(follow-up) while no significant changes were observed for patients receiving psychoeducation (grey line).
Figure modified from Levine et al. [90].

 

 

 



CHAPTER 22 neuropsychological rehabilitation 269

 2. Wolf SL, Thompson PA, Winstein CJ, et al. The EXCITE stroke 
trial: comparing early and delayed constraint-induced movement 
therapy. Stroke. 2010;41(10):2309–2315.

 3. Liepert J. Pharmacotherapy in restorative neurology. Curr Opin 
Neurol. 2008;21(6):639–643.

 4. Sandrini M, Cohen LG. Noninvasive brain stimulation in neurore-
habilitation. Handb Clin Neurol. 2013;116:499–524.

 5. Pulvermuller F, Neininger B, Elbert T, et al. Constraint-induced 
therapy of chronic aphasia after stroke. Stroke; a journal of cerebral 
circulation. 2001;32(7):1621–1626.

 6. Laganaro M, Di Pietro M, Schnider A. Computerised treatment 
of anomia in acute aphasia: treatment intensity and training size. 
Neuropsychol Rehabil. 2006;16(6):630–640.

 7. Kerkhoff G, Schenk T. Rehabilitation of neglect: an update. 
Neuropsychologia. 2012;50(6):1072–1079.

 8. Schuett S. The rehabilitation of hemianopic dyslexia. Nat Rev 
Neurol. 2009;5(8):427–437.

 9. Schindler I, Kerkhoff G, Karnath H-O, Keller I, Goldenberg G. 
Neck muscle vibration induces lasting recovery in spatial neglect. J 
Neurol Neurosurg Psychiatry. 2002;73:412–419.

 10. Geminiani G, Bottini G, Sterzi R. Dopaminergic stimulation in 
unilateral neglect. J Neurol Neurosurg Psychiatry. 1998;65:344–347.

 11. Grujic Z, Mapstone M, Gitelman DR, et al. Dopamine agonists 
reorient visual exploration away from the neglected hemispace. 
Neurology. 1998;51(5):1395–1398.

 12. Cazzoli D, Muri RM, Schumacher R, et al. Theta burst stimulation 
reduces disability during the activities of daily living in spatial 
neglect. Brain. 2012;135(Pt 11):3426–3439.

 13. Wilson B. Recovery and compensatory strategies in head injured 
memory impaired people several years after insult. J Neurol 
Neurosurg Psychiatry. 1992;55(3):177–180.

 14. Fish J, Manly T, Emslie H, Evans JJ, Wilson BA. Compensatory 
strategies for acquired disorders of memory and planning: dif-
ferential effects of a paging system for patients with brain injury 
of traumatic versus cerebrovascular aetiology. J Neurol Neurosurg 
Psychiatry. 2008;79(8):930–935.

 15. Tate RL. Beyond one-bun, two-shoe: recent advances in the psy-
chological rehabilitation of memory disorders after acquired brain 
injury. Brain Injury. 1997;11(12):907–918.

 16. Wilson B. Memory Rehabilitation. Integrating Theory and Practice. 
Guilford Press, New York, 2009.

 17. Ptak R, Van der Linden M, Schnider A. Cognitive rehabilitation of 
episodic memory disorders: From theory to practice. Front Human 
Neurosci. 2010;4.

 18. Nahum L, Bouzerda-Wahlen A, Guggisberg A, Ptak R, Schnider 
A. Forms of confabulation: dissociations and associations. 
Neuropsychologia. 2012;50(10):2524–2534.

 19. Schnider A. The Confabulating Mind. How the Brain Creates 
Reality. Oxford University Press, Oxford, 2008.

 20. Harris JE. Ways to help memory. In: Wilson BA, Moffat N, eds. 
Clinical Management of Memory Problems. Chapman & Hall, 
London, 1992, pp. 59–85.

 21. Doornheim K, De Haan EHF. Cognitive training for memory defi-
cits in stroke patients. Neuropsychol Rehabil. 1998;8(4):393–400.

 22. Ptak R, Gutbrod K, Schnider A. Association learning in 
the acute confusional state. J Neurol Neurosurg Psychiatry. 
1998;65(3):390–392.

 23. Kaschel R, Della Sala S, Cantagallo A, Fahlböck A, Laaksonen 
R, Kazen M. Imagery mnemonics for the rehabilitation of mem-
ory: A randomised group controlled trial. Neuropsychol Rehabil. 
2002;12(2):127–153.

 24. Cicerone KD, Dahlberg C, Malec JF, et al. Evidence-based cognitive 
rehabilitation: Updated review of the literature from 1998 through 
2002. Arch Phys Med Rehabil. 2005;86:1681–1692.

 25. Cicerone KD, Dahlberg C, Kalmar K, et al. Evidence-based cogni-
tive rehabilitation: Recommendations for clinical practice. Arch 
Phys Med Rehabil. 2000;81:1596–1615.

 26. Glisky EL, Schacter DL, Tulving E. Computer learning by memory 
impaired patients: acquisition and retention of complex knowledge. 
Neuropsychologia. 1986;24:313–328.

 27. Glisky EL. Acquisition and transfer of declarative and procedural 
knowledge by memory-impaired patients: A computer data-entry 
task. Neuropsychologia. 1992;30(10):899–910.

 28. Riley GA, Sotiriou D, Jaspal S. Which is more effective in pro-
moting implicit and explicit memory: The method of vanishing 
cues or errorless learning without fading? Neuropsychol Rehabil. 
2004;14(3):257–283.

 29. Baddeley A, Wilson BA. When implicit learning fails: amne-
sia and the problem of error elimination. Neuropsychologia. 
1994;32(1):53–68.

 30. Hamann SB, Squire LR. On the acquisition of new declarative 
knowledge in amnesia. Behav Neurosci. 1995;109(6):1027–1044.

 31. Hunkin NM, Squires EJ, Aldrich FK, Parkin AJ. Errorless learning 
and the acqisition of word processing skills. Neuropsychol Rehabil. 
1998;8(4):433–449.

 32. Andrewes D, Gielewski E. The work rehabilitation of a herpes sim-
plex encephalitis patient with anterograde amnesia. Neuropsychol 
Rehabil. 1999;9(1):77–99.

 33. Kessels RPC, de Haan EHF. Implicit learning in memory rehabili-
tation: A meta-analysis on errorless learning and vanishing cues 
methods. J Clin Exp Neropsychol. 2003;25(6):805–814.

 34. Evans JJ, Wilson BA, Schuri U, et al. A comparison of ‘errorless’ and 
‘trial-and-error’ learning methods for teaching individuals with 
acquired memory deficits. Neuropsychol Rehabil. 2000;10(1):67–101.

 35. Tailby R, Haslam C. An investigation of errorless learning in 
memory-impaired patients: improving the technique and clarifying 
theory. Neuropsychologia. 2003;41:1230–1240.

 36. Fish J, Mandly T, Wilson BA. Rehabilitation for prospective mem-
ory problems resulting from acquired brain injury. In: Oddy M, 
Worthington A, eds. The Rehabilitation of Executive Disorders A guide 
to theory and practice. Oxford University Press, Oxford, 2009. p. 75–95.

 37. Schmitter-Edgecombe M, Fahy JF, Whelan JP, Long CJ. Memory 
remediation after severe closed head injury: notebook training ver-
sus supportive therapy. J Consult Clin Psychol. 1995;63(3):484–489.

 38. Squires EJ, Hunkin NM, Parkin AJ. Memory notebook training in a 
case of severe amnesia: Generalising from paired associate learning 
to real life. Neuropsychol Rehabil. 1996;6(1):55–65.

 39. Sohlberg MM, Mateer CA. Cognitive Rehabilitation. An Integrative 
Neuropsychological Approach. Guilford Press, New York, 2001.

 40. Burke JM, Danick JA, Bemis B, Durgin CJ. A process approach 
to memory book training for neurological patients. Brain Injury. 
1994;8(1):71–81.

 41. Wilson BA, Emslie HC, Quirk K, Evans JJ. Reducing everyday 
memory and planning problems by means of a paging system: a 
randomised control crossover study. J Neurol Neurosurg Psychiatry. 
2001;70:477–482.

 42. Wilson BA, Evans JJ, Emslie H, Malinek V. Evaluation of 
NeuroPage: a new memory aid. J Neurol Neurosurg Psychiatry. 
1997;63:113–115.

 43. Svoboda E, Richards B. Compensating for anterograde amne-
sia: A new training method that capitalizes on emerging smart-
phone technologies. J Int Neuropsychol Soc. 2009;15:629–638.

 44. Svoboda E, Richards B, Polsinelli A, Guger S. A theory-driven 
training programme in the use of emerging commercial technol-
ogy: Application to an adolescent with severe memory impairment. 
Neuropsychol Rehabil. 2010:1–25.

 45. Berry E, Kapur N, Williams L, et al. The use of a wearable camera, 
SenseCam, as a pictorial diary to improve autobiographical memory 
in a patient with encephalitis: A preliminary report. Neuropsychol 
Rehabil. 2007;17:582–601.

 46. Gade A. Imagery as a mnemonic aid in amnesia patients: effects of 
amnesia subtype and severity. In: Riddoch MJ, Humphreys GW, 
eds. Cognitive Neuropsychology and Cognitive Rehabilitation. 
Lawrence Erlbaum Associates, Hove, 1994, pp. 571–589.



SECTION 4 clinical concepts270

 47. das Nair R, Lincoln N. Cognitive rehabilitation for memory deficits 
following stroke. Cochrane Database of Systematic Reviews. 2007;3, 
No. CD002293.

 48. LoPresti EF, Mihailidis A, Kirsch N. Assistive technology for 
cognitive rehabilitation: state of the art. Neuropsychol Rehabil. 
2004;14(1/2):5–39.

 49. Kalra L, Perez I, Gupta S, Wittink M. The influence of visual neglect 
on stroke rehabilitation. Stroke. 1997;28:1386–1391.

 50. Denes G, Semenza C, Stoppa E, Lis A. Unilateral spatial neglect and 
recovery from hemiplegia. Brain. 1982;105:543–552.

 51. Weinberg J, Diller L, Gordon WA, et al. Visual scanning training 
effect on reading-related tasks in acquired right brain damage. Arch 
Phys Med Rehabil. 1977;58:479–486.

 52. Làdavas E, Menghini G, Umiltà C. A rehabilitation study of hemis-
patial neglect. Cogn Neuropsychol. 1994;11(1):75–95.

 53. Bowen A, Lincoln NB. Rehabilitation for spatial neglect improves 
test performance but not disability. Stroke. 2007;38(10):2869–2870.

 54. Rubens AB. Caloric stimulation and unilateral visual neglect. 
Neurology. 1985;35:1019–1024.

 55. Rossetti Y, Rode G, Pisella L, Farné A, Li L, Boisson D, et al. Prism 
adaptation to a rightward optical deviation rehabilitates left hemis-
patial neglect. Nature. 1998;395:166–169.

 56. Frassinetti F, Angeli V, Meneghello F, Avanzi S, Làdavas E. 
Long-lasting amelioration of visuospatial neglect by prism adapta-
tion. Brain. 2002;125:608–623.

 57. Serino A, Barbiani M, Rinaldesi ML, Ladavas E. Effectiveness of 
prism adaptation in neglect rehabilitation: a controlled trial study. 
Stroke. 2009;40(4):1392–1398.

 58. Rousseaux M, Bernati T, Saj A, Kozlowski O. Ineffectiveness of 
prism adaptation on spatial neglect signs. Stroke. 2006;37:542–543.

 59. Turton AJ, O’Leary K, Gabb J, Woodward R, Gilchrist ID. A single 
blinded randomised controlled pilot trial of prism adaptation for 
improving self-care in stroke patients with neglect. Neuropsychol 
Rehabil. 2010;20(2):180–196.

 60. Yang NY, Zhou D, Chung RC, Li-Tsang CW, Fong KN. 
Rehabilitation interventions for unilateral neglect after stroke: a 
systematic review from 1997 through 2012. Front Hum Neurosci. 
2013;7:187.

 61. Goedert KM, Chen P, Boston RC, Foundas AL, Barrett AM. 
Presence of motor-intentional aiming deficit predicts functional 
improvement of spatial neglect with prism adaptation. Neurorehabil 
Neural Repair. 2014.

 62. Corbetta M, Kincade MJ, Lewis C, Snyder AZ, Sapir A. Neural 
basis and recovery of spatial attention deficits in spatial neglect. Nat 
Neurosci. 2005;8(11):1603–1610.

 63. Hallett M. Transcranial magnetic stimulation: a primer. Neuron. 
2007;55(2):187–199.

 64. Nyffeler T, Cazzoli D, Hess CW, Müri RM. One session of repeated 
parietal theta burst stimulation trains induces long-lasting improve-
ment of visual neglect. Stroke. 2009;40:2791–2796.

 65. Koch G, Bonni S, Giacobbe V, et al. Theta-burst stimulation of 
the left hemisphere accelerates recovery of hemispatial neglect. 
Neurology. 2012;78(1):24–30.

 66. Kerkhoff G, Keller I, Ritter V, Marquardt C. Repetitive optokinetic 
stimulation induces lasting recovery from visual neglect. Restorat 
Neurol Neurosci. 2006;24:357–369.

 67. Kerkhoff G, Reinhart S, Ziegler W, Artinger F, Marquardt C, Keller 
I. Smooth pursuit eye movement training promotes recovery 
from auditory and visual neglect: a randomized controlled study. 
Neurorehabil Neural Repair. 2013;27(9):789–798.

 68. Kerkhoff G, Bucher L, Brasse M, et al. Smooth pursuit ‘bedside’ 
training reduces disability and unawareness during the activities of 
daily living in neglect: a randomized controlled trial. Neurorehabil 
Neural Repair. 2014;28(6):554–563.

 69. Ptak R, Müri RM. The parietal cortex and saccade planning: lessons 
from human lesion studies. Front Human Neurosci. 2013;7:254.

 70. Ptak R, Fellrath J. Spatial neglect and the neural coding of atten-
tional priority. Neurosci Biobehav Rev. 2013;37(4):705–722.

 71. Golay L, Hauert CA, Greber C, Schnider A, Ptak R. Dynamic 
modulation of visual detection by auditory cues in spatial neglect. 
Neuropsychologia. 2005;43(9):1258–1265.

 72. Hyndman D, Pickering RM, Ashburn A. The influence of atten-
tion deficits on functional recovery post stroke during the first 
12 months after discharge from hospital. J Neurol Neurosurg 
Psychiatry. 2008;79:656–663.

 73. Barker-Collo SL, Feigin VL, Lawes CM, Parag V, Senior H, 
Rodgers A. Reducing attention deficits after stroke using atten-
tion process training: a randomized controlled trial. Stroke. 
2009;40(10):3293–3298.

 74. Niemann H, Ruff RM, Baser CA. Computer-assisted attention 
retraining head-injured individuals: a controlled efficacy study of an 
outpatient program. J Consult Clin Psychol. 1990;58(6):811–817.

 75. Sturm W, Willmes K, Orgass B, Hartje W. Do specific attention defi-
cits need specific training? Neuropsychol Rehabil. 1997;7(2):81–103.

 76. Park NW, Proulx G-B, Towers WM. Evaluation of the attention pro-
cess training programme. Neuropsychol Rehabil. 1999;9(2):135–154.

 77. Couillet J, Soury S, Lebornec G, et al. Rehabilitation of divided 
attention after severe traumatic brain injury: a randomised trial. 
Neuropsychol Rehabil. 2010;20(3):321–339.

 78. Mazer BL, Sofer S, Korner-Bitensky N, Gelinas I, Hanley J, 
Wood-Dauphinee S. Effectiveness of a visual attention retraining 
program on the driving performance of clients with stroke. Arch 
Phys Med Rehabil. 2003;84(4):541–550.

 79. Park NW, Ingles JL. Effectiveness of attention rehabilitation after 
an acquired brain injury: A meta-analysis. Neuropsychology. 
2001;15(2):199–210.

 80. Lincoln N, Majid M, Weyman N. Cognitive rehabilitation for 
attention deficits following stroke. Cochrane Database Syst Rev. 
2000;4: No. CD002842.

 81. Lezak MD. Neuropsychological Assessment, 3rd edn. Oxford 
University Press, New York, 1995.

 82. Cicerone K, Levin H, Malec J, Stuss D, Whyte J. Cognitive rehabili-
tation interventions for executive function: moving from bench to 
bedside in patients with traumatic brain injury. J Cogn Neurosci. 
2006;18(7):1212–1222.

 83. Norman DA, Shallice T. Attention to Action. Willed and automatic 
control of behavior. In: Davidson RJ, Schwartz GE, Shapiro D, eds. 
Consciousness and Self-Regulation. 4. Plenum Press, New York, 
1986, pp. 1–18.

 84. Duncan J, Emslie H, Williams P, Johnson R, Freer C. Intelligence 
and the frontal lobe: the organization of goal-directed behavior. 
Cogn Psychol. 1996;30:257–303.

 85. Ptak R, Schnider A. Disorganised memory after right dorsolateral 
prefrontal damage. Neurocase. 2004;10(1):52–59.

 86. von Cramon DY, Matthes-von-Cramon G, Mai N. Problem solv-
ing deficits in brain injured patients. A therapeutic approach. 
Neuropsychol Rehab. 1991;1:45–64.

 87. Rath JF, Simon D, Langenbahn DM, Sherr RL, Diller L. Group 
treatment of problem-solving deficits in outpatients with traumatic 
brain injury: A randomised outcome study. Neuropsychol Rehab. 
2003;13(4):461–488.

 88. Robertson I. Goal Management Training: A clinical manual. 
PsyConsult, Cambridge, UK, 1996.

 89. Levine B, Robertson IH, Clare L, et al. Rehabilitation of executive 
functioning: an experimental-clinical validation of goal manage-
ment training. J Int Neuropsychol Soc. 2000;6(3):299–312.

 90. Levine B, Schweizer TA, O’Connor C, et al. Rehabilitation of execu-
tive functioning in patients with frontal lobe brain damage with 
goal management training. Front Hum Neurosci. 2011;5:9.

 91. Miotto EC, Evans JJ, de Lucia MC, Scaff M. Rehabilitation of execu-
tive dysfunction: a controlled trial of an attention and problem solv-
ing treatment group. Neuropsychol Rehabil. 2009;19(4):517–540.



CHAPTER 22 neuropsychological rehabilitation 271

 92. Fish J, Evans JJ, Nimmo M, et al. Rehabilitation of executive 
dysfunction following brain injury: ‘content-free’ cueing improves 
everyday prospective memory performance. Neuropsychologia. 
2007;45(6):1318–1330.

 93. Kennedy MR, Coelho C, Turkstra L, et al. Intervention for execu-
tive functions after traumatic brain injury: a systematic review, 
meta-analysis and clinical recommendations. Neuropsychol 
Rehabil. 2008;18(3):257–299.

 94. Cattelani R, Zettin M, Zoccolotti P. Rehabilitation treatments 
for adults with behavioral and psychosocial disorders following 
acquired brain injury: a systematic review. Neuropsychol Rev. 
2010;20(1):52–85.

 95. Aboulafia-Brakha T, Christe B, Martory MD, Annoni JM. Theory 
of mind tasks and executive functions: a systematic review of group 
studies in neurology. J Neuropsychol. 2011;5(Pt 1):39–55.

 96. Carnevale GJ, Anselmi V, Johnston MV, Busichio K, Walsh V. A 
natural setting behavior management program for persons with 
acquired brain injury: a randomized controlled trial. Arch Phys 
Med Rehabil. 2006;87(10):1289–1297.

 97. Aboulafia-Brakha T, Greber Buschbeck C, Rochat L, Annoni JM. 
Feasibility and initial efficacy of a cognitive-behavioural group 
programme for managing anger and aggressiveness after traumatic 
brain injury. Neuropsychol Rehabil. 2013;23(2):216–233.

 98. Medd J, Tate RL. Evaluation of an anger management therapy 
program following acquired brain injury: A preliminary study. 
Neuropsychol Rehab. 2000;10(2):185–201.

 99. Lincoln NB, Flannaghan T, Sutcliffe L, Rother L. Evaluation of cogi-
tive behavioral treatment for depression after stroke: A pilot study. 
Clin Rehabil. 1997;11(2):114–122.



CHAPTER 23

The clinical neurology of 
problems with oral feeding
Tom Hughes

Introduction
Hydration and nutrition are basic human requirements but their 
provision to people with acute and chronic neurological condi-
tions is a very real challenge. A person who is unable to maintain 
good sitting posture and has ineffective upper limb function is 
unlikely to be able to participate normally in festive social occa-
sions, but with the right sort of care they may be able to feed by 
mouth. If vigilance, conscious level, coughing, respiratory func-
tion, or swallowing is impaired, alone or in combination, they 
may require feeding and hydration using artificial enteral, or par-
enteral, methods.

One of the provider compliance assessment tools (Outcome 5 
(Regulation 14): Meeting nutritional needs) developed by the Care 
Quality Commision [1]  focuses on basic hydration and nutrition. 
A separate section on nutrition and hydration in the Francis report 
[2] highlights its relevance to clinical practice and that failure of 
provision is a valid and very obvious sign of ineffective or negli-
gent clinical practice. The National Patient Safety Agency and The 
Royal College of Nursing [3] have confirmed that hydration is a 
fundamental aspect of care and everyone in a healthcare environ-
ment has a role to play in ensuring patients do not become dehy-
drated. In the fourth Nutrition Screening Week survey (spring 
2011) malnutrition (medium and high risk according to MUST 
(Malnutrition Universal Screening Tool)) was found to affect one 
in four adults on admission to hospital, more than one in three 
adults admitted to care homes in the previous 6 months, and up 
to one in five adults on admission to Mental Health Units in the 
United Kingdom [4]. Unfortunately, it is clear that admission to 
hospital may further compromise nutritional problems that have 
developed in the community, with obvious detrimental effects on 
the presenting medical or surgical problem. At a time of rapid sci-
entific and technological development in all medical specialties, 
it seems improbable that we should not be succeeding in meeting 
such well-described and basic needs.

In some patients dehydration and malnutrition can be antici-
pated—and possible remedies discussed—in advance, for example 
in a progressive neurological disorder involving the bulbar and 
respiratory musculature. In some it may relate to one easily iden-
tifiable problem, such as oesophageal obstruction or a blocked 
gastrostomy, for which there is an obvious solution. Often it is mul-
tifactorial in origin, a common situation in patients with conditions 
affecting posture, vigilance, swallowing, and breathing. Sometimes 

it is a product of the environment in which they are being cared 
for; a strict ‘Nil By Mouth’ policy applied unthinkingly on a Friday 
afternoon adds to patients’ vulnerability. Occasionally problems 
with eating and drinking, and an underlying neurological condi-
tion (e.g. Arnold–Chiari malformation), are recognized for the first 
time only after a presentation with aspiration pneumonia [5] .

If a problem with oral feeding is recognized there are usually four 
important issues that require careful consideration: the underlying 
diagnosis of the disease process, the mechanism of the problem, 
the most appropriate interventions, and the prognosis. The latter is 
usually closely linked to the prognosis of the underlying disease. It 
is common for diagnostic and management issues to require atten-
tion concurrently, often involving a range of healthcare profession-
als; a nasogastric tube may be required whilst investigations get 
underway to establish a diagnosis of both the underlying condi-
tion and the exact mechanism of the feeding problem. The con-
sequences of even short periods without adequate hydration and 
nutrition justify considering the different diagnostic and manage-
ment issues in parallel rather than in series.

Although problems with oral feeding are often discussed in rela-
tion to the disease (e.g. stroke, motor neuron disease, dementia, 
etc.) from a mechanistic perspective, and in common with some 
other forms of neurological disability, the anatomical location of 
the disease is a more important determinant of the mechanism of 
the disability than is the disease process itself. Stroke illustrates 
this. The residual oral feeding problem in patients who have made 
some progress after lateral medullary syndrome has more in com-
mon with a recurrent laryngeal nerve palsy than it has with other 
stroke syndromes, because airway closure during swallowing is a 
prerequisite for sustainable oral feeding. Similarly, a pure corti-
cobulbar palsy causing profound slowing of tongue movements 
and impaired oral control of a bolus has comparable effects on 
oral feeding whether it is due to motor neurone disease, multi-
ple sclerosis, or cerebrovascular disease. The mechanism of the 
swallowing problem, rather than the underlying disease process 
is also the most important determinant of the techniques used to 
enhance oral feeding.

With these thoughts in mind the chapter will start with a 
detailed description of the mechanism of successful oral feeding 
in adults, with an emphasis on the innervation of the involved 
structures and how their function is integrated. If the importance 
of the individual components and their integration is appreci-
ated, the nature of oral feeding problems can be understood and 
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sometimes predicted. An appreciation of the neuroanatomy of 
the process also informs the approach to management, includ-
ing techniques to enhance swallowing and the effect of different 
consistencies of the presented bolus. Although the emphasis will 
be on a generic approach, a number of conditions will be used to 
illustrate important points.

The subject matter requires of clinicians a challenging mix of 
perspectives and skills, but also a healthy dollop of common sense. 
Anybody involved with a patient should be able to say whether 
they are being adequately nourished and hydrated: relatives can. 
If a patient has not had 2 litres of fluid and 1,500 calories in the 
preceding 24 hours, something needs to be done, regardless of 
how many specialists are involved, and regardless of what inves-
tigations may be outstanding. A nasogastric tube is relatively easy 
to insert and highly effective in delivering food and water and it 
is questionable whether remedial action, by resident nursing and 
medical staff, about such basic requirements can be postponed 
because of protocols requiring referral to more specialist ser-
vices, especially when those services are not immediately avail-
able. However, as problems of a very practical nature are being 
addressed, there are often difficult decisions to be made which 
require a working and detailed knowledge of the neuroanatomy 
of oral feeding as well as the more traditional insights required to 
diagnose the underlying disease process. Once in the midst of a 
complex case, the responsible team needs microscopic, telescopic, 
and periscopic perspectives, as well as an array of very practical 
skills, to ensure that patients get both adequate sustenance and an 
accurate diagnosis.

The neurology of oral feeding in health
Oral feeding is a composite function comprising a number of 
other composite functions. To help structure the clinical approach 
it can be useful to break it down in to four territories or domains 
of clinical practice: swallowing, breathing, general medical issues, 
and the situation in which the patient is being cared for. A detailed 
description of the process in health will inform a discussion of the 
changes that occur in disease, many of which can be anticipated 
based on a sound appreciation of the mechanisms involved.

Swallowing
The cutting up of food, and the accurate and timely placement of 
food in the mouth with fork or spoon is a considerable challenge for 
the neurologically impaired. Retention of the bolus in the mouth 
requires lip closure (seventh (VII) cranial nerve). Chewing depends 
on jaw closure and jaw opening (respectively temporalis and masse-
ter, and the pterygoids, both supplied by the fifth cranial nerve (V)). 
Common intraoral sensation is also dependent on the Vth nerve, 
including common sensation to the tongue. The mobility and range 
of movement of the tongue (twelfth (XII) nerve) combined with its 
rich sensory innervation make it a powerful tool for exploration of 
the bolus and for its manipulation and control.

With the bolus suitably prepared, it has to be moved to the 
oesophagus, without entering the larynx and because the phar-
ynx is a conduit for both air and food (it is an aerodigestive tract) 
defects in this part of the process can lead to food and drink enter-
ing the upper airway and beyond.

The safe passage of bolus involves the opening of the upper 
oesophagus (the ‘foodway’) and the closing of the larynx (the 

airway). These two quintessential functions involve, respectively, 
the suprahyoid muscles, sometimes referred to as the external 
muscles of the larynx (innervated by segments 1–3 of the cervi-
cal cord and the Vth and VIIth cranial nerves) and the internal 
muscles of the larynx (all innervated by the tenth cra nial nerve). 

So many neurological conditions manifest for the first time as a 
consequence of involvement of the internal and external muscles 
of the larynx that further explanation is justified [6] .

During swallowing the larynx must shut; this ensures that oro-
pharyngeal content does not enter the airway. The closure of the 
larynx is referred to as its sphincteric action. The larynx closes at 
four levels as a result of apposition of the true vocal cords, the false 
vocal cords, the arytenoids, and the apposition of the epiglottis 
with the superior surface of the larynx. All of the involved muscles 
are innervated by the tenth cranial nerve (Xth), the majority by its 
recurrent laryngeal branch. There are upper airway reflexes which 
leave the larynx in a state of readiness as a result of stimulation of 
neighbouring structures, for example the glottopharyngeal reflex 
which, in response to stimulation of the pharynx produces partial 
adduction of the cords without producing laryngeal closure. This 
may be exaggerated in diseases involving the corticobulbar tracts 
and contribute to choking episodes not obviously related to eating 
or drinking (e.g. in corticobulbar involvement in motor neuron 
disease).

However, the external muscles of the larynx are also very impor-
tant in swallowing, because they are responsible for the opening of 
the upper oesophageal sphincter. During swallowing the larynx, 
connected above and below by appropriately named ligaments to 
the hyoid and cricoid, moves upwards and forwards. A swallow 
with two fingers resting on the larynx (the Adam’s apple) allows 
the reader to demonstrate this to themselves. The muscles that 
suspend the larynx from the skull base attach mainly to the hyoid, 
and they are sometimes referred to as the suprahyoid muscles. 
Anteriorly they include the anterior belly of digastric, mylohyoid 
and geniohyoid (Vth cranial nerve), and posteriorly the posterior 
belly of digastric and stylohyoid (VIIth).

The cricopharyngeus, the main muscle of the upper oesopha-
geal sphincter, is attached to the posterior cricoid; its name is 
the giveaway. Movement of the cricoid will therefore result in a 
change in the conformation of the upper oesophageal sphincter. 
Anterior movement of the cricoid results in traction on the ante-
rior cricopharyngeus and its opening. In patients with inactive 
suprahyoid muscles (e.g. in acute bilateral styloid fractures), eleva-
tion of the hyolaryngeal complex is very reduced, and patients can 
be aphagic.

The associated drop in pressure in the sphincter, as it opens, cre-
ates suction (the ‘hypopharyngeal suction pump’), which pulls the 
bolus in to the pharynx and upper oesophagus.

Apposition of the tongue base with the posterior pharyngeal 
wall follows and this initiates a stripping wave of peristalsis which, 
by acting on the tail of the bolus, ensures that its remnants in the 
pharynx are encouraged to move on down in to the oesophagus. 
As the suprahyoid muscles relax the larynx returns to its starting 
position, aided by contraction of the infrahyoid (strap) muscles, 
innervated by cervical roots C1–3.

So this is mere swallowing:  following suitable preparation of 
the bolus the larynx closes and moves upwards and forwards, 
and as it opens the associated drop in pressure in the upper 
oesophageal sphincter propels the bolus into the oesophagus by 
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hypopharyngeal suction. A clearing wave of peristalsis starts with 
the tongue base against the contracting superior pharyngeal con-
strictor (Passavant’s cushion). When this is complete, and with the 
bolus is safely in the oesophagus, the involved structures stand 
down, passively or with assistance. Figure 23.1 shows a schematic 
diagram of the important cranial nerve contribution to the swal-
lowing process.

In a way analogous to timed measurement of walking, swallow-
ing function can be measured; a known volume of water is swal-
lowed as the time taken and number of swallows used is recorded. 
This produces indices of swallowing including average volume per 
swallow (mls) and swallowing capacity (ml/second). Normative 
data exists for adults which shows that 55% of the variance of 
swallowing capacity is accounted for by age, sex, and height, 
which is very similar to the determinants of forced vital capacity 
in adults. In a study of patients with motor neuron disease, those 
who answered ‘Yes’ to the question ‘Do you have to be careful 
when you are swallowing?’ had significantly slower swallowing, 
and the majority had a swallowing capacity of less than 10 ml per 
second [7] .

Voluntary and reflex swallowing
The elegant experiments of Miller and Sherrington [8]  established 
that this closure and elevation of the larynx, with (respectively) the 
resulting cessation of breathing and opening of the cricopharyn-
geus, can be elicited by stimulation with various phagetic agents 
(whisky was the most effective) applied to the territory of the supe-
rior laryngeal nerve (a sensory nerve apart from its innervation 
of cricothyroid). The experiments were done in decerebrate cats.

The relevance of these findings to clinical practice in humans 
is not clear, particularly in health. If laryngeal elevation and clo-
sure is elicited by a bolus appearing uninvited in the pharynx it 
is a very effective way of diverting the bolus away from the air-
way and into the oesophagus. This crude Sherringtonian swallow, 
which is not tailored to the size or consistency of the bolus, but 
simply a sequence of muscle contractions in response to a sensory 
stimulus, complements an array of other upper airway protective 
mechanisms including coughing, gagging, retching, and vomit-
ing, all of which promote the egress of bolus away from the larynx 
and pharynx.

However, it is questionable whether alert adults rely on the bolus 
to elicit swallowing in the same way. Timing data from videofluor-
oscopy [9]  suggests that before the bolus has left the mouth the 

hyolaryngeal complex is starting to move upwards and forwards 
to create the necessary drop in pressure to draw the bolus in to the 
upper oesophagus. This suggests that, in keeping with the day-to-
day experience of eating and drinking, we decide when and how to 
swallow, without having to rely on the bolus eliciting reflex laryn-
geal movement and closure, and that swallowing when eating and 
drinking is a behavioural or voluntary act rather than a reflex. It is 
true that once initiated the sequence of events is immutable, with 
the involved muscles activated in the same sequence every time, 
but it is a process, the initiation of which—like a deliberate hop or 
jump—remains largely under voluntary control.

Making a distinction between reflex protective (Sherringtonian) 
swallowing and bespoke voluntary swallowing may be less clear 
cut than portrayed here, but this way of thinking informs think-
ing about how patients maintain oral feeding in different condi-
tions, and enriches thinking about the place and relevance of the 
different strategies used to promote continued oral feeding.

Breathing and coughing
Sherrington’s work also established the elegant integration of 
breathing and swallowing, findings subsequently replicated by 
many others [10]. The swallowing described is, in healthy adults, 
preceded and followed by expiration (E).

This promotes clearing of the laryngeal inlet after swallowing. 
Inspiration (I) after a swallow could lead to the inhalation of bolus 
remnants, despite effective swallowing. So-called EE swallows are 
the norm (>90% of swallows); EI and IE the exceptions.

So a patient who is unable to coordinate their respiration 
around deglutition may suffer significant respiratory complica-
tions despite normal swallowing. Successful coughing is similarly 
important to preserve the airway. The volume of air inspired, the 
effectiveness of vocal cord apposition and the necessary control 
of head, neck, and trunk posture determine how well the cough 
clears the airways, and the viability of continued eating and 
drinking.

Voluntary and reflex coughing
A dissociation of reflex and voluntary coughing is common in dis-
eases involving the central nervous system. Patients with isolated 
corticobulbar and corticospinal involvement lose voluntary con-
trol of their breathing, notably during attempts to estimate their 
forced vital capacity. However, in response to mucus or bolus in 
the larynx or airway, dramatic coughing can be elicited, often 
with associated eye watering and involuntary limb movement. 
Such projectile coughing is highly effective and helps maintain the 
patency of the airway; what is lost in voluntary control is partly 
compensated for by the dramatic preservation of elicitable reflex 
function.

So both swallowing and coughing can be thought of as highly 
effective upper airway reflexes, which very effectively remove any 
threats to the airway, and as functions to be deployed voluntarily 
to maintain successful oral feeding.

The general medical and surgical context
Impaired vigilance, drowsiness, pain, anxiety, vertigo, dry mouth, 
toothache, paranoia, mouth ulcers, oesophageal candidiasis, 
oesophageal reflux, visual neglect, and head tremor are just some 
of the long list of medical problems that can unhinge oral feed-
ing in patients who have relatively well-preserved swallowing and 
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Fig. 23.1 Cranial nerve involvement in swallowing, with the laryngeal 
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importance.
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breathing. Destructive lesions of the tongue, jaw, and larynx are 
just some of the surgical problems. Such problems can sometimes 
make oral feeding difficult in otherwise healthy adults, but their 
effect can be even greater in those with already compromised swal-
lowing or breathing, sometimes leading to a significant decom-
pensation and a requirement for adjunctive feeding techniques.

The caring environment
Successful oral feeding can be maintained in unlikely situations 
if the consistency of the food is changed accordingly. The consist-
ency of food presented to the patients determines the nature of the 
challenge their swallowing and breathing has to overcome; steak 
and chips is a completely different kettle of fish to a pureed pud-
ding with custard-thickened liquids. Thin liquids require careful 
control in the mouth and they easily breach laryngeal defences if 
there is untimely escape from the mouth. Food requiring chew-
ing and significant tongue movement to prepare it to an appro-
priate consistency will be inedible for patients with weakness or 
slowing of bulbar structures. If liquids are thickened and food 
pureed, patients with considerable disability can continue to feed 
by mouth. The importance of food consistency is often revealed 
when a change of carers with deficient skills in food preparation 
uncover problems with eating and drinking for which other car-
ing environments had compensated.

Oral feeding in neurological disease
Armed with a detailed understanding of the components of oral 
feeding it is possible to have insightful discussions about the 
mechanism of the problem and the interventions that are most 
likely to have a beneficial effect. For illustrative purposes a table 
of recognized stroke syndromes is included (Table 23.1) to empha-
size how one disease process (infarction) can cause oral feeding 
problems through a variety of mechanisms, determined mainly 
by the anatomical location of the lesion. Stroke is perhaps the con-
dition in which some of the most elegant work has been done to 
identify regions of cortex involved in swallowing, during health 
and the recovery from stroke.

Disorders of swallowing
It is self-evident that difficulty with movements of the tongue, 
defective chewing as a result of impaired sensory or motor func-
tion and poor function of the lips and cheek muscles will com-
promise oral control and preparation of the bolus. The more 
challenging the bolus is to prepare (e.g. tough steak), or to con-
trol (e.g. water), the more likely it is that a given impairment will 
manifest. The relevance of food consistency to the success or fail-
ure of oral feeding is obvious. A slow tongue, with reduced amp-
litude of movement, will not be able to move and retrieve bolus 
around the mouth, or complement mastication in the preparation 
of the bolus, but that same patient may be able to feed easily by 
mouth if presented with a puree diet.

If laryngeal elevation is compromised, as a result of tethering 
of the larynx (e.g. by a large thyroid (particularly with retroster-
nal extension), tracheostomy, scar tissue around a tracheostomy 
site, or a reduction in the excursion of movement as a result of 
hypokinesia or weakness) the opening of the upper oesophageal 
sphincter will be reduced with an associated reduction in the pres-
sure drop and consequently less ‘hypopharyngeal suction’. This 

leads to impaired transit of the bolus through the pharynx and 
an increased risk of there being bolus residue in the pharynx after 
the swallow, with an obvious risk of aspiration when the larynx 
reopens and breathing (in, particularly) restarts.

Of even greater importance is laryngeal closure. The larynx is 
the sphincter of the airway. If it closes effectively the patient may 
‘get away’ with terrible oral control, particularly if in addition to 
timely laryngeal closure there is a good cough. However, if laryn-
geal closure is defective the consequences are predictable. Acute 
occlusion of the larynx or chronic aspiration into the airways will 
produce a range of respiratory complications including asphyxi-
ation, aspiration pneumonia, lobar collapse secondary to distal 
airway collapse, and a chemical pneumonitis if acidic gastric con-
tents are involved. A  unilateral vocal cord palsy, unaccompan-
ied by any other symptoms such as vertigo or nausea, highlights 
the importance of the sphincteric action of the larynx. The four 
levels of laryngeal closure—true cords, false cords, arytenoids, 
and epiglottis—are all defective, and the bolus is free to enter 
the elevated larynx (laryngeal elevation should be normal in 
a Xth nerve palsy). To compound the problem, and in effect to 
make it an insurmountable problem in some patients, coughing 
is also unhinged because of the vocal cord palsy, and no amount 
of bovine coughing can effectively clear the airway of aspirated 
secretions, uninvited bolus, and oesophageal refluxate.

Therefore the larynx deserves to be considered centre stage 
when it comes to bulbar function. Not only is it responsible for the 
voicing of speech but its importance as the airway sphincter and 
as the device to create effective coughing means that it is difficult 
or impossible for other involved functions to compensate for loss 
of laryngeal function.

Disorders of breathing
Effective coughing depends on adequate pulmonary function, good 
posture control, preserved laryngeal function, and a preserved sen-
sory system to trigger the necessary reflex or voluntary response; 
all of these functions are vulnerable to neurological disease. The 
integration of breathing and swallowing is also vulnerable and 
although abnormalities may be difficult to appreciate at the bedside, 
techniques which record the inspiration and expiration around the 
deglutition apnoea have established that disease can disrupt the 
control of breathing around deglutition [10]. Breathing in, rather 
than out, after swallowing increases the risk of bolus residue in the 
pharynx being aspirated, by inhalation effectively, into the airway. 
Persistent abnormalities of the respiratory cycle around degluti-
tion may contribute to recurrent chest infections in some patients 
in whom mere swallowing—as described—is relatively preserved.

Medical and surgical problems
The long list of problems described, in patients with a given degree 
of impairment of swallowing and breathing, can compromise or 
completely unhinge oral feeding. Vertigo, nausea, and vomiting 
comprise a triad, which is common in neurological disease and 
immediately compromises oral feeding even in those with normal 
swallowing and breathing.

Situational factors
The quality of the caring environment, the consistency of the food 
presented, seating and utensils are just some of the very impor-
tant factors determining whether people can maintain oral intake. 
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These issues are susceptible to intervention and for many patients 
it is attention to detail regarding the caring environment that 
determines the viability of oral feeding. The consistency of the 
diet is perhaps the most important, as discussed in the section on 
therapy interventions.

The mechanism of the problem is different depending on the area 
of infarction (see Table 23.1), raising important questions about the 
relevance of a uniform approach to dysphagia after stroke. In carotid 
dissection in the region of the carotid sheath, with associated Xth 
and XIIth cranial nerve palsies there can be severe dysphagia even if 
there is not associated secondary embolic cerebral infarction, high-
lighting again the need to make diagnoses of the disease process 
and the mechanism of the associated feeding problem.

Approach to the patient
A number of questions may arise when a patient presents with a 
problem eating and drinking, which often have to be managed 
in parallel rather than in series, to ensure that issues relating to 
nutrition and hydration are not neglected. There may also be more 
than one disease process to be diagnosed, and when the diagnosis 
is secure, a number of possible mechanisms to explain the oral 
feeding problem.

Management of immediate metabolic deficits
In most patients the priority is to ensure adequate hydration 
and nutrition using a nasogastric (NG) tube, to buy time to pur-
sue investigations, which will allow a more informed approach 
to management. Is some cases in whom only intravenous access 
is available it may be possible only to hydrate and correct fluid 
imbalance, but this at least can defuse a situation for 24 hours 
whilst more information is acquired.

Management of major underlying diseases
The diagnosis of the underlying condition is obviously central to 
ensuring that the correct treatment is administered. Any underly-
ing vascular, inflammatory, or infective condition, if treated, may 
lead to a complete resolution of the problem with oral feeding, as 
conscious level, or awareness, or nausea and vomiting improve. 
The discipline of the traditional diagnostic process—history, 
examination and investigation—has to be seen through to a final 
conclusion, a task made doubly difficult by the immediacy of feed-
ing and hydration issues.

The process of diagnosis is beyond the scope of this chapter 
and the approach required is well described elsewhere. However, 
it is important to appreciate when approaching patients whose 

Table 23.1 Oral feeding problems after stroke

Neurological problem Involved structures Contribution to oral feeding problem

Lateral medullary syndrome Cerebellar hemisphere and central connections

Trigeminal sensory nucleus

Nucleus Ambiguus

Vertigo, nausea, and vomiting

Intraoral sensory loss

Failure of laryngeal closure, impaired palatal 
elevation, and defective pharyngeal persistalsis

Medial medullary syndrome Fascicle of twelfth nerve

Medial lemniscus

Pyramidal tract

Unilateral weakness of the tongue

Contralateral joint position sense loss

Contralateral limb and truncal weakness

Middle cerebral artery territory Corticobulbar motorneurons

Corticospinal neurones

Hemisphere swelling

Parietal lobe and its connections (left)

Broca’s and Wernicke’s area

Parietal lobe (right)

Slowing and imprecision of movement of tongue, 
lips and jaw

Impaired posture and limb function

Decreased vigilance and impaired conscious level

Apraxia of the tongue, lips and jaw

Impaired communication

Neglect of left side

Anosagnosia (failure to acknowledge or recognise 
disability)

Extrcranial carotid artery dissection (within the 
carotid sheath)

Sympathetic plexus

Neuropraxia or ischaemia of the tenth nerve

Neuropraxia or ischaemia of the twelfth cranial nerve

Subsequent embolization to middle cerebral arteries

No obvious effect on feeding (deglutition is not an 
autonomic function)

Failure of laryngeal closure

Impaired movement of the tongue in the mouth

Impaired peristalsis (the base of the tongue forms 
the anterior wall of the pharynx)

Problems as previously described

Bilateral frontal opercular infarction (branch MCA 
occlusions)

Corticobulbar neurones, producing a bilateral 
corticobulbar palsy (Foix Chavany Marie syndrome)

Loss of voluntary movement of the face, 
tongue, jaw, and palate makes bolus control and 
preparation impossible

Relative preservation of reflex functions including 
coughing, gagging, and retching
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symptoms are confined to the bulbar region that the range of 
symptoms and signs may be limited and structural disease can 
easily mimic neurological disease, particularly malignancies 
infiltrating the floor of the mouth, the base of the tongue, the 
hypopharynx, the cricopharynx, and the retropharyngeal space. 
Therefore if there are no symptoms and signs in the limbs a 
high index of suspicion regarding structural disease is required. 
Sometimes, structural disease of the mouth, pharynx or oesoph-
agus can be complicated by neurological disease, producing a 
diagnostic trap for the unwary. A carcinoma of the oesophagus 
complicated by polymyositis can produce a swallowing problem 
through both obstruction and weakness; a mediastinal mass in an 
older male can produce paraneoplastic myasthenia gravis as well 
as a recurrent laryngeal nerve palsy or compression of the oesoph-
agus; hyperthyroidism can produce a myopathy and enlargement 
of the thyroid gland, both of which may affect laryngeal elevation 
during swallowing.

The concept of diagnosis has to be extended, however, to 
ensure that any marginal gains are aggregated in the pursuit of 
preserving oral feeding. Patients with a given neurological con-
dition are vulnerable to routine problems such as concurrent 
infection, drug side effects and changes in mood and motivation, 
all of which can unhinge oral feeding without signs of the under-
lying disease having progressed. Patients with neurodegenera-
tive disease may become unusually susceptible to the side effects 
of medication (e.g. Lewy Body disease and major tranquillisers). 
In very vulnerable patients, particularly those with advanced 
degenerative diseases, a banal problem can completely disrupt 
the oral feeding routine. New onset atrial fibrillation in patients 
with Freidrich’s ataxia, oesophageal reflux in percutaneous 
endoscopic gastrostomy (PEG)-fed patients with multiple sclero-
sis, and constipation in patients with severe head injury, are just 
a few examples of situations in which precarious but established 
oral feeding may fail.

Mechanism of oral feeding failure
If these more traditional diagnostic questions have been success-
fully answered, there is also great merit in trying to diagnose the 
mechanism of the oral feeding problem. In some conditions this 
is very straightforward. Using the description of normal feed-
ing and the examples of how it may be disrupted by different 
diseases, it should be possible, if the disease process has been 
identified, to anticipate the mechanism of the oral feeding prob-
lem, by methodically working through the four domains of clini-
cal problems that may affect oral feeding: swallowing (including 
the preoral stage and chewing), respiratory function (including 
cough and control of respiration around deglutition), the addi-
tional neurological, general medical and surgical problems, and 
the situation in which the patient is being cared for. Muscle dis-
ease causes weakness, therefore the main impairments of laryn-
geal elevation, lip control, and head and neck posture, and of 
breathing, are likely to be a result of weakness. Common compli-
cations of the disease should also be anticipated, such as second-
ary musculoskeletal changes. However, even when the disease 
has been diagnosed with confidence, the mechanism of the feed-
ing problem may not be evident. In patients with motor neuron 
disease upper motor neuron involvement may affect oral con-
trol and bolus preparation, but laryngeal function, particularly 
reflex closure of the larynx, may be relatively unaffected. In this 

situation reflex coughing may be effectively preserved and, as a 
result, oral feeding continues.

Magnitude of eating and drinking problem
Perhaps the most taxing question is whether it is possible to make 
quick decisions about the appropriateness of eating and drinking 
for a particular individual.

In long-term conditions, reliable witness accounts of feed-
ing behaviour are invaluable, and have the advantage of being 
a reflection of a representative time period. Some patients with 
seemingly insurmountable disability involving the bulbar region 
are fed orally by devoted carers who become expert in catering for 
their idiosyncratic needs. Patients with basilar tip occlusions are 
an example, some of whom manage a pureed diet if it is placed 
carefully into their mouths; reflex swallowing and coughing is 
preserved and with the help of gravity and any residual control 
of head and neck posture, individuals are able to maintain an 
adequate intake.

In more acute situations a number of studies highlight the poor 
correlation between bedside tests of swallowing—using trials of 
swallowing and detailed clinical examination—and the results 
of investigations that allow one or more of the components of 
swallowing to be observed e.g. videofluoroscopy and fibreoptic 
endoscopic evaluation of swallowing [11]. This raises questions 
about the different approaches to assessment of oral feeding and 
the relative merits of tests that look only at swallowing. If oral 
feeding is considered rather than just swallowing, it immediately 
becomes apparent that, for example, the effectiveness of coughing 
and posture control may be as important as swallowing function 
in determining the success or safety of oral feeding. If the clinical 
assessment is confined to swallowing, the subsequent discussions 
are impoverished and are unlikely to lead to a comprehensive 
assessment of their feeding ability. The same applies to the use 
of ancillary investigations; the immediacy of videofluoroscopy 
images is arresting, but the presence or absence of aspiration in 
a few sequences in optimal conditions is unlikely to be repre-
sentative of eating and drinking over a longer time period, and 
of course pulmonary function, cough, and control of respiration 
around deglutition are not part of a videofluoroscopy assessment. 
In this regard, the results of investigations that involve imaging 
or direct visualization of the structures involved in swallowing, 
or images tracking the course of the bolus, have to be interpreted 
with caution, particularly if there are observations garnered dur-
ing a representative time period that suggest that oral feeding is, 
or is not, proceeding successfully. If someone is well nourished 
and has enjoyed or endured cautious oral feeding over a represent-
ative time period this information has obvious face validity and 
clinical relevance which is lacking in paraclinical assessments, 
many of which provide information about only one component 
of the oral feeding process. Similarly, if someone is losing weight 
and suffering recurrent chest infections, an intervention of some 
sort is required regardless of the presence or absence of abnormal 
tests of swallowing.

Therapy options
In keeping with the approach to any sort of therapy for people 
with neurological disability the basics of seating, sitting posture, 
pain control, minimization of distractions, and prompt attention 
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to general medical problems are a platform on which therapist and 
patient thrive.

Directed at the mechanics of swallowing
In addition to the treatment of the underlying condition there 
are certain techniques and methods which may enhance swal-
lowing function. These include deliberate repeat swallows, and 
techniques to improve the effectiveness of individual swallows 
(so called supraglottic swallows and super-supraglotic swallows), 
which involve the patient accentuating the apnoea during, and 
expiration following, the swallow [12].

Techniques designed to stimulate oral, palatal, and pharyngeal 
receptors involved in reflex swallowing, based on the original exper-
iments of Sherrington, have involved trials with different stimuli in 
the hope of promoting a return of swallowing function [13–15].

Although techniques to drive cortical plasticity in the adult 
motor cortex have been associated with improved motor function 
after brain injury, the effects of pharmacological agents have been 
disappointing [16].

Directed at posture
These range from attempts to prevent bolus moving down the 
paralysed side of the pharynx in a Xth nerve palsy (head turn-
ing to the side of the lesion), to chin tuck (which is said to reduce 
the risk of aspiration and position the tongue base and pharynx 
more favourably), to side lying (which may help avoid aspiration 
by reducing the effect of gravity). The importance of good sitting 
posture, appropriate seating, and access to upper limb support at 
the right level is self-evident.

Directed at food texture
Perhaps the single most important issue in oral feeding problems 
is the consistency of the food. In his original work Sherrington, in 
decerebrate cats, described whisky as the most effective phagetic 
agent, as it seemed to elicit reflex swallowing (laryngeal eleva-
tion and closure) more reliably than water or liquids of an oily 
consistency [8] . Although the consistency of the food and liq-
uid may be of relevance to the elicitation of reflex swallowing, 
the consistency of the bolus determines the challenge faced by 
the simple mechanics of ensuring the preparation and propul-
sion of the bolus in to the oesophagus without any of it reach-
ing or breaching the sphincter of the airway, the larynx. Fluids 
with the consistency and viscosity of water are a stringent test of 
laryngeal closure and oral control; simply by thickening liquids 
they can become manageable in the mouth and less of a threat to 
the airway. Even the most tender meat can be impossible to chew 
for patients with impaired jaw function or intraoral sensation, 
but if it is pureed it can be consumed without the need for other 
interventions.

In Dysphagia Diet Food Texture Descriptors (March 2012) [17], 
the different types and textures of foods are described allowing all 
health professionals and food providers to communicate effectively; 
knowing the difference between a thin puree and a fork-mashable 
dysphagia diet should be essential for all members of the team.

Directed at carers and caring environment
The importance of carers who are attuned to the needs of the 
patient cannot be overstated. Some patients require help with 

cutting up of food; others require a formidable routine of food 
preparation and labour-intensive spoon feeding. Many patients 
are able to avoid gastrostomy feeding owing to the dedication of 
their carers, therefore any changes in management suggested by 
the therapists involved in care must be fully discussed with and 
channelled through the carers.

Artificial enteral and parenteral feeding
Regardless of the mechanism of failure, oral feeding can be 
replaced by tube feeding. NG, nasojejunal, PEG, radiologically 
inserted gastrostomy, percutaneous endoscopic jejunostomy, and 
surgically placed jejunostomy are the typical options, with NG 
and PEG the most frequently used devices. Over half of those 
patients established on home enteral feeding have conditions 
involving the nervous system, with stroke the most common diag-
nosis. The use of fine-bore tubes has improved the tolerance of 
NG tubes and some patients in the community continue to use 
them. Their placement is not without complication, typically as a 
result of trauma and abrasions to the lining of the nose and naso-
pharynx, and improbable outcomes of placement (e.g. intracranial 
placement through the cribriform plate), have been recorded. PEG 
placement is associated with more risks, including those of sed-
ation (usually with midazolam), endoscopy and penetration of the 
peritoneal cavity and the wall of the stomach. The morbidity and 
mortality associated with PEG insertion suggests that it should 
be undertaken only in selected patients, ideally following a multi-
disciplinary discussion. Both NG and PEG tubes are associated 
with long-term complications after placement, notably blockage 
and displacement, and vigilant monitoring is required. Parenteral 
nutrition is an option for those patients who not eligible for tube 
feeding.

Many patients have a combination of tube feeding and limited 
oral intake, allowing them to enjoy the pleasure of oral feeding but 
not placing upon them the burden of having to swallow safely all 
of the calories they require.

Ethical and legal issues
The issues regarding the appropriateness of intervention are 
generic from an ethical and legal perspective; however, feeding 
issues in patients with complex neurological disability create some 
of the most difficult intellectual challenges for the neurorehabili-
tation team. An informed discussion about the best interests and 
the best medical interests of an individual are central to a rea-
soned and informed discussion between healthcare professionals 
and the family.

The approach to the patient has to be based on a sound apprecia-
tion of ethical principles and the legal framework within which 
health care professionals operate. The 2005 Mental Capacity 
Act [18] provides clear guidance about the issue-specific nature 
of capacity and the approach to the patient who has capacity—
and therefore the absolute right to decline even life-preserving 
treatment—is obviously different to those patients who do not 
have capacity. The important clinical, ethical and legal issues 
are elegantly summarized in the report by the Royal College of 
Physicians entitled ‘Oral feeding difficulties and dilemmas’ [19] 
which includes invaluable advice ranging from succinct summa-
ries of why NG and PEG feeding and hydration represents medi-
cal (not basic) care to examples of case law which inform current 
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clinical practice (e.g. the Bolam test). It is a useful starting point 
for those who may be faced with the more complex discussions 
and need a sound understanding of the concepts of beneficence 
and non-maleficence, autonomy and justice, religious and secular 
beliefs regarding the sanctity of life and how it differs to vitalism, 
and the important difference between ordinary and extraordinary 
means. It is important to be sufficiently familiar with the doctrine 
of double effect to be able to articulate a version to a partner or 
family which helps explain why with the intention of relieving suf-
fering a discussion is required about withdrawing feeding even 
though it can be foreseen that it will lead to their relative’s death, 
and to be able to refer promptly to the guidance of the General 
Medical Council (GMC) on such matters. The importance of cli-
nicians understanding the legal and ethical framework is no less 
important when dealing with patients who have written advanced 
directives; it can still be very difficult to judge the relevance of past 
instructions when patients emerge from an illness a very changed 
person.

However, with a sound appreciation of the common ethical 
issues such as capacity and the Mental Capacity Act, consent, 
confidentiality, and how to deal with conflict (between family 
members and within the healthcare team), and a detailed under-
standing of the prognosis of the condition and the mechanism 
of the feeding problem, the passage of time provides invaluable 
information, which usually inevitably informs decision making. 
Central to the decision making is the importance of a clear pro-
cess, which ensures all parties have opportunities to express their 
opinion and that conclusions are reached following a period of 
serious reflection and thought.

The MEALTIME approach
Confronted with a complex patient it can be difficult to organize 
thinking in order to ensure that important issues are addressed in 
parallel. The following may provide some structure.

Metabolic requirements; mechanism of oral  
feeding problem; management of underlying  
disease process
Immediate metabolic requirements such as hydration and elec-
trolyte and glycaemic abnormalities can usually be corrected 
fairly quickly with intravenous fluids, including insulin if 
necessary.

Using the framework already set out the mechanism of the fail-
ure of oral feeding should be established. It may not be possible 
to work out the mechanism until the underlying disease process 
has been diagnosed. It is not uncommon for these three Ms to be 
confronted and managed in parallel.

Ethical
The first question to ask of oneself is whether there are any ethical 
questions to address and what questions are likely to arise in the 
future, as the condition of the patient changes.

Achievable goals
The relative importance and urgency of the issues arising is dic-
tated to some extent by the conclusions of the attending clini-
cians about the achievable goals. It is often in the attempt to set 
realistic goals that uncertainties about the case are revealed, and 

temporary goals may have to be set without knowing the details of 
the diagnosis or the prognosis.

Legal
If the ethical issues are discussed at length it is usually the case 
that the legal issues about what help and advice is required are 
discovered. If there are any doubts it is advisable to seek help 
immediately.

Therapy from team
In routine practice it is rare for a professional to face these prob-
lems alone, and it is important that a team approach is adopted 
to ensure a multidisciplinary approach. To maximize oral feed-
ing ability therapy options should be considered at an appropri-
ate time. In practice, patients may not be able to participate in 
exercises to maximize their swallowing and coughing ability until 
their condition has stabilized. A dietician will provide informa-
tion about nutritional requirements and nurse specialists may be 
required to place NG tubes and devices to secure them in position.

Information; acquisition and dissemination
As much information as is possible must be acquired about the 
individual and the family to inform thinking about the achievable 
goals. This information must also be disseminated to other team 
members to ensure that the same goals are pursued by everyone 
and that there is not duplication of effort.

Monitoring
When goals have been set the patient needs to be monitored 
closely, so that goals can be revised as the clinical picture changes

End of involvement and end of life issues
Whatever the involvement of the team it is imperative that the 
lines of responsibility and accountability are clearly defined, 
particularly when one team is asked to take on management 
responsibilities.

It is not unusual for oral feeding failure, or a marked loss of 
interest in food and drink, to be a sign that the end of life is 
approaching and the goals may have to be changed from adequate 
feeding and hydration to ensuring a peaceful death, with the 
minimum of suffering.

Conclusion
The approach to patients with oral feeding problems requires of 
the clinician an approach that synthesizes information from a 
number of different sources to ensure that the diagnosis and prog-
nosis of the underlying condition informs the setting of achiev-
able goals. Decisions about intervention must include an informed 
discussion with the family about the ethics and legality of the pro-
posals and all discussions are best carried out within a multidis-
ciplinary team.
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CHAPTER 24

Management of bladder, bowel, 
and sexual dysfunction
Ulrich Mehnert

Introduction
Bladder, bowel, and sexual dysfunctions are frequent sequelae of 
neurotrauma and neurodegenerative diseases. Such dysfunctions 
have a significant impact on the patient’s quality of life and—
depending on the severity of the bladder and bowel dysfunction 
and the level of neurological disability—adequate management is 
often defined as primary rehabilitation goal by the patients [1] .

If not adequately treated or managed, bladder and bowel dys-
functions can not only essentially interfere with other rehabilita-
tion measures but might even become hazardous to health.

This chapter reviews the underlying pathophysiology of blad-
der, bowel, and sexual dysfunction in neurotrauma and neurode-
generative diseases and provides a comprehensive overview on the 
principles of their therapy and management with special empha-
sis to the practical management. The chapter will conclude with 
an outlook on current scientific findings and future directions of 
therapy.

The aim of the chapter is to sensitize physicians on this essential 
part/aspect of neurorehabilitation and to provide practical infor-
mation for the management of patients with bladder, bowel, and 
sexual dysfunction.

Pathophysiology
Pathophysiology of bladder dysfunction in  
neurological disorders
The urinary bladder (including the detrusor muscle), the bladder 
neck, the urethra and the external urethral sphincter, which are in 
summary named the lower urinary tract (LUT), in differentiation 
to the upper urinary tract consisting of the ureters and kidneys, 
relies on a complex neuronal network for adequate functioning. 
Such functions are:

1. low pressure continent storage of urine and

2. periodically, self determined and more or less complete release 
of the stored urine.

The neuronal LUT control network involves different neurons, 
nerves, and fibre types from different levels of the spinal cord 
(Figure 24.1) forming reflex circuitries that are under supraspi-
nal control [2] . The latter is essential to voluntarily control LUT 
function, that is to decide where and when to empty the bladder. 
Neurophysiological studies in animals and recent neuroimaging 

studies in humans could reveal several supraspinal areas that are 
involved in LUT control including the pons, periaqueductal grey, 
thalamus, hypothalamus, insula, cingulated gyrus, cerebellum, 
frontal, and prefrontal cortical areas (Figure 24.2) [2].

Due to this complex neuronal innervation and control it is not 
surprising that next to traumatic (e.g. spinal cord injury with 
91–99% prevalence of LUT dysfunction [3] ) and congenital (e.g. 
meningomyelocele with 98% prevalence of LUT dysfunction [4]) 
neurogenic lesions, also various neurological diseases frequently 
compromise LUT function (Table 24.1). Such functional impair-
ments usually affect LUT sensibility, detrusor contractility, and/
or urinary sphincter function. Each of these functional properties 
can be either over-, normo-, or underactive resulting in various 
different clinical findings and symptoms which can be function-
ally classified as storage or voiding symptoms (Table 24.2).

Based on observations and findings in spinal cord injury 
(SCI) patients, certain LUT dysfunctions and symptoms can be 
attributed to specific lesion sites (Figure 24.3, Table 24.2, and   
Table 24.3).

In general, but often related to the extent of the neuronal defects, 
lesions of peripheral nerves (i.e. pelvic or pudendal nerves), can 
result in hypo- or acontractile bladder and sphincter function, 
due to loss of connection to the sacral micturition centre (S2–S3), 
which contains important neurons for LUT control (i.e. parasym-
pathetic neurons for bladder contraction or motor neurons in 
Onuf’s nucleus for sphincter contraction (Figure 24.1)). The same 
applies for lesions at the subsacral spinal cord level.

Suprasacral lesions in contrast can result in detrusor overac-
tivity (DO) due to an intact bladder reflex circuit on sacral level 
but interruption of LUT control from brainstem and suprapon-
tine centres. Thus, DO is a kind of smooth muscle spasticity that 
was previously also termed detrusor hyperreflexia [5] . Again, the 
severity of DO depends on the extent of lesions. A patient with a 
complete spinal cord injury at thoracic level 10 will almost always 
develop a DO following spinal shock phase. In contrast, a small 
incomplete lesion at the frontal horn might not at all cause DO. 
Another severe dysfunction that can occur with suprasacral 
lesions is detrusor-sphincter-dyssynergia (DSD). In healthy con-
ditions, detrusor contractions during voluntary micturition are 
usually accompanied by a synergistic sphincter relaxation to let 
the urine pass. This synergistic function of detrusor and external 
urethral sphincter is mainly coordinated by neurons in the dor-
solateral pons [6]. In DSD, pontine input to the LUT is disrupted, 
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causing dyssynergic sphincter spasticity. The health related trou-
ble with DSD are the extraordinary high intravesical pressures 
that occur during DO, as the spastic detrusor is now pressing 
against the outlet resistance of the spastic sphincter. Such elevated 
pressures will, in the long term, jeopardize lower and upper uri-
nary tract function and morphology [7].

An especially hazardous complication that typically occurs 
with SCI above the splanchnic sympathetic outflow (T5–T6) is 
autonomic dysreflexia (AD) [8] . AD, most frequently elicited 
by bladder and/or bowel distension, is a severe and potentially 
life-threatening condition, characterized by an excessive rise in 
systolic blood pressure accompanied by a decrease in heart rate. 
The pathomechanism of AD relies on the decoupling of descend-
ing central (brain stem) inhibitory pathways to the sympathetic 
chain. This becomes especially eminent with SCI lesions above T6 
due to the lack of central modulation on the splanchnic nerves that 
usually emanate below T5 but innervate the critical mass of blood 
vessels required to cause elevation of the blood pressure [8]. Thus, 
a noxious stimuli, such as bladder distention, causes uninhibited 

sympathetic outflow to the splanchnic nerves that consequently 
results in peripheral and splanchnic vasoconstriction, followed by 
development of hypertension [8].

In return, baroreceptors above the lesion might counteract the 
excessive rise in blood pressure with an increased parasympa-
thetic output resulting in slowing of heart rate, headache, flushing 
and sweating in the head and neck region [8] .

Supraspinal lesions (i.e. stroke, Parkinson’s disease (PD)), fre-
quently cause DO but rarely DSD due to intact pontine control 
to the LUT (Table 24.1). However, it appears that certain cerebel-
lar and/or basal ganglia lesions are associated with DSD as such 
regions seem to exert relevant functional control on the periaque-
ductal grey (PAG) and/or pons [9, 10].

Impairments of LUT sensation can occur with lesions along 
the whole neuronal axis. Peripheral and subsacral lesions 
rather result in decreased sensibility whereas suprasacral or 
supraspinal can cause decreased (i.e. complete SCI), or often 
increased sensibility such as urinary urgency (i.e. multiple scle-
rosis (MS), PD).
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Fig. 24.1 Schematic illustration of spinal cord and brain stem regions involved in lower urinary tract (LUT) control and their most relevant neuronal connection to 
the LUT. The illustration summarizes the findings of neurophysiological animal studies from De Groat et al. [1] and early functional neuroimaging studies in humans 
from Blok et al. [2].  During the storage phase (a), which normally accounts for most of the daily time (98%), the detrusor is relaxed and the bladder neck closed 
due to a certain sympathetic tone on bladder body and bladder neck. Sympathetic fibres travel along the hypogastric nerve from the sympathetic nuclei in the 
intermediolateral column of the lumbar spinal cord to the LUT and provide adrenergic input to beta-receptors on intramural ganglia of the bladder body (→ relaxation) 
and alpha-receptors at the bladder neck (→ contraction/closure). Bladder afferents traverse through the pelvic nerve and enter the dorsal horn of the sacral spinal 
cord. At low filling volumes, there might be only little afferent activity and weak afferent signals might reach the PAG and diencephalic structures (e.g. thalamus), but 
bladder sensations do usually not reach consciousness during this state. With increasing bladder volumes, afferent activity might increase probably due to changes in 
intravesical pressure and at some degree of filling, bladder sensations will reach consciousness in form of a first desire to void. From the sacral dorsal horn, excitatory 
collaterals reach to the sympathetic nuclei in the lumbar intermediolateral column and to the sacral frontal horn, where the motor neurons of the external urethral 
sphincter (EUS) are located (Onuf’s nucleus), to facilitate sympathetic input to the bladder and bladder neck, and somatic input to the EUS respectively. This supports 
continence during increasing bladder volumes, when voiding has to be postponed. Another region supposed to be responsible for continence is the pontine L-region 
(named L-region as it is lateral to the other relevant pontine structure named pontine micturition centre or M-region or Barrington’s nucleus), which has excitatory 
input to the EUS motor neurons in Onuf’s nucleus and thus facilitates the elevation of the EUS tone. If the decision to empty the bladder is made (in the higher 
brain centres), the periaqueductal grey (PAG) activates the pontine micturition centre (PMC) (b). The switch between L-region and PMC activation is sometimes 
model-likely simplified as moving a lever from one programme to the other. Only one region can be activated at a time. From the PMC strong inhibitory inputs reach 
the sympathetic nuclei in the intermediolateral lumbar cord to suppress the sympathetic input to bladder body and bladder neck to enable a synergic micturition. 
Simultaneously, the PMC has strong excitatory projections to the parasympathetic nuclei in the sacral spinal cord that in turn activate the detrusor muscle via 
muscarinic receptors. The parasympathetic fibres travel along the pelvic nerve. In addition to the parasympathetic activation, the PMC has excitatory collaterals to 
inhibitory interneurons in the sacral cord that reduce the activity of EUS motor neurons, and thus facilitate EUS relaxation and synergic micturition.
1. de Groat WC. Integrative control of the lower urinary tract: preclinical perspective. Br J Pharmacol. 2006;147(Suppl 2):S25–40.
2. Blok BF, Holstege G. The central control of micturition and continence: implications for urology. BJU Int. 1999;83(Suppl 2):1–6.
Figure and legend reprinted by permission from Springer-Verlag London Limited: Mehnert U (2009) Technologies for the rehabilitation of neurogenic lower urinary tractdysfunction. In: Dietz V, 
Nef T, Rymer Z (eds) Neurorehabilitation technology. Springer, Berlin Heidelberg New York, pp. 413–439
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Fig. 24.2 For normal subjects, reported locations of peak activation (deactivation in a few cases) projected on a lateral surface or medial section of the brain, 
depending on which is closer to actual location; for simplicity, left and right activations are both projected on the same (right) side of the brain. Results are based on 
PET, fMRI, and one SPECT study, of which the latter may be less reliable. (A) Insula and adjacent lateral frontal areas activated during withholding of urine or full bladder 
(outlier on left is SPECT study). (B) Lateral (pre)frontal areas reported as activated duringwithholding of urine or full bladder (note there is some overlapwith panel A). 
(C) Medial prefrontal areas activated during withholding of urine or full bladder (the two most anterior locations are from the SPECT study). (D) (Anterior) cingulate 
areas activated during withholding of urine or full bladder (the most posterior location is from the SPECT study and is close to the posterior cingulate activation 
described by DasGupta et al. [3] ). (E) Brainstem areas activated during withholding of urine or full bladder, or during voiding (all but one of the PMC activations are 
from voiding studies; the PAG and putative L-region activations are from storage studies); the midbrain area located slightly anterior to the PAG by DasGupta et al. 
(2005) has not been included.
Dasgupta R, Critchley HD, Dolan RJ and Fowler CJ. Changes in brain activity following sacral neuromodulation for urinary retention. J Urol. 2005;174:2268–2272. Figure and legend reprinted 
by permission from John Wiley and Sons: Griffiths, D. and Tadic, S. D. (2008), Bladder control, urgency, and urge incontinence: Evidence from functional brain imaging. Neurourol. Urodyn. 
27: 466–474.

It is important to consider that LUT dysfunctions and symp-
toms may change over time, especially in progressive neurological 
diseases and thus, such patients require regular neuro-urological 
follow-up.

Pathophysiology of bowel dysfunction in  
neurological disorders
The gastrointestinal (GI) tract has three main functions:

1. Break up of food into smaller absorbable compounds/molecules 
(small intestine) and degradation of short fatty acids (colon).

2. Absorbtion of nutrients and vitamins (ileum) and of water and 
salts (colon).

3. Transit of faeces in distal direction and storage of faeces until 
defecation is appropriate.

Neurogenic control of the GI tract comprises an intrinsic (enteric) 
and extrinsic nervous system. The intrinsic nervous system is unique 
to the GI tract and can be divided into a myenteric and submucosal 
plexus, which are densely connected by interneurons. The myenteric 
plexus mainly controls the circular and longitudinal muscle layers 
while the submucosal plexus has secretomotor (small intestine) and 
sensory function and innervates the muscularis mucosa and submu-
cosal vessles. Both plexus enable autonomic GI peristalsis and might 
in total contain up to 100 million neurons, which is similar to the 
amount of neurons in the human spinal cord [11].

The extrinsic nervous system corresponds to the auto-
nomic nervous system with sympathetic input from T5–L3 and 

parasympathetic input via the vagus nerve (10th cranial nerve) 
and S2–4 (Figure 24.4). The sympathetic input is mainly respon-
sible for slowing GI motility and increasing colonic wall com-
pliance and internal anal sphincter tone while parasympathetic 
input causes mainly increase in GI motility and relaxation of the 
internal anal sphincter.

Both extrinsic and intrinsic nervous systems do not allow vol-
untary control. The only structure that can be voluntarily con-
trolled is the striated external anal sphincter, that similar to the 
external urethral sphincter has its motor neurons in the ventral 
horn of the sacral spinal cord (Onuf’s nucleus) that also travel via 
the pudendal nerve.

Defecation most probably depends on several factors and pro-
cesses that are not all fully understood. Such factors and processes 
include sensation of rectal filling, amount of stool in the rectum, 
adequate colonic and rectal motility (i.e. high-amplitude propa-
gated contractions), and adequate relaxation of sphincters and 
pelvic floor. Although most of such processes are not voluntarily 
controllable, it is, under healthy conditions, possible to voluntarily 
decide where and when to defecate. Thus, anorectal activity seems 
to be at least partly under supraspinal control similar to the LUT. 
Indeed, recent neuroimaging studies of anorectal control revealed 
involvement of very similar supraspinal areas as described for 
LUT control [12].

Traditionally, neurogenic bowel dysfunctions (NBD) are dis-
tinguished into supra- and subconal lesions, according to their 
functional impairment [13]. With supraconal lesions, sympathetic 
inhibitory influence might be impaired, resulting in reduced 
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Table 24.1 Prevalence of different neurogenic lower urinary tract dysfunctions (NLUTD) and symptoms in multiple sclerosis (MS), Parkinson’s 
disease (PD), multiple system atrophy (MSA), and stroke. Table adapted from: Mehnert, U. and Nehiba, M. (2012), Neurourologische 
Funktionsstörungen des unteren Harntraktes bei Erkrankungen des ZNS. Der Urologe A. 51 (2): 189–197

MS PD MSA Stroke

Prevalence of NLUTD 34–99% [1] 27–71% [2,3] 78–96% [4] 38–94% [5,6]

Average time interval between diagnosis of 
neurological disease and onset of urological 
symptoms [years]

5.9 (4.6–7.8) [1] 5 [7] 2 [7]

Urinary urgency 63.4% (32–86%) [1] 33–68% [2,3] 63% [8] 70% [5]

Urinary frequency 54.4% (25–99%) [1] 16–71% [2,3] 45% [8] 59% [5]

Nocturia 60–86% [2,3] 74% [8] 76% [5]

Urinary urgency incontinence 56.3% (19–80%) [1] 27% [3] 63% [8] 29% [5]

Dysuria 34.8% (6–79.5%) [1] 30% [7] 69% [7] 6% [5]

Retention/incomplete bladder emptying  
(PVRV > 100ml)

35.6% (8.3–73.8%) [1] 52% [8] 48% [5]

DO 65% (43–99%) [1] 45–93% [3] 35–56% [7,8] 36–82% [5]

DSD 35% (5–83%) [1] 47–98% (incl. bladder  
neck dyssynergia) [7,8]

Reduced compliance 2–10% [1] 31% [8]

Detrusor hypocontractility 25% (0–40%) [1] 53% [3] 52–67% [4,7] 33–40% [5]

Open bladder neck during filling cystometry 31% [4] 87% [4]

Pathologic EUS–EMG 5% [4] 93% [4]

Such specifications reflect only gross guide values due to sparse and/or heterogeneous data form investigations using different assessment methods.

PVRV post void residual volume, DO detrusor overactivity, DSD detrusor-sphincter-dyssynergia, EUS-EMG external urethral sphincter electromyogram.
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[5]  Tibaek S, Gard G, Klarskov P, Iversen HK, Dehlendorff C and Jensen R. Prevalence of lower urinary tract symptoms (LUTS) in stroke patients: a cross-sectional, clinical survey. 
Neurourol Urodyn 2008; 27: 763–71.

[6]  Gupta A, Taly AB, Srivastava A and Thyloth M. Urodynamics post stroke in patients with urinary incontinence: Is there correlation between bladder type and site of lesion? Annals of 
Indian Academy of Neurology 2009; 12: 104–7.

[7]  Bloch F, Pichon B, Bonnet AM, Pichon J, Vidailhet M, Roze E et al. Urodynamic analysis in multiple system atrophy: characterisation of detrusor-sphincter dyssynergia. Journal of 
neurology 2010; 257: 1986–91.

[8]  Sakakibara R, Hattori T, Uchiyama T, Kita K, Asahina M, Suzuki A et al. Urinary dysfunction and orthostatic hypotension in multiple system atrophy: which is the more common and 
earlier manifestation? Journal of neurology, neurosurgery, and psychiatry 2000; 68: 65–9.

Table 24.2 Summary of common storage and voiding symptoms that might occur due to LUT dysfunction in neurological diseases or lesions 
in association with their typically related urodynamical and clinical findings. Definitions of Symptoms are reproduced from the International 
Continence Society standardisation of terminology in lower urinary tract function [5].

Symptom Most typical urodynamical and clinical findings
(listed are single findings that can also occur in 
combination)

Typical neurological lesion site

Storage 
symptoms

Urinary urgency

Complaint of a sudden compelling desire  
to pass urine, which is difficult to defer.

- Detrusor overactivity1, 2

- Low bladder compliance1, 2

1 suprasacral

2 supraspinal

Urinary frequency (increased daytime 
frequency, pollakisuria)
Complaint by the patient who considers  
that he/she voids too often by day.

- Detrusor overactivity1, 2

- Low bladder compliance1, 2

-  Incomplete bladder emptying/elevated post void residual 
volume due to hypocontractile detrusor3, 4 or bladder outlet 
obstruction (anatomical: prostate enlargement, urethral  
stricture; functional: detrusor-sphincter-dyssynergia1, 2)

1 suprasacral

2 supraspinal

3 subsacral/lumbosacral

4 peripheral

(continued)
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Symptom Most typical urodynamical and clinical findings
(listed are single findings that can also occur in 
combination)

Typical neurological lesion site

Nocturia

Complaint that the individual has to wake at 
night one or more times to void.

- Detrusor overactivity1, 2

- Low bladder compliance1, 2

-  Incomplete bladder emptying/elevated post void residual 
volume due to hypocontractile detrusor3, 4 or bladder outlet 
obstruction (anatomical: prostate enlargement, urethral 
stricture; functional: detrusor-sphincter-dyssynergia1, 2)

1 suprasacral

2 supraspinal

3 subsacral/lumbosacral

4 peripheral

Urgency urinary incontinence

Complaint of involuntary leakage 
accompanied by or immediately preceded by 
urgency.

- Detrusor overactivity1, 2

- Low bladder compliance1, 2

1 suprasacral

2 supraspinal

Stress urinary incontinence

Complaint of involuntary leakage on effort or 
exertion, or on sneezing or coughing.

- Urethral sphincter insufficiency3, 4

- Bladder neck incompetence3, 4

3 subsacral/lumbosacral

4 peripheral

Mixed urinary incontinence

Complaint of involuntary leakage associated 
with urgency and also with exertion, effort, 
sneezing or coughing.

- Detrusor overactivity1, 2

- Low bladder compliance1, 2

AND
- Urethral sphincter insufficiency3, 4

- Bladder neck incompetence3, 4

1 suprasacral

2 supraspinal

3 subsacral/lumbosacral

4 peripheral

Continuous urinary incontinence

Complaint of continuous urinary leakage.

- Open bladder neck and flaccid urethral sphincter3, 4

OR

-  Overflow incontinence due to bladder outlet obstruction 
(anatomical: prostate enlargement, urethral stricture; 
functional: detrusor-sphincter-dyssynergia1, 2) and/or 
acontractile3, 4, hyposensitive bladder 3, 4

1 suprasacral

2 supraspinal

3 subsacral/lumbosacral

4 peripheral

Reduced or absent bladder sensation

The individual is aware of bladder filling

but does not feel a definite desire to void or 
reports no sensation of bladder filling or  
desire to void.

-  Bladder distension during filling cystometry is not perceived 
or only at high volumes1–4

1 suprasacral

2 supraspinal

3 subsacral/lumbosacral

4 peripheral

Increased bladder sensation

The individual feels an early and persistent 
desire to void.

-  Bladder distension during filling cystometry is perceived early, 
at low volumes1, 2

1 suprasacral

2 supraspinal

Voiding 
symptoms

Urinary retention

Inability to pass urine to empty the bladder. 
This might occur acute or chronically, 
complete or incomplete.

- Hypo- or acontractile detrusor muscle3, 4

-  Bladder outlet obstruction (anatomical: prostate enlargement; 
functional: detrusor-sphincter-dyssynergia1, 2)

1 suprasacral

2 supraspinal

3 subsacral/lumbosacral

4 peripheral

Urinary hesitancy

An individual describes difficulty in initiating 
micturition resulting in a delay in the onset of 
voiding after the individual is ready to pass 
urine.

-  Bladder outlet obstruction (anatomical: prostate enlargement, 
urethral stricture; functional: detrusor-sphincter-dyssynergia1, 2)

- Hypocontractile detrusor3, 4

1 suprasacral

2 supraspinal

3 subsacral/lumbosacral

4 peripheral

Urinary intermittency

An individual describes urine flow which stops 
and starts, on one or more occasions, during 
micturition.

- Detrusor-sphincter-dyssynergia1, 2

- Hypocontractile detrusor3, 4

1 suprasacral

2 supraspinal

3 subsacral/lumbosacral

4 peripheral

Slow urinary stream

Perception of reduced urine flow, usually 
compared to previous performance or in 
comparison to others.

-  Bladder outlet obstruction (anatomical: prostate  
enlargement, urethral stricture; functional: detrusor-s
phincter-dyssynergia1, 2)

- Hypocontractile detrusor3, 4

1 suprasacral

2 supraspinal

3 subsacral/lumbosacral

4 peripheral

Table 24.2 Continued
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rectal compliance and hypertonia. Preserved reflex coordination 
and stool propulsion in conjunction with unaltered or elevated 
sphincter tone predisposes to constipation and faecal retention 
[14], but might also result in reflex defecation and incontinence. 
In contrast, subconal lesions (i.e. cauda equina lesions), typically 
result in rectal hypotonia and increased compliance, leading to 
slow stool propulsion. Subconal lesions are commonly associated 
with constipation and a significant risk of incontinence due to the 
atonic external anal sphincter and lack of control over the leva-
tor ani muscle [14]. However, this classical view does not always 
match with clinical findings, which might be due to the fact that 
the exact level and extent of autonomic nervous system lesions is 
difficult to assess and that the exact post-injury interaction of the 
intrinsic and extrinsic nervous system is unknown. Newer inves-
tigations demonstrated increased sigmoid and rectal compliance 

in supraconal SCI, suggesting that supraconal lesions might also 
cause increased sympathetic input, potentially due to loss of 
supraspinal control [15].

Increased colonic transit time occurs with supraconal and sub-
conal lesions, which is partly related to an interrupted or reduced 
gastrocolic reflex [16]. Supraconal lesions may affect whole colonic 
transit, whereas subconal lesions predominantly cause transit delay 
in the left colon and rectosigmoid [17]. The latter is also frequently 
associated with other neurological diseases such as PD and MS, 
causing constipation and defecation difficulties [18, 19]. In PD, how-
ever, pathophysiological processes in NBD seem to be very different 
to SCI or MS, as PD seems to directly affect also the intrinsic nerv-
ous system of the GI tract. This is supported by the reduced number 
of dopaminergic cells found in the colonic wall of PD patients [20] 
and Lewy body formation in the enteric ganglia [21].

Detrusor

EUS

Lesion level

Lesion level

Detrusor

EUS

Overactive Overactive Overactive

OveractiveOveractive

Overactive

Spinal/
suprasacral

Normoactive

Suprapontine Lumbosacral Lumbosacral

Underactive Underactive

Underactive

Normo-
active

Normo-
active

Underactive

Underactive

Underactive

Subsacral Sphincter only Sphincter only

Normoactive

Lumbosacral

Fig. 24.3 Classification system according to Madersbacher H. The various types of neurogenic bladder dysfunction: an update of current therapeutic concepts. 
Paraplegia. 1990;28:217–29, showing different lesion levels of spinal cord injury and the according lower urinary tract dysfunction that can result from the spinal 
cord lesion.
Figure adapted from: Madersbacher H. The various types of neurogenic bladder dysfunction: an update of current therapeutic concepts. Paraplegia. 1990;28:217–29.

Table 24.3 Summary of a meta-analysis by Jeong et al. [3]  on the associations between injury levels and urodynamic findings in  
patients with SCI

Level of spinal cord 
injury

Cervical Thoracic Lumbar Sacral Statistical difference 
(Pearson chi-sqare test)

No. of Patients 259 215 137 46

DO [%]  65  78  49 22 p < 0.001

DSD [%]  63  72  33 13 p < 0.001

DA [%]   9   9  39 70 p < 0.001

Normal [%]   1   2   2  9 p = 0.002

Thoracic lesions are indicated to spinal cord level T9 or above, and injuries at the T10 through T12 levels are included in lumbar lesions. The combined suprasacral and sacral lesions have 
been excluded from this analysis.

DO detrusor overactivity. DSD detrusor-sphincter-dyssynergia, DA detrusor acontractility.
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Loss of anorectal sensation and external anal sphincter control 
rather depend on the extent of lesion than its level and are next 
to faecal retention key aspects that facilitate faecal incontinence.

Pathophysiology of sexual dysfunction in neurological 
disorders
Physiology of human sexual function
Sexual function plays an important role for the quality of life, 
body perception and self-esteem. Next to reproductive purposes of 
sexual function, it is an endogenous desire of humans to become 
involved in sexual activities and to sustain sexual relationships.

Human sexual function can be described to occur in dif-
ferent phases. Masters and Johnson identified four different 
phases:  (1)  sexual arousal/excitement, (2)  plateau, (3)  orgasm, 
and (4) satisfaction/resolution [22]. Later, Kaplan proposed three 
phases:  (1)  sexual drive, (2)  sexual excitement, and (3)  orgasm, 
with each of these phases requiring specific neurophysiological 
processes [23]. Generally, these phases are not strictly successive 
but rather they can strongly overlap and even vary in sequence.

Supraspinal neuronal processes are involved in each phase of 
sexual response and are a mandatory prerequisite to experience 
sexual arousal, sexual excitement, and orgasm. Supraspinal pro-
cesses even allow humans to experience sexual arousal and excite-
ment from spontaneous memory. In consequence, the brain can 
be regarded as the primary human sex organ [24]. Although 

recent neuroimaging studies have provided valuable additional 
insight into supraspinal activity during different phases of human 
sexual response [25], the exact processes and neurophysiologi-
cal mechanism are not yet fully known or understood. Findings 
from studies in animals and humans (predominantly lesion stud-
ies) propose a network of supraspinal key areas that are involved 
in sexual arousal and behaviour (Table 24.4) [26, 27]. This net-
work influences spinal sexual reflexes and is itself modulated by 
sensory feedback (e.g. visual, tactile, olfactory, auditory), and by 
neuroendocrine effects of sex hormones. Dopamine, oxytocin, 
gonadotropin-releasing hormone, melanocyte-stimulating hor-
mone, and norepinephrine (noradrenaline) act as excitatory 
neurotransmitters, whereas opioids, endocannabinoids, and ser-
otonin act as inhibitory neurotransmitters within this network 
[28]. Lesion of one or more key areas can result in significant aber-
rant sexual function and behaviour [26].

The neuronal structures mediating the spinal sexual reflexes 
encompass sympathetic fibres originating from T12–L2, parasym-
pathetic fibres from S2–S4, and somatosensory fibres from S2–S4 
[27]. The sympathetic fibres travel via the sympathetic chain to the 
superior hypogastric plexus, from where they join the pelvic plexus 
via the hypogastric nerve. Parasympathetic fibres directly project 
to the pelvic plexus, from where both sympathetic and parasym-
pathetic fibres travel within the cavernous nerve to the external 
genitalia [27]. Somatosensory fibres travel via the pudendal nerve 
that provides branches with motoric fibres that innervate pelvic 
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Fig. 24.4 Schematic display of autonomic nervous system innervation of the GI tract. CG celiac ganglion, HP hypogastric plexus, IMG inferior mesenteric ganglion, 
SMG superior mesenteric ganglion, SP sacral plexus.
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floor musculature including bulbospongiosus and ischiocaverno-
sus muscle and branches with sensory fibres that mediate afferent 
sensory information from the external genitalia to the dorsal roots 
of S2–S4, and from there to supraspinal centres such as the medial 
preoptic area via anterolateral spinothalamic pathways [27].

Male sexual function
In males, the cavernous nerves travel beneath the prostate to the 
corpora cavernosa to innervate vascular smooth muscles and 
endothelium. The dorsal nerve of the penis and the perineal nerve 
are both terminal branches of the pudendal nerve that provide 
sensory information from the glans and dorsal part of the penis 
(dorsal nerve of the penis) and from the ventral part of the penis, 
posterior scrotum and perineum (perineal nerve) [27]. In addi-
tion, the ilioinguinal nerve, which is a branch of the first lumbar 
nerve, provides sensory information form the skin of the anterior 
and upper part of the scrotum and penile root.

Although the exact relationship between sexual desire and 
arousal can be complex and is often influenced by different psy-
chological and cognitive aspects, male sexual arousal is usually 
represented by penile erection. Since an erect penis is the main 
prerequisite to perform ‘conventional’ sexual intercourse, erectile 
function is often used as pars pro toto for male sexual function. In 
general, two types of erection can be distinguished: psychogenic 
and reflexogenic erection. Both forms of erections interact syn-
ergistically, improving the response of each other to achieve an 
erection that is adequate for penetration and sexual intercourse 
[29, 30].

Psychogenic erection is initiated by erotic stimuli (i.e. visual, tac-
tile, olfactory, auditory, and/or imaginative). Such erotic stimuli 
can trigger responses in the brain that cause the release of neu-
rotransmitters such as dopamine and oxytocin, which facilitate 
hypothalamic emission of pro-erectile signals to the sacral erectile 
centre (S2–S4). Parasympathetic outflow from the sacral erectile 
centre via the cavernous nerve to the arterial sinuses of the cor-
pora cavernosa causes smooth muscle relaxation mainly by release 
of nitric oxide of the parasympathetic nerve terminals [29]. This 
causes arterial dilatation and increased arterial inflow with con-
sequent expansion of the corpora cavernosa. Simultaneously, the 
expanding corpora cavernosa compress the intracavernosal and 
subtunical venous plexus, prohibiting outward flow of blood and 
thus allowing penile expansion to full erection [29].

The male sexual cycle usually climaxes with ejaculation and 
the perception of orgasm. Ejaculation requires emission of semen 
into the posterior urethra, which is sympathetically controlled 
and induced by peristaltic contractions of the smooth muscles of 
the vas deferens, seminal vesicles, and prostate [29]. In addition, 
sympathetic output provides closure of the bladder neck, which 
is required to prevent retrograde ejaculation. Intermittent relaxa-
tion of the external urethral sphincter allows semen to enter the 
bulbous urethra from where semen is propelled outside through 
the urethral lumen (= ejaculation) by rhythmic contractions of the 
ischiocavernous and bulbocavernosus muscle, which are induced 
by a sacral reflex mediated by the pudendal nerve [29]. However, 
full erection is not always necessary for ejaculation and orgasm, 
and ejaculation is not necessarily accompanied by orgasm.

Next to the decrease in proerectile signals from the brain after 
achieving orgasm, penile detumescence is caused by the sympa-
thetic output required for emission, resulting in contraction of the 
smooth muscles of the arterial sinuses in the corpora cavernosa by 
release of norepinephrine (noradrenaline) [29].

Reflexogenic erections are induced by genital stimulation and 
mediated by the dorsal nerve of the penis to the sacral erectile cen-
tre (afferent pathway) and from there via parasympathetic fibres 
in the cavernous nerve to the corpora cavernosa (efferent pathway) 
[30]. Reflexogenic erections alone are of short duration, and thus 
usually inadequate for sexual intercourse.

Female sexual function
In females, the cavernous nerves presumably travel along the 
lateral surface of the vaginal wall and innervate the vagina and 
the clitoral crus, which is part of the clitoral erectile tissue [31]. 
Sensory information is conveyed via the terminal branches of the 
pudendal nerve from the glans of the clitoris and vaginal introitus 
(dorsal clitoral nerve) and the posterior part of labia majora and 
perineum (perineal nerve). Sensory information from the anterior 
part of the labia majora and mons pubis is conveyed via the ilioin-
guinal nerve.

Female sexual function is generally less well understood and 
investigated compared to males. Nevertheless, there seems to be 
some similarity between males and females in regard to basic 
neural organization of sexual function and the subsequent geni-
tal responses [31]. The correlate of erection as response to sexual 
arousal and excitement in males is vaginal lubrification and clitoral 

Table 24.4 Overview on key brain areas in sexual function and their probable role in human sexual function

Key brain regions Sexual function

Subcortical regions

Septal region (paraventricular nucleus) Pleasurable response, orgasm

Hypothalamus (medial preoptic area) Neuroendocrine and autonomic aspects of sexual drive, sexual orientation

Ansa lenticularis and pallidum Sexual drive

Cortical regions

Frontal lobes Motor components of sexual behaviour, control of sexual response (disinhibition)

Parietal lobes (paracentral lobule) Genital sensation

Temporal lobes (amygdala) Sexual orientation, sexual drive, and arousal

Reproduced from Journal of neurology, neurosurgery, and psychiatry, Baird AD, Wilson SJ, Bladin PF et al., 78,1042–9, © 2007 with permission from BMJ Publishing Group Ltd.
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erection in females, which are caused by increased blood flow to 
the vagina and clitoral cavernosal arteries. Engorgement of blood 
in the vaginal wall raises the pressure inside the capillaries and 
creates an increase in transudation of plasma through the vagi-
nal epithelium [31]. In addition, the vagina lengthens and dilates 
during sexual arousal as a result of vaginal wall smooth muscle 
relaxation. Such processes are probably mediated via parasym-
pathetic output of nitric oxide and vasoactive peptide. However, 
the exact mechanism remains to be elucidated and involvement 
of other neurotransmitter is matter of current investigations [31].

Towards orgasm, vaginal luminal pressure progressively 
increase and finally climax in a series of clonic contractions of 
striated and smooth muscles [31].

Despite some basic similarities, a major difference between 
male and female sexual function seems to be related to sexual 
drive and subjective perception of sexual arousal. In women, 
the feeling of sexual arousal might result more from cognitive 
processing of stimulus meaning and content [31]. Basson et  al. 
observed that a women’s motivation to engage in sexual activity is 
often responsive rather than spontaneous [32]. Especially in ongo-
ing relationships, a woman’s sexual motivation seems to be mainly 
driven by her wish for emotional intimacy with her partner and to 
enhance it. Once having perceived sexual stimuli, women started 
to become sexually excited and then developed the desire to con-
tinue the sexual experience [32].

Impact of different neurological disorders on  
sexual function
Stroke
Post stroke sexual activity significantly declines in both genders 
and seems to be mainly related to reduced or lost libido [33]. 
Strokes in certain brain areas can affect sexual desire; strokes 
affecting frontolimbic connections, and areas such as frontal lobe 
or thalamus, can result in disinhibited sexual behaviour, whereas 
strokes of basal ganglia and parietal areas seems to diminish sex-
ual drive [33]. Ejaculatory dysfunction has also been reported [33].

However, stroke rarely cause sexual disorders alone and is mostly 
a consequence of factors associated with stroke such as psycho-
logical disorders, such as depression, and concomitant medication 
(i.e. antihypertensive medications such as beta-blockers) [34, 35]. 
In addition, most stroke patients have concomitant risk factors for 
sexual dysfunction such as diabetes and vascular disease. Other 
factors contributing to a decreased sexuality post stroke are sen-
sorymotor and cognitive impairments with potentially ‘unattrac-
tive’ behaviours such as urinary incontinence and drooling, and 
psychological factors such as fear of relapse and anxiety by the 
patient and partner [34, 36].

Epilepsy
Epilepsy can provoke involuntary sexual gestures (i.e. self-   
fondling, grabbing, or scratching of the genitals), as part of a fron-
tolimbic or temporolimbic complex partial seizure [34]. Temporal 
seizures may also generate sexual or erotic auras that can even 
result in ictal orgasms. During interictal intervals most patients 
are rather hyposexual [34]. Certain antiepileptic drugs, especially 
those that induce the hepatic enzyme P450 such as phenytoin, 
phenobarbitone, and carbamazepine, can cause sexual dysfunc-
tion due to changes in free testosterone by increasing the levels 
of sex-hormone-binding-globuline. Valproic acid, in contrast, has 

a P450-inhibiting function and can also elevate androgen levels 
as well as oestradiol [34]. If such effect is beneficial for the sexual 
function in epileptic patients remains controversial. Whether 
antiepileptic drugs without P450 enzyme activity, such as gabap-
entin, lamotrigine, and pregabalin, have less impact on sexual 
function remain to be clarified [34].

Sixty-four percent of epilepsy patients receiving temporal 
lobe resection, compared to 25% receiving extratemporal resec-
tion as treatment of epilepsy, reported changes in sexual func-
tion with a similar proportion of increase and decrease in sexual   
function [37].

Multiple sclerosis
MS frequently cause sexual dysfunctions, with about 50–75% erec-
tile dysfunction, 50% ejaculatory and/or orgasmic dysfunction, 
39% sexual interest dysfunction, and 37% anorgasmia in men [38]. 
For women with MS about 61% were reported with sensory geni-
tal dysfunction, 24–60% having difficulty achieving orgasm, 40% 
with reduced libido, and 36% having decreased vaginal lubrifica-
tion [38]. Initially, symptoms may vary in severity due to incom-
pleteness of lesion. However, especially in MS sexual dysfunction 
is not only caused by the direct neurogenic lesion but also due to 
secondary (i.e. fatigue, weakness, spams, cognitive impairments, 
pain, etc.), and tertiary (i.e. psychological, emotional, social and 
cultural aspects of having a debilitating chronic disease), factors 
of MS [38].

Demyelating lesions in the pons seems to be related to orgasmic 
dysfunctions, but otherwise clear correlations between MS lesion 
sites and specific sexual dysfunction could not yet been demon-
strated [38]. The exact effect of the level of MS-related disability on 
sexual dysfunction remains also unclear [39].

Parkinson’s disease
Sexual dysfunction is common in PD, with 54–79% erectile dys-
function and a high rate of men with difficulties to ejaculate and/
or reach orgasm [40]. Women with PD frequently demonstrate 
vaginal tightness, loss of lubrication, involuntary urination, 
anxiety, and inhibition [40]. Although PD affects supraspinal 
areas relevant for sexual function and PD patients demonstrated 
a higher prevalence of sexual dysfunction compared to healthy 
controls, the same difference in prevalence could not be dem-
onstrated compared to patients with a chronic non-neurological 
disease, thus questioning a decisive impact of the known brain 
‘lesions’ related to PD on the prevalence of sexual dysfunction 
in PD [40].

Similar to MS there are secondary and tertiary concomitant fac-
tors of PD that additionally impair sexual function.

Dopaminergic treatment may increase sexual desire in PD 
patients, which may be related to inhibition of prolactin [34, 41] 
or excessive D3-receptor stimulation [42]. Following deep brain 
stimulation of the subthalamic nucleus, male PD patients, espe-
cially when under 60, appeared more satisfied with their sexual 
well-being over a short term follow up period [43].

Multiple system atrophy
Erectile dysfunction can be an early symptom of MSA before fur-
ther neurological symptoms occur [34]. Especially, the ability for 
reflex erections can be lost due to the frequently MSA-affected 
intermediolateral cell columns of the sacral cord that convey effer-
ent parasympathetic fibres of the erectile reflex arc [44].
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It is currently unclear if ejaculatory dysfunctions are equally 
common or if women demonstrate comparable symptoms [34].

Spinal cord injury
Sexual dysfunction is highly prevalent in SCI and patients might 
indicate their loss of sexual function as most devastating aspect 
of their neurological disorder [1] . The pattern and severity of sex-
ual dysfunction largely depends on the level and extension of the 
lesion resulting in individual clinical manifestations.

Immediately post injury, during spinal shock, reflexive sexual 
responses are extinct. Thereafter, reflexogenic erections in men and 
reflexogenic lubrification in women can occur when the sacral erec-
tile centre (S2–4) and the peripheral nerves are preserved. However, 
reflexogenic erections and lubrification is usually short lived and 
might not be sufficient for comfortable penetration or intercourse. 
The ability of psychogenic arousal seems to be usually preserved if 
the level of lesion is below T12 but not in lesions above T9 [45].

In men, ejaculatory dysfunction is more frequently observed 
than erectile dysfunction, of which the latter can be regained to 
some degree within 2 years after SCI [45]. With a complete lesion 
only 4–18% of patients had preserved ability to ejaculate during 
sexual activity [46]. Newer, but smaller, reports indicate that about 
25% of men with complete lower motor neuron lesions of the 
sacral spinal segment may have psychogenic erections and may be 

able to ejaculate despite lost reflexogenic erectile function [47] and 
that 38% of patients with complete tetraplegia were able to experi-
ence orgasm and ejaculation [48].

Orgasms can be perceived/experienced by SCI men and women, 
though more commonly in women than men [45]. In general, 
men with incomplete SCI are more likely to achieve simultane-
ous orgasm and ejaculation than those with complete SCI [49]. 
However, the quality of orgasm might vary substantially and is 
not necessarily associated with ejaculation. The ability to perceive 
orgasm cannot be determined by completeness of SCI [45].

Similarly, women with complete SCI can experience genital 
sensation and orgasm [49]. Reaching orgasm might require more 
time and might also require stimulation of other erogenous body 
areas above lesion level [45]. However, the quality of orgasm in 
SCI women seems to be comparable to non-injured controls [50]. 
Interestingly, women with complete spinal cord injury above 
T10 have been reported to experience sensations in response to 
vaginal-cervical mechanical self-stimulation [51]. The neuronal 
structure responsible for this phenomenon appears to be the 
vagus nerve that seems to permit sensory perception from the 
cervix and vagina bypassing the spinal cord.

Secondary and tertiary factors such as mobility impairments 
and psychological issues are highly relevant and need to be con-
sidered in sexual dysfunction due to SCI.

Peripheral or subsacral lesions
e.g. pelvic surgery, trauma,
polyneuropathy

Spinal cord lesions from suprasacral to pontine
e.g. spinal cord injury, meningomyelocele, multiple
sclerosis, multiple system atrophy

Suprapontine lesions
e.g. stroke, Parkinson’s
disease, multiple sclerosis

- History, including previous and current voiding habits, lower urinary tract (LUT) symptoms and bother
-  Bladder diary (3 days)
-  Post void residual (PVR) assessment (by ultrasound, CISC, SPC, abdominal examination)
-  Physical examination (lumbosacral sensibility, bulbocavernosus reflex, anal reflex, anal sphincter tone and voluntary
    contraction, vaginal examination, hand function, general mobility)
-  Urine analysis and culture → if symptomatic (fever, dysuria, urinary frequency etc.) UTI, treat appropriately
-  Renal ultrasound
-  Serum creatinine or better creatinine clearance
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-  Uroflowmetry (if avialable)

If abnormal → specialized management

If initial management fails specialized management

In regard to the neurogenic lesion/disease, this assessment allows a first estimation of the LUT dysfunction but not
a precise neuro-urological diagnosis

Fig. 24.5 Schematic overview on initial assessments and management options of different NLUTD according to the lesion site.
Adapted from [62] .
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Fertility
Impairment of fertility due to neurogenic disease or lesion usu-
ally affects men with SCI due to ejaculatory dysfunction and/or 
reduced sperm quality and quantity. The decline of sperm quality 
occurs quite rapidly during the first few weeks following injury 
and remains stable on a low level in chronic SCI (>1 year) [52, 53]. 
SCI patients that were able to ejaculate by masturbation showed 
significantly better sperm motility than patients not able to ejac-
ulate by masturbation [54]. Potential factors contributing to the 
decline in sperm quality following SCI include elevated scrotal 
temperature due to autonomic dysfunction, infrequency of ejacu-
lation, and methods of bladder management [53].

Female fertility seems to be mainly unaffected by neurogenic 
disease or lesions, but sufficient data are lacking. During the spi-
nal shock phase, amenorrhoea is observed in 50% to 60% of pre-
menopausal women. Within 6 months and 1 year after SCI, 50% 
and 90% of women resume their normal menstrual cycle, respec-
tively [49].

Principles of therapy and management
Therapeutical principles in the management of  
bladder dysfunction
The principal purpose of treatment of neurogenic lower urinary 
tract dysfunction (NLUTD) is threefold:

1. Protection and maintenance of upper urinary tract function 
and prevention of long-term complications

 Based on clinical observations and clinical long-term outcomes it 
is generally assumed that frequently or constantly elevated pres-
sures in the lower urinary tract, will sooner or later compromise 
LUT and upper urinary tract function which is often accompa-
nied by severe long-term sequelae and complications [55–58]. 
Such sequelae and complications include detrusor hypertrophy, 
recurrent symptomatic urinary tract infections, autonomic dys-
reflexia, vesicoureteral reflux, formation of urinary calculi, uro-
sepsis, and renal failure, and were reported to be the primary 
cause of death in individuals with SCI until the mid 1970s [59].

 To protect upper urinary tract function and prevent long-term 
complications, it is necessary to maintain or restore the LUT as 
a low-pressure urinary reservoir and to provide unrestricted, 
low-pressure urinary drainage from the kidneys to this urinary 
reservoir and from the reservoir outwards.

 Therapeutic advances in the dynamic field of neuro-urology 
aiming at this important treatment goal have essentially con-
tributed to a higher life expectancy of SCI patients and the fact 
that urinary tract complications are no longer the primary 
cause of death in SCI, at least in developed countries.

 However, there still remain many questions unanswered and 
the understanding of the exact pathomechanisms and inter-
relations between different NLUTD and their long-term com-
plications is often poor. For example, it is still controversially 
discussed which level of intravesical pressure over which time is 
hazardous for upper urinary tract function or not. There is only 
one study suggesting an intravesical pressure of >40 cmH2O 
to be a risk factor for upper urinary tract damage, i.e. vesi-
coureteral reflux and ureteral dilatation [56]. However, even in 
subjects without NLUTD intravesical pressures during mictu-
rition can easily exceed 40 cmH2O without being characterized 

abnormal or hazardous [60,  61]. Thus, not only the pressure 
level itself but also duration and frequency of upper urinary 
tract exposure to pressure exceeds seem to be relevant but reli-
able reference values are currently unknown.

2. Independency in the daily management of LUT function
 Independency in LUT management is important for the 

patient’s self-esteem, a simpler integration into a work activ-
ity, and the relief of involved caregivers. To provide independ-
ency in the management of LUT function, it is important to 
use treatments that are adapted to the patient’s individual 
situation. Thus it is often reasonable and necessary to involve 
rehabilitation specialists (e.g. ergo- and physiotherapists), into 
the discussion of individual neuro-urological therapy options. 
Urological treatments that advance the independent manage-
ment of LUT (dys-) function include amongst others, clean 
intermittent self-catheterization (CISC), continent catheteriz-
able abdominal stoma, sacral anterior root stimulator (SARS), 
and ileum conduit.

3. Improvement of the quality of life
 Improvement of quality of life in regard to NLUTD is a highly 

individual process but usually involves at least one of the fol-
lowing aspects:  (a)  achievement of continence, (b)  low time 
consumption and high practicability of applied therapies, 
(c) recovery of spontaneous self-controlled micturition, (d) pre-
vention of recurrent complications of LUT dysfunction such as 
urinary tract infrctions (UTIs), and (e)  the reduction and/or 
abolishment of irritating and/or painful LUT sensations.

Therapeutic principles in the management  
of bowel dysfunction
The principal purpose of treatment of NBD is twofold:

1. Regular and timely bowel evacuation
 Depending on the severety and type of NBD, this therapeutic 

principle is important to prevent severe constipation, ileus, 
autonomic dysreflexia, feacal incontinence, haemorrhoids, and 
anal fissures. In consideration of mobility restrictions, espe-
cially hand function, management of NBD should be designed 
to be performed as independently as possible.

2. Prevention of faecal incontinence
 Faecal incontinence severely reduces quality of life and often 

impedes successful integration into social activities.

Therapeutical principles in the management  
of sexual dysfunction
The principal purpose treating sexual dysfunction is twofold:

1. Improving or maintaining sexual function that enables the 
patient to sustain a satisfactory sexual relationship

 Sexual dysfunctions can have a detrimental effect on the quality 
of life of each patient resulting in or further increasing frustra-
tion, anger, reduced self-esteem, anxiety, and depression con-
comitant to the neurological disease. Thus, treatment of sexual 
dysfunction is important to improve quality of life and to pre-
vent further psychological sequelae.

 However, the ingredients for a ‘satisfactory sexual relation-
ship’ are defined and selected on a highly individual basis and 
are not necessarily confined only to good penile erection and 
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vaginal lubrification. It is thus important to know and respect 
each patient’s sexual attitude, orientation, and sociocultural 
background.

2. Providing fertility support
 Fertility might be impaired, especially in male spinal cord 

injury patients, preventing them from having their own child. 
However, having a child can represent hope for the future and 
some normalcy for people with SCI and their partner [53]. Here, 
counselling is important, and when necessary or required, spe-
cialized support for fertility measures should be provided or 
initiated at according centres.

Practical treatment
Practical treatment and management  
of bladder dysfunction
In general, all patients with known neurological lesions should be 
assessed in regard to LUT dysfunction, as LUT dysfunctions are 
highly prevalent in this group of patients but do not always cause 
symptoms. In addition, symptoms might not correlate with sever-
ity of dysfunction.

Non-neurological causes of LUT dysfunction such as bladder 
outlet obstruction due to benign prostate enlargement, pelvic 

organ prolapse, and fistulas need to be considered and ruled out 
or treated accordingly.

In patients without known or obvious neurological disease or 
lesion who present symptoms of LUT dysfunction, a latent neu-
rological cause should be considered and excluded or confirmed 
if possible.

To adequately treat NLUTD it is essential to understand the 
mechanism leading to the NLUTD which largely depends on the 
site and extent of the neurogenic lesion/disease. Figures 24.5 and 
24.6 provide a simple but practical overview on initial and special-
ized assessments and management options of different NLUTD 
according to the lesion site.

It is often advisable to manage bladder and bowel dysfunctions 
at the same time as treatment outcomes are usually more suc-
cessful due to frequent interactions between bladder and bowel 
function.

All treatments for NLUTD require regular and meticulous 
follow-up to evaluate treatment success and to be able to readjust 
treatment in case of failure, insufficient success, adverse events or 
altered prerequisites, i.e. progression of neurological disease.

In order to comply with the aforementioned principles of 
NLUTD treatment, the following therapeutic strategies are most 
relevant (for more detailed information and specific evidence 
based recommendations see also [62, 63]):

Peripheral or subsacral lesions
e.g. pelvic surgery, trauma,
polyneuropathy

- Urodynamic testing (incl. filling cystometry, pressure-flow-studies, etc.)
- Urinary tract imaging (cystogram, micturating cystourethrogram, either separately or in combination with urodynamic
   testing, intravenuous pyelogram, kidney scan)
- Neurophysiological testing (SSEP, NCV, MEP, etc.)
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Fig. 24.6 Schematic overview on specialized assessments and management options of different NLUTD according to the lesion site.
Adapted from [62].
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Inhibition or reduction of detrusor overactivity
Inhibition or reduction of detrusor overactivity is relevant to 
decrease storage symptoms, urinary incontinence, intravesical 
pressures, and functional deterioration of lower and upper urinary 
tract. Inhibition or reduction of detrusor overactivity is mainly 
achieved by the following conservative or surgical measures:

Conservative treatment
Antimuscarinics
The first-line conservative measure to reduce NDO are antimus-
carinic drugs [63] that can be applied either orally (oxybutynin, 
trospium chloride, tolterodine, solifenacin, darifenacin, propiver-
ine, fesoterodine), transdermally (oxybutynin), or intravesically 
(oxybutynin, propiverine). Detrusor contractions are mainly elic-
ited by parasympathetic input to the detrusor via acethylcholine 
release from parasympathetic nerve terminals, i.e. pelvic nerve, 
and subsequent activation of muscarinic M2 and M3 receptors on 
the detrusor [64]. Antimuscarinics cause a competitive blockage 
of the M2 and M3 receptors resulting in a reduction of parasym-
pathetic influence on the detrusor and consequently a reduction 
in detrusor contractility [65].

With the exception of transdermal application via patch, 
antimuscarinics usually need to be applied on a daily basis. 
Extended-release formulations are usually better tolerable and 
enable a once daily treatment. Although antimuscarinics are 
generally regarded as safe, the most frequent side effects that are 
associated with antimuscarinic treatment include dry mouth, 
constipation, blurred vision, somnolence, dizziness, urinary 
retention, and cognitive impairment. Untreated, close-angle 
glaucoma is a contraindication for antimuscarinics. Using the 
intravesical or transdermal application, side effects of antimus-
carinic drugs are supposed to be fewer than with oral application 

but antimuscarinic patches might cause local skin reactions [66]. 
Although some large clinical trials could demonstrate statistically 
significant efficacy differences between certain antimuscarinics, 
such differences remain rather marginal form a clinical point 
of view [66]. Differences in the safety and tolerability profiles, 
depending on the selectivity for specific muscarinic receptor sub-
types on other organs than the bladder, seems to be more relevant 
and should be considered when choosing an antimuscarinic drug 
for a specific patient. In example, darifenacin, trospium chloride, 
and fesoterodine cause none or only very few impairments of cog-
nition and memory due to low central nervous system penetra-
tion, which is especially relevant when treating elderly or already 
cognitively impaired patients [66].

Patients with severe DO due to neurogenic lesions, i.e. complete 
SCI, might need higher antimuscarinic doses to adequately reduce 
DO than officially approved for overactive bladder symptoms 
(OABS) [67, 68]. However, with higher doses, adverse events might 
be more pronounced, decreasing the benefit/risk ratio and patient 
compliance with this therapy [69, 70]. In general, long-term results 
of antimuscarinic treatment are sparse.
Temporary, peripheral/external neuromodulation
Neuromodulative therapies do not stimulate a certain effer-
ent nerve to cause a muscle contraction rather they cause   
modulation of afferent and efferent signals traveling in the 
nerve next to the source of stimulation. Thus, neuromodulation 
has effects on the periphery and the central nervous system [71–
73]. However, the exact mechanism of action of neuromodula-
tion for LUT dysfunction remains unknown. It is hypothesized 
that in the dorsal horn of the sacral spinal cord, bladder afferent 
activity may be inhibited through interneurones activated by 
somatic sensory pathways originating in the external genitalia, 
perineum, lower limb and muscles of the pelvic floor via the 

Fig. 24.7 Schematic display of electrode position for percutaneous tibial nerve stimulation.
Reprinted from The Journal of Urology, Volume 183, Issue 4, Kenneth M. Petersa, Donna J. Carricoa, Ramon A. Perez-Marreroc, Ansar U. Khand, Leslie S. Wooldridgeb, Gregory L. Davise, Scott 
A. MacDiarmidf, Randomized Trial of Percutaneous Tibial Nerve Stimulation Versus Sham Efficacy in the Treatment of Overactive Bladder Syndrome: Results From the SUmiT Trial, Pages 
1438–1443, Copyright (2010), with permission from Elsevier.
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pudendal and/or tibial nerve [74, 75]. This inhibitory interaction 
between larger somatic sensory fibres and small bladder affer-
ents (A-delta or unmyelinated C fibres) could operate in a simi-
lar way to the ‘gate control’ theory of pain [76]. Animal studies 
suggest that pudendal nerve stimulation can elicit two effects 
[77]: (1) suppression of pelvic nerve activity to the detrusor by 
inhibition of the sacral micturition reflex at either the afferent 
input or the parasysmpathetic pre-ganglionic motoneurones 
and (2)  activation of sympathetic neurones which run in the 
hypogastric nerves and cause inhibition of the parasympathetic 
efferent motoneurones at the level of the pelvic ganglia.

Dorsal genital nerve and percutaneous tibial nerve stimulation 
are currently the most frequently investigated temporary external 
neuromodulative methods. For dorsal genital nerve stimulation 
(DGNS), several techniques have been described, including usage 
of transcutaneous needle electrodes. Usually bipolar stimulation 
is applied using two self-attaching surface electrodes on the dorsal 
side of the penis or using two ring electrodes. In females, surface 
electrodes are usually attached to the labia majora and to the con-
tralateral pubic skin. For percutaneous tibial nerve stimulation 
(PTNS), a 34-gauge needle electrode is inserted approximately 
5 cm cephalad to the medial malleolus and posterior to the tibia 
(Figure 24.7) with a surface electrode on the arch of the foot [75]. 
Both methods provided promising initial results in the treatment 
of NDO and also demonstrate improvements of other urodynamic 
parameters [78–82]. However, there are few long-term results and 
larger randomized controlled trials, which might be, in addition 
to the handling and necessity for regular appliance of an external 
device, a reason that this kind of therapy is still not very com-
monly used, despite that commercially devices are available and 
adverse events are almost nonexistent.

Other conservative treatments
Other conservative treatments for NDO include pelvic floor mus-
cle training with or without biofeedback [83], and intravesical 
electrostimulation [84, 85]. However, to be effective, such treat-
ments often require at least some preserved motor and sensory 
control of the pelvic organs and muscles. In general, the current 
evidence for such treatments in NDO is rather poor and rand-
omized controlled trials specifically investigating the efficacy of 
those therapies in NDO are needed to better evaluate their future 
potential in the treatment of NDO.

Minimally invasive treatment
There are two treatment options for NDO that require special 
attention, as they have drawn increasing attention during the last 
two decades: Botulinum toxin A (BoNT/A) intradetrusor injec-
tions and sacral neuromodulation (SNM). Although both require 
minor surgical intervention, such interventions are rather mini-
mally invasive, reversible, and aim to preserve LUT structures and 
anatomy. Both therapies have significantly contributed to reduce 
the treatment gap between drug treatment and open surgery in 
the treatment of NDO.
BoNT/A intradetrusor injections
BoNT/A intradetrusor injections are performed using either a 
rigid or flexible cystoscope under local, spinal or general anes-
thesia. Spinal or general anesthesia is usually chosen if the 
patient has intact bladder sensibility or if the patient is prone to 
develop autonomic dysreflexia. Although there are still contro-
versies in regard to the injection technique [86], the currently 
approved technique for treatment of NDO is the use of 200 units, 
as 1 ml (~6.7 units) injections across 30 sites into the detrusor, 
sparing the trigone [87].

BoNT/A is a 150 kDa molecule, consisting of a heavy and a light 
chain, of which the light chain destroys the docking molecules 
(SNAP-25) that are responsible for the release of the acetylcho-
line vesicles from the parasympathetic nerve terminals of the 
pelvic nerve into the neuromuscular junction [88, 89]. Thereby, 
BoNT/A causes a chemodenervation of the detrusor which is 
presumably not 100% but sufficient enough to cause a significant 
reduction in detrusor tone and pressure. However, this therapy 
is not self-applicable and patients have to return for reinjec-
tion, as the average duration of efficacy is 8 months [90] due to 
resprouting of the axon terminals [88, 89]. Despite their limited 
duration, BoNT/A intradetrusor injections are highly effective 
with only few and usually self-limited adverse events, includ-
ing urinary retention, hematuria, injection site pain, procedure 
related urinary tract infection, and generalized muscle weakness 
[90]. Urinary retention has to be always considered and explained 
to the patient. Usually it is necessary that the patient learns how 
to perform CISC before the injections [91]. In SCI patients uri-
nary retention might not be relevant in most cases, as patients are 
often already on CISC. Hematuria (2–21%) is usually very mild 
and self-limited, however, clotting parameters and concomitant 
medication (e.g. plavix, coumarin) should be checked to avoid 
a hemorrhagic vasical tamponade. Injection site pain is usually 
mild and can be avoided with adequate local, spinal or general 
anesthesia. Procedure related UTI (2–32%) can be treated with 
adequate antibiotic drugs following urine culture. Systematic 
antibiotic prophylaxis is not necessary and advisable, but might 

Fig. 24.8 Schematic illustration of the Finetech–Brindley neurostimulator and 
its position in the human body after implantation.
Reprinted by permission from Neurocontrol Inc.
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be considered in risk patients with recurrent pyelonephritis and 
vesico-ureteral reflux.

BoNT/A intradetrusor injections can be repeated without fur-
ther adverse events, damage to bladder tissue or significant loss of 
efficacy [92, 93]. When using botulinum toxin A for NDO treat-
ment, it should be considered that of the different botulinum toxin 
A formulations on the market only Onabotulinumtoxin A (Botox®) 
has been approved for the treatment of NDO by European and US 
governmental drug administrations.

Sacral neuromodulation (SNM)
SNM is a minimally invasive procedure that includes in a first step 
the placement of electrodes (tined lead, Medtronic, Minneapolis, 
Minnesota, USA) next to the sacral nerve roots, usually S3, by 
needle puncture of the S3 foramen under fluoroscopic control. 
During the procedure, repetitive test stimulations can be per-
formed to find the optimal position for definitive electrode place-
ment. Following the placement of the electrode, the electrode lead 
is passed subcutaneously and connected to an external tempo-
rary stimulator. Electrodes might be placed uni- or bilateral. The 
procedure can be performed in local or, if necessary, in general 
anaesthesia. Local anaesthesia has the advantage that the sur-
geon can obtain sensory feedback from the patient while placing 
the electrode. Using the external temporary stimulator, efficacy 
of SNM on LUT symptoms is evaluated using bladder diaries or 
even urodynamics on an outpatient basis. If SNM attributes to at 
least 50% improvement, a permanent neuromodulator (Interstim® 
or InterStim-II®, Medtronic, Minneapolis, Minnesota, USA) is 
implanted in a second step. The permanent stimulator is usually 
placed subcutaneously in the buttock. If the SNM test phase does 
not demonstrate successful symptom reduction, electrodes can 
be easily removed. During the test phase, adverse events appear 
to be extremely rare, whereas during the permanent SNM phase 
after neuromodulator implantation, adverse events such as lead 
migration (7%), pain at neuromodulator implantation site (5%), 
infection at neuromodulator implantation site (5%), hypersensi-
tivity to stimulation (4%), infection at lead site (2%), pain at lead 
site (1%), lead fracture (1%), migration of neuromodulator (1%), 
malfunction of neuromodulator (1%), and other (4%) have been 
reported [94]. Surgical interventions that were required due to 
adverse events included explantation of the whole device (leads + 
neuromodulator) (11%), explantation of leads only (4%), drainage/
evacuation of seroma/haematoma/abscess (1%), and other (4%) 
[94].

SNM does, similar to other neuromodulative procedures, not 
rely on stimulation of nerves to produce a contraction but rather 
on the influence of activity in one neural pathway that affects the 
pre-existing activity in another neural pathway by synaptic inter-
action. The stimulation applied by SNM reaches the S3 nerves and 
interferes with their neural activity, which seems to normalize 
LUT afferent and/or efferent signals, as OAB symptoms and DO 
can improve under SNM. The exact therapeutic mechanism of 
SNM in LUT dysfunction has not yet been completely understood 
but from the available evidence it is assumed that both, spinal 
reflexes and supraspinal networks are modulated [94, 95].

The current evidence for the use of SNM in NLUTD does not 
allow any definitive conclusion or recommendation, as only small 
prospective cohort studies or retrospective case series are available 
[94]. Nevertheless, recent studies could demonstrate promising 

results of SNM of treatment of NDO that should encourage to 
further pursue this technique and to perform a randomized con-
trolled trial [94, 96].

Surgical treatment
Surgical measures to treat NDO include: sacral deafferentation, 
augmentation cystoplasty, and complete cystectomy with the cre-
ation of a new continent or incontinent urinary diversion.
Sacral deafferentation (with/without sacral  
anterior root stimulator)
The efficacy of the sacral deafferentation, also known as posterior 
rhizotomy, results from the direct interruption of the afferent part 
of the sacral reflex arc and consequently parasympathetic input to 
the detrusor muscle [97]. When properly done and complete tran-
section of the sacral roots S2–S5 can be achieved, this operation 
leads to an acontractile or flaccid bladder, which can be emptied 
via CISC. In addition, sacral deafferentation can effectively abol-
ish autonomic dysreflexia [97]. Disadvantage of this operation is 
that potentially preserved sensation of the pelvis and lower limbs 
and sexual function (e.g. reflex erections) will be lost [98]. In addi-
tion, the defecation reflex will be lost and secondary myoatrophy 
of buttock and lower limb musculature can occur, which in turn 
increases the risk of pressure ulcers.

However, in combination with a sacral anterior root stimulator 
(Finetech–Brindley bladder stimulation system, Fig. 24.8) patients 
can regain control of micturition and even improve erectile and 
defecation function [97]. Nevertheless, due to the sacral deafferen-
tation, this procedure is mainly preserved for SCI patients [97, 98].
Augmentation cystoplasty
With an augmentation cystoplasty, overactive detrusor will be 
removed (sparing the trigone) or cleaved at the dome, and subse-
quently replaced or augmented by a pouch created from tissue of 
the gastrointestinal tract (usually ileum). This surgery is usually 
performed as open surgery and can be combined with a continent 
cutaneous urinary diversion to facilitate CISC via an abdominal 
site, when CISC via the urethra is not possible. An augementa-
tion cystoplasty increases the bladder capacity and restricts detru-
sor contractility [99]. However, it requires a long hospitalization 
(2–4 weeks), some time to regenerate and readapt after discharge, 
and comes with the risks of an open abdominal surgery includ-
ing bowl dysfunction (e.g. diarrhoea, obstruction), infection, and 
fistula formation [100]. Long-term complications can include 
changes in acid–base balance, urinary stone formation, and per-
foration of the augmentation [100]. Urinary incontinence via the 
urethra might still be possible in some cases and subsequent sur-
gery might be necessary. Augmentation cystoplasty with or with-
out continent cutaneous diversion should be only performed in 
patients who are able and willing to perform CISC. Otherwise the 
patient will gain nothing from this kind of surgery.
Cystectomy + urinary diversion
The complete bladder is removed and replaced by a newly created 
urinary reservoir. Operative and postoperative risks and com-
plications are similar to those of the augmentation cystoplasty. 
However, complete cystectomy and creation of a new urinary res-
ervoir might be more complex and time consuming and require 
the reimplantation of the ureters, which implies the risk of ure-
teral stenosis. The new urinary diversion can be constructed to 
be continent or incontinent. There are several different forms of 
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continent urinary diversions available using different forms of 
pouches and neobladders [101, 102].

The construction of an incontinent urinary diversion is less 
complex and requires ‘only’ the connection of the ureters to the 
abdominal skin via a short ileum segment [103]. As the urine is 
now directly draining outwards, a urinary bag has to be placed 
on the stoma site to collect the draining urine. This latter 
operation, also known as ileum conduit, might appear radical, 
but is an excellent option for some patients with neurogenic 
LUT disorders. It requires usually less hospitalization than the 
augmentation cystoplasty or a continent urinary diversion, 
no CISC, no pads or diapers, no recurrent or daily drug treat-
ment, and a urinary incontinence via the urethra is completely 
excluded. However, changes in kidney function and morphol-
ogy, stenosis of the ureteroileal and ileocutaneous junction, 
and bowl dysfunctions are known postoperative complications 
[104, 105].

Reduction of bladder outlet resistance
The reduction of outlet resistance aims to improve bladder emp-
tying, reduce post void residual, and to reduce intravesical pres-
sures. It is mainly achieved by the following conservative or 
surgical measures:

Conservative treatment
Alpha-adrenoceptor antagonists
Alpha-adrenoceptor antagonists are traditionally used in blad-
der outlet obstruction due to benign prostate enlargement and 
are supposed to exert their effect by relaxation of smooth mus-
cle in the prostate through a sympathetic response. However, 
recent studies have suggested that α receptors in the bladder, α1D 
receptors in the spinal cord, and dysfunction of the bladder neck 
or urethra could potentially be influenced by pharmacological 
manipulation of α receptors [106]. This might explain why selec-
tive and non-selective alpha-adrenoceptor antagonists have been 
demonstrated to be at least partially effective for decreasing blad-
der outlet resistance, residual urine and autonomic dysreflexia in 
NLUTD [63].
Indwelling catheter
An indwelling urethral catheter might appear as simple and handy 
solution, as it is easy to apply by trained/specialized personnel, 
nearly ubiquitarily available, immediately reduces bladder outlet 
resistance, and does not require surgery. However, to effectively 
reduce intravesical storage pressures in case of DO and/or DSD, 
the catheter needs to be on permanent drainage. In consequence, 
bladder capacity might decrease over time which often limits the 
later use of conservative therapies. Other frequent complications 
of indwelling urethral catheters are urethral trauma, scaring and 
bleeding, urethritis, bladder stones, recurrent or chronic urinary 
tract infections, epididymo-orchitis, bladder neck incompetence, 
urethral erosion, fistulas, discomfort and pain [62]. Long-term 
treatment using indwelling catheters seems to be associated with 
a higher incidence of bladder cancer [107, 108].

The use of a suprapubic catheter can overcome at least the ure-
theral complications and has the advantage that it can be much 
better used for diagnostic and training purposes if applicable, 
i.e. to assess post void residual volume if voluntary micturi-
tion can be initiated. Suprapubic catheters, however, require a 
minor surgical procedure in local or general anaesthesia with 

generally low but potential risk of injury to other pelvic organs 
and structures.

Indwelling catheters require regular changing every 4 to 6 
weeks or earlier if the catheter is clogged or in case of recurrent 
symptomatic UTIs.

In conclusion, indwelling catheters, preferably suprapubic cath-
eters, are an option especially for short-term use (i.e. during the 
evaluation phase of LUT dysfunction after SCI before CISC is 
established), and for some patients also as long-term treatment if 
other treatment concepts are not applicable or failed.

Surgical treatment
Surgical therapies for the reduction of the outflow resistance in 
case of NDO require the wearing of a condom catheter thereafter, 
as the patients are usually completely incontinent which needs to 
be explained to and comprehended by the patient. Before consid-
ering this therapy, the ability of using a condom catheter needs to 
be evaluated. Consequently, these treatment options are mainly 
preserved for men, as there is no adequate alternative for a con-
dom catheter in women.
Endoscopic resection/transection
Under cystoscopic view, the functionally or anatomically obstruc-
tive structure (e.g. bladder neck, urethral sphincter, prostate) is 
either resected using an electrical resection sling or transected 
using a cold knife or an electrical knife. Very often a re-operation 
becomes necessary at some time during follow-up to achieve a 
continuous good functional result [109].
Urethral stents
Urethral stents are a very simple and potentially reversible tech-
nique to achieve a free urinary outflow and to keep the intravesi-
cal pressures low. Placed endoscopically into the urethra, they 
distend the functionally or anatomically obstructive structure in 
the urethra (e.g. bladder neck, urethral sphincter, prostate) and 
keep it open [110–112]. Urethral stents appear to be similar effec-
tive compared to surgical sphincterotomy with the advantage of 
reversibility [113, 114]. However, if the stent does not epithelial-
ize well, dislocation and formation of urinary calculi frequently 
occur, rendering removal difficult. Temporary stents provide the 
possibility to assess the effect of reduced outlet resistance on blad-
der function and the necessity for further, more invasive therapy.
BoNT/A sphincter injections
Although off-label treatment, it might be a minimally invasive 
option in selected cases to decrease DSD by chemodenervation of 
the external urethral sphincter. However, the current evidence is still 
low and efficacy appears highly variable [115–117] which might be 
related to patient selection and injection technique, i.e. transurethral 
injection vs transperineal injections with or without EMG control 
[116, 118, 119]. Hence, this treatment requires further evaluation.

Promoting self-controlled bladder emptying or  
voluntary micturition
Clean intermittent self-catheterisztion (CISC)
Introduced in 1972 by Lapides [120], it is today’s gold standard 
to regularly, efficiently, and autonomically empty the bladder in 
case of voiding dysfunction. During CISC, the patient introduces 
a catheter transurethrally into the bladder and drains the urine 
through the catheter into a urine bag or directly into the toilet. 
Catheter models and characteristics significantly improved dur-
ing the last decades and today there is a wide selection of high-tech 
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catheters available, covering the needs of nearly every patient. 
Intelligent integrated insertion aids reduce additional material 
(e.g. disinfection material, sterile compresses, gloves) to a mini-
mum and enable even patients with mild to moderate impaired 
hand function to perform CISC. This technique is atraumatic and 
allows an efficient and timely evacuation of urine, although prepa-
ration might be a little time-consuming in some cases (e.g. women 
who are wheelchair bound).
Intravesical electric stimulation
Already described in 1878 by the Danish surgeon Mathias 
Hieronymus Saxtorph [121] and later revisited by Francis Katona 
[122], intravesical electric stimulation is still the only conservative 
treatment that potentially can improve detrusor contractility and 
sensibility providing that the patient has unimpaired detrusor tis-
sue and only incomplete neurogenic lesion with at least some pre-
served pathways between bladder and supraspinal centres [123]. 
Although more recent studies showed promising results [84, 124], 
the initial outstanding results of Katona et al. [125] in children 
with meningomyelocele could not be reproduced. Due to the over-
all heterogeneous data with partly conflicting results and the lack 
of randomized controlled trials, intravesical electric therapy is not 
considered a first line treatment but might be an option prior to 
more invasive treatments. However, intravesical electric therapy 
is extremely time-consuming and requires frequent urodynamic 
follow-up to control treatment success and potentially adjust stim-
ulation parameters.
Continent catheterizable abdominal stoma
If CISC via the native urethra is not possible but would be pos-
sible if the bladder could be catheterized via the abdominal 
skin, a continent catheterizable abdominal stoma is a reason-
able option. A continent catheterizable abdominal stoma is a 
construction of a catheterizable tube usually from the appen-
dix (Mitrofanoff technique; [126, 127]) or a small segment of 
ileum (Monti technique; [128]). This tube is then implanted 
into the bladder or cystoplasty where required and connected 
to the abdominal skin (usually at the umbilicus). To prevent 
urinary leakage through the catherizable tube, the implanta-
tion into the bladder or cystoplasty can be performed through a 
sub-mucous tunnel (= antiref luxive) to create a valve-like con-
tinence mechanism.
Sacral anterior root stimulator (SARS)
In 1986, Brindley reported on the first implantation of a SARS 
for the treatment of LUT dysfunction in SCI patients [129]. 
Improvements and refinements of this technique became known 
as Finetech–Brindley bladder stimulation system. Today this tech-
nique is an FDA-approved therapy that has been applied in several 
thousand SCI patients for neurogenic LUT dysfunction in special-
ized centres throughout the world [130].

The electrodes are implanted intra- or extradurally on the ante-
rior sacral nerve roots S2–S4 bilaterally [130, 131]. The electrodes 
are connected to a receiver that is implanted subcutaneously in the 
lower left- or right-sided abdomen (Figure 24.8). For stimulation, 
the patient places a transmitter pad, which is connected to a pro-
grammable stimulation generator, directly above the implanted 
receiver. The stimulation signal is then transmitted transcutane-
ously to the receiver and subsequently to the electrodes. Different 
stimulation programs can be set up to allow the patient to use 

different stimulation parameters for different nerve roots. The 
stimulation of the anterior sacral nerve roots S3–S4 does not cause 
a single complete contraction of the bladder as during voiding in 
a healthy person. Rather a stimulation and hence contraction, of 
both detrusor and urethral sphincter results. However, due to 
the different characteristics of the muscle fibres in the detrusor 
and urethral sphincter (smooth vs striated muscle), intermittent 
stimulation bursts result in fast sphincter contraction with sub-
sequent fatigue and relaxation while the detrusor shows a slower 
but more sustained contraction, allowing the urine to be evacu-
ated until sphincter tonus increases again and detrusor contrac-
tion ceases [130]. This results in intermitted micturitions, usually 
requiring the application of intermittent stimulation bursts for 
several minutes.

This therapy is usually reserved to SCI patients, as implanta-
tion of a SARS is in most cases combined with a sacral posterior 
rhizotomy to abolish DO. Posterior rhizotomy causes irreversible 
loss of pelvic and lower limb sensibility.
Triggered voiding
Despite the aforementioned negative consequences of NDO, it 
can be used in certain circumstances to empty the bladder in 
association with voluntary maneuvers such as suprapubic tap-
ping to provoke bladder contractions. However, this treatment 
approach is only reasonable in regard to lower and upper urinary 
tract safety if the bladder outlet resistance is adequately reduced 
to let urine pass during DO without significant intravesical 
pressure elevations and if the upper urinary tract is not already 
deteriorated.

Such therapy might be an interesting option especially for tetra-
plegic patients who cannot perform CISC but want to remain as 
independent as possible regarding management of LUT func-
tion. At given intervals (to be determined on an individual basis) 
the patient starts to repeatedly tap on his bladder until DO and 

Bladder Pressure
regulating
balloon

Prostate

Inflatable cuff

Control pump

Urethra

Fig. 24.9 Schematic illustration of the AMS 800® and its position in a male body 
after implantation. The AMS 800 consists of three components: the inflatable 
cuff, the balloon, and the pump. The cuff is placed around the bulbar urethra 
(in men) or bladder neck (in women and men after prostatectomy or in some 
neurogenic indications). The balloon is placed extraperitoneally into the lower 
abdomen. The pump is usually placed in the scrotum (in men) or labium majus 
(in women) for manual control of the sphincter.
Courtesy of American Medical Systems (American Medical Systems, Minnetonka, 
Minnesota, USA; www.AmericanMedicalSystems.com).
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subsequent urine leakage can be provoked. Usually, tapping for 
several minutes also beyond the first urine leakage is necessary 
to empty the bladder as far as possible. In consequence, a reliable 
possibility to collect the urine is required, which makes it a useful 
option only for male patients who can use a condom catheter.
Latissimus dorsi myoplasty
Although it is currently not a standardized or established therapy 
option for NLUTD, initial and medium-term results of latissimus 
dorsi myoplasty appear promising with complete spontaneous 
voiding in 71% of patients [132,  133], but further evidence and 
evaluation is needed.

Achievement of continence
Continence can be improved or achieved using the therapies 
mentioned for treatment of NDO, behavioural therapy, but also 
by applying therapies that improve sphincter function in cases of 
sphincter and bladder neck insufficiency. Insufficiency of the clos-
ing mechanisms at bladder neck or sphincter due to the lack or 
impairment of neurogenic innervation of these structures results 
in neurogenic stress urinary incontinence (nSUI).

Surgical therapy of nSUI aim to support or increase the clos-
ing function of sphincter or bladder neck. Three different types 
of surgical interventions can be distinguished: (1) injectables (e.g. 
bulking agents), (2)  suspensions (e.g. Burch, suburethral tapes 
and slings), and (3)  implants (e.g. artificial sphincter). To apply 
these therapies, it is absolutely mandatory that the patient has a 
normo- or hypotone detrusor and no or sufficiently treated NDO. 
Otherwise these therapies would be counterproductive to thera-
peutic principle (1).
Behavioural therapy
Behavioural therapy aims to adapt drinking and voiding behav-
iour. Such therapy does not actually treat the underlying cause 
of urinary incontinence but rather contribute to avoid urinary 
incontinence and helps to regain control of urinary continence. 
Timed voiding (= fixed time interval between micturitions that 
might be even indicated by alarm) might be useful in patients 
with impaired bladder sensation to prevent overflow incontinence 
or potentially in patients with mild terminal DO to prevent DO 
incontinence. In general, such behavioural regimens have to be 
adapted to the individual abilities and needs of the patient and 
suit best for patients in whom urinary incontinence is mainly due 
to cognitive or motor deficits. However, in such cases, caregivers 
need to provide additional support.

Adaption of drinking behaviour can positively influence LUT 
symptoms—that is shifting fluid intake from the evening to the 
morning and early afternoon in case of bothersome nocturia. 
Omittance of caffeinated or alcoholic drinks might improve fre-
quency and/or DO. Restriction of excessive fluid intake might also 
be reasonable and useful but should not fall below a certain level, 
as that can result in other complications such as recurrent UTIs, 
urinary stones, and constipation.
Injectables
Injectables can consist of different materials (e.g. autologous fat, 
collagen, silicon, carbon, Teflon®, poly-acrylamide hydrogel) and 
they are injected transurethally below the bladder neck to create 
a sub-mucous cushion/bulking of the urethra that cause obstruc-
tion to withhold the urine. Despite some recent promising find-
ings [134, 135], the current literature does not provide sufficient 
evidence for this kind of therapy [136].

Suspensions
Suspension therapies aim to restore or to improve urethral and/or 
bladder neck position and support, thereby enhancing the blad-
der neck or sphincteric closing mechanism. These are established 
treatment methods for female SUI [137, 138] and have been just 
recently introduced also for male SUI [139, 140]. Next to traditional 
techniques like a Burch colposuspension there are several differ-
ent forms and materials of slings and tapes available. However, 
there are currently not many studies reporting results of suspen-
sion therapies in neurogenic patients. Most studies in neurologi-
cal patients describe the use of autologous rectus abdominis fascia 
slings in children or adolescents usually in combination with an 
augmentation cystoplasty, demonstrating excellent results and low 
complication rates [141–147]. Only one study reports on the use 
of a polypropylene tape in 14–20-year-old boys with good initial 
results regarding continence but high complication rates [148].

Implants
Implants for SUI treatment are implantable devices that cause 
adjustable mechanical obstruction or closure of the urethra and/
or bladder neck. There are currently two devices available, the 
artificial sphincter (AMS 800) and the inflatable paraurethral bal-
loons (ACT/ProACT).

The currently most widely used artificial sphincter model (AMS 
800®, American Medical Systems, Minnetonka, Minnesota, USA) 
consists of 3 major components, the inflatable cuff, the pump, and 
the pressure-regulating balloon (Figure 24.9). All three compo-
nents are implanted and connected via special flexible but non-
colliding tubes, allowing hydraulic functioning of the sphincter. 
The inflatable cuff is placed around the bulbar urethra (in men) or 
bladder neck (in men after prostatectomy and women or in some 
neurogenic indications) and connected to a control pump that is 
placed in the scrotum (in men) or labium majus (in women). The 
balloon is placed in the subperitoneal space lateral of the blad-
der. Activating the pump deflates the cuff by pumping the water 
from the cuff into the balloon, from where it flows back into the 
cuff due to the hydraulic gradient between balloon and cuff. The 
re-closing of the cuff takes 2–4 minutes during which the patients 
can empty the bladder via spontaneous voiding or CISC. The arti-
ficial sphincter is suitable for both men and women. Due to its 
high efficacy, the artificial sphincter is today’s gold standard in the 
therapy of SUI [140]. Also patients with neurogenic SUI, in whom 
the natural sphincter is insufficiently working due to damage of its 
neuronal control, have greatly benefited from this therapy [149]. 
The success rate (proportion of continent patients) in patients with 
neurogenic SUI lies between 23% and 91% (mean 73%) [150–156]. 
However, Fulford et al. and Venn et al. investigated a mixed popu-
lation (neurogenic and non-neurogenic SUI) [150, 156].

Frequent complications are erosion, infection, and mechanical/
device-related failure that cause a re-operation rate for revisions 
and/or explantations of 16% to 80% [150, 151, 153–156].

Murphy et  al. compared the treatment outcomes between 
patients with neurogenic SUI and patients with non-neurogneic 
SUI [152]. According to this study, patients with neurogenic SUI 
tend to have more frequently complications that were not related 
to mechnical or device-related failure [152].

A recently published study by Bersch et al. reported the very 
promising long-term results of a modified AMS800 system in 
patients with neurogenic SUI [157]. This modified system has 
the advantage that it works without the pump and is thus less 
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susceptible to device-related defects and less costly [157]. Instead 
of the pump, a subcutaneous port is implanted that enables post-
operative adjustments of the cuff-pressure. This system also seems 
to have some advantage in regard to the risk of pump-erosion in 
wheelchair bound female patients [157]. In addition, cuff pressure 
can be adjusted at any later time point via the subcutaneous port.

The inflatable paraurethral balloons are a rather new technique 
[158,  159] and only one study reports results in NLUTD [160]. 
The balloons are placed bilaterally of the urethra at the bladder 
neck (in women) or at the membranous urethra (in men) and can 
be inflated until the desired effect is achieved or the maximum 
capacity of the balloons is reached. Each balloon has a port that 
is placed into the ipsilateral scrotum or labium majus. The infla-
tion is performed during follow-up visits with saline via the port 
of each balloon. Depending on the volume, the balloons cause a 
functional obstruction that should keep the urine within the blad-
der during situations of increased abdominal pressure.

Prevention of recurrent complications
Recurrent complications that cause health impairments and recur-
rent medical consultations reduce QoL. One of the most common 
recurrent complications occurring with NLUTD are symptomatic 
UTIs. Symptoms of UTIs include fever, general weakness, pain, 
dysuria, increased lower limb spasticity, urinary urgency, fre-
quency, and incontinence. If the recurrent symptomatic UTIs are 
treatment related, i.e. frequently following BoNT/A intradetru-
sor injections, prophylactic antibiotic treatment prior to injection 
should be considered.

In case of recurrent UTIs it is important to re-evaluate and 
if necessary change the treatment concept of NLUTD in this 
patient, as recurrent UTIs might be a sign of inadequately treated 
NLUTD including inappropriate CISC technique. Identification 
of the responsible germ is necessary to evaluate if vaccination 
is an option and to adapt antibiotic therapy. Urine acidification 
and cranberry products are widely used prophylactic measures to 
prevent UTIs albeit poor evidence in the current literature [161]. 
In some refractory cases antibiotic long term treatment might be 
necessary [162].

Non-symptomatic UTIs that are detected by random urine 
analysis should not be arbitrarily treated if no urinary tract inter-
vention is planned.

Another recurrent complication that might occur with 
NLUTD are urinary tract calculi which are in turn frequently 
associated with recurrent UTIs. Especially, SCI patients are 
at increased risk for recurrent urinary tract stones due to 
hypercalciuria resulting from immobilization, hypocitrituria, 
reduced fluid intake to reduce frequency of CISC, elevated urine 
pH, and a higher rate of indwelling catheters [163]. Prevention 
measures include adequate fluid intake (preferably pH neutral 
beverages resulting in a diuresis of 2.0–2.5 L/day and a specific 
urine weight of < 1010), dietary considerations (balanced diet 
rich in vegetable and fibre, normal calcium content of 1–1.2 g/
day, limited NaCl content of 4–5 g/day, limited animal protein 
content of 0.8–1.0  g/kg/day, avoiding excessive consumption 
of vitamin supplements), and lifestyle considerations (BMI 
18–25 kg/m2) [164].

Subconal/cauda equina lesions
e.g. pelvic surgery, trauma,
polyneuropathy

Subconal - pontine lesions
e.g. spinal cord injury, meningomyelocele,
multiple sclerosis, multiple system atrophy

- History, including previous and current bowel function and habits, bowel symptoms and bother

- Assessment of environmental factors (toilet accessibility, assistive devices, caregivers’ support and attitude)
- Plain abdominal radiography
- Stool exam
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cognitive function, sensory
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In regard to the neurogenic lesion/disease, this assessment allows a first estimation but not a precise diagnosis
of bowel dysfunction

Patient education; adequate fibre diet and fluid intake; regular bowel care, preferably +/− 3 times per week; use of
continence products (diapers, commode chair) 

If initial management fails → specialized management

- Physical examination (sacral reflexes and sensation, digital rectal examination, anal sphincter tone and voluntary
  contraction, abdominal palpation for fecal retention, cognitive function, hand function, general mobility)

Superapontine lesions
e.g. stroke, Parkinson’s disease,
multiple sclerosis

Fig. 24.10 Schematic overview on initial assessments and management options of neurogenic bowel dysfunction.
Adapted from [62] .
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Practical treatment and management of  
bowel dysfunction
As NBD and resulting symptoms are mainly related to functional 
impairements of the descending colon, rectosigmoid and anus, 
therapeutic strategies ususally target these parts of the GI tract.

In general, conservative treatment is the mainstay of NBD man-
agement. However, most conservative measures are only success-
ful if a regular routine of bowel management is established.

It should be always considered to include continence products 
(diapers, commode chair) into the therapeutic regime as patients 
might instantly benefit from it. In addition, perineal skin care 
should not be neglected as it can be essential to prevent skin ulcers 
that can easily lead to further complications.

Figures 24.10 and 24.11 provide a simple but practical overview on 
initial and specialized assessments and management options of NBD.

In order to comply with the aforementioned therapeutic princi-
ple, the following conservative and surgical therapeutic strategies 
are currently most relevant (for more detailed information and 
specific evidence based recommendations see also [62]):

Conservative treatment
Conservative treatments of NBD require adequate patient educa-
tion and training and often more time and readjustments until 
success becomes evident. In severely disabled patients, caregivers 
need to help where required.

In case of decreased or even absent anorectal sensitivity, it is 
important to learn and perform digital rectal examination to 

improve awareness of rectal filling, as it is pointless trying to per-
form measures of stool evacuation with an empty rectum.

Optimizing stool consistency
This can be achieved by dietary measures (adequate fluid and 
fibre intake) or chemical stimulants such as laxatives (e.g. lactu-
lose, bisacodyl, dioctyl, macrogol). Antidiarrheal drugs (e.g. 
loperamide, codeine phosphate) can be helpful to make faeces 
better manageable in cases of fluffy or watery stools [165] that are 
not related to infectious diseases. However, antidiarrheal drugs 
should be used only temporary until preferred stool consistency 
is achieved.

Facilitating stool evacuation
Manual stool extraction might be used as solitary measure for stool 
evacuation if appropriate or in addition to the following techniques 
for complete evacuation of stool if necessary:  Suppositories (e.g. 
glycerin, sodium bicarbonate) [166] and mini-enemas (e.g. docusate 
enema) [167] can be used to trigger reflex evacuation and to facili-
tate controlled evacuation in conjunction with manual evacuation. 
Digital rectal stimulation can be also used to provoke a reflex con-
traction especially in supraconal lesions by inserting a finger into 
the rectum and performing circular motions for about 30 seconds 
[168]. Similarly, anal stimulation using pulsed water irrigation can 
be used to elicit reflex peristalsis for defecation with the additional 
advantage of facilitating disintegration of faecal deposits by irriga-
tion [14]. Transanal colonic irrigation is also a safe and well toler-
ated method to effectively facilitate stool evacuation [169].
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- Neurophysiological testing
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Faecal retention/impaction

Patient education; adequate Fibre diet and fluid intake; regular bowel care, preferably +/– 3 times per week; use of
continence products (diapers, commode chair); perineal skin care

Fig. 24.11 Schematic overview on specialized assessments and management options of neurogenic bowel dysfunction.
Adapted from [62] .
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Such measures should be done on a regular basis, i.e. daily or 
on alternate days, depending on pre-lesion defecation and dietary 
habits. However, caution should be paid in patients who tend to 
develop autonomic dysreflexia.
Temporary, peripheral/external neuromodulation
There are very few studies on temporary, peripheral/external neu-
romodulation for treatment of NBD. Two studies investigated the 
effect of neuromodulation in children with meningomyelocele 
using either transrectal [170] or transcutaneous interferential 
electrical stimulation [171] resulting in significant reduction of 
faecal incontinence [170] or significant improvements of consti-
pation and defecation frequency [171]. Two other studies investi-
gated the short-term effect of magnetic stimulation on NBD in PD 
and SCI patients, demonstrating a significant reduction in transit 
time and constipation [172, 173].
Other conservative measures
Pelvic floor mucle training with or without biofeedback might be 
beneficial for NBD, especially for sphincteric incompetence or 

insufficient relaxantion of pelvic floor and/or sphincter muscles 
during defecation. However, there is currently no study available 
that has investigated pelvic floor muscle training in NBD and such 
therapy requires at least partial voluntary control on pelvic floor 
muscles and sphincter. Continence products such as diapers, pads 
or anal plugs [174] should always accompany therapy regimes if 
applicable.

Surgical treatment
Perianal injectable bulking agents
So far, one large randomised controlled trial has shown that 
perianal injection of dextranomer in stabilised hyaluronic acid 
(NASHA Dx) improves continence for a little over half of patients 
in the short term [175]. Thus, it might be an option for selected 
patients. However, there are currently not data for the use of bulk-
ing agents in neurogenic faecal incontinence. Furthermore, this 
technique might worsen faecal evacuation, which potentially is 
the reason why this technique is rarely used in neurogenic faecal 
incontinence.
Postanal repair
A V-shaped incision is made posterior to the anal orifice. The tis-
sues are dissected to the internal and external sphincters, which 
are separated. The puborectalis muscle is separated from the rec-
tum providing direct access to the superior aspect of the pelvic 
floor muscles. A series of sutures are placed in the two limbs of the 
pelvic floor including the puborectalis, forming a lattice across the 
pelvis [176]. The original technique was described by Parks in 1975 
[177] and aimed at restoration of an acute anorectal angle, improv-
ing continence by creating a flap valve effect of the puborectalis sling. 
However, other considerations suggest that the procedure attains its 
effect rather by increasing the functional length of the anal canal than 
by changing the anorectal angle [178]. Prospective evaluation of the 
technique in patients with neurogenic faecal incontinence demon-
strated excellent short-term efficacy with favourable safety [179].

One recent study investigated the treatment outcome of this 
technique in 57 patients with neurogenic faecal incontinence 
> 9  years after surgery. Patients were selected for surgery after 
neurophysiological confirmation of neurogenic sphincter incom-
petence and failure of conservative therapy. Although efficacy 
declined over time with only 26% of patients reporting none to 
minimal incontinence after 9 years, patient satisfaction with treat-
ment outcome remained high with 79% [178]. Similar results were 
also reported by earlier studies [180]. Despite the actually poor 
scientific evidence, this method might be an option for patients 
with significant comorbidities due to its low morbidity and high 
patient satisfaction.
Sacral neuromodulation
SNM is a minimally invasive therapy with few usually temporary 
complications (see also SNM for NLUTD) that appears to be an 
interesting option in the treatment of NBD at least in incomplete 
neurogenic lesions. Currently, there are only few studies reporting 
on outcomes in NBD but results were quite favourable with signifi-
cant improvements of continence [181–183] and quality of life [181]. 
Nevertheless, larger randomized controlled trials are necessary to 
further evaluate and potentially establish this treatment for NBD.
Sacral anterior root stimulator (SARS)
As aforementioned for the treatment of NLUTD, SARS is almost 
always preceded by sacral deafferentation with irreversible loss 
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of pelvic and lower limb sensibility and colorectal reflex activity. 
Thus, this therapy is usually reserved for selected complete SCI 
patients.

Prolongation of intervals between the stimulation bursts on S2 
has been demonstrated to facilitate colorectal motility and thereby 
reducing constipation and improving defecation [130,  184]; 
55–70% of patients use their SARS to assist in defecation [185].
Malone antegrade continence enema (MACE)
The MACE procedure was first described by Malone et al. in 1990 
[186] and aims to provide a permanent possibility for repeated 
antegrade colonic irrigation for faecal washout by creating a cath-
eterisable non-refluxing channel (formed from the appendix or a 
small piece of ileum) between the colon and a cutaneous stoma 
usually at the lower abdomen. The almost complete colonic and 
rectal washout prevents faecal incontinence. This surgical inter-
vention has been successfully used mainly in children with 
severe NBD/intractable faecal incontinence [187,  188], but also 
adult patients significantly benefited from this therapy [189, 190]. 
Despite long-term continence rates of up to 84% [191], this tech-
nique remains a major surgical intervention with stoma stenosis 
requiring revision as most common complication.

Artificial anal sphincter
The artificial anal sphincter (Acticon® Neosphincter, American 
Medical Systems, Minnetonka, Minnesota, USA) is a slightly 
modified version of the artificial sphincter used for SUI consist-
ing of the same three components: the inflatable cuff, the pump, 
and the pressure regulating balloon. The placement of the com-
ponents is nearly identical to the placement used with the AMS 
800® for SUI with exemption of the cuff which is of course placed 
around the upper anal canal. Although most studies included 
few neurogenic patients, only few subgroup results were 
reported [192–194]. The overall success rate ranges from 47% to 
90% [192–198] but seems to be lower in neurogenic patients [192, 
193, 195]. Randomized controlled trials are lacking and the com-
plication rate appears to be quite high [196]. Using the artificial 
anal sphincter it need to be considered that rectal evacuation can 
worsen. Thus, prior evaluation of transit and evacuation capabil-
ity is recommended.
Dynamic graciloplasty
During this procedure, the gracilis muscle is transposed around 
the anal canal. In addition, a pacemaker is implanted for 
low-frequency intramuscular stimulation of the gracilis mus-
cle to induce adaptive changes in means of transformation of 
fast-twitching type II muscle fibres into slow-twitching type 
I fibres that enable sustained contraction for anal closure [199–
201]. Although there are several even larger studies evaluating 
this technique [202–204], there is only one study indicating inclu-
sion of neurogenic patients with according subgroup results [205]. 
Overall there is a lack of randomized controlled trials and com-
plication rate is high (>50%), including major infection, minor 
infection, thromboembolic events, pain, noninfectious gracilis 
problems, noninfectious wound-healing problems, treatment fail-
ure requiring revision [204, 206].
Colostomy/ileostomy
Colostomy or ileostomy might be the last option in severe intrac-
table faecal incontinence. It is a surgical procedure that divert the 
colon or the ileum through an incision in the anterior abdominal 

wall. Hence, faeces are excreted via this new GI-outlet and col-
lected in a stoma bag attached to it.

Although ostomy creation is an abdominal surgical interven-
tion with all the associated risks and long term complications 
such as diversion colitis [207], it is a generally common surgical 
procedure that can significantly increase the patient’s QoL espe-
cially due to improved faecal control and less time requirements 
for bowel management [208]. Creation of an ostomy in selected 
patients provides equivocal or superior QoL outcomes when com-
pared to conservative bowel management strategies [208]. There 
are no clear advantages when functional, clinical, or QoL out-
comes associated with colostomy are compared to those seen in 
SCI patients undergoing ileostomy [208].

Practical treatment and management  
of sexual dysfunction
Sexual dysfunctions can be classified according to four catego-
ries on the basis of the previously mentioned sexual response 
phases [209]:

(a) Sexual interest/desire disorder (reduced libido) with persis-
tent or recurrent deficiency or absence of sexual fantasies/
thoughts, and/or receptivity to sexual activity which causes 
personal distress.

(b) Sexual arousal disorder with persistent or recurrent inabil-
ity to attain, or maintain sufficient sexual excitement causing 
personal distress.

(c) Orgasmic or ejaculatory disorders with persistent or recur-
rent difficulty in, delay in, or lack of attaining orgasm follow-
ing sufficient sexual stimulation and arousal, which causes 
personal distress.

(d) Sexual pain disorders with dyspareunia (persistent or recur-
rent genital pain associated with sexual intercourse), vagi-
nismus (recurrent or persistent involuntary spasms of the 
musculature of the outer third of the vagina that interferes 
with vaginal penetration and causes personal distress), and 
other sexual pain disorders (recurrent or persistent genital 
pain induced by non-coital sexual stimulation)

Although this classification has not been established specifically 
for patients with neurogenic disorders or lesions it provides a use-
ful basis for patient evaluation and providing therapeutic concepts 
also in neurogenic cases.

Due to the fact that sexual dysfunction is already highly prev-
alent in the general population [210] as cause of other prevalent 
diseases and risk factors such as cardiovascular disease, diabetes, 
obesity, endocrine disorders, age, radiation therapy, polyphar-
macy, etc. it can be often challenging to differentiate if the sexual 
dysfunction is actually part of the neurological condition or not. 
In neurogenic disease, sexual dysfunctions might be multifacto-
rial and can be described as (1)  primary (i.e. resulting directly 
from the neurological lesion/disease), (2) secondary (i.e. resulting 
from non-sexual sequelae of the neurological lesion/disease that 
affect sexual function), or (3) tertiary (i.e. resulting from psycho-
logical, emotional or cultural impact of living with a neurological 
disease and sexual dysfunction) [38]. Counselling and treatment 
need to consider these secondary and tertiary factors.

Sexual dysfunction is a highly intimate and individually dif-
ferently experienced aspect of human health that is strongly 
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influenced by gender, age, and sociocultural background and 
requires an atmosphere of open-mindedness, confidence, and 
acceptance to be adequately discussed and evaluated. Thus, sen-
sible counselling is of major importance and can alone already 
reduce the level of anxiety and frustration concerning sexual 
dysfunction. Patients with neurogenic lesions or diseases should 
know that sexual dysfunction can occur as a symptom of their 
neurological condition and that there are therapeutic options 
available that can help to alleviate or even abolish sexual dysfunc-
tion. However, approaching patients in the early phase of their 
neurogenic lesion or disease can be delicate and even appear inap-
propriate as patients might struggle with other, ‘more important’ 
matters of their neurological disease and disability. Nevertheless, 
counselling on sexual dysfunction should not be deferred to the 
very end of a rehabilitation or treatment course but rather be step-
wise integrated for example into the counselling on other pelvic 
organ dysfunction such as bladder and bowel, giving the patient 
the time to become comfortable discussing also sex related health 
issues. Timely counselling on sexual dysfunction can help to pre-
vent the development of misapprehension, prejudice, anxiety, and 
frustration in patients dealing with sexual dysfunction. Also, the 
patient’s partner and/or caregiver should not be ignored and inte-
grated into consultation if appropriate.

Certainly, patients should not be forced into counselling for 
sexual dysfunction and such counselling needs to be individu-
ally tailored with respect to the patient’s sexual attitude and ori-
entation. Useful models for approaching and managing patients 
regarding sexual dysfunction are BETTER and PLISSIT, which 
describe different levels of assessment and intervention [211]. The 
BETTER model serves for the health care professional who is not 
specialized in assessment and treatment of sexual dysfunction, 
whereas the PLISSIT model requires knowledge of assessment and 
treatment of sexual dysfunction.

BETTER (basic/general approach model):

B—Bring up the topic.

E— Explain that you are concerned with quality-of-life issues, 
including sexuality. Although you may not be able to answer 
all questions, you will want to convey that patients can talk 
about their concerns.

T— Tell patients that you will find appropriate resources to address 
their concerns.

T— Timing might not seem appropriate, but acknowledge that 
patients can ask for information at any time.

E—Educate patients about the side effects of their treatments.

R— Record your assessment and interventions in patient medical 
records.

PLISSIT (advanced/specialized approach model):

P (permission)—bringing the topic of sexual (dys)function to the 
patient’s mind, e.g. by generally mentioning changes in sexual 
function as a frequent symptom of neurological disease, and 
thus legitimizing the topic and demonstrating the willingness 
to discuss sex related issues which in turn ‘permits’ the patient 
to think about sexuality in his/her situation and to potentially 
accept the offer for counselling.

LI  (limited information)—providing first, ‘limited information’ 
to the patient, helping him/her to address more specific aspects 
of his/her neurological condition affecting sexual function.

SS  (specific suggestions)—’specific suggestion’ can be offered, e.g. 
using a vaginal lubricant for vaginal dryness.

IT  (intensive therapy)—’intensive therapy’ might be need to 
improve sexual dysfunction and involves specialized psycho-
sexual management.

Assessment of sexual dysfunction is a mandatory prerequisite 
prior to initiation of adequate treatment. Such assessment includes 
in its basic form (1) a complete medical history including concom-
itant medication, of which the latter can often significantly alter 
sexual function, psychosocial evaluation, and sexual function 
evaluation. Psychosocial and sexual functions are best assessed 
using validated questionnaires such as the International Index 
for erectile Function (IIEF) [212] or the Female Sexual Function 
Index (FSFI) [213]. (2) A physical examination assessing general 
appearance and secondary sexual characteristics of the patient, 
cardiovascular function, appearance, size, and shape of the geni-
talia, digital rectal examination, and orienting neurological exam 
(e.g. perineal and genital sensibility, anal tone, bulbocavernosal 
reflex). (3) Laboratory tests (e.g. testosterone, other sex hormones 
and laboratory parameters as required from patient history and 
complaints).

Optional tests such as pharmacologic testing (intracavenosal 
vasoactive drug injection, i.e. PGE1) and color Doppler imag-
ing can be used to distinguish between vasculogenic and 
non-vasculogenic erectile dysfunction or to evaluate genital per-
fusion, respectively.

The following therapy options are listed according to the cat-
egory of sexual dysfunction they are supposed to treat:

Treatment of sexual interest/desire disorder  
(reduced libido)
Treatment of sexual interest disorders, which is mainly treat-
ment of low libido, can be difficult, as there is no drug treatment 
available selectively activating the brain’s sexual desire network 
or restoring its function when affected by neurological disorders. 
Hormone treatment has been demonstrated to have a positive 
effect on libido but not specifically in patients with neurogenic 
disease [214]. Long-term data on treatment effects and side effects 
are missing [215].

However, before adding new drugs to the patient’s treatment it 
should be first considered to minimize endo- and exogenic fac-
tors with negative impact on libido but high prevalence among 
patients with neurogenic diseases, such as mood disorders or 
other psychological factors, concomitant medication, and physi-
cal disabilities.

Mood disorders, such as depression, can occur as a conse-
quence of being diagnosed with a chronic neurological disease 
or as pathophysiological process of the neurological disease. In 
such cases, psychological support and antidepressant drug treat-
ment should be considered. However, some antidepressant drugs 
itself, such as serotonin reuptake inhibitors, have negative effects 
on sexual desire, arousal, and orgasm. Bupropion (norepinephrine 
and dopamine reuptake inhibitor) and mirtazapine (presynaptic 
alpha-2-adrenergic receptor) might be valuable alternatives with 
fewer side effects on sexual function.
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Other psychological disorder should be considered if indicated 
and treated accordingly. Again, many substances used for psycho-
logical treatments can impair sexual function.

If possible, drugs with negative impact on libido (e.g. tricyclic 
antidepressants, selective serotonin reuptake inhibitors, anticon-
vulsants, opioids) should be avoided or replaced by alternatives 
without or lesser effects on sexual function.

An altered body self-perception and/or reduced self-esteem due 
to physical disabilities and impairments, i.e. immobility, spastic-
ity, sensory deficits, pain, and altered body functions, such as of 
bladder and bowel with fear of incontinence during sexual activ-
ity, can significantly reduce libido. Here, adequate treatment of 
bladder and bowel dysfunction (see earlier sections) and antispas-
ticity treatment is necessary. It is important to provide counselling 
and reassurance to the affected patient and partner, if applicable. 
This can and should include advice on managing practical issues 
of sexual activity, such as optimized positioning for intercourse. 
Open communication and experimentation between patient and 
partner should be supported [45]. Additional psychological sup-
port can be helpful and should be offered.

Similar to the general population, reduced libido in patients 
with neurogenic disease might also be related to relationship and 
partner issues. Psychosexual and couple therapy is an option but 
the outcome mainly depends on patient and partner motivation.

Hypersexuality with increased libido can be an issue in PD 
patients under treatment with L-dopa or dopamine antagonists. 
In such cases, dose adjustment or change of medication usually 
resolves the symptoms [216].

Treatment of sexual arousal disorder
Treatment of sexual arousal disorder includes the treatment of 
erectile dysfunction (ED) in men which is the most prominent 
and best investigated part of sexual dysfunction therapy [217, 218].

Lifestyle modifications are a very useful measure and should 
at least accompany other forms of treatment. Smoking, obe-
sity, limited physical activity, and alcohol consumption are fac-
tors commonly associated with erectile dysfunction and should 
be considered in the treatment regimen of sexual dysfunction 
[218]. Certainly, the level of physical activity needs to be adapted 
to the level of mobility impairment in patients with neurogenic 
disorders.

Phosphodiesterase type 5 (PDE-5) inhibitors such as sildena-
fil (Viagra®), vardenafil (Levitra®), and tadalafil (Cialis®) are the 
first-line treatment of ED. All PDE-5 inhibitors promote smooth 
muscle relaxation within the arterial sinuses of the corpora caver-
nosa and consequently penile erection by prolonging the effect of 
cyclic guanosine monophosphate (cGMP) in the smooth muscles. 
cGMP is the active component that causes smooth muscle relaxa-
tion and is converted from guanosine triphosphate by the enzyme 
guanylat cyclase under the influence of nitric oxide released from 
the parasympathetic nerve terminals of the cavernous nerve 
[217]. cGMP is usually hydrolyzed and inactivated to GMP by the 
PDE-5. All PDE-5 inhibitors have similar efficacy and tolerability 
but differ regarding onset and duration of action. Sildenafil and 
vardenafil are effective after 30–60 minutes and last for 4 hours, 
whereas tadalafil is effective after 30 minutes and lasts for up to 
36 hours [218]. Treatment should be started with 50 mg/day using 
sildenafil or 10 mg/day using vardenafil or tadalafil. Dosing can be 
increased up to 100 mg/day using sildenafil and up to 20 mg/day  

using vardenafil or tadalafil depending on tolerability and 
demand. Typical side effects are dyspepsia, headache, facial flush-
ing, nasal congestion, abnormal vision, myalgia, and back pain 
[217]. Side effects are usually mild to moderate.

All PDE-5 inhibitors have been investigated in SCI patients and 
sildenafil also in MS and PD patients demonstrating good efficacy 
and safety [219–221]. Sildenafil seems to be more effective than 
using a vacuum constriction device in SCI patients and was pre-
ferred over vacuum constriction device or injection therapy [222].

None of the PDF-5 inhibitors has been approved for female sex-
ual dysfunction but sildenafil demonstrated some beneficial effect 
on sexual arousal in women with SCI [223]. In female patients 
with MS such beneficial effect of sildenafil on sexual function 
could not be demonstrated [224].

It should be considered that PDE-5 inhibitors do not cause an 
erection per se. It still requires sexual stimulation.

Caution has to be paid in patients taking nitrates, as PDE-5 
inhibitors are strictly contraindicated in combination with 
organic nitrates and nitric oxide donors due to an additive effect 
(relaxation) on the smooth muscles of blood vessels which can 
result in severe hypotension. Due to their hypotensive effects, 
PDE-5 inhibitors should be cautiously used in conditions of pre-
existing hypotension, i.e. postural hypotension in MSA.

Apomorphine acts on the D2 dopaminergic receptors in the 
hypothalamus, thus requires intact spinal pathways to exert its 
effect on mild ED. The efficacy in ED treatment of Apomorphine 
has been demonstrated to be inferior to sildenafil but it might be 
a treatment option for patients who cannot take sildenafil [225]. 
Dosage starts with 2 mg and onset of action is about 20 minutes. 
Side effects are mild to moderate and include nausea, dizziness 
yawning and rare bradycardia. However it should be used cau-
tiously in patients with postural hypotension.

Yohimbine is predominantly an alpha-2-adrenergic blocker 
that is supposed to act centrally and peripherally to improve erec-
tile function [226]. The level of evidence for the use in ED is gener-
ally low and since the introduction of the PDE-5 inhibitors it has 
hardly any relevance in ED treatment. Side effects include palpita-
tions, headache, nausea, indigestion, urinary frequency, and tran-
sient hypertension.

Intracorporeal or intraurethral drug applications can be 
alternatives in men if oral drug treatment is not effective or tol-
erated. Drugs for intracorporeal injections comprise substances 
such as prostaglandin E1 (PGE1), papaverine, and phentolamine 
[217]. However, only PGE1 is used as a single therapeutic agent 
(alprostadil, Caverject®), whereas papaverine and phentolamine 
are used in combination with (Trimix) or without (Bimix) addi-
tional PGE1. Only alprostadil is currently licensed and approved 
for therapy of erectile dysfunction. Bimix and trimix are not 
brand names and the preparations need to be individually mixed 
by a pharmacy.

PGE1 acts, similar to PDE-5 inhibitors, on the smooth muscles 
of the corpora cavernosa were it causes relaxation by increasing 
the level of cyclic adenosine monophosphate (cAMP) and subse-
quently decrease in intracellular calcium. Papaverine seems to act 
mainly as a non-selective PDE inhibitor that inhibits hydrolysis of 
cGMP and cAMP, causing decrease of intracellular calcium levels 
and thus smooth muscle relaxation but probably has also other 
mechanism of action [217]. Phentolamine has synergistic effects 
when combined with PGE1 and/or papaverine by inhibiting both, 
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alpha-1 and alpha-2 adrenoceptors blocking sympathetic activity 
that would induce smooth muscle contraction, and consequently, 
detumescence [217].

The technique of injection is simple, safe, and painless if appro-
priately explained and taught to the patient. For patients with lim-
ited hand and arm function, the partner and/or primary care giver 
might be instructed instead. Following injection into the corpora 
cavernosa from either side, distribution of the substance should be 
facilitated by massaging the penile shaft. Erection usually occurs 
within 10–15 minutes. In contrast to PDE-5 inhibitors, erections 
occur without any additional sexual stimulation. Efficacy is high 
(70–80%) and duration of response ranges between 50 and 180 
minutes [227]. Reasons for treatment failure despite maximum 
dosage might be severe vasculogenic erectile dysfunction. Adverse 
events include penile or inguinal pain, fibrosis of cavernous body, 
and priapism. Pain is more frequent with PGE1 (up to 50%) than 
with Bimix or Trimix [228]. However, bimix and trimix cause 
more fibrosis (6–12%) and priapism (7%) [227]. Priapism is defined 
as continuous erection for more than 4 hours and patients should 
immediately seek specialist medical help to prevent thrombosis, 
muscle necrosis, and fibrosis of the corpora cavernosa.

Intraurethral therapy include PGE1 application either using 
MUSE (medicated urethral system for erection) or intrameatal 
application (not very common). The MUSE applicator is inserted 
into the distal urethra and by pressing the release button a small 
pellet is placed into the urethral lumen [228]. From there PGE1 
is absorbed and reaches the corpora cavernosa via venous chan-
nels between the corpus spongiosum and corpora cavernosa. 
Erection occurs within 30 minutes. Efficacy seems to be some-
what less than with intracevernosal injection or PDE-5 inhibi-
tors [218, 228]. Side effects are similar as for PGE1 injections plus 
urethral irritation and burning [228]. Due to the urethral place-
ment of the substance there might be PGE1 in the semen, which 
can be dangerous for pregnant women and requires the use of a 
condom.

Vacuum tumescence devices are a non-pharmacological treat-
ment option of ED and consists of a vacuum pump and a penile 
constriction ring. The pump cylinder is placed over the penis and 
pressed against the pubis to prevent air entrance into the cylinder 
while applying a vacuum to the cylinder. The negative pressure 
leads to engorgement of the penis. To maintain this erected state 
after removing the pump, a constriction ring made of elastic rub-
ber is placed around the base of the penis, preventing premature 
outflow of blood from the penis. It is important to select the cor-
rect size of the constriction ring as the whole procedure might be 
inefficient if the ring is too large or, if the ring is too tight, damage 
to the penis might occur. It is generally recommended that the 
constriction ring should not be used for more than 30 minutes. 
The vacuum pump plus constriction ring is effective in about 
60–70% but requires some dexterity by the patient or partner 
[222]. It should not be used in bleeding conditions. Potential dis-
advantages are a rather cold penis, bruising of the penis, and block 
of ejaculate by the constriction ring. Some rings have a notch to 
facilitate ejaculation.

A vacuum device is also available for women. The EROS-CTD 
system has been demonstrated to improve orgasm and sexual sat-
isfaction by increasing vaginal lubrification and genital sensation 
[229]. However, there are no data available in women with neuro-
logical disease.

‘Sex toys’, i.e. vibrators, can also be useful to improve sexual 
arousal.

Sacral neuromodulation seems be an option that can improve 
bladder dysfunctions as well as sexual dysfunctions in male and 
female patients with neurogenic disorders [230,  231]. However, 
current data are limited.

Implantation of a penile prosthesis can be considered as last 
resort when all other therapeutic approaches have failed or are 
contraindicated. Despite the high satisfaction rates for patients 
and partners (70–90%), it is an invasive procedure with irrevers-
ible damage to the corpora spongiosa as those are replaced by 
the prosthetic rods [218]. In general, two types of prosthesis can 
be differentiated, malleable, and inflatable. Malleable prostheses 
usually consist of a pair of flexible silicon rods that have sufficient 
rigidity for penetration. With this form of prosthesis, the penis is 
always in the ‘erected mode’ and intercourse could be immediately 
started just by bending the rods into the appropriate position. 
Inflatable prosthesis require three components: inflatable cylinder 
that provides erection sufficient for penetration when inflated, a 
reservoir, and a pump. The reservoir might exist as a separate part 
or might be integrated into the cylinder. Complications include 
pain, device infection (2–4%), mechanical device failure, and 
device perforation/arrosion [218].

Local vaginal oestrogen supply and/or vaginal lubricants are 
useful to prevent or reduce dyspareunia in women with vaginal 
atrophy and/or dryness [232, 233]. Vaginal lubricants should be 
water based for better tolerability and less interference with con-
doms and silicone-based sex toys [45].

Treatment of orgasmic or ejaculatory disorders
Some of the treatments mentioned for reduced libido and sexual 
arousal disorder can be also beneficial to improve orgasmic func-
tion (e.g. yohimbine, vacuum devices, vibrator). The ability to per-
ceive orgasm is at least partly maintained in many neurological 
disorders but it might require more time and additional stimula-
tion also of other ‘ergogenous’ body areas to reach orgasm. Again, 
counselling is important and it is often necessary for the patient 
to newly explore his/her abilities of body functions such as sex-
ual function that might be altered by the neurological disease or 
lesion, rather than concentrating only on the disabilities.

Certainly, reaching orgasm is, with other factors (see earlier), 
dependent on sexual sensory inputs that, once completely lost due 
to neurological disease or lesion, are difficult to retrieve. However, 
it should be also considered that depending on the quality and 
level of relationship between the patient and his/her partner, 
reaching orgasm might not necessarily be the primary factor for 
achieving a satisfactory sex life.

Nerve re-routing surgery seems to be a promising option to 
restore or improve next to bladder and bowel function as well as 
sexual sensations, and has been successfully performed in SCI and 
spina bifida patients [234, 235]. If and how far this treatment helps 
to regain genital sensibility, improve the ability to reach orgasm, 
or improve the quality of orgasm, remains to be elucidated.

Premature ejaculation can be treated with behavioural therapy 
(stop/start and squeeze technique, sensate focus), relationship 
counselling, pharmacotherapy, and combination therapy. In gen-
eral there are very limited data on patients with neurological dis-
ease, but it might be an issue in PD patients [236]. Behavioural 
therapy can be difficult for some patients with neurological 
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diseases and requires a high level of motivation and compliance. 
Pharmacotherapy includes off-label use of selective serotonin 
reuptake inhibitors such as paroxetine, sertraline, or fluoxitine for 
6–8 weeks and/or topical anesthetics [237]. However, all demon-
strated only limited efficacy. Other drugs such as tramadol and 
PDE-5 inhibitors have also been evaluated [238,  239]. The cur-
rently only approved and licensed drug treatment for premature 
ejaculation is dapoxetine (Priligy®) which demonstrates favour-
able results [240].

An- or retrograde ejaculation can be an issue regarding fertility. 
In particular, men with SCI frequently have ejaculatory dysfunc-
tion. As mentioned earlier, semen quality can rapidly decrease in 
SCI and in combination with an- or retrograde ejaculation, spe-
cific techniques are required to retrieve semen for further repro-
ductive measures (i.e. insemination, in vitro fertilization). In men 
with an intact ejaculatory reflex (i.e. lesions above Th12), vibratory 
stimulation to the dorsal side of the glans of the penis can provoke 
sufficient reflex ejaculation. Oral application of the alpha-agonist 
midodrine (Gutron®, Amatine®) using about 18.7 mg 30–120 min-
utes prior to vibratory stimulation has been shown to improve 
ejaculation and orgasm rates in SCI men, especially with complete 
lesions above Th10 [241]. Care should be taken in patients with 
hypertension and a tendency to develop autonomic dysreflexia.

If vibratory stimulation is not successful or applicable due to lesions 
affecting the ejaculatory reflex, electroejaculation is an option with 
high success rate (98%) related to direct stimulation of preganglionic 
efferent fibres using a rectal probe [242]. However, the procedure can 
be painful and requires general anaesthesia, or at least sedation.

Treatment of sexual pain disorders
Painful sexual intercourse or ejaculation might be related to infec-
tion (i.e. urethritis, cystitis, prostatitis), which should be ruled out 
or treated accordingly.

Local vaginal oestrogen supply and/or vaginal lubricants are 
useful to prevent or reduce dyspareunia in women with vaginal 
atrophy and/or dryness [232, 233]. Sometimes anesthetic gels can 
be useful.

More complex or chronic pain disorders, including neuropathic 
pain, require a multilevel specialized treatment comprising but 
not limited to physical therapy (e.g. pelvic floor training, periph-
eral electric neurostimulation, and neuromodulation), pharmaco-
logical therapy (e.g. analgesic drugs, antidepressant drugs), and 
psychotherapy (e.g. cognitive behavioural treatment). However, 
the detailed elaboration on treatment of pain disorders would be 
beyond the scope of this chapter and cannot be covered here.

Perspectives
Future improvements and therapeutic advances for NLUTD and 
NBD are to be expected in the following areas:

Neuromodulation
This area provides great potential but also an enormous diversity 
of therapeutic options and parameters. There are currently sev-
eral ongoing trials investigating different forms of neuromodula-
tion such as SNM and PTNS for lower urinary tract and bowel 
dysfunction. However, neurogenic patients are rarely considered. 
Only one randomized controlled trial is currently ongoing, inves-
tigating SNM in chronic NLUTD.

Just recently, Sievert et al. published the results of a very inter-
esting approach using bilateral sacral neuromodulation in 10 
patients with complete SCI and urodynamically proven DO [243]. 
The time after injury was on average 3 months and in regard to 
this, the technique was named early sacral neuromodulation. The 
underlying hypothesis was that sacral neuromodulation might be 
able to positively influence the neural plasticity of LUT relevant 
nerves below the lesion and thus can contribute in the reduction of 
DO [243]. The results were extraordinary, as all patients were con-
tinent, the DO abolished, and UTIs significantly reduced during 
a mean follow-up of 26 months [243]. In addition, bilateral SNM 
facilitated bowel and erectile function in some patients. Lead dis-
placement and/or rupture in 5 of 10 patients caused recurrence 
of DO, which could be treated with replacement of the electrode 
[243]. Although these results are very preliminary in a small 
group, they might be a milestone in the treatment of LUT dys-
function in SCI and deserves further investigations.

Other recent studies used the InterStim® device to per-
form chronic pudendal nerve stimulation in patients with 
non-neurogenic and neurogenic DO, via placement of the tined 
lead electrodes directly to the pudendal nerve. This approach 
seems feasible, with first promising short-term results [244, 245]. 
Unfortunately, a randomized controlled trial had to be terminated 
due to recruitment difficulties [151]. A current investigation evalu-
ated a new method to improve electrode placement [246].

A different approach has been described by Possover et  al., 
with laparoscopic bilateral implantation of octapolar electrodes 
directly across the pudendal and sciatic nerves in complete SCI 
patients with DO [247]. Pudendal stimulation with 15–20  Hz 
caused an inhibition of DO up to 550 ml during filling cystom-
etry [247]. Subsequently, the pudendal stimulation was switched 
off to unleash a detrusor reflex contraction. In patients with no 
or insignificant DSD this resulted in efficient bladder emptying 
[247]. However, DSD could get in the way of that outcome. Thus, 
Possover et al. tried not to switch off pudendal stimulation com-
pletely, but rather switch to high frequency pudendal stimulation 
with 1200 Hz, resulting in a reduction of DSD and nearly com-
plete bladder emptying [247]. However, it has to be admitted that 
Possover et al. still used Fintech–Brindley electrodes in addition 
to the octapolar pudendal electrode to promote sufficient bladder 
emptying [247].

In addition to the promising effects on bladder control, this 
therapy seems to be also beneficial for erectile function, reduc-
tion of lower limb spasticity and even to enable short-term assisted 
standing by a sustained contraction of the quadriceps muscles via 
sciatic nerve stimulation [247].

However, this approach is still experimental and the results pre-
sented are very preliminary (only three patients with 3 months 
maximum follow-up). Nevertheless, this is the first therapy 
addressing multiple pelvic dysfunctions at the same time without 
destroying or remodeling any nerves or organs. Further refine-
ments of the system and technique without additional implanta-
tion of a Finetech–Brindley electrode in a larger series of patients 
has been planned but not yet performed.

Other recent investigations strived for the development of an 
automated system that can identify a beginning DO and immedi-
ately trigger pudendal stimulation to suppress DO [248, 249]. Such 
a device in an implantable format would be a highly interesting 
treatment option for patients with NDO.
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Pharmacotherapy
Just recently a new drug has been released for the treatment of 
overactive bladder. Mirabegron is a selective β3-adrenoceptor ago-
nist that causes detrusor relaxation and increased stability dur-
ing bladder storage through direct activation of β-adrenoceptors 
[250]. If mirabegron is a relevant alternative for the therapy of 
NDO compared or in addition to the current first line antimus-
carinic treatment is matter of future investigations.

Other relevant targets for future pharmacological therapy of NDO 
that have been recently described are cannabinoid-2-receptors and 
fatty acid amide hydrolases in the LUT and spinal cord [251, 252],

Also properties of already available drugs are currently revis-
ited that might lead to new applications in the treatment of 
NLUTD [253].

Nerve re-routing
Re-routing of LUT nerves after SCI has been investigated in ani-
mals and recently also in a quite large population of complete SCI 
patients. This technique is based on a microsurgical anastomo-
sis between the L5 and S2/3 ventral root, leaving the dorsal roots 
intact (Figure 24.12) [254, 255]. The idea is that impulses delivered 
from the efferent neurons of a somatic reflex arc can be transferred 
to initiate responses of an autonomic effector [254, 255]. To elicit a 
bladder contraction, patients have to scratch or squeeze on the L5 
dermatome [254, 255].

Xiao et al. reported a success rate of 67–88% in SCI and 85% in 
spina bifida patients after unilateral re-routing of the ventral nerve 
roots L5 with S3 [254,  255]. However, the therapy success was 
poorly defined. Post void residual significantly decreased from 
332 ml to 31 ml and maximum urinary flow increased from 2.4 
to 14.3 ml/s, but maximum detrusor pressure decreased, although 
significantly, only from 82  cmH2O to 62  cmH2O and bladder 
capacity remained nearly unchanged (364 ml preoperatively vs. 
387 ml postoperatively) [254, 255]. Moreover, patients had to wait 
for approximately 1  year until improvements occur [254,  255]. 
Although this approach seems to be an interesting alternative 
with only few reported adverse events, it appears inferior in effi-
cacy to previously described techniques like botulinum toxin 
intradetrusor injections, augmentation cystoplasty and SARS + 
posterior rhizotomy. Other groups currently do not confirm the 
initial results of Xiao et al. [256].

Although the main focus of those recent studies was on LUT 
function, the joint innervation of bladder and the distal colorec-
tum from the sacral segments S2–S4 could form the basis for addi-
tional effect on bowel function [257]. The multiple stimuli on a 
daily basis might facilitate colorectal motility and emptying.

Tissue engineering
Tissue engineering is the umbrella term for a rapidly advancing 
and highly complex medical research field that aims to improve 
tissue and organ reconstruction using autologous cells and 
stem cells. Especially augmentation cystoplasty could be largely 
improved by using grown autologous bladder tissue instead of 
bowel segments.

However, the major difficulty in tissue engineering is to 
find the most suitable scaffold to develop a biodegradable 
three-dimensional construct that can accommodate adequate 
amounts of cells for functional tissue formation [258,  259]. 

Another challenge is to provide sufficient blood supply to the engi-
neered tissue once it is implanted [258, 259].

First successful results have been reported in a small group of 
young patients with menigomyelocele requiring cystoplasty for 
the treatment of their LUT dysfunction [258].

To be able to advance further, to enhance product development, 
and make tissue engineering products widely available, current 
and upcoming research in this field need to be focused on the clin-
ical applicability and capable to fulfil the ethical and legal regula-
tions and to master the boundaries of licensing [259].
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CHAPTER 25

The assessment and 
treatment of pain syndromes 
in neurorehabilitation
Eva Widerström-Noga

Introduction
A person may experience several types of pain after a trauma 
involving the central nervous system (CNS) [1–5]. Persistent 
pains of various origins are common and serious consequences 
of spinal cord injury (SCI) and stroke [3, 6] with large numbers of 
patients reporting pain despite the availability of a variety of phar-
macological and non-pharmacological treatments [7–12]. A few 
medications have shown to significantly reduce neuropathic pain 
severity in SCI clinical pain trials [13–18]; however, no treatments 
are currently available that completely relieve neuropathic pain 
[19–21]. Persistent pain is associated with lower well-being, higher 
levels of depression catastrophizing, affective distress [2, 22–27], 
significant psychosocial impact [28–31], and lower quality of life 
[22, 32–34].

Most persistent pains can be categorized into two principal 
types: nociceptive and neuropathic. Nociceptive pain is caused 
by the activation of nociceptors or pain receptors, and may be 
associated with inflammatory mechanisms [3] . This pain type 
is defined by the International Association for the Study of Pain 
(IASP) as: ‘Pain that arises from actual or threatened damage to 
non-neural tissue and is due to the activation of nociceptors’ (IASP 
Task Force on Taxonomy [35]). The IASP also added the critical 
statement that nociceptive pain is used to describe pain occurring 
within a normally functioning somatosensory nervous system. 
After SCI, it is generally accepted that pain above the neurological 
level injury (NLI) is nociceptive as it occurs in an area that has 
normal somatosensory function as measured with the American 
Spinal Injury Impairment scale [36]. However, nociceptive pain 
that is present in an area with significant sensory dysfunction (e.g. 
pain located either around or below the NLI), is more difficult to 
determine based on these criteria. Therefore, the determination of 
nociceptive pain below the NLI should include additional crite-
ria such as changes in pain depending on movement or change in 
position, muscular tenderness, evidence of skeletal pathology that 
is consistent with the pain distribution, dull or aching pain quali-
ties, or reduction in pain due to anti-inflammatory medication [4]. 
A common example of nociceptive pain in persons with SCI is 
musculoskeletal neck and shoulder pain due to overuse.

The other major category, neuropathic pain, is defined by the 
IASP as: ‘Pain caused by a lesion or disease of the somatosensory 

nervous system’. The IASP definition states that neuropathic 
pain is a clinical description that requires evidence of a lesion or 
trauma, or neurological findings that indicate the presence of neu-
rological trauma or disease. When determination of neuropathic 
after neurotrauma is difficult and/or inconclusive, a tentative 
diagnosis based on clinical judgment is recommended.

Neuropathic pain caused by an injury to the brain can present 
anywhere in the body such as in a hemiplegic shoulder after a 
stroke [37]. In contrast, neuropathic pain after SCI is primarily 
present at or below the level of injury. However, the recent SCI 
pain classification also includes other types of pain not directly 
caused by SCI to facilitate clinical utility ([4] , see Figure 25.1). 
At-level neuropathic pain is either central in nature (e.g. central 
neuropathic pain; CNP) or peripheral and caused by injury to the 
spinal nerve roots. As a contrast, below-level neuropathic pain is 
a CNP type and a direct consequence of the SCI. CNP can also be 
a significant part of the complex clinical picture associated with 
different types of trauma and diseases involving the CNS, such 
as stroke, multiple sclerosis, epilepsy, tumours, syringomyelia, 
brain or spinal cord injury, or Parkinson’s disease [38, 39]. CNP is 
often associated both with evoked non-painful and painful sensa-
tions such as hyperalgesia (exaggerated pain in response to a mild 
painful stimulus) and mechanical or thermal allodynia (pain in 
response to a non-painful stimulus such as light touch, pressure, 
cool or warm stimuli) [39, 40]. These sensory abnormalities should 
be routinely assessed as part of the pain evaluation. Although 
CNP is prevalent after SCI [3], the frequency of CNP in the gen-
eral population is relatively low [38], and therefore standardized 
diagnostic and outcome measures are of critical importance since 
these can facilitate both multicentre trials and the interpretation 
and application of research results to improve clinical treatment.

Pathophysiology
Underlying pathophysiological mechanisms of chronic pain are 
dependent on the pain type. However, many underlying mechanisms 
such as central sensitization are commonly involved in a variety of 
pain conditions and are not specific to pain type [41]. Nociceptive 
pain types have similar mechanisms in neurotrauma populations 
as in the general population; these may include peripheral sen-
sitization, decreased inhibition, increased facilitation, etc. [42].  
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Some nociceptive pain types may also develop secondary to the 
physical impairments associated with an injury. A  common 
example of this is musculoskeletal pain in the upper body caused 
by the overuse and repetitive movements that are necessary for 
transfer and propulsion of wheelchairs [34, 43].

Injury to the CNS causes widespread changes in both sensory 
neurons and in various central pain pathways and brain structures 
and these changes have the potential to result in persistent neuro-
pathic pain [44–48]. One hypothesis that has been proposed is that 
clinical pain phenotypes (specific combinations of pain symptoms 
and sensory signs) may reflect underlying mechanisms [48,  49]. 
Unfortunately, mechanisms of neuropathic pain after neurotrauma 
are complex with multiple combinations of contributing mecha-
nisms, including loss of inhibition and increased hyperexcitability 
[50–56], making these translations more difficult. Preclinical research 
suggests that the development and maintenance of neuropathic pain 
after SCI is associated with multiple molecular and plastic changes in 
the central nervous system. These changes include: up-regulation of 
chemokines and chemokine receptors in the spinal cord [57]; changes 
in neurotrophic factors and in TrkB tyrosine kinase signalling path-
ways in the spinal cord [58]; brain plasticity caused by cannabinoid 
and vanilloid receptors, and chemokine interaction [59]; changes in 
calcium ion channel expression [60] and membrane transporter pro-
teins [61]; loss of inhibitory interneurons in the spinal dorsal horn 
[62]; inflammatory mediators [63]; and activation of glial cells in the 
spinal cord and brain [64].

Assessment of pain and related  
psychosocial factors
Pain is a subjective phenomenon and self-reported pain symp-
toms, positive or negative sensory signs, and psychosocial factors 
are all critical components of the pain experience that should be 

routinely assessed as part of a comprehensive pain evaluation. 
There are also important interrelationships between these assess-
ment domains. For example, pain symptoms and signs that are 
common in neuropathic pain conditions such as intense pain, 
presence of hyperalgesia or allodynia, electric pain quality, and 
constant pain, have been associated with greater psychosocial 
impact [24, 65, 66], perceived as particularly disturbing [67] and 
predictive of using prescription medication after SCI [68].

In order to accurately assess a specific type of pain in a per-
son who may experience concomitant nociceptive and neuro-
pathic pain types, he or she must be able to differentiate between 
these. Approximately 75% of people with SCI and chronic 
pain can differentiate between different types of pain [67,  69]. 
Therefore, a comprehensive pain evaluation should carefully eval-
uate each pain separately as part of the general pain assessment   
(Figure 25.1). For example, the International Spinal Cord Injury 
Basic Pain Dataset (ISCIBPD) [70] is designed to evaluate the 
worst, second worst, and third worst pain when a person experi-
ences one or more pains. The ISCIBPD includes a pain classification 
made by a healthcare professional, and self-reported information 
regarding number of pain problems, pain location, intensity, and 
temporal pattern of pain (i.e. onset, presence, and number of days 
with pain over the last 7 days, duration, and variation in intensity) 
for each specific pain problem. In addition, the impact of pain on 
physical, social and emotional function, and sleep is evaluated. 
The ISCIBPD was reviewed and officially endorsed by major SCI 
and pain organizations (e.g. the International Spinal Cord Injury 
Society, the American Spinal Injury Association, the American 
Pain Society, and the International Association for the Study of 
Pain, and is now part of the National Institutes of Health (NIH) 
Common Data Elements http://www.commondataelements.
ninds.nih.gov/SCI.aspx#tab=Data_Standards. A  self-report 
version of the ISCIBPD was found to be valid with respect to 
questions about pain interference, pain intensity, pain location, 
frequency and duration of pain, and time of day of worst pain [69]. 
Because the classification of chronic pain after SCI was recently   
standardized—the International Spinal Cord Injury Pain 
Classification (ISCIP; [4] ; Figure 25.2)—by a consensus group con-
sisting of SCI and pain experts, the ISCIBPDS has been updated to 
reflect this change [71]. The ISCIP [4] provide a practical frame-
work for classifying pain after SCI and its inter-rater reliability 
was established [72]. Similar pain taxonomies have also been pro-
posed for other CNS conditions, such as Parkinson’s disease [73].

Several self-report measures are available for assessment of gen-
eral pain intensity or pain severity. The most commonly used is the 
numerical rating scale (NRS), which has been used widely to assess 
pain and has excellent reliability and validity [74]. An NRS usually 
consists of an 11-point scale for pain intensity, with the anchors 
labeled as 0 = no pain and 10 = most pain imaginable. Another 
example is the Pain Severity Subscale of the Multidimensional 
Pain Inventory (MPI) [75] which consist of three items concern-
ing pain severity ‘at the moment’, during ‘the past week’, and suf-
fering due to pain. Each item is rated on a scale from 0 to 6 and 
these are averaged to create a score. Other instruments are specifi-
cally designed to evaluate the severity of neuropathic pain symp-
toms. One example is the Neuropathic Pain Symptom Inventory 
(NPSI) [76]. The NPSI is sensitive to change and evaluates five 
common features of neuropathic pain: (1) evoked pain includes 
three questions related to pain evoked by brushing, pressure, or 

Fig. 25.1 The pain history is a valuable part of the pain evaluation and should be 
conducted in a relaxed setting.
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Fig. 25.2 The International Spinal Cord Injury Pain Classification. The ISCIP consists of a classification of all pain types that an individual with SCI may experience. Seven 
broad types of pain are specified in the ISCIP (possible locations are illustrated in the pain drawings). (A) Nociceptive: 1. Musculoskeletal; 2. Visceral, and 3. Other (pains that 
are less prevalent or not directly related to SCI and not categorized as musculoskeletal or visceral). (B) Neuropathic: 1. At-level SCI (includes level of neurological injury and 
three dermatomes below); 2. Below-level; and 3. Other (pains that are not associated with a lesion or disease affecting the spinal cord or nerve roots yet are nevertheless 
neuropathic). (C) Other category is used for defined pain syndromes of unknown aetiology. (D) Unknown category used when it is not possible to classify the pain into one 
of the categories listed above and the etiology is unknown.
Reprinted by permission from Macmillan Publishers Ltd: Spinal Cord (50: 404–12), copyright (2012).
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cold; (2) pressing (deep) pain includes pressure or squeezing quali-
ties; (3) paroxysmal pain includes electric shocks and stabbing; (4)   
paraesthesia/dysaesthesia includes tingling and pins and needles; 
and (5) burning (superficial) includes burning pain. The psycho-
metric properties of the NPSI, including its sensitivity to change, 
suggest that it may be useful in the evaluation of treatment out-
come in clinical practice and in clinical trials [77]. Morover, the 
NPSI overall shows many similarities among different patient 
groups with peripheral or central lesions, which supports its util-
ity as a method for pain evaluation in diverse neurotrauma popu-
lations [78]. However, the psychometric properties for NPSI have 
not yet been evaluated for the SCI and other neurotrauma popu-
lations. The Neuropathic Pain Scale (NPS) [79] is another psy-
chometric test that may be particularly useful for differentiating 
between neuropathic and non-neuropathic pain [80]. It includes 
ratings of pain intensity and unpleasantness, pain quality (‘sharp,’ 
‘dull,’ ‘sensitive,’ ‘hot,’ ‘cold,’ and ‘itchy pain’), and spatial quali-
ties (‘deep’ and ‘surface’ pain). For recent NIH pain assessment 
recommendations for SCI, please visit the NIH-NINDS common 
data element website http://www.commondataelements.ninds.
nih.gov/SCI.aspx#tab=Data_Standards.

Quantitative sensory testing (QST)
QST is a common method to quantify positive and negative sen-
sory signs in a standardized way. QST can be used to evaluate sen-
sory function by applying a variety of mechanical and thermal 
stimuli that can activate both large (Aβ) and small (Aδ and C) 
nerve fibres and their central pathways. QST can assess detection 
and pain thresholds and therefore quantify both decreased (nega-
tive sensory signs) and increased (positive sensory signs) sensory 
function.

Semmes–Weinstein monofilaments can be used to evaluate tac-
tile sensation mediated via the dorsal column medial lemniscus 

pathway (DCML). This method is simple and one of the most 
common non-invasive techniques used in animals and humans 
(Figure 25.3). A set usually contains 20 filaments that are individ-
ually calibrated within a 5% standard deviation to deliver a target 
force ranging from 0.008 to 300 g. A filament no. 5.17 with a bend-
ing force of 10 g in combination with a numerical rating scale can 
be used to quantify static mechanical allodynia, which is a sensory 
abnormality that may be associated with neuropathic pain.

Computer-controlled devices capable of generating and docu-
menting responses to thermal and vibratory stimuli are commer-
cially available. One of these is the TSA Neurosensory Analyzer 
(Figure 25.4). This device can be used to quantify the function of 
both small-calibre (Aδ and C) and large-calibre (Aβ) nerve fibres 
and their central pathways.

Vibratory sense is mediated via the DCML and it can be evaluated 
using the handheld probe of the computerized system (Figure 25.5). 

Fig. 25.3 The filament is calibrated to provide a specific amount of force when 
it bends.

Fig. 25.4 The computer controlled Thermal Sensory Analyzer (TSA) NeuroSensory Analyzer (Medoc).
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The vibratory amplitude typically starts at 0 μm at a rate of 0.5 μm/s 
at a 100 Hz stimulus frequency and is increased until the patient 
reports a sensation or until the maximum amplitude of 130 μm is 
reached. Using the same device but with a Peltier thermode, which 
produces either a cold or warm stimulus, the temperature sense 
mediated via Aδ and C and the spinothalamic tract (STT), can be 
evaluated. The examiner holds the thermode against the skin with 
light pressure during testing and each trial begins with the ther-
mode temperature set at 32°C (Figure 25.6). Once the trial begins, 
the temperature decreases (for cold sensation) or increase (for warm 
sensation) at a rate of 1°C/s until the subject perceived the stimulus 
as either cool, warm or painful, or until the stimulus reaches the 
cutoff value (0°C or 50°C).

The German Network on Neuropathic Pain (DFNS) examined 
the test–retest reliability and the inter-observer reliability of QST 
modalities in a group of 60 individuals who experienced pain and 

sensory abnormalities due to lesions or diseases of nervous sys-
tem [81]. Test–retest reliability and inter-observer reliability for 
test sites in the most painful area were excellent with coefficients 
ranging between 0.80 and 0.93 for thermal detection and pain 
thresholds, vibration detection threshold, mechanical detection 
threshold, mechanical pain threshold for pinprick, and dynamic 
mechanical allodynia, and pressure pain threshold. The study 
provides evidence to support that QST is a reliable method that is 
useful for assessing sensory disturbances in persons with lesions 
or diseases of the somatosensory nervous system.

Evidence for the reliability of QST over a 2 to 4 week period has 
also been provided for the SCI neuropathic pain population [82]. 
In this study, QST was applied in areas with and without neuro-
pathic pain above, at, and below the neurological level of injury. 
The results from this study demonstrated excellent test–retest reli-
ability for the light touch, vibration, cool, and warm modalities, 
with intraclass correlation coefficients (ICC) ranging from 0.84 to 
0.95. The QST modalities cold pain and hot pain thresholds, how-
ever, exhibited lower reliability (ICC = 0.50). Thus, the test–retest 
reliability of QST in persons with SCI and chronic neuropathic 
pain appears to be adequate although the psychometric properties 
should be re-examined in a larger sample to confirm and expand 
on these results.

One potentially important and exciting application for QST 
is its ability to define specific clinical pain phenotypes that are 
generalizable with different chronic pain populations, since the 
hope is that these may lead to the uncovering of specific underly-
ing pain mechanisms [83, 84]. The DFNS [85] used a standard-
ized protocol for the assessment and analysis of QST data from 
1236 patients with the clinical diagnosis of neuropathic pain. 
Common clinical phenotypes based on QST were found in sev-
eral neurological syndromes; however, there were important dif-
ferences with respect to how frequently they were observed. The 
most common clinical pain phenotype in 27.5% of persons with 
central neuropathic pain included mixed thermal/mechanical 
sensory loss without hyperalgesia. This was also the most com-
mon sensory profile identified in persons with polyneuropathy 
(26.2%), but less common in postherpetic neuralgia (13.9%), in 
peripheral nerve injuries (11.7%), in complex regional pain syn-
dromes (3.5%), and in trigeminal neuralgia (7.6%). While most 
studies have concluded that injury of the STT is necessary for the 
development and maintenance of neuropathic pain it is less clear 
if damage to the DCML pathway is also required [86–94].The data 
from the DFNS suggests that a combination of STT damage and 
injury to the DCML pathways is an important mechanism rep-
resented by a specific clinical pain phenotype with mixed ther-
mal/mechanical sensory loss. This particular phenotype has also 
recently been observed after SCI [93].

An important factor related to the usefulness of QST, is its 
validity, or to what extent QST findings are related to the pres-
ence and/or severity of neuropathic pain. This was examined in 
17 persons with SCI and neuropathic pain in a multiple regres-
sion analysis [82]. The analysis showed that increased severity 
of neuropathic pain symptoms was significantly associated with 
increased thermal pain z-scores (i.e. greater sensitivity to ther-
mal pain). The relationship between neuropathic pain severity 
and spinothalamic function was later confirmed in a significantly 
larger study group [93]. Consistent with these findings Wasner 
and colleagues [92] evoked heat pain in areas with experimentally 

Fig. 25.5 The vibratory probe is held firmly in place during testing.

Fig. 25.6 The thermal probe is held firmly in place during testing.
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induced peripheral sensitization below the level of injury in per-
sons with clinically complete SCI and neuropathic pain. These 
authors suggested that neuropathic pain after SCI was associated 
with spontaneous activity in residual thermosensitive STT neu-
rons triggered by inflammatory processes within the injured STT.

Another important question is to what extent QST can be 
used to predict the development of neuropathic pain. One study 
[95] indicated that increased sensitivity to pinprick within the 
first year of SCI predicted the development of neuropathic pain. 
Another study [96] assessed 30 persons with SCI and 27 norma-
tive controls for a period of 6 months after injury, or until central 
neuropathic pain developed. These results indicate that the best 
predictor of neuropathic pain development is dynamic mechani-
cal allodynia below the level of injury and that neuronal hyper-
excitability may precede the development of neuropathic pain. 
These findings are consistent with a recent prospective study in 
persons with SCI where early sensory hypersensitivity (assessed 
with SCI) predicted the development of below-level central neu-
ropathic pain [97]. These results are also in agreement with basic 
research studies suggesting neuropathic pain may be caused by 
hyperactivity in residual STT neurons, partly due to complex 
molecular processes including up-regulation of intracellular sig-
nalling proteins that influence the phosphorylation of kinases, 
transcription factors, and/or changes in membrane excitability 
of receptors [98, 99].

In summary, QST is a very interesting method that may be 
useful for increasing the understanding of the mechanisms that 
contribute to the development of neuropathic pain, and facilitate 
the translation of basic research findings to clinical treatments 
tailored to specific underlying pain mechanisms.

Small fibre evoked potentials
Another interesting and promising method for determining sen-
sory functionality includes the recording of scalp potentials in 
response to stimulation of small sensory fibres. Several methods 
are available for evoking cerebral responses that can be recorded 
(for a critical review regarding the advantages and limitations of 
the different methods, see [100]). The recorded responses—evoked 
potentials—are captured by electroencephalograph (EEG) elec-
trodes placed in several locations on the scalp. Once recorded, the 
signals can be analysed with respect to specific characteristics (e.g. 
amplitude and latency), and interpretations regarding the func-
tionality of a specific sensory modality can be made. Decrease in 
amplitude of specific EEG components, prolonged latencies, or 
absence of responses can occur in neuropathic pain conditions 
[101, 102].

One method of stimulation that is frequently used in this con-
text includes the recording of potentials evoked by thermal stimuli 
(contact heat evoked potentials; CHEPs). CHEPs evoke cerebral 
responses to thermal stimuli by activating pain mediating Aδ or 
C-fibres. Recent research has investigated psychometric properties 
of this method. For example, test-retest reliability was examined 
in healthy normals, and the ICCs for both CHEPs’ latencies and 
amplitudes were found to be adequate for cervical dermatomes 
[103]. Consistent with this, spinothalamic CHEPs were found to 
be a reliable and a sensitive component of the clinical determina-
tion of neurological injury after SCI [104]. The ability of CHEPs to 
evoke potentials in body areas initially not responsive to thermal 

stimulation after SCI appears to be enhanced by increasing the 
baseline temperature [105].

An important question with regards to utility is whether 
CHEPs can provide information contributing to an increased 
mechanistic understanding of pain after SCI, and be sensi-
tive to change and be appropriate for outcome measurement. 
Wydenkeller and colleagues [102] found that although CHEPs 
did not differ between persons with and without below level neu-
ropathic pain, they were decreased in 94% of those with neuro-
pathic pain. There was a slowing of EEG peak frequency in the 
6–12-Hz range, in those with neuropathic pain, consistent with 
deafferentation. Interestingly, a discriminant analysis correctly 
classified 84% of subjects as having neuropathic pain versus not 
having neuropathic pain, based on their EEG peak frequency. In 
a recent study, Kumru and collegues [106], investigated the pain 
relieving effect of transcranial direct current stimulation (tDCS) 
combined with visual illusion (VI) in 18 persons with SCI (14 
able-bodied people served as controls). Compared to baseline, 
two weeks of tDCS + VI, resulted in 13 persons reporting a mean 
decrease of 50% in neuropathic pain intensity. Similarly, evoked 
pain intensity, and CHEPs amplitudes (evoked by stimuli applied 
at C4 dermatome) were significantly reduced, whereas QST heat 
pain thresholds increased after treatment (i.e. less sensitivity to 
heat). These studies suggest that CHEPs could potentially be use-
ful both for diagnosis and support the potential utility of these 
methods as biomarkers of treatment outcome for people with SCI 
and neuropathic pain.

Psychosocial factors
The biopsychosocial perspective on pain involves dynamic rela-
tionships among biological, psychological, social and cultural 
factors [107]. Biological mechanisms may initiate, maintain, and 
modulate pain, psychological factors may influence the perception 
of pain, and social factors may modulate each person’s behaviour 
in response to pain (Figure 25.7).

Due to the difficulty in treating pain associated with CNS inju-
ries and diseases [3, 10–12, 108, 109], a large proportion of people 
live with persistent pain, ranging from mild to severe, in addition 
to their physical impairment and other medical consequences. 
Therefore, personal adaptation and coping skills are crucial for 
optimal quality of life in these populations [110]. The Initiative on 
Methods, Measurement, and Pain Assessment in Clinical Trials 
group (IMMPACT; www.immpact.org) suggested that in addition 
to assessing the severity of pain, other important health related 
quality of life domains (e.g. physical and emotional functioning) 
should be included in a comprehensive evaluation of pain reflect-
ing its multidimensionality. CNS injuries and diseases often cause 
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Fig. 25.7 The biopsychosocial perspective on pain.
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physical impairments and other general health issues; therefore 
in these populations, the effect of pain on physical and emotional 
functioning may be confounded. In order to specifically determine 
the impact of persistent pain on physical activity in these popula-
tions, pain interference measures can be used. These instruments 
assess the effect of persistent pain on various aspects of life more 
accurately [66]. Common pain interference measures include the 
Brief Pain Inventory [111] and the Life Interference subscale of 
Multidimensional Pain Inventory [75]. Both these measures have 
demonstrated adequate psychometric properties in samples of per-
sons with SCI and have been recommended as useful measures of 
pain interference [112]. A subset of these measures is included in 
the ISCIPBDS [71].

Chronic pain is a multifactorial problem influenced by a variety 
of interrelated psychological and cognitive factors. For example, 
affective distress, including depressed mood, anxiety and anger, 
is closely related to the experience of chronic pain in a variety of 
patient populations [113]. After SCI, greater psychological distress 
and excessive fatigue has been reported by individuals who experi-
ence persistent pain [114]. Anxiety and depression levels have been 
found to be higher in persons with greater pain severity and pain 
interference [26]. Similar to physical functioning, it is not always 
simple to determine to what extent persistent pain per se causes 
emotional distress in persons with significant diability after a neu-
rological injury or disease. Since affective distress is a critical to 
the pain experience and may profoundly affect quality of life, it is 
important to assess this domain despite these limitations.

Multiaxial psychometric instruments, assessing multiple aspects 
of the pain experience and associated psychosocial factors, are ver-
satile since their subscales can be either used separately or together 
to subgroup or classify persons with chronic pain [75, 115]. A cluster 
analysis of the SCI-version of the Multidimensional Pain Inventory 
(MPI-SCI) [116], identified three different psychosocial subgroups 
associated with SCI-related chronic pain [65]. The Dysfunctional 
subgroup (including persons with higher levels of pain severity, life 
interference, affective distress and lower levels of life control and 
activities) and the Adaptive Coper subgroup (including persons 
with lower levels of pain severity, life interference, and affective 
distress and greater levels of life control and activities) have been 
identified in several different chronic pain populations [115] After 
SCI, however, a new subgroup, the Interpersonally Supported, with 
high levels of perceived positive support from significant others 
and lower degree of pain interference and affective distress, despite 
moderately high pain severity was reported [65]. People belong-
ing to this latter subgroup appeared to have the impact of their 
pain moderated by social support. Greater perceived social sup-
port often facilitate healthy behaviours such as adherence to treat-
ment and adaptive coping. However, solicitous spouse behaviours 
and responses have also been associated with both increased pain 
severity and disability in heterogeneous chronic pain populations, 
[117] and with depression and pain interference after SCI [118]. 
Moreover, when responses from significant others are perceived to 
be negative, greater pain severity and disability is a common find-
ing [119]. These psychosocial subgroups have also been found to be 
related to pain type after SCI. For example, the Dysfunctional sub-
group included persons with more neuropathic pain types, sug-
gested by higher frequencies of neuropathic pain symptoms and 
evoked pain [120], frequent exacerbation of pain [68], electric pain 
quality, and continuous pain, compared to the other subgroups 

[24]. These findings suggest that in chronic pain populations who 
may experience neuropathic and nociceptive pain concomitantly, 
persistent neuropathic pain types are likely to have a more negative 
psychosocial impact than nociceptive pain types.

The relationship between cognitive factors, including cata-
strophizing thoughts, negative pain beliefs, and impact of pain 
after SCI has been investigated in several studies. For example, 
catastrophizing thoughts and negative pain beliefs were related 
to both greater pain interference and poorer mental health [121]. 
Consistent with these results, another study found that lower pain 
intensity was associated with greater levels of internal health locus 
of control and adaptive coping, and lower levels of catastrophizing 
thoughts [33]. Greater internal health locus of control orientation is 
important for greater productivity, satisfaction with performance 
of daily activities and community integration after CNS injuries 
[122]. Importantly, the sense of having control in one’s life can be 
enhanced by incorporating education regarding pain as part of 
multidisciplinary pain management programs [123]. Jensen and 
colleagues [124], suggested that catastrophizing cognitions, task 
persistence, guarding and resting coping responses, and perceived 
social support, were important predictors of pain and dysfunction 
in physically impaired populations including SCI.

Research and clinical experience show that that psychosocial 
factors influence the severity of pain and the treatment response. 
For example, individuals who experience persistent pain, report 
more psychological distress and excessive fatigue than those who 
do not experience pain. For clinical pain management, therefore, 
it is important to determine the role of cognitive factors and beliefs 
for each individual’s pain and psychosocial impact, and address 
these factors in order to reduce the pain and pain-related disabil-
ity, and enhance the sense of control and adaptive coping [124].

Treatments
Principles
Psychological and social factors are major contributors to the pain 
experience. Therefore, a comprehensive treatment strategy target-
ing persistent pain should also consider pain-related psychosocial 
factors as important contributors to pain and pain-related dis-
ability. Increased knowledge regarding the relationships between 
underlying pathophysiology and clinical pain symptoms and signs 
and relevant psychosocial factors is needed to improve pain man-
agement for those who live with persistent pain after CNS injuries.

Pharmacological treatments
While nociceptive pain types may be pharmacologically treated   
with medications such as acetaminophen, non-steroidal 
anti-inflammatory drugs (NSAIDs) and weak opiods, the treat-
ment of neuropathic pain types usually includes other medica-
tions. Unfortunately, treatments that have proven to be efficacious 
in reducing peripheral neuropathic pain may not relieve CNP 
conditions [108]. Indeed, treatments often fail to produce substan-
tial relief of CNP; however, recent reviews [19, 52, 90, 125] suggest 
some beneficial effects of anticonvulsants (including gabapentin 
and pregabalin), intravenous analgesics (including lidocaine and 
ketamine), non-pharmacological interventions (such as neuro-
stimulation), and cognitive approaches. Many studies include 
small sample sizes and are therefore unable to yield conclusive 
results, which highlights the need for large scale multicentre trials 
involving these populations. There is some evidence that different 
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clinical pain phenotypes based on symptom and signs may reflect 
specific underlying mechanisms as evidenced by clinical treat-
ment response to pharmacological intervention [126,  127]. For 
example, in the latter study, which included 27 individuals with 
multiple sclerosis, the investigators conducted a responder analy-
sis and found that patients with lancinating pain and those with-
out mechanical allodynia obtained pain relief greater than placebo 
with the anticonvulsant levitiracetam. Despite these promising 
results, current evidence supporting that specific clinical pheno-
types correspond to specific underlying mechanisms and positive 
treatment responses is still very limited and requires additional 
research.

The first line of treatment based on available clinical trial data for 
CNP recommended by the European Federation of Neurological 
Societies (EFNS; [128]) includes gabapentin, pregabalin, and tri-
cyclic antidepressants (TCA). As a second line of treatments, can-
nabinoids (for MS), lamotrigine, opioids, and tramadol (for SCI) 
were recommended.

The analgesic effects of anticonvulsants are likely due to their 
ability to suppress neuronal hyperactivity [129]. Anticonvulsants 
have been shown to be effective in reducing the severity of of 
several different types of neuropathic pain conditions [130, 131], 
such as carbamazepine in individuals with multiple sclerosis 
[127], and gabapentin in diabetic peripheral neuropathy [132] and 
post-herpetic neuralgia [133].

There have also been several larger scale studies examining the 
pain relieving effect of anticonvulsants in CNP populations. For 
example, a multicentre 12-week study tested varying doses (150–
600 mg/day) of pregabalin in 137 people with SCI and demon-
strated significant effects compared to placebo in reducing pain 
intensity and anxiety, enhancing sleep and global improvement 
ratings [14]. These results were recently confirmed in another mul-
ticentre study, which also examined the effects of a daily dose of 
150–600 mg of pregabalin or placebo over a 16-week period in 
220 persons with SCI and below-level neuropathic pain [18]. This 
study showed significant improvements compared to placebo for 
duration-adjusted average change in pain and for secondary out-
come measures including daily pain ratings and sleep interfer-
ence. These results suggest that pregabalin is effective in reducing 
neuropathic pain in some persons with SCI. In contrast, another 
study examined the effects of pregabalin in 219 persons with post 
stroke CNP [134]. Although the results from this study showed 
significant improvements in pain scores compared to baseline, 
this difference was not significantly different compared to pla-
cebo. There were, however significant improvements compared to 
placebo with respect to sleep, anxiety, and general impression of 
change. Due to the positive effects on sleep and mood, the authors 
suggested that the effects on pain after stroke should be examined 
in more detail in other studies. Other anticonvulsants that have 
been tested in CNP populations include levetiracetam, which was 
not found to be effective in reducing either SCI-related [135] or 
poststroke neuropathic pain [136].

Combinations of anticonvulsants and other medications may 
increase the pain relieving effect of anticonvulsants by address-
ing several putative mechanisms simultaneously. For example, the 
combination of 300 mg gabapentin three times daily with adju-
vant low-dose ketamine (N-methyl-D-aspartate (NMDA) receptor 
antagonist) infusion was compared with gabapentin in 40 per-
sons with SCI and neuropathic pain [137]. While the early pain 

relieving effect was significantly greater in the group that received 
the combination with ketamine compared to those who received 
only gabapentin, there was no significant difference between the 
groups 2 weeks after infusion. Another study examined the effects 
of intravenous ketamine, an NMDA receptor antagonist, and 
found a significant reduction of SCI-related neuropathic pain after 
administration [138]. This result suggests that central sensitiza-
tion via activation of NMDA receptors might have been a primary 
underlying mechanism in those subjects that experienced relief of 
pain in response to this treatment.

Another commonly used pharmacological treatment for neuro-
pathic pain is antidepressant medication [139]. The pain-relieving 
effects of TCAs are thought to be mediated by enhancing endoge-
nous pain inhibitory systems that include neurotransmitters such 
as serotonin and norepinephrine [140]. Clinical trials demon-
strate that approximately 60% to 70% of people with heterogene-
ous neuropathic pain report at least moderate reductions in pain 
with TCAs [139]. A problem with older TCAs, such as imipra-
mine and amitriptyline, is the presence of significant side effects 
that may hinder effective dosing [141]. However, the newer types 
of antidepressants with a balanced serotonin-norepinephrine 
reuptake inhibition are designed to cause fewer side effects than 
the older TCAs.

Several clinical trials have demonstrated relief of peripheral 
neuropathic pain (e.g. post-herpetic neuralgia, diabetic neu-
ropathy) using antidepressant medication [128]. Unfortunately, 
clinical research does not support the effectiveness of tricyclic 
antidepressants in relieving CNP after stroke; however, Rintala 
and colleagues [15] found that amitriptyline was effective in 
reducing neuropathic pain intensity in participants who also had 
significant depressive symptomatology. In contrast, another study 
showed no significant pain relieving effects of amitriptyline in 
persons with SCI [142]. A recent study including 48 persons with 
either stroke or SCI [143] showed no significant reduction in pain 
intensity by duloxetine compared to placebo (p = 0.056). However, 
duloxetine reduced both mechanical (p = 0.035) and cold allo-
dynia (p < 0.001) suggesting a biological effect, possibly via activa-
tion of endogenous pain inhibitory systems.

The analgesic effects of sodium channel blockers such as lido-
caine, have been examined in persons with CNP. One study [144] 
showed a significant reduction in SCI-related pain after lidocaine 
administration into the subarachnoid space. Lidocaine has also 
been administered intravenously with beneficial effects on both 
spontaneous and evoked pain in stroke- or SCI-related neuro-
pathic pain [145]. Specifically, intravenous lidocaine significantly 
reduced pain intensity, mechanical allodynia and hyperalgesia, 
but not thermal allodynia and hyperalgesia. The differential effects 
on sensory dysfunctions suggest that these may represent different 
underlying mechanisms and hence support a mechanisms-based 
approache to pain management. However, mexilitine, an oral 
drug structurally similar to lidocaine, does not appear to reduce 
SCI-related neuropathic pain [21].

Another class of medications commonly used to relieve severe 
CNP is opioid receptor agonists. These bind to opioid receptors in 
the brain, spinal cord, and primary sensory neurons involved in 
endogenous pain modulation. Therefore, systemic administration 
of opiods can thus produce pain relief on different levels along 
the neuroaxis. A study by Attal and colleagues [146] examined 
the effects of intravenous morphine in persons with neuropathic 
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pain after either stroke or SCI. These investigators found a reduc-
tion in the intensity of brush-evoked allodynia but no significant 
reduction in perceived pain in response to the treatment. In a 
recent multicentre observational study the effects of oxycodone 
in combination with anticonvulsants were examined [147]. The 
study included 54 people with SCI and neuropathic pain, and the 
authors reported decreases in pain, improvement of health related 
quality of life, and decreased impact on physical activity and sleep 
after treatment. A  randomized controlled study in 15 patients 
with SCI-related neuropathic pain examined the effects of intrath-
ecal administration of morphine or clonidine (α-adrenergic 
agonist), either individually or in combination [148]. The study 
demonstrated that the combination of morphine and clonidine 
(α2-adrenergic agonist) significantly reduced pain 4 h after admin-
istration compared to placebo or individual administration. In 
this study, 7 out of 15 patients received 50% or greater reduction 
in pain. The authors suggested that clonidine and opioid acted 
synergistically by influencing different mechanisms involving 
descending inhibitory systems. Similarly, a study involving nine 
individuals with SCI and neuropathic pain [138] found significant 
decreases in both spontaneous and evoked pain after intravenous 
alfentanil, a mu-opioid receptor agonist. In summary, these stud-
ies indicate that opioids can effectively reduce CNP when admin-
istered intravenously or intrathecally.

Marijuana is often mentioned by respondents with chronic 
pain as an effective pain treatment. A  survey study [9]  showed 
that 32% out of a group of 117 spinal cord injured individuals had 
used marijuana to reduce pain during some period after their SCI 
and 23% reported current use. Although several studies support 
the pain-relieving effects of cannabinoids in multiple sclerosis 
patients [149–151], a recent small clinical trial in SCI showed no 
pain-relieving effect on neuropathic pain below the level of injury 
of the oral cannabinoid, dronabinol, compared to active placebo 
[152]. The positive effects of cannabinoids on neuropathic pain 
associated with MS, and the positive patient reports, suggest that 
the effects of these treatments should be explored in larger studies 
and in different patient populations with CNP.

Non-pharmacological treatments
Many non-pharmacological treatments are available for the treat-
ment of persistent pain whether it is nociceptive or neuropathic. 
These range from invasive (e.g. surgery, spinal cord and deep brain 
stimulation) to non-invasive treatments (e.g. various physical 
therapies, non-invasive electrical stimulation, and exercise).

When pain is caused or exacerbated by mechanical factors (e.g. 
peripheral nerve compression, tethering of nerve roots or of the 
spinal cord, and syringomyelia) surgical methods (e.g. stabiliza-
tion of the spine, decompression, and un-tethering) may be effec-
tive. Other surgical methods include elimination of hyperactivity 
in the dorsal horn by dorsal root entry zone lesioning, which has 
produced pain relief in some patients with SCI and neuropathic 
pain [153]. Spinal cord and deep brain stimulation (DBS) has pro-
duced some pain relief both after SCI and stroke [154–156]. Two 
studies involving persons with post-stroke central neuropathic 
pain, one involving 15 [151] and the other 31 patients [156], applied 
DBS in the thalamus and/or the periaqueductal grey. DBS resulted 
in 48.8% improvement in pain scores but there was a wide vari-
ability in responses with about 70% responders for both studies.

Non-invasive therapies, such as transcranial motor cortex 
stimulation have shown positive results with regards to relief of 
SCI-related neuropathic pain [157–159]. For example, the lat-
ter randomized, sham controlled, double-blind, parallel group 
design study tested transcranial direct current stimulation and 
visual illusion in 39 patients with CNP. The best long-term effect   
(12 weeks after treatment) on pain intensity was obtained when 
the two interventions were combined. These studies suggest that 
both invasive and non-invasive treatments stimulating the brain 
and or spinal cord can be effective in reducing pain after CNS 
injuries and diseases.

The activation of somatic afferents via different modes (e.g. elec-
trical, mechanical, or physiological) may be promising avenues as 
part of multidisciplinary treatment programs for both nocicep-
tive and neuropathic pain. Massage and other physiotherapeutic 
interventions (e.g. application of heat, cold, transcutaneous elec-
trical nerve stimulation (TENS)), are among the most common 
non-pharmacological methods used to relieve pain. In two sur-
vey studies physiotherapeutic interventions were perceived as 
providing ‘considerable to complete’ pain relief in 50% of an SCI   
sample [8] , with pain relief often lasting hours to days [9]. Several 
studies suggest that acupuncture, TENS and massage, or combi-
nations of these interventions may also be beneficial for neuro-
pathic pain after CNS injuries [160–164]. Findings of a 10-week 
exercise study suggested beneficial effects on both musculo-
skeletal and neuropathic pain types associated with SCI [166]. 
Importantly, reductions in pain regardless of aetiology may have 
a profound effect on quality of life. For example, reduction in 
shoulder pain, after a 12-week, home exercise programme aimed 
to strengthen shoulder muscles and modify movements related to 
upper extremity weight bearing, resulted in significant increases 
in social participation and improvements in quality of life [34]. 
Similarly, another study including 80 individuals with paraplegia 
and musculoskeletal pain showed improvements in both pain and 
quality of life in response to a shoulder exercise programme [167].

An important part of a comprehensive approach to therapy-   
resistant pain is to increase individual coping skills with the goal 
of optimizing quality of life. Therefore, treatment strategies that 
include cognitive-behavioural interventions directed toward 
enhancing a person’s coping ability and adaptation to pain are 
important components of a multidisciplinary pain management 
programme [123, 124, 168]. A recent multicentre trial [169] included 
61 individuals with neuropathic pain and SCI. The participants 
were randomized to cognitive-behavioural therapy (CBT) or to 
wait-list control and the primary outcomes were pain intensity 
and pain-related disability and secondary outcomes were mood, 
participation in activities and life satisfaction. While CBT signifi-
cantly reduced anxiety and participation in activities compared to 
control, there were no significant differences in pain intensity and 
pain-related disability. Another study in 22 people with MS exam-
ined the effects of self-hypnosis training and progressive relaxa-
tion [170]. Most of the participants reported that they found that 
both of these interventions caused pain relief. A more recent study 
also involving people with MS [69] suggested that a combination 
of self-hypnosis and cognitive restructuring may be more effective 
in reducing pain than either of the approaches alone. The results 
of these studies suggest that self-hypnosis and cognitive restruc-
turing would be beneficial components of chronic pain manage-
ment in a population with CNS injuries.
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Conclusion
Severe, chronic pain of various origins is a serious consequence that 
affects many people after CNS injury or disease and one that can 
significantly interfere with daily activities and reduce quality of life. 
People who have sustained a spinal cord or brain injury or have a 
disease involving the CNS may also develop CNP. Unfortunately, 
currently available treatments for CNP are usually not effective, 
although anticonvulsants and antidepressants are often recom-
mended as the first line of medication. The complex clinical pres-
entation of pain in these populations with multiple simultaneous 
persistent pains of different origins and variable psychosocial impact 
suggest a critical need for individually tailored mechanism-based 
treatment approaches that also include psychosocial interventions. 
Although treating the underlying and contributing mechanisms of 
pain in each individual is the most desirable strategy, it is usually 
not possible because of our insufficient ability to determine the pri-
mary underlying pain mechanisms in each individual. In order to 
move towards more mechanistically targeted treatment strategies, 
multiple aspects of the clinical pain condition (e.g. pain symptoms, 
sensory signs) needs to be systematically evaluated. Clinical evalua-
tion should also include pain-related psychosocial variables associ-
ated with persistent pain so that these can be addressed in the pain 
management design.
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CHAPTER 26

The impact of fatigue on 
neurorehabilitation
Killian Welch and Gillian Mead

Introduction
Though difficult to define, and abstract in conceptualization, 
fatigue is an experience familiar to all. Consequently, it is not 
itself pathological but is experienced to an extreme and disabling 
degree in many neurological conditions. In chronic fatigue syn-
drome (CFS) extreme fatigue is the central feature of condition, 
and the physiological changes and behaviours associated with it 
probably contribute to the pervasiveness of symptoms and chro-
nicity of the problem. These physiological changes and behaviours 
probably also contribute to fatigue in other conditions. These 
often represent potentially remediable factors, and consequently 
are important to identify and address. An individualized for-
mulation is crucial to achieving this, a principle that will guide 
the structure of this chapter. First, we will consider how factors 
innate to neurological conditions and those secondary to them 
can contribute to fatigue. Then, we will discuss how understand-
ing of these factors can be synthesized in the formulation to guide 
treatment. This chapter will focus on the commonest neurologi-
cal conditions in which fatigue is prominent; multiple sclerosis 
(MS), stroke, Parkinson’s disease (PD), and traumatic brain injury 
(TBI). The same principles are applicable to fatigue in other neu-
rological conditions.

General issues
What is fatigue?
The distinction between ‘normal’ and ‘pathological’ fatigue is 
unavoidably arbitrary. Non-pathological fatigue would be the 
experience of being tired after exercise, with energy restored after 
rest [1] . Definitions of pathological fatigue vary, but that of the 
MS Council is a good example, namely: ‘a subjective lack of physi-
cal and/or mental energy that is perceived by the individual or 
caregiver to interfere with usual and desired activities’ [2]. The 
subjectivity of fatigue is emphasized in this definition, which is 
consistent with description of (post-stroke) fatigue as ‘weariness 
unrelated to previous exertion levels and usually not ameliorated 
by rest’ [3]. Other definitions, such as Staub and Bogousslavsky’s, 
emphasize the subjective need for greater effort, which does seem 
to be a core feature of the fatigue experience in all contexts [4].

Although attempts have been made to separate physical and 
mental fatigue, this is often neither feasible nor useful. Others 
favour dividing fatigue in to ‘central’ and ‘peripheral’ compo-
nents. Chaudhuri and Behan for example, define central fatigue as 

‘the failure to initiate and/or sustain attentional tasks and physi-
cal activities requiring self-motivation (as opposed to external 
stimulation)’, whereas peripheral fatigue is regarded as primarily 
physical or muscular in nature [5] . Central fatigue would be exem-
plified by the perception that more effort is required to undertake 
a task than is normal in the absence of any overt physical disability 
(i.e. a sensory symptom), whilst peripheral fatigue might be char-
acterized by the objective documentation that voluntary power 
declines during a task or on repetition of that task (i.e. a motor 
sign) [6]. Notwithstanding that neurophysiological testing is cru-
cial in distinguishing the level of involvement of the motor system, 
in practice the usefulness even of this more considered distinction 
can be questionable [7]. Perceived levels of central and peripheral 
fatigue covary, and even in myasthenia gravis, that exemplar of 
‘peripheral fatigue’, reports of mental fatigue are common [8].

Fatigue is dissociable from sleepiness, although there is over-
lapping symptomatology [9] . Sleepiness is a physiological phe-
nomenon, depending on previous sleep and occurring at regular 
intervals following a circadian rhythm [10] By contrast, fatigue 
describes persistent physical or mental exhaustion, not necessar-
ily accompanied by sleepiness, and which sleep cannot alleviate. 
A patient may have both, and they are associated with common 
factors, for example the release of proinflammatory cytokines 
[11]. Apathy, even harder to distinguish from fatigue, is a feeling 
of indifference; fatigued patients generally retain an interest in 
their hobbies and interests, they just do not have the energy to 
undertake them.

How to measure a subjective concept
Peripheral fatigue, as an acute tendency for force generating 
capacity to diminish during sustained effort, can be fairly easily 
described and quantified. It is attributed to mechanisms such as 
the failure of neuro-muscular transmission, metabolic distur-
bances, defects of muscle membranes, or peripheral circulatory 
failure [5] . Central fatigue is subjective, warranting intervention 
when a patient endorses the symptom, its importance, and desire 
for treatment. Many attempts have been made to quantify it. Mead 
et al. identified over 50 scales used to assess fatigue post stroke 
[12], some of the more commonly encountered being summarized 
in Table 26.1. Others have taken a different approach to assessing 
fatigue. For example, in stroke a semi-structured interview has 
been used, and ‘caseness’ defined as fatigue present most days for 
>50% of waking hours which interferes with everyday activities 
[13]. This approach has also been used to define CFS. It is clear, 
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however, that all cut-offs for ‘caseness’ are arbitrary, and as all 
assessments rely on subjective reporting they do not differentiate 
inability to generate or maintain the required effort/force from 
disinclination to do so [6].

Attempts have been made to objectively quantify ‘central’ 
fatigue. In ‘cognitive’ fatigue, likely best conceptualized as one 
component of it, these have generally measured performance 
on tasks requiring sustained attention. Meaningful associations 
between subjective reports of fatigue and neuropsychological 
measures have been elusive, however [14]. This is perhaps unsur-
prising given the lack of an association between cognitive com-
plaints and performance on neuropsychological assessment [15]. 
Though a recent study in MS did report an association between 
subjective fatigue and performance when executive demands were 
very high [16], and a stroke study related fatigue to attentional and 
executive impairment [17], objective measures of central fatigue 
are currently of little clinical utility.

Epidemiology
Community studies report a prevalence of debilitating fatigue last-
ing at least 6 months of around 5% [18]. Greater fatigue is weakly 
associated with increasing age, female gender and, possibly, lower 

socio-economic status [19, 20]. The prevalence of fatigue in neu-
rological conditions is increased beyond what would be expected 
solely on the basis of age and disability, being estimated to affect 
30–80% of patients (see Table 26.2) [21]. Patients also often report 
a qualitative difference in their experience of fatigue after acquir-
ing a neurologic illness, describing it as ‘overwhelming’ and 
‘mind-numbing’ [22, 23].

Impact of fatigue
Forty percent of MS and one-third of PD patients report fatigue 
as their most disabling symptom [24, 25]. Fatigue imposes signifi-
cant socioeconomic consequences, including loss of work hours 
and may be the most important factor in loss of employment 
[26, 27].

Aetiology and associations
A combination of biological, psychological, and social factors con-
tribute to fatigue in all patients. Though the relative contribution 
of each varies between diagnosis and patient, failure to consider 
each sphere can lead to suboptimal treatment in all. Obvious 
examples are failure to consider depression in an individual who 
has prominent fatigue following a stroke, or overlooking medica-
tion side effects in a patient with CFS. Psychosocial issues, includ-
ing unhelpful health beliefs, are particularly important to identify 
in neurological disease, as these may be the most modifiable 
maintaining factors. Though divisions are fluid, in this section 
potential contributions to fatigue will be separated into ‘primary’ 
and ‘secondary’ factors. The former are directly attributable to 
the neurological disease process, while the latter are physiologi-
cal, psychological, or behavioural changes occurring as direct 
or indirect consequences. CFS is an example of a condition in 
which extreme fatigue exists in the absence of overt neurologi-
cal pathology, but the presence of immunological and endocrine 
abnormalities is well established. This demonstrates both the arbi-
trary separation between ‘primary’ and ‘secondary’ factors and 
the potentially profound impact that the latter can have. Effective 
treatment for CFS suggests what may improve fatigue in other 
conditions.

Table 26.1 Commonly used scales to assess fatigue

Items Score range Dimension Advantages Disadvantages

Fatigue Severity Scale (FSS) 9 1–7 (Likert-type) Modality, severity, 
frequency, impact on life

Valid and reliable, Shown 
to differentiate from 
depression, most widely 
used

Sensitivity to change 
questionable

Fatigue Impact Scale 40 0–4 (Likert-type) Physical, cognitive, 
psychosocial impact

Valid and reliable

Used in many conditions

Long

Modified Fatigue Impact Scale 21 0–4 (Likert-type) Cognitive, psychosocial, 
physical impact

Valid and reliable

Used in many conditions

Designed specifically to 
assess the impact of fatigue 
on everyday life

Visual Analogue Scale 1 0–100 (mm) Depends on question Valid, simple, quick

Used in many conditions

Reliability questioned

Kos D, et al, Neurorehabil Neural Repair 22, pp. 91–100, copyright © 2008. Reprinted by permission of SAGE Publications.

Table 26.2 Estimated prevalence of fatigue in selected neurological 
illness

Population Estimated prevalence (%)

Multiple sclerosis 38–83

Stroke 36–77

Parkinson’s disease 28–58

Traumatic brain injury 45–73

Myasthenia gravis 27–91

Motor neurone disease 44–83

Casesness is variably defined as scores above an arbitrary cut off on a fatigue rating scale 
or fatigue present for >50% of waking hours and interfering with everyday activities.

Modified from Kluger et al. [21].
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Primary factors
Direct brain pathology
Neurological disorders are due to abnormalities of the structure 
or function of the nervous system. Those associated with fatigue 
affect diverse brain regions, however, and fatigue is also promi-
nent in medical and psychiatric conditions, in which brain struc-
tural abnormalities are subtle or absent. Consequently, fatigue is 
unlikely to be localized to a discrete brain region.

Early structural magnetic resonance imaging (MRI) studies 
of MS did not find any correlation between subjective fatigue 
and lesion load or brain atrophy, although recently associations 
between fatigue and volume loss have been reported [28], with 
atrophy in the striatum, thalamus, frontal cortex, and parietal 
cortex particularly highlighted [29, 30]. In a 2009 cross-sectional 
study post-stroke fatigue was more common in stroke than tran-
sient ischaemic attack (TIA) patients, suggesting at least some 
post stroke fatigue might be attributable to brain damage [31]. 
Systematic review found no association between fatigue and white 
matter lesions or brain atrophy, however, although some stud-
ies did report an association with infratentorial or basal ganglia 
stroke [32]. No TBI studies examine correlations between struc-
tural abnormalities with fatigue, but clinical markers of injury 
severity do not predict fatigue [33]. A study in patients who had 
had penetrating TBI found that fatigue was associated with ven-
tromedal prefrontal cortex damage [34]. Reduced grey matter 
volume is reported in CFS [35], with increased prefrontal cortex 
volume following treatment with cognitive behavioural therapy 
(CBT) [36]. In summary, when structural abnormalities are iden-
tified they implicate involvement of frontal and subcortical brain 
regions in fatigue.

As fatigue likely involves distributed brain regions, functional 
imaging may provide greater insights in to its mechanisms. These 
approaches generally support the concept that fatigue is associ-
ated with dysfunction of cortical–subcortical circuitry, particu-
larly circuits involved in attention and executive function. In MS 
there is decreased regional glucose metabolism in the frontal cor-
tex and basal ganglia of fatigued patients [37]; in TBI brain activity 
is increased in the middle frontal lobe, basal ganglia, and anterior 
cingulate during a speeded cognitive task [38]; in PD decreases 
in frontal lobe perfusion are greater in patients with fatigue than 
those without (which was associated with executive function 
impairments) [39]; and CFS patients had differing patterns of acti-
vation of prefrontal cortical regions compared to healthy controls 
[40]. Functional imaging studies of fatigued stroke patients have 
not been undertaken, but post-stroke fatigue has been related to 
attentional and executive impairment [17].

In summary, convergent data across neurological conditions 
suggest dysfunction in the striatal-thalamic-frontal system is 
important in fatigue. These impairments may necessitate higher 
levels of mental effort for complex tasks, which increases sub-
jective fatigue. In conditions with damaged brain structure 
(e.g. MS, TBI) recruitment of expanded pools of cortical neu-
rons likely reflects brain plasticity unmasking latent pathways. 
Though adaptive, it may be energy intensive, excessive use of 
neuronal pools resulting in fatigue [41]. In CFS disruption again 
seems present but likely arises through different routes, which 
may include mechanisms such as sustained abnormalities of 
attentional focus.

Inflammation and endocrine factors
Inflammation is associated with fatigue, as evident from the leth-
argy of acute infections. This is mediated by pro-inflammatory 
cytokines, which act on the brain to result in drowsiness, loss of 
appetite, decreased activity and withdrawal from social interac-
tion [42]. The association between treatment with interferon-α 
(IFN-α) and fatigue (which is dissociable from depression) is well 
recognized [43]. As inflammatory degenerative disorders, elevated 
cytokines are particularly relevant to fatigue in MS and systemic 
lupus erythematosus (SLE). Cytokines are however also elevated 
post-stroke and TBI [44, 45], in CFS [46], and even in PD [47], 
and depression [48], likely also contributing to fatigue in these 
conditions.

Alterations in the hypothalamic-pituitary-adrenal (HPA) axis 
are among the most replicated findings in CFS, mild hypocorti-
solaemia being consistently reported and attributed to enhanced 
negative feedback in the HPA axis [49]. This contrasts with the 
increased HPA axis activity and raised cortisol levels seen in 
depression [50] Whereas hormonal changes are relatively subtle in 
MS and CFS, in TBI, (and obviously pituitary stroke), they can be 
gross and necessitate replacement treatment. In TBI these abnor-
malities are not restricted to the acute phase, with as many as 25% 
of long-term survivors showing one or more pituitary hormone 
deficiencies [51]. As well as hypocortisolaemia and hypothyroid-
ism being obvious causes of fatigue, an association with lowered 
growth and sex hormone levels following TBI has been reported 
[52, 53].

Secondary factors
Other medical problems
The possibility of additional medical pathology must be remem-
bered. There should be blood screens for common hematologic and 
metabolic conditions and thyroid dysfunction. Recommended 
investigations to aid diagnosis of CFS, exclude other conditions 
and ‘red flags’ for alternative diagnostic explanations are shown 
in Table 26.3. In MS vitamin D deficiency is common. Though 
an association with fatigue was not found in MS it has been in 
the general population; consequently, assessment of 25-hydroxy 
vitamin D levels may be considered [54]. Infections can worsen 
fatigue and should be excluded [55]. An MS exacerbation may pre-
sent as fatigue prior to clinical manifestation [56].

Medication side effects
Medications frequently causing fatigue include antispasticity 
agents (e.g. baclofen or tizanidine), narcotic analgesics, sedative 
hypnotic or anticonvulsant agents, sedative antidepressants or 
anxiolytics, and antihypertensive medication [57]. Patients often 
report increased fatigue with IFN therapy, though fatigue often 
improves with time on interferon [58]. Pretreating with nonsteroi-
dal anti-inflammatory may improve IFN-associated fatigue [57]. 
Hypertension or hypotension secondary to excessive antihyper-
tensive use may be associated with post stroke fatigue, though 
whether there is a causal relationship is uncertain [59].

Mobility issues and environment
In stroke, TBI and MS ambulation can be compromised by spas-
ticity and weakness. Gait can be inefficient, requiring excessive 
energy expenditure that quickly fatigues the patient [60]. This 
will reduce physical activity causing physical deconditioning. The 
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oxygen cost of breathing is increased in PD patients, meaning they 
require more energy simply to breath [61]. Energy loss with trem-
ors and dyskinesias has also been demonstrated [62].

Hyperthermia contributes to fatigue during exercise in healthy 
people [63], but the strong association between heat and symptom 
exacerbation (Uhthoff’s phenomenon) is a particular character-
istic of MS. It affects 60–80% of MS patients and is attributed to 
increased body temperature inducing conduction block in vulner-
able axons [64]. Deconditioning can result through avoidance of 
exercise/activity to prevent symptom exacerbation [65].

Psychiatric conditions
Fatigue is a core feature of depression, present in around 25% 
of people with neurological disorder [66]. Depression severity 

correlates with fatigue severity [67], and should never be dis-
missed as simply ‘an appropriate reaction to a serious illness’. 
Indeed rather than being ‘secondary’ to neurological conditions 
its aetiology is often not clearly separable from the neurological 
disease process itself. A positive correlation has also been reported 
between anxiety and subjective fatigue [68].

Identification of depression in neurological conditions is com-
plicated by many symptoms (e.g. fatigue, reduced attention and 
concentration, disturbed sleep) being features of the diseases them-
selves. Consequently greater emphasis should be placed on cognitive 
than somatic symptoms, the presence of guilt, worthlessness, hope-
lessness, and suicidality strongly suggesting depression. The pat-
tern of fatigue observed in depression is rather different from that 
in neurological conditions. Fatigue in depression tends to be worst 
in the morning, improve as the day goes on, and not be relieved by 
sleep; MS fatigue, by contrast, is best in the morning, worsens as the 
day goes on, and rest gives some relief. Substance misuse is strongly 
associated with fatigue and should always be considered.

Sleep disorders
In neurological disorders fatigue has a consistent relationship 
with broken sleep. Correlations with daytime sleepiness however, 
though present in TBI and PD, are surprisingly weak in MS [69–
71]. Nonetheless, patients reporting daytime sleepiness should 
be screened for potential sleep disorders, including obstructive 
sleep apnoea, narcolepsy and restless leg syndrome/periodic limb 
movement disorder. The latter is particularly common in MS [72], 
while sleep-disordered breathing is a particular issue after stroke 
[73], and various sleep disorders are core features of PD [74]. Initial 
insomnia in the absence of obvious medical cause suggests anxi-
ety, while early morning waking with inability to get back to sleep 
is more characteristic of depression. Other disease-associated 
problems such as pain, spasticity and nocturnal micturition also 
impact on sleep and require specific interventions.

Pain
Pain is common and can be difficult to treat. Robust correlations 
between pain and fatigue are reported in various neurological 
conditions [75, 76]. It is speculated that pain may contribute to 
fatigue through a reduction in central motor drive [77]. If associ-
ated with activity it will encourage activity avoidance.

Poor nutrition
As 50–80% of in-hospital stroke patients have one or more eat-
ing difficulties related to neurologic deficits, it is unsurprising 
that 50% of stroke inpatients are malnourished [78] Westergren 
reported that 6 months post-stroke poorer nutritional status was 
closely related to a lack of energy [79]. Effects are likely bidirec-
tional, giving rise to a vicious circle.

Deconditioning
Deconditioning is a complex physiological process in which the lack 
of use of the body’s cardiovascular, neuromuscular, biomechanical, 
and musculoskeletal systems leads to a decrease in their functional 
capacity, and the body’s efficiency [80]. This reduces the capac-
ity for exercise and increase the perception of effort required for 
a given level of activity. Though evidence of significantly reduced 
physical fitness in CFS compared to sedentary controls is conflict-
ing, a recent systematic review concluded that there was reduced 
physiological exercise capacity in CFS and that deconditioning is 

Table 26.3 Investigations to aid in diagnosis of CFS and to exclude 
other illness

All patients
Full blood count (FBC)

Urea, electrolytes, and creatinine (U&Es)

Liver function tests, including albumin (LFTs)

Thyroid function tests (TFTs)

Glucose random

Erythrocyte sedimentation rate (ESR)

C-reactive protein (CRP)

Calcium

Creatine kinase*

Ferritin*

Urinalysis

When indicated by history or examination

Antimitochondrial antibodies (AMA) if minor alterations in LFTs

Antinuclear antibody test (ANA)

Cytomegalovirus CMV)

Coeliac serology if diarrhoea/altered bowel habit, weight loss or history of 
autoimmune disorders and in patients with a family history of coeliac disease)

Epstein–Barr virus (EBV)

Extractable nuclear antigens (ENA)

Human immunodeficiency virus (HIV)

Hepatitis B and C

Lyme serology

Serology for chronic bacterial infections

Toxoplasma

Electrocardiogram (ECG) if any cardiological symptoms)

Features suggesting alternative diagnoses
Substantive unexplained weight loss

Objective neurological signs

Symptoms or signs of inflammatory arthritis or connective tissue disease

Symptoms or signs of cardiorespiratory disease

Symptoms of sleep apnoea

Clinically significant lymphadenopathy

In the all patients section, all investigations from those with asterisks would also be 
routinely done in neurology patients.

Contains public sector information licensed under the Open Government Licence v2.0. [154].
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a perpetuating factor [81]. Though other factors likely contribute 
too, some evidence for the presence of deconditioning is provided 
by the proven efficacy of graded exercise programmes in reducing 
symptoms of CFS [82]. Neurological conditions are associated with 
substantial reductions in activity, and deconditioning has been 
reported in MS, stroke, TBI, and in PD [83–86].

Beliefs about activity/cognitive style
Cognitive factors believed to contribute to the maintenance of 
CFS include a tendency to focus on fatigue and perceive it as a 
negative experience (which consequently amplifies its perception) 
and beliefs of having a very limited ability to be active (leading to 
very low levels of activity) [87]. In CFS a strong belief in a physical 
cause of the illness, a strong focus on bodily sensations, and a poor 
sense of control over symptoms contribute to fatigue severity and 
functional impairment [88]. The importance of fear of symptom 
exacerbation in CFS was elegantly demonstrated in a cycling task. 
It was a more important determinant of distance travelled than 
physical symptoms, physical disability, mood, and other illness 
perceptions [89].

It is likely that similar cognitions and attentional biases magnify 
fatigue in some with neurological disorders. Beliefs about the dan-
gers of activity may be expected in MS, given that elevated body 
temperature or prolonged exertion exacerbates symptoms [57]. 
Though unstudied, it is likely that after a catastrophic event such 
as stroke fears of provoking a further stroke inhibit engagement 
with exercise in some patients. It has been reported in MS that a 
sense of control (often referred to as self-efficacy), reduces feel-
ings of fatigue, whereas focusing on bodily sensations aggravates 
it [90]. MS patients who catastrophize about experiencing symp-
toms (expecting the worst possible outcome), who are embarrassed 
about symptoms, or who believe symptoms are always a sign of 
physical damage are more likely to be fatigued [91]. A systematic 
review incorporating studies in cancer, CFS, MS, fibromyalgia, and 
healthy individuals confirmed a significant association between 
catastrophizing and fatigue [92]. Other cognitive styles also influ-
ence fatigue and activity levels. For example, a qualitative study 
examining what determined whether people resumed previously 
valued activities after stroke identified ‘all-or-nothing’ thinking as 
a barrier [93]. ‘All-or-nothing behaviour’, that is, overdoing things 
when feeling better then needing to rest for prolonged periods to 
recover, is associated with fatigue in MS [91].

Pre-injury factors and response to stressors
Personality is assumed to influence vulnerability to CFS, but 
cross-sectional studies confound state and trait effects. A prospec-
tive study did, however, report that higher emotional instability 
(an individual’s tendency to experience psychological distress) 
and self-reported stress were risk factors for the condition [94]. 
Acute physical or psychological stress might trigger the onset of 
CFS, it being shown that severe stressful events or difficulties are 
more common in the period prior to onset of the illness than in 
population controls [95].

Having a severe neurological disorder is a significant stressor, 
and dispositional differences in response to stress must contribute 
to fatigue in at least some patients. Though prospective studies are 
lacking, cross-sectional data reports higher emotional instability 
is associated with greater fatigue in MS and cancer [96, 97]. An 
association between fatigue and perceived stress has also been 
reported [98].

Pre-stroke fatigue may increases the risk of post-stroke fatigue, 
but studies are retrospective and consequently susceptible to 
recall bias [99]. The picture is further complicated by fatigue itself 
being a risk factor for stroke [99].

Treatment
The multifactorial nature of fatigue is captured by a biopsycho-
social formulation, which facilitates an individualized under-
standing of maintaining factors and guides multidisciplinary 
management. A  model formulation is depicted in Figure 26.1. 
Unfortunately the evidence base for the treatment of fatigue in 
neurological conditions is poor. Most research on fatigue treat-
ment has been in CFS and MS, so evidence will often be extrap-
olated from these conditions. The absence of overt neurological 
pathology in CFS means this must be done with caution. As dis-
cussed earlier, however, there is considerable overlap between 
biological, psychological, and behavioural findings in fatigued 
individuals across diagnoses, which provides some justification. 
‘Secondary’ factors certainly contribute substantially to fatigue 
in neurological conditions, and being generally more modifiable 
than the disease process itself are important treatment targets.

Review treatment of the neurological condition  
and directly related problems
Though fatigue is a side effect of some immunomodulatory agents 
used to treat MS, disease modifying drugs can actually reduce fatigue. 
This is reported even with IFN-β, but the effect with glatiramer ace-
tate is significantly greater [100]. A cross-sectional case-controlled 
study suggested natalizumab may have greatest effect [101].

PD drugs are implicated both in exacerbating and reducing 
fatigue. Pramiprexole has been associated with increased subjec-
tive fatigue in several randomized controlled trials (RCTs) [102], 
while carbidopa–levodopa reduced muscle fatigue in experimental 
studies [103]. Assessing subjective fatigue is further complicated in 
PD by whether the patient is in an ‘on’ or ‘off’ sate. Stroke and TBI 
do not currently have ‘direct’ treatments, but some symptomatic 
or secondary prevention interventions are associated with fatigue.

Identify and treat medical comorbidity and  
full medication review
Comorbid medical conditions are common in neurological disor-
ders, and are almost universally associated with fatigue.

Sleep and nutrition
Sleep
Specific sleep disorders (discussed under ‘Primary factors’) should 
be identified and treated. Sleep phase disorders are addressed by 
entraining a regular sleep–wake cycle, and melatonin and/or light 
treatment may assist. CBT has good evidence in treating insom-
nia in the non-neurological population, with positive studies in 
TBI and MS [104, 105]. Though hypnotics and sedative antide-
pressants can be helpful, the high incidence of side effects (falls, 
hallucinations, sedation, cognitive deficits, bowel, and bladder 
problems, etc.) necessitates caution. Personal experience suggests 
trazodone and mirtazepine as sedative antidepressants associ-
ated with fewest problems, and if they must be used short-acting 
hypnotics (used short term) are preferable to long-acting ones. 
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First line treatment of periodic limb movement disorder (PLMD) 
is with dopamine agonists or Levodopa [106], and marked relief 
with ropinirole or pramipexole is reported in post-stroke restless 
leg syndrome (RLS) [107] Though significant depression must be 
treated, remember that antidepressants can aggravate RLS and 
PLMD [73]. Deep brain stimulation has been recommended for 
the treatment of insomnia in advanced PD [108].

Nutrition
All patients should be supported in having a balanced, healthy 
diet. Even skipping breakfast has been associated with fatigue 
[109]. In MS, RCTs report adherence to a low fat, low choles-
terol diet supplemented with olive oil capsules significantly 
reduce fatigue [110], but vitamin D or omega-3-fatty acids do not 
[111, 112].

Carnitine contributes to cellular energy metabolism, and defi-
ciency may reduce energy production through impaired fatty 
acid oxidation. An RCT of fatigued elderly individuals without 
current significant medical morbidity found 4 g a day of acetyl 
L-carnitine for 180  days reduced physical and mental fatigue 
compared to placebo [113]. In an open label randomized study in 
CFS acetylcarnitine and propionylcarnitine both reduced fatigue, 
though improvement was reduced with combined treatment [114]. 
A Cochrane review identified one active-comparator, cross-over 
randomized trial which found no difference between acetyl 
L-carnitine 2 g daily and amantadine 200 mg daily on MS fatigue; 
an open-label study showing reduced fatigue with levocarnitine 
did not meet inclusion criteria [115]. Despite reported benefit in 
various medical conditions, the impact of carnitine on fatigue has 
not been examined in other neurological conditions.

Physical aids and interventions
Physical aids
Use of orthoses or functional electrical stimulators can improve 
gait mechanics, promote energy conservation, and improve the 
safety of walking [57], but evidence they reduce fatigue is lacking.

Temperature control
Given the association between heat stress and MS symptom dete-
rioration, simple strategies to minimize heat exposure, such as 
performing work or exercise during the early morning or late 
evening when it is cooler, seem sensible. Observational studies 
report benefit from simple cooling strategies such as cold showers, 
applying ice packs, and drinking cold beverages [65]. Precooling, 
essentially immersing the lower limbs in cool water, was shown to 
have some benefit in terms of walk performance and fatigue rat-
ings [116]. In an RCT, cooling garments demonstrated subjective 
reductions in fatigue in thermally sensitive MS patients, though 
blinding of patients was not achieved [108]. Anecdotal evidence 
suggests 4-aminopyridine limits worsening of MS symptoms dur-
ing heat exposure or exercise [65].

Treatment of psychiatric conditions
Treatment of depression and anxiety in neurological disease is 
discussed in Chapter 28. If insomnia is a major problem sedative 
antidepressants may be preferable, whereas energizing antidepres-
sants, (such as selective serotonin reuptake inhibitors), may be 
first choice if fatigue is prominent but initial insomnia not a major 
issue [117]. Unfortunately, and likely reflecting the multifacto-
rial nature of fatigue, cancer research shows that antidepressant 
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Fig. 26.1 Formulation-based approach to understanding fatigue in neurological disorders.
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treatment may not improve fatigue even when it treats depression 
[118]. There is no evidence antidepressants improve fatigue in the 
absence of depression [119].

Exercise and energy conservation strategies
Exercise
Exercise improves exercise tolerance and reduces fatigue in 
healthy individuals as well as those with long-term conditions 
[120]. Benefit is however not limited to the physical dimension of 
fatigue, as exercise also improves mood, reduces anxiety and fear 
[121], and improves cognitive performance [122]. These benefits 
are likely consequent to associated physiological and anatomical 
changes, such as increased production of growth factors, increased 
efficiency of the cerebral vascular system, enhanced hippocam-
pal neurogenesis, and regulation of the immune and endocrine 
systems [1] . Understanding of how this occurs is fast increasing, 
a recent study showing voluntary wheel-running induced gene 
expression in the mouse hippocampus [122]. As well as address-
ing deconditioning through these overtly neurobiological mecha-
nisms, exercise may also influence effort perception.

Andreason et al. categorized exercise interventions as endur-
ance training (ET), resistance training (RT), combined train-
ing (CT), and ‘other’ training modalities (OT) [123]. In general 
ET, or aerobic exercise, is most consistently beneficial. Walking 
is especially recommended, but swimming or cycling may also 
be appropriate [124]. Exercise programmes must be properly 
planned, gradually building levels of activity to promote increas-
ing stamina and prevent unhelpful ‘boom–bust cycles’ occur-
ring. This means regular exercise sessions start from a level that 
does not result in postexertional malaise, with the length and 
frequency of the exercise sessions progressively increasing. The 
CFS literature shows that, compared with a symptom-contingent 
approach, a time-contingent approach leads to greater improve-
ments in fatigue and physical functioning [124]. A measurement 
(time, distance walked, etc.) rather than symptom experience 
should determine whether a session ends, this likely underpin-
ning the superiority of graded exercise over adaptive pacing [82] 
Though patients may be anxious about undertaking an exercise 
programme, there is no reason why graded exercise carried out 
under appropriate professional supervision should be harmful. 
Research on the efficacy of exercise-based interventions in specific 
conditions are considered next.

Chronic fatigue syndrome
A 2011 meta-analysis of five RCTs supported the efficacy of graded 
exercise in the treatment of CFS [125]. Since this study the results 
of the PACE trial, the largest (n = 640) and most important trial of 
graded exercise therapy (GET), CBT, and adaptive pacing in CFS 
have been published. It reported that CBT and GET both had an 
odds ratio for trial recovery compared to standard care or adaptive 
pacing of around 3.5, and concluded they ‘can safely be added to 
specialist medical care to moderately improve outcomes for CFS’ 
[82]. Concerns about the safety of GET are not evidence based 
[126]. The underlying principle of gradually increasing activity 
may be applicable to cognitive activity too, implying CFS sufferers 
should be encouraged to undertake gradually more challenging 
intellectual tasks, starting from a tolerable level [124].

Multiple sclerosis
A 2011 systematic review reported exercise therapy has the poten-
tial for positive effect on MS fatigue [123]. Ten studies (seven 

of which were RCTs, total 239 patients) examined the effect of 
endurance training, with some demonstrating a substantial effect. 
Findings were heterogeneous, with larger studies recruiting peo-
ple fatigued at the start of the study more likely to show an effect. 
Analogous to concerns about a ‘boom–bust’ cycle in CFS, inten-
sive training activities undertaken to exhaustion can reduce the 
effectiveness of treatment.
Stroke
Exercise post-stroke does lead to improvements in physical fit-
ness [127]. Though data demonstrating an association between 
post-stroke fatigue and physical fitness are limited [128], extrapo-
lating from data in other conditions one would expect associ-
ated improvements in fatigue. A randomized trial of 83 patients 
>4  months post-stroke demonstrated that 12 weeks of cognitive 
therapy augmented with graded activity training led to greater 
reductions in post-stroke fatigue than cognitive therapy alone [129].

Other conditions
As in the general population, in PD fatigue is significantly (nega-
tively) associated with physical activity [130]. Aerobic condition-
ing programmes do increase fitness in PD [85], though an RCT 
of a weekly community gym-based exercise programme found no 
benefit on fatigue [131]. In contrast, semi-supervised home tread-
mill training was safe and associated with a significant reduction 
in fatigue [132]. While fitness training may improve cardiorespi-
ratory fitness after traumatic brain injury [133], no trials examine 
impact on fatigue.

Energy conservation
The PACE trial clarified the superiority of graded exercise to pac-
ing, the latter being no more effective than standard medical care 
[82, 116]. This is likely because pacing encourages adaptation to 
illness, whereas CBT and GET encourage gradual increases in 
activity with the aim of ameliorating the illness. This being said it 
is certainly possible to combine interventions aiming to increase 
activity and fitness with guidance on how to organise activities 
so they match energy levels, incorporate regular rest periods and 
adapt daily living activities to minimize unnecessary utilization 
of energy. A  systematic review reported that in the short-term 
energy conservation strategies can reduce fatigue in MS [134]; 
there is also evidence in post-stoke fatigue [135]. Some benefit may 
derive from feelings of control and self-efficacy.

Address cognitions
The role of cognitive processes (e.g. excessive focus on bodily 
symptoms, fear of fatigue and catastrophization), in perpetuation 
of fatigue were discussed previously. It is, however, impossible 
to isolate cognitive and behavioural interventions. Even a purely 
exercise-based intervention will involve activity despite feeling 
fatigued, challenging beliefs such as ‘activity is dangerous’ [87]. 
This may partly explain why graded exercise performed as well as 
CBT in the PACE trial.
Chronic fatigue syndrome
While acknowledging the above, the efficacy of CBT in CFS is 
established; a 2011 meta-analysis of 16 RCTs reported that CBT 
and GET were equally effective, but the former may be better 
when patients have comorbid anxiety and depressive symptoms 
[125]. As described in the PACE trial, the aim of CBT is to address 
fears of engaging in activity/avoidance of activity which interact 
with physiological processes to perpetuate fatigue. Therapeutic 
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strategies include examining the evidence underpinning beliefs 
and using behavioural experiments to test out fears. A baseline of 
activity and rest and a regular sleep pattern are established, and 
then gradual increases in both physical and mental activity col-
laboratively planned. Patients are also helped to address social and 
emotional problems through problem solving.
Multiple sclerosis
An RCT of 72 fatigued MS patients reported that though fatigue 
decreased with both interventions, reductions were greater with 
CBT than relaxation therapy (effect size 3.0 vs. 1.8) [136]. CBT 
combined explanation of the cognitive behavioural model of 
fatigue, activity scheduling, sleep hygiene, and changing unhelp-
ful cognitions about fatigue. Changing perceptions of fatigue (e.g. 
perceiving it as more controllable, as time limited and as having 
less serious consequences) mediated decreases in fatigue [137]. An 
Internet-based version of this intervention with telephone sup-
port also resulted in significant reductions in fatigue [138], as did 
mindfulness training (compared to usual care) in an RCT of 150 
patients [139]. Mindfulness aims to reduce stress through teaching 
a nonjudgmental awareness of moment-to-moment experience.
Stroke
As discussed Zedlitz et al. reported that, though CBT alone had 
beneficial effects, reductions in post-stroke fatigue were greater 
when cognitive therapy was augmented with graded activity 
training [129]. The cognitive component was delivered in small 
groups and emphasised pacing, improved planning of activities 
and relaxation, with rather less focus on challenging unhelpful 
cognitions than CBT in the CFS and MS trials. These results need 
replication, but do emphasize the importance of exercise/graded 
activity accompanying any cognitive intervention for post-stroke 
fatigue. A  small uncontrolled pilot study has since suggested 
mindfulness-informed CBT was associated with a reduction in 
post-stroke fatigue [140].
Other conditions
No studies have examined the efficacy of cognitive interventions 
for fatigue in PD or moderate/severe TBI.

Multidisciplinary rehabilitation
Multidisciplinary rehabilitation aims to reduce symptoms, 
increase independence and maximise participation in society 
[141]. It is generally coordinated by a specialist doctor, delivered by 
a team of different therapists, and not protocolized, being tailored 
to individual needs and goals.

Several uncontrolled studies suggested multidisciplinary reha-
bilitation is beneficial in CFS [142]. Though impact on fatigue was 
not a specific focus in Khan et al.’s Cochrane review of the efficacy 
of multidisciplinary rehabilitation in MS, the review does sum-
marize outcomes on this measure [141]. On the basis of two posi-
tive RCTs of outpatient rehabilitation they report there is limited 
evidence that high intensity programmes can provide short-term 
benefit in fatigue, and insufficient evidence that a lower intensity 
programme can reduce fatigue. A home based intervention had 
no impact on fatigue compared to standard care, and the only 
study comparing inpatient rehabilitation to standard care was 
negative. Though benefits of multidisciplinary rehabilitation have 
been reported in other neurological conditions, specific effects on 
fatigue have not been examined.

The potentially modest impact of multidisciplinary rehabilita-
tion on fatigue in MS is initially surprising, as it likely includes 
elements of exercise treatment and cognitive interventions 
known to have good effect. This may reflect however that it is the 
delivery of evidence based interventions directed at specific areas 
of need that is important rather than simply access to a variety of 
professionals [143].

Medication
Drugs such as antidepressants have proven benefit in treating 
secondary conditions common in neurological disease which 
contribute to fatigue. This section will focus on drugs used spe-
cifically to treat fatigue.

Amantadine
A 2009 Cochrane review of amantadine in MS reported that 
though five RCTs met the criteria for inclusion, overall their 
quality was poor [144]. They reported small and inconsistent 
improvements in fatigue. Nonetheless, though unlicensed it is 
a commonly used treatment for MS fatigue, the standard dose 
being 100–200 mg morning and early afternoon [117]. It is gen-
erally well tolerated but side effects can include hallucinations, 
vivid dreams, nausea, hyperactivity, anxiety, insomnia, consti-
pation, and rash. Its effects on fatigue in stroke, TBI, and PD are 
unreported.

Modafinil
Modafinil is a non-amphetamine-like drug approved for the man-
agement of narcolepsy and used for daytime fatigue in other con-
ditions. Three RCTs examined the effect of Modafinil 200–400 mg 
on MS fatigue. The smallest showed a significant reduction in 
fatigue compared to placebo, apparent within three hours [145]; 
the others reported only a trend towards greater fatigue reduc-
tion (p = 0.07) [146] or no change [147]. Modafinil is generally well 
tolerated, but serious, life-threatening skin reactions, psychiatric 
adverse reactions (such as suicidal thoughts, depression, psychotic 
episodes) and cardiovascular adverse reactions (e.g. hypertension) 
have been reported [117]. A small non-placebo controlled study 
in stroke patients showed modafinil decreased fatigue severity 
in patients with brainstem and thalamic strokes (as well as MS 
patients), but not cortical infarctions [148]. Two small RCTs exam-
ined the impact of modafinil on PD fatigue. Though both did not 
report significant change on any of the fatigue severity scales used, 
one did report improvement in clinical global impression of fatigue 
[149]; no safety concerns were raised. A single-centre cross-over 
RCT in patients with (predominantly moderate or severe) TBI 
found that it improved daytime sleepiness, but not fatigue [150]. 
Though numerous studies fail to demonstrate greater effects on 
fatigue than (generally pronounced) placebo effects, modafinil is 
generally the first-line (unlicensed) pharmacological treatment 
for fatigue in neurological disease.

Other pharmacological agents
Two RCTs in MS did not separate effects of pemoline from pla-
cebo [117]; this, together with potential for liver toxicity, mean 
it is rarely used. Prokarin is a proprietary blend of histamine 
and caffeine, administered as a cream. A single small MS RCT 
suggested it reduced fatigue compared to placebo [151]. A single 
small RCT reported that methylphenidate 10 mg three times a 
day significantly reduced fatigue in PD and was well tolerated 
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[152]. It has not been evaluated in other neurological conditions. 
Lack of replication of this study, together with the fact it is a 
controlled drug, may worsen motor function and quality of life 
in PD, has a potential for abuse, and can cause insomnia, hyper-
tension, and anorexia, have limited its use. An unreplicated ran-
domized placebo-controlled crossover trial showed benefit from 
aspirin, daily dosage of 1300 mg, on MS-related fatigue [153].

A pragmatic approach to treating fatigue in 
neurological conditions
A treatment plan is detailed in Figure 26.2. Exercise has the best 
evidence and should be encouraged in all patients. Ideally, indi-
vidually tailored programmes would be provided, such as the 
Exercise After Stroke programme delivered in some UK leisure 
centres. If not available, but mobility is reasonable, regular walks 
starting from a modest base are a good option. If there seem to be 
barriers/reservations about exercise, clinicians must explore what 
these are and correct any misunderstandings about the perceived 
dangers of activity/exercise. CBT has reasonable evidence, but 

availability is limited. Additionally, many neurological conditions 
are associated with significant cognitive impairment, which likely 
reduces the benefit of CBT. Though evidence for pharmacologi-
cal treatments is weak, amantadine and modafanil are commonly 
used. Carnitine may hold some promise, but further trials are 
needed.
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Neuropalliative  
rehabilitation—managing 
neurological disability in the 
context of a deteriorating illness
Gail Eva, Jo Bayly, and Diane Playford

Introduction: the relevance of  
rehabilitation in palliative care
On the face of it, the concepts of rehabilitation and palliative 
care may seem paradoxical. Rehabilitation is generally viewed 
as future-directed and goal-oriented, aiming to increase func-
tion and social participation. Palliative care, on the other hand, 
is seen to deal in loss—of independence, of social roles, and, ulti-
mately, of a future. There is, however, strong alignment between 
the objectives of rehabilitation, and those of palliative care. 
According to Wade and de Jong [1] , rehabilitation is a process of 
assessment and goal-setting, with interventions directed towards 
maximizing well-being and participation in order to achieve 
adaptation to disability and to minimize carer stress. The World 
Health Organization [2] defines palliative care as an approach 
that improves quality of life of patients and their families through 
assessment and treatment of physical, psychosocial and spiritual 
problems. Dame Cicely Saunders, a pioneer of the hospice move-
ment in the United Kingdom, describes it thus:  [palliative care 
will] ‘not only help you to die peacefully, but also to live until you 
die’ [3: p. xxiii].

In both rehabilitation and palliative care, the importance of 
a holistic approach is emphasized, that is, one which attends to 
physical, psychological, and social dimensions. Palliative rehabil-
itation enables people to be as active and independent as possible 
within the constraints of a deteriorating illness, taking a realis-
tic approach to patient goals. It supports adaptation to disability 
and coming to terms with changed circumstances, striving to 
respond rapidly to changes in abilities, goals, and needs. It uses 
the expertise of a multidisciplinary team with effective coordi-
nation of care to ensure consistency in approach. It is accepting 
of uncertainty and loss, anticipating deterioration and allowing 
time for relevant issues to be addressed with patients and those 
close to them [4] .

In short, it is a coordinated, team effort aimed at enabling peo-
ple to participate to as full an extent as possible in all aspects of 
their daily lives. Crucially, this is as much about a patient’s psy-
chological resources as it is about their physical capacity.

Taking account of what patients say is important to them 
towards the end of life, it is evident that that palliative rehabilita-
tion has a great deal to offer. A number of research studies [5–8] 
show that patients want their symptoms to be well managed, 
their care to be well coordinated, and to avoid the inappropriate 
prolongation of dying. They wish to be able to maintain a sense 
of control, achievement, and self-worth, and to relieve the bur-
den upon others. Strengthening relationships with loved ones is 
particularly important, as is the opportunity to say goodbye and 
bring closure. Rehabilitation makes an important contribution 
in all of these domains. According to the National Council for 
Palliative Care [9] , palliative rehabilitation provides strategies and 
support to help people to adapt to illness and disability, and to 
be able to acknowledge approaching death. It enables people to 
perceive some control in their lives, and to maintain a sense of self 
as worthwhile and competent. It opens up possibilities for pleasur-
able activities and provides the means to be engaged in these.

Palliative care has its origins in the care of cancer patients, and 
while many of the principles of good palliative care are relevant 
to any illness, there are differences between the needs of people 
with cancer and those with neurological conditions [10]. Disease 
trajectories in neurological conditions are less predictable with a 
longer time-course. They are characterized by periods of relapse 
and remission rather than steady decline. Patients may have mul-
tiple disabilities with cognitive, behavioural and communication 
problems in addition to physical deficits [11, 12]. A further, impor-
tant consideration is that people with long-term neurological con-
ditions, such as multiple sclerosis (MS) or Parkinson’s disease, are 
likely to have extensive experience of managing life with a dis-
ability [13]. This expertise must be recognized and respected, and 
incorporated into all aspects of care and rehabilitation [14, 15].

The delivery of neuropalliative  
rehabilitation
While there is an increasing recognition of the need for pal-
liative care provision for people with deteriorating, life-limiting 
neurological conditions, there is very little in the way of clinical 
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guidelines or research that specifically addresses the provision 
and structure of neuropalliative rehabilitation. In palliative can-
cer care, four categories of rehabilitation have proved useful and 
could provide a framework in neurology: preventative, restorative, 
supportive, palliative, as set out in Table 27.1 [16].

It is important to recognize that patients do not fit into neat 
categories, and that several approaches will be appropriate simul-
taneously. For example, preventative, supportive, and palliative 
rehabilitation could be used to help a person with late-stage MS 
to manage fatigue: education on pacing and gentle exercise, sup-
portive strategies to set and achieve reasonable, desirable goals, 
underpinned by the recognition that the patient’s priorities will be 
shaped by their understanding of their prognosis.

It is not uncommon to find palliative care used as a synonym 
for end-of-life care, with the implication that palliative care is only 
appropriate when the end stages of illness are reached. In fact, the 
opposite is true, and the World Health Organization [2]  empha-
sizes the importance of its implementation early on in the disease 
trajectory. Living with a deteriorating condition frequently entails 
managing significant disability, and early rehabilitation can pre-
vent deconditioning as well as help people to understand and cope 
with the fact that they are not going to return to their previous 
level of function.

Patients report palliative care needs from diagnosis. In a study 
of stroke patients newly admitted to hospital, Burton et al. [17] 
found that 66% had concerns about dependence and disability, 
around 50% reported fatigue, pain, anxiety, and concerns about 
family, while 25% were worried about death and dying. A pallia-
tive approach at this stage can be valuable in giving patients the 
opportunity to ask difficult questions about their prognosis, to 
express and discuss their fears, and to acknowledge the difficulty 
of living with an uncertain, unpredictable future.

This support needs to be available within the context of what-
ever services are most appropriate for the patient’s circumstances 
at the time, and specialist teams will need to work closely together 
to make sure that it is provided. Patients with long-term neurolog-
ical conditions (LTNCs), characterized by extended periods of sta-
ble disability, will need preventative and restorative rehabilitation 

from neurology experts just as much as they need supportive and 
palliative approaches. Sykes [18] cautions against patients being 
corralled into specialist palliative care services because generalist 
clinicians are not confident enough to raise end-of-life issues. The 
problem for service providers is that it is not a question of ‘either 
restorative or palliative rehabilitation’, it is a case of ‘both . . . and’, 
and running these two seemingly incongruous approaches along-
side each other is not straightforward. In the following sections we 
discuss the coordination of care between services, and the ‘living 
with dying’ paradox that neuropalliative rehabilitation needs to 
embrace.

Service delivery and teamwork
Delivering services for people with LTNCs requires collabora-
tion between three specialties:  neurology, palliative care, and 
rehabilitation. Turner-Stokes and colleagues [11] provide guid-
ance about how this interdisciplinary working can be achieved 
and managed, setting out the conditions under which people with 
LTNCs should be referred to each of the specialties. Anyone with 
a suspected LTNC should be seen by a specialist neurological ser-
vice for investigation and diagnosis, and, where an LTNC is con-
firmed, for on-going management including disease-modifying 
treatment and advice on self-management. Rehabilitation services 
will be required where a person develops significant disability that 
impacts on their independence or their ability to participate in 
their current environment. Where a person has a limited lifespan, 
distressing symptoms such as pain, fatigue, and breathlessness, 
and when they need help with end-of-life care-planning, access to 
palliative care services will be required.

Co-ordinating care across specialties is tricky, and there are 
a number of barriers to be aware of—and to overcome [18, 19]. 
Neurological and rehabilitation services might be reluctant to 
refer to palliative care if they perceive these services to be pre-
dominantly concerned with the needs of cancer patients. As pre-
viously noted, the longer-term, less predictable course of LTNCs 
might not fit well with usual palliative care service configuration, 
which is characterized by concentrated efforts over short periods 
[20]. However, if palliative care services do not routinely receive 
referrals for patients with LTNCs, opportunities to develop prop-
erly resourced and skilled services—including appropriate reha-
bilitation—are limited.

Rehabilitation is delivered by multidisciplinary teams, and as we 
have seen, there are likely to be several teams involved. The pro-
vision of skilled, appropriate, and timely rehabilitation therefore 
depends on good teamwork both within and across teams. With 
several professional groups contributing to a rehabilitation plan, 
there is a need to be clear about role overlap and role boundaries. 
Different professions contribute in unique but complementary 
ways to patient care: each has a particular perspective delivering 
a service—different things that are observed, different narratives 
of health and illness, different ways of responding to problems. 
Blurring professional roles and sharing expertise can result in 
creative and effective solutions to problems, but it can also be a 
source of misunderstanding, confusion, tension and rivalry [4] . 
To maximize the former and avoid the latter, it is useful to ensure 
clarity about four particular aspects: first, identifying who needs 
to be involved (including the patient and family) and establish-
ing mechanisms for good communication; second, ensuring that 

Table 27.1 Categories of rehabilitation in palliative care

Preventative Information and education focused, aiming to reduce the 
impact and severity of potential disabilities.

Restorative Provided in anticipation of patients returning to their 
pre-illness level of function without long-term effects. It 
is delivered in both acute and longer-term phases, across 
in-patient and domiciliary settings as patients return to 
valued roles.

Supportive Accepts that improvement is unlikely and supports patients 
and their families to identify and maximize their physical, 
functional, psychological, and social resources. The focus 
is on adaptation to changed circumstance rather than 
restoration.

Palliative Aims to limit the impact of advancing disease and 
acknowledges the reality of dying, helping patients and 
families to adjust to this. Symptom management, comfort, 
and opportunities for social interaction with close family and 
friends become paramount.
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the primary objectives to be achieved are understood by everyone, 
and the plan of action is agreed; third, setting out the contribution 
of each individual to achieving the objectives, that is identifying 
which member of the team has the expertise to deal with which 
particular problem; and finally, agreeing the process that will be 
used for review and revision.

The paradox: affirming life,  
preparing for death
We have seen that the aim of palliative rehabilitation is to help 
people to live as actively as they can, making the most of the 
abilities and resources available to them, while at the same time 
acknowledging death and enabling people to do the things they 
need and wish to do in order to put their lives in order. In a study of 
occupational therapists’ approaches to working with people with 
life-limiting illness, Bye [21: p. 9] quotes a respondent’s descrip-
tion that perfectly illustrates the balancing process this requires:

One minute you seem to be helping them to fight death off and 
another moment you are helping them to accept death . . . You are 
putting things in place to say go ahead, live, get on, get going, and at 
the same time you are saying to them, well no you can’t do this, you 
really have to appreciate that fact now . . . You are doing it all at the 
same time. You are saying get up, get going, and slow up and accept 
death all at once, which is really contrasting.

Although these two orientations are in tension, they are not mutu-
ally exclusive; both need to be central to the provision of neuro-
palliative rehabilitation.

Content of neuropalliative rehabilitation
Neuropalliative rehabilitation follows the same process that would 
be used in other conditions. As shown in Figure 27.1, there is an 
iterative, cyclical process of assessment, problem identification, 
goal setting, interventions (either implementing these directly or 
signposting elsewhere), review, and discharge [4, 9, 13].

This generic process needs to be underpinned by specific pallia-
tive care skills which include a number of elements. Working in the 
context of a rapidly changing condition requires a flexible, respon-
sive approach to planning. Families and carers are as central to the 

process as patients, and it is important that they receive adequate 
and appropriate support. Health professionals need to understand 
that while deterioration is inevitable, the extent to which patients 
wish to acknowledge this will vary, and rehabilitation will need to 
be paced to take account of this. Patients and their families will be 
seeking information, and it can be challenging to provide this in 
the context of uncertainty. Effective communication depends on 
health professionals being comfortable discussing dying and the 
existential concerns that patients have.

Assessment strategies in neuropalliative 
rehabilitation
Assessment in neuropalliative rehabilitation requires a holistic, 
biospychosocial approach, taking account of how the disease and 
treatment affects the person physically, functionally, psychologi-
cally and socially. The domains that should be assessed are set out 
in Table 27.2.

Assessment can be carried out through low key observation and 
conversational approaches, or via structured, standardized assess-
ment tools, or a mixture of both. Many palliative rehabilitation cli-
nicians favour a low-key approach, which has the advantage that 
patients are not put through rigorous, formal functional assess-
ments that further deplete limited energy supplies, and may quickly 
be out of date as the disease progresses [21]. There is also a notion 
that standardized assessments with checklists are a barrier to devel-
oping relationships with patients, and that they are not sufficiently 
individualized and patient-focused. While relationship-building 
and patient-centredness are important in the assessment pro-
cess, there is evidence to suggest that patients’ concerns are more 
reliably through systematic, structured assessment. Homsi and 
colleagues [22] studied 200 patients consecutively referred to a pal-
liative medicine programme, and compared open-ended questions 
with a 48-item symptom checklist. The median number of symp-
toms found using systematic assessment was ten-fold higher than 
those volunteered through open questioning.

The assessment process has to balance the need for a sufficiently 
detailed analysis of patients’ problems such that a treatment plan 
can be formulated, with patients’ fatigue and stamina as well as 
the potential for the process to reinforce the patient’s sense of their 
limitations. The purpose of the assessment should be apparent both 
to the clinician and to the patient, with clear explanations of what 
is being done, why, and how it will contribute to the management 
plan. Assessment should be relevant to the activities a person will 
be carrying out—there is little purpose in assessing independence 
in dressing when this is not something a person needs or wishes to 
do without help. Similarly, it is helpful to include carers and fam-
ily members in assessments where appropriate and possible—for 
example, a shower assessment together with the carer who will be 
helping the patient with the activity. In the later stages of illness, it 
is likely that the focus of assessment will shift from the patient to 
the carer’s abilities and the environment of care.

Measuring outcomes
In addition to informing patients’ care plans, information collected 
in the course of the assessment process can be used to measure the 
outcomes of neuropalliative rehabilitation. Measuring outcomes 
can help to demonstrate that the interventions provided are effec-
tive. It can also guide the development of services, monitor the 
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Fig. 27.1 Neuropalliative rehabilitation process.
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impact of service developments and changes to practice, and show 
patients and their families that they are making progress [23, 24]. 
Outcome domains relevant to palliative rehabilitation include 
participation, goal attainment, self-efficacy, physical function, 
management of specific symptoms (notably pain, fatigue, and 
breathlessness), acceptance, and quality of life.

Measuring the outcomes of palliative rehabilitation can be 
challenging. Rehabilitation is often one component of a range of 
interventions provided by a multiprofessional team and it can be 
difficult to separate out the specific contribution of the rehabili-
tation element; many rehabilitation outcome measures anticipate 
that functional gains will be made, which is often not the case 
in palliative care where patients are deteriorating. Murtagh and 
colleagues [10: p. 43] point out that in palliative care, a success-
ful outcome is not successful treatment of disease, but the abil-
ity, ultimately, to enable a ‘good’ death—that is, one that is free 
from distressing symptoms with psychosocial and spiritual needs 
addressed.

Goal setting
Goal setting is a core component of rehabilitation. It is a pro-
cess of negotiation and discussion where a patient and health 
professional(s) decide on what the patient wants to achieve, and 
agree how they will work together to accomplish these things 
within a specified time frame. Patients need to be involved in 
the goal-setting process to ensure that goals are meaningful and 
relevant to them [25]. Goal setting provides a structure for the 
assessment process, for planning interventions, for review, and for 
measuring outcomes. It is particularly relevant in neuropalliative 

rehabilitation, where working towards meaningful goals can pro-
vide patients with a sense of progress, self-sufficiency, and con-
trol. In context of deterioration and uncertainty, goals that foster 
insight and understanding can be just as important as those that 
are aimed at functional improvement [4] .

To help patients to think about their goals, the following sorts 
of questions can be useful. ‘What are the things in life that are 
important to you?’ ‘What would like to be able to do? Are there 
things that need to be able to do? Are these different to the things 
you want to do?’ ‘What do you feel you want to be able to do on 
your own, and what are you comfortable having some help with?’ 
The answers to these questions need to be weighed against the 
patient’s physical, psychological, and social resources, as well as 
how they fit with family and organizational priorities. Tension can 
arise when—for example—a patient’s stated desire to remain at 
home conflicts with an elderly spouse’s abilities to provide care in 
a locality where professional carers are a scarce resource.

As well as listening carefully to the content of patients’ stories 
about what matters to them, we also need to attend to what the 
person is telling us indirectly about who they are and what makes 
life meaningful for them. A patient with very limited mobility 
might say, ‘I used to be able to go for long walks in the country 
and I’d like to be able to do that again’. Rather than dismiss this 
as impossible and unrealistic, we can discuss with the patient 
what they enjoyed about the activity—perhaps the pleasure 
of exploration, being with other people with similar interests, 
and a sense of themselves as an active, outdoor kind of person. 
Understanding what the activity represents to the patient can 
make it possible to identify alternatives that could achieve the 
same things—a wheelchair-accessible trail, perhaps, or a picnic 
in the countryside.

It can be helpful to talk through some of the assumptions that 
patients make about what is possible and not possible, and what it 
is essential to do every day. Having some help with routine tasks, 
for example, can mean that a person has more energy available to 
do something that is pleasurable rather than necessary.

There is an important distinction to be made between hopes and 
goals [26]. A goal is clear and specific; it is something that a per-
son has control over, and can work toward achieving. A hope, by 
contrast, is an indication of something that a person would like, 
that they do not have complete control over: ‘I hope the weather 
will be good for our picnic next week’, or ‘I’m looking forward to 
by nephew’s wedding in September’. Hopes can help to maintain 
optimism and a view of oneself as engaged in activities and events, 
even as these become more and more difficult.

Rehabilitation staff can be concerned about being seen to sup-
port patients’ aspirations when they feel these are unrealistic. 
While it is neither helpful nor appropriate to be falsely encour-
aging—’Yes of course you will get better!’ when recovery is not 
anticipated—it is also not necessary to undermine the strate-
gies that patients use to maintain a sense of themselves as com-
petent, worthwhile individuals. Normal human perception and 
behaviour is characterized by a tendency towards ‘positive illu-
sions’: mild distortions of reality in which we hold unrealistically 
positive views of the self, exaggerate perceptions of personal con-
trol, and are unrealistically optimistic [27–29]. Moreover, these 
positive illusions appear to have protective psychological effects, 
which contribute significantly to a person’s ability to adjust to 
severely threatening events.

Table 27.2 Assessment in neuropalliative rehabilitation

Mobility Ability to walk or to mobilize in a wheelchair.

Activities of daily 
living

The impact of illness on carrying out daily occupations—
activities that are necessary as well as those which are 
desired.

Symptoms For example, fatigue and energy levels, muscle weakness, 
spasticity, pain, respiratory problems, neuromuscular 
function, mood, cognitive function.

Living space The physical and social environment in which the patient 
lives or will be living.

Communication Speech and communication difficulties.

Nutrition Eating and nutrition.

Resources The personal strengths and resources that the patient 
has available, as well as those afforded by families, carers, 
communities, and the environment.

Relationships The patient’s relationship with those who are or will be 
providing care, looking in particular at how this affects the 
way in which he or she is allowed or enabled to function 
by others.

Prognosis The likely future course of the illness, taking account of 
the potential for improving or maintaining function and 
quality of life, and of the patient’s a view of the future.

Orientation to 
rehabilitation

The patient’s perception of the need for and willingness to 
engage with rehabilitation.
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Taylor [27] contends that adjustment to illness centres around 
three themes: a search for meaning in the experience, an attempt to 
regain mastery over the event in particular and over life in general, 
and an effort to enhance self-esteem. Patients might plan to travel 
abroad, or have ideas about manufacturing their own aids and 
adaptations, or resuming previously enjoyed hobbies, or they might 
look forward to being able to walk again. Research with people with 
metastatic spinal cord compression has shown that while patients 
take steps towards achieving these things, they also avoid situations 
in which their abilities could be directly challenged [30]. In this 
regard, patients’ orientation to disability incorporates two appar-
ently inconsistent attitudes (see Figure 27.2). On one hand, there is 
an acknowledgement that something significant has changed and 
that, as a consequence, functional boundaries and limitations will 
need to be explored, new self-management skills learned, and use-
ful information sought. On the other hand, patients avoid acknowl-
edging problems, determined to hold on to a sense of themselves 
as competent, resourceful human beings. These two orientations 
are in conflict, and patients look for ways to manage this tension 
by revising their expectations (changing the goalposts), indefinitely 
deferring anticipated pleasures, and by avoiding situations in which 
their abilities might be put to the test. Patients ‘twin-track’—run-
ning their acknowledgement of changed circumstances alongside 
a view of themselves as capable. This overly-optimistic view of self 
and of future events does not necessarily prevent them from mak-
ing sensible, practical plans for the present, and it can help to sup-
port self-esteem and a sense that life is worth living.

Maximizing function, mobility,  
and independence
In the context of a deteriorating condition, responding to the 
patient’s desire for independence needs some careful thought. It 
can be helpful to focus on activity and participation as a means to 
foster an independence of spirit rather than to achieve the mas-
tery of particular tasks. Cardol et al. [31: p. 1002] propose that 
‘the most valuable outcomes of rehabilitation are  .  .  . possibili-
ties or ‘feasibilities’ rather than specific achievements. Enabling 
a disabled person to be as independent as possible within the 

limitations imposed by impairment, and to exercise autonomy 
in everyday life, form the bedrock of rehabilitation practice’. 
Recognizing that a person’s impairments may rule out independ-
ence in the sense of performing an activity entirely on one’s own, 
we can make a distinction between physically doing the activ-
ity oneself—‘executional autonomy’—and being able to control 
the manner in which the activity is performed—‘decisional 
autonomy’ [32]. In other words, a person might not be able to 
put on a shirt without help, but they can exercise control over 
their environment through choosing what they wish to wear and 
instructing the helper about the way the task should be done. In 
palliative care rehabilitation, where the potential for improving a 
patient’s executional autonomy is limited by advancing disease, 
this notion has particular relevance.

Modifying the environment and providing aids, equipment and 
adaptations can be enormously helpful in enabling people to con-
tinue to manage their desired activities. A wheelchair and a ramp 
can make the difference between being housebound, and getting 
out to the local shops. An adjustable-height hospital bed and a 
hoist in a downstairs room can make it possible for someone who 
can no longer transfer independently to continue to live at home. 
There are, however, a couple of considerations when providing 
large items of equipment. It is important to pay attention to the 
patient’s physical environment and to the consequences of turn-
ing a home into what can feel like a mini hospital. There is also the 
issue that decisions about providing about expensive permanent or 
semi-permanent adaptations can be difficult to make when a prog-
nosis is uncertain, when resources are limited, and when it is not 
clear how much use the person will be able to make of it. Openness, 
honesty, and good communication skills are required, as is being 
clear with patients about the alternatives and the advantages and 
drawbacks. Discussions with colleagues in the multiprofessional 
team can be invaluable in helping to make these decisions.

Rehabilitation approaches to the 
management of common symptoms
There are a number of symptoms that can aggravate the disability 
resulting from a neurological condition and impact on patients’ 
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Fig. 27.2 Patients’ response to disability.
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ability to participate in rehabilitation as well as to manage their 
daily activities. Rehabilitation approaches can contribute to their 
management. These are appropriate throughout a patient’s disease 
trajectory, but careful attention to symptom management is par-
ticularly important around the initial diagnosis and at times of 
disease progression or following acute events.

Muscle weakness and deconditioning
Patients should be encouraged to remain physically active to min-
imize the onset of neuromuscular deconditioning. Low-intensity 
active exercises and movement therapies targeting large muscle 
groups may help maintain muscle power and exercise tolerance. 
While research into the potential benefits of exercise in advanced 
disease is limited, studies show that patients are willing to partici-
pate and do not appear to experience harm [33, 34]. Where inde-
pendent low-intensity active exercise is not achievable due to the 
severity and nature of movement disorders, family members can 
be taught how to do active assisted and passive movements.

Equipment (such as a raised perching stool for kitchen activ-
ities, or a seat and rails in a bath or shower), mobility aids (for 
example, a walking frame), small aids (long-handled reachers and 
bottle openers, etc.), and adaptations (like a ramp in place of steps) 
can assist people to maintain their independence. However, as we 
discussed earlier, these should be introduced sensitively, attending 
to any psychological distress resulting from loss of independence, 
and understanding the significance and meaning to the person of 
increasing dependency. This is especially relevant for people diag-
nosed with rapidly progressive disease who may have had little 
time to adjust to the change in their function.

Breathlessness
Breathlessness is a multidimensional symptom incorporating 
physical, psychological, social, and environmental factors. It is 
responsive to non-pharmacological interventions delivered by 
a multiprofessional team [35]. Once potentially reversible causes 
have been excluded, rehabilitation interventions focus on directly 
or indirectly relieving the experience of breathlessness. Techniques 
that can be used to manage breathlessness are set out in Table 27.3.

Simon et al. [36] have identified five different patterns of episodic 
breathlessness in patients with advanced disease, examining the 
presence or absence of triggers, the predictability of the response, 
and the severity of the attack. Understanding the type of breathless-
ness can help clinicians to tailor specific management strategies.

Non-pharmacological breathlessness management services are 
increasingly being offered by specialist palliative care services and 
hospices. Interventions should be introduced early in anticipation 
of worsening breathlessness while the patient and carer have the 
motivation, physical and cognitive ability to integrate the strate-
gies into daily routines. For patients with nocturnal hypoventi-
lation and respiratory failure, referral to a ventilation service for 
non-invasive intermittent ventilation may improve sleep quality 
and daytime breathlessness [37, 38].

Fatigue
Like breathlessness, fatigue is a multifaceted symptom. Physical 
activity and exercise are the mainstays of rehabilitation manage-
ment, combined with strategies to help patients to plan and pace 
their activities, cognitive therapy, treatment of underlying depres-
sion, and attention to risk factors such as poor nutrition and inac-
tivity [39]. Teaching patients how to adapt movement patterns and 
postures can be helpful, such as sitting rather than standing to do 
a task. Energy conservation techniques equip patients and their 
carers with the skills to choose and balance desired activities or 
exercise with periods of recovery and rest. These strategies might 
be counterintuitive for patients whose past experience of healthy 
tiredness has taught them that rest is an effective remedy. Carers 
too can feel that they are being kind and supportive by encour-
aging the patient to be less active, without realising the adverse 
effects of deconditioning. Patients, carers, and other health pro-
fessionals may need educating to understand that fatigue in the 
context of illness is different to ordinary tiredness, and that it 
needs to be actively managed.

Cough
In neuromuscular disease, varying restrictive lung disease pat-
terns will develop according to the rate of disease progression and 
patterns of muscular weakness. In the palliative phase, alongside 
possible difficulties in swallowing and the presence of drooling, 
these can lead to recurrent chest infections, ineffective cough, and 
respiratory failure. It is important therefore that interventions to 
maximize respiratory capacity and assist cough are taught early 
to minimize and delay the onset of this respiratory insufficiency. 
Referral to specialist respiratory physiotherapy or ventilation 
intervention services for assessment will enable patients and car-
ers to learn appropriate self-management techniques, such as 
breath stacking and manually assisted cough.

Some patients may require mechanically assisted cough devices 
such as lung volume recruitment bags or mechanical insufflator/
exsufflators (cough assist machines). As the end of life approaches, 
palliative rehabilitation specialists can contribute to the support 
given to patients and families in making difficult decisions regard-
ing on-going use of mechanical ventilation and cough assist devices.

Pain
Pain may be caused by the primary neurological condition or by 
comorbidities. Patients’ perceptions of pain can guide treatment, 
and it can be helpful to find out whether patients can identify 

Table 27.3 Techniques to alleviate the experience of breathlessness

Learning to use breathing techniques

Hand-held fan

Positioning and movement techniques

Exercise and physical activity

Learning to prioritize and pace activities

Mobility aids

Aids and adaptations to assist with daily activities

Modifying perceptions and negative beliefs

Acupressure/acupuncture

Non-invasive intermittent ventilation

Anxiety management

Distraction

Support for carers
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their own successful pain-relieving strategies, such as move-
ment, positioning, relaxation, heat or cold, massage, or diver-
sion [40]. Where pain is associated with movement, patients may 
become inactive. Carefully introduced and properly monitored 
exercise and movement therapy can help to encourage gentle 
activity, which, in turn, can prevent pain due to musculoskeletal 
immobility. These should be considered even when restoration 
of muscle function is not expected. Other non-pharmacological 
pain management interventions include transcutaneous electri-
cal nerve stimulation (TENS), acupuncture and acupressure, soft 
tissue and massage therapies, mobility and other aids and equip-
ment, and strategies to minimize the onset of pain when carrying 
out daily activities.

Speech and communication difficulties
Where it is likely that speech and communication will become 
impaired during the palliative phase, it is essential that referral 
to speech and language therapy services are made in good time. 
This allows interventions and strategies, including the use of aug-
mented and alternative communication aids, to be established and 
adapted according to the needs and wishes of patients and carers 
as communication—and possibly also cognitive—abilities dete-
riorate. Enabling patients to continue to communicate for as long 
as possible is highly valued by both patients and carers. Where 
further deterioration is inevitable, families might need encour-
agement and support to discuss advanced care planning at a time 
when discussions are possible.

Swallowing
Difficulties in swallowing may occur long before the palliative 
phase and patients may have established support from their local 
speech and language therapy service. For other patients, swallow-
ing problems may develop quickly, allowing little time for adjust-
ment or accommodation and may herald the palliative phase of 
their disease. They may be associated with other symptoms such 
as drooling and cough and can be extremely distressing. Timely 
assessment is required to minimise the risk of aspiration pneu-
monia and reduced nutrition. Invasive procedures such as percu-
taneous endoscopic gastrostomy (PEG) and other enteral feeding 
devices are useful, but the risk of aspiration remains. In the pal-
liative phase, sensitive negotiation and goal setting with patients 
and carers is needed, as autonomous choices balance known risks 
of aspiration against quality of life and on-going participation in 
family life and meal times.

The contrast between palliative 
rehabilitation in deteriorating vs stable 
neurological conditions
LTNCs are often divided into four groups:

1. Progressive conditions, for example, Parkinson’s disease, motor 
neuron disease, and progressive MS.

2. Intermittent conditions, for example, epilepsy and relapsing 
remitting MS.

3. Single incident disorders, for example stroke, spinal cord injury, 
and traumatic brain injury.

4. Stable conditions, which have changing needs due to age, for 
example, post-polio syndrome and cerebral palsy.

The needs of people with progressive disease, where there is the 
possibility of serious disability and premature death, differ from 
those with single-incident disorder such as serious head injury, 
which results in profound disability. In the first group, the reha-
bilitation team will work with the patient in the early stages of the 
disease in the realm of preventative rehabilitation. After a relapse 
or in the early stages of progressive disease restorative rehabilita-
tion may be provided in both in- and outpatient settings. As disa-
bility becomes more profound, supportive rehabilitation becomes 
the dominant model. Finally, where the person becomes severely 
disabled, palliative rehabilitation would be appropriate.

There is considerable evidence relating to the issues for peo-
ple with slowly progressive disease such as MS. From the time of 
diagnosis the person with a progressive disease may have ques-
tions about death and dying and may need support around talk-
ing to their families about their prognosis and writing an advance 
directive. From diagnosis people can experience a sense of aban-
donment and isolation, which can continue for months or years 
[41]. Wollin [42] notes that feelings of disbelief and devastation 
are experienced not only by patients but also by their families, 
emphasizing the need for support for family relationships and 
not just individuals. These feelings of loss persist throughout the 
disease course. In MS, patients who have severe disability iden-
tify two significant areas of loss:  the loss of personal independ-
ence and the loss of employment, which in turn lead to a loss of 
self-esteem, social contact, and income [43]. These multiple losses 
make adaptation and adjustment challenging, and cognitive 
behavioural therapy can be helpful in this regard. These feelings of 
loss, concern about death, and the need to adjust are traditionally 
the domain of palliative care but, where patients are well known 
to neurological services, the involvement of the neurological team 
may lead to better continuity of care.

As disease progresses, patients become less mobile and often 
become lost to follow up, particularly if they are admitted to nurs-
ing homes. These patients can experience pain, spasticity, fatigue, 
depression, pressure sores, and incontinence. While some neu-
rological rehabilitation teams may have experience in the man-
agement of these problems, research evidence suggests that these 
symptoms are probably undermanaged in much of rehabilitation 
practice [44]. A dedicated MS palliative care service suggested that 
palliative care lead to improvements in five key symptoms: pain, 
nausea, vomiting, mouth problems, and sleeping difficulties; and 
also improved informal caregiver wellbeing.

These needs contrast with those following a single-incident dis-
order such as brain injury resulting in a low awareness state. In 
this context the main rehabilitation approaches used will be sup-
portive and palliative rehabilitation, with an emphasis on enabling 
families to adjust to the ‘ambiguous loss’ associated with having 
a family member in a low awareness state, whether a persisting or 
permanent vegetative state (PVS) or a minimally conscious state. 
Kitzinger and Kitzinger [45] have outlined several key steps with 
regard to supporting families in a PVS. These include attention 
to appropriate decision-making processes in compliance with the 
Mental Capacity Act, good quality diagnosis care and informa-
tion, regular patient review, and good palliative care.
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Families, if they wish, should be supported to be actively engaged 
in the care programme of people with profound disabilities, and 
supported to undertake activities with their family member such 
as such as gentle massage, stretching, and stimulating activities 
(for example, listening to music). Families of patients with persis-
tent disorders of consciousness should be offered counselling and 
support when they are ready to receive this, but family needs will 
change and so this support must be offered repeatedly.

Assisted dying—considerations for 
neuropalliative rehabilitation
Assisted dying remains a highly topical debate in palliative 
care. It is a complex subject and beyond the scope of this chap-
ter to discuss in detail; however, there are aspects of the debate 
that have direct relevance for rehabilitation and it is therefore 
helpful for clinicians to have some understanding of the issues. 
Physician-assisted death is legal in certain parts of the world, for 
example in the Netherlands and the American state of Oregon. It 
is not currently legal in the UK despite several attempts in the last 
decade to introduce bills to Parliament to ‘enable an adult who has 
capacity and who is suffering unbearably as a result of a terminal 
illness to receive medical assistance to die at his own considered 
and persistent request’ [46: p. 179].

There is a fairly sizeable literature on patients’ priorities and 
concerns at the end of life, but these focus mainly on the views 
of cancer patients and there is very little information specific to 
people with neurological conditions. What is apparent from this 
literature, however, and has relevance for rehabilitation at the end 
of life, is that disability and burden on others are both cited by 
patients as reasons for considering assisted suicide [47–49].

In a controversial report, the Commission on Assisted Dying 
[50] set out a case for allowing assisted dying in terminally ill 
adults. There are strong views on both sides of the debate, but the 
one aspect of the report that received unanimous support was the 
statement that comprehensive palliative care should be available 
to everyone living with life-threatening illness, at all times, and 
across all care settings. While one wants to avoid the naïve and 
simplistic view that given the proper care and facilities no-one 
would choose to die, it is vitally important to make sure that peo-
ple reaching the end of life are able to live in a way that preserves 
their dignity and self worth.

This requires attention to be paid to an individual’s impairment 
as well as to their physical environment and to social structures 
and attitudes. Disabled people giving evidence to the Commission 
expressed the concern that ‘less politicized disabled people, or peo-
ple who first develop an impairment later in life as a result of ill-
ness . . . might be more prone to adopt negative social perceptions 
about the status of disabled people in society’, and that a sense of 
oneself as worthless and burdensome could influence judgements 
and decisions about whether life was worth living [50: p.291]. As 
we noted at the beginning of this chapter, rehabilitation in pallia-
tive care is concerned with enabling people to participate to as full 
an extent as possible in all aspects of their daily lives—making 
the most not only of their physical capacity, but also their psycho-
logical resources. Rehabilitation has an important part to play in 
supporting a person’s perception of him or herself as a worthwhile 
individual with something to contribute to society, even in the late 
stages of illness.

Communication skills
Excellent communication skills underpin the delivery of neuro-
palliative rehabilitation. In addition to the basic good commu-
nication skills required in any healthcare context, there are two 
issues that have particular relevance in palliative care: being com-
fortable talking about death and dying, and being able to manage 
uncertainty.

Talking about dying
The National Service Framework for Long Term Conditions 
[51] emphasizes the importance of clinicians having the skills 
to address patients’ fears and concerns about death. Patients are 
likely to have thoughts (and possibly fears) about the manner and 
timing of death, even if these are not voiced. For this reason, death 
and loss need to be on the agenda from the start, even when death 
is not imminent. People need to be given both the opportunity 
and the permission to ask questions, and clinicians need to find 
ways of making it clear to patients that they are comfortable hav-
ing such conversations. Simply asking patients whether they have 
any fears or concerns about the future can be a way of doing this.

Managing uncertainty
Patients have many questions to which there are few straightfor-
ward answers:  ‘How quickly will I get worse?’ ‘Am I going to be 
able to walk again?’ According to Murtagh et al. [10], ‘The key to 
managing uncertainty is to acknowledge it—unacknowledged 
uncertainty causes problems; acknowledged uncertainty, care-
fully handled, can build trust’. The difficult bit is to maintain 
patients’ trust and confidence in you—to recognize that this is 
not contingent on knowing all of the answers, but being willing 
to accept that sometimes there are no answers and to help patients 
and their families to face that and to manage the consequences. 
Some practical strategies for managing uncertainty are set out in 
Table 27.4.

Self-care strategies
For healthcare professionals, working with people who are reach-
ing the ends of their lives is personally challenging. In this final 
section, we explore some of the factors that can contribute to 
stress in the workplace as well as some that counterbalance these, 
and we suggest some simple self-care strategies.

Sherman [52] proposes that job stressors fall into four cat-
egories: personal, interpersonal, health system, and professional. 

Table 27.4 Strategies for managing uncertainty

For professionals For patients

Recognize uncertainty, both one’s own 
and that of other professionals.

Discover how much the patient 
wants to know.

Be honest with patients about 
uncertainty.

Discover how the patient feels about 
uncertainty.

Encourage open discussion 
of uncertainty among the 
multidisciplinary team.

Allow the patient to dictate the 
amount and pace of information.

Avoid collusion with the patient or 
family.
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Personal factors include our own previous life experiences of loss, 
illness, and death; the expectations we have of ourselves and of 
what we can deliver; and our attitudes and values—‘good pro-
fessionals can manage their emotions without it affecting their 
work’, for example, or ‘it is unprofessional to cry in the workplace’. 
Interpersonal factors relate both to interactions with patients and 
with colleagues. It is possible to become too invested in patients’ 
problems without giving enough attention to personal replenish-
ment [53]. Some patients can remind us powerfully of people we 
have known personally, making it hard to avoid over-identifying 
with their situation. Receiving inadequate emotional and practi-
cal support from colleagues can compound this. From a health 
systems perspective, the pressures inherent in the organizations in 
which we work can be stressful. Inadequate resources, poor coor-
dination of care and bureaucracy can make it impossible to deliver 
what we would want for our patients, leading to feelings of frustra-
tion and powerlessness. The moral and ethical dilemmas that arise 
in palliative care can lead to professional dilemmas, particularly 
when patients’ wishes conflict with codes of ethical conduct. For 
example, respecting a patient’s autonomy and valuing the practice 
of goal setting can be difficult when that patient’s stated goal is to 
end their life.

Signs of stress include:  feelings of anxiety, guilt, anger, frus-
tration, helplessness, self-doubt or insecurity; rumination; find-
ing it difficult to take one’s self away from the job (physically and 
mentally); conflict in teams; prolonged feelings of sadness and 
despair; over-investment in patients’ problems, difficulty mak-
ing decisions, and avoiding interactions with patients and their 
families. It is important to pay attention to feedback from oth-
ers—it can sometimes be difficult to recognize or accept that we 
are stressed, and the observations of others can be helpful in this 
regard.

People who work in palliative care situations identify many 
rewards in their work which are valuable in counterbalancing 
some of these stressors. Vachon [53] highlights a number of 
ways in which doing a job that is meaningful and contributes to 
the good of society can be personally and professionally fulfill-
ing. The opportunity to make a difference in people’s lives at a 
very challenging time can engender a sense of being involved in 
something meaningful and important. The centrality of fami-
lies and carers in the rehabilitation process makes it possible 
to work holistically and inclusively, experiencing reciprocity 
in relationships that are developed and receiving positive feed-
back where one’s input has been helpful. Being instrumental in 
patients achieving their goals can provide families with good 
memories in difficult times. Contributing to patients being able 
to die where they chose, having put their affairs in order, enjoy-
ing warm relationships with those close to them can show us 
that death can be peaceful and well managed. The work can be 
intellectually stimulating, providing satisfaction in managing 
challenging ethical, practical, and professional situations well, 
and being part of a supportive network of colleagues who share 
the same ideals.

Stress is part of everyday life, and some amount of stress can 
be energizing and motivating. Attempting to eradicate stress 
altogether is likely to be both impossible and counter-productive. 
However, we do want to make sure that stress is well managed, and 

that we are controlling it, rather than the other way around. There 
are a number of things that we can do to manage and reduce stress 
[54]. These involve attending to both personal and environmental 
factors, gaining a clear understanding of ourselves and our work 
environment.

At a personal level, we need to understand our own resources, 
motivations, values, and limitations. We can use both behav-
ioural and cognitive strategies to implement change where 
needed—doing things differently, as well as changing habits 
of thought and attitudes. Developing a level of self-awareness 
is important, particularly in understanding our personal phi-
losophy of illness, suffering and death. Working with a mentor 
or clinical supervisor to do this can be beneficial. In terms of 
environmental factors, we need a realistic appraisal of exter-
nal resources, identifying where they are plentiful and where 
they are limited. Having a clear understanding of what is 
expected of us, and what is reasonable and achievable within the 
resources available is extremely important. The New Economics 
Foundation [55] offers a set of simple, practical, evidence-based 
actions to promote well-being in everyday life. These are shown 
in Table 27.5.

Summary and conclusions
Patients tell us that what matters to them towards the end of 
life includes being able to maintain a sense of achievement and 
self-worth, and to enjoy their relationships with those close to 
them. The functional deterioration that patients experience and 
consequent loss of independence can cause psychological dis-
tress and social isolation. Although rehabilitation is traditionally 
thought of in terms of improvement and restoration, at the end 
of life it has a vital role to play in supporting people to adapt to 
changed circumstance and to limit the impact of advancing dis-
ease while acknowledging the reality of dying.

Excellent neuropalliative care requires a well-coordinated 
multi-professional team which brings together expertise in neu-
rology, rehabilitation, and palliative care. The team needs to be 
able to manage the tension between supporting patients’ goals and 
hopes while at the same time acknowledging the reality of death 
and dying openly, honestly and with sensitivity. This requires 
well-developed communication skills, and attention to the per-
sonal and professional challenges and rewards that working in 
this area entails.

Table 27.5 Five ways to well-being

Connect with people—family, friends, colleagues and patients. Building 
connections enriches daily life.

Be active. Find a physical activity that you enjoy and suits your level of ability. 
Exercise helps us to feel good.

Take notice. Be curious about your surroundings. Notice the things around 
you that are beautiful and unusual.

Keep learning. Try something new, set a challenge you will enjoy achieving.

Give. Do something nice for a friend or a stranger. Thank someone. Smile. 
Look out as well as in. Seeing yourself and your happiness as linked to a wider 
community can be incredibly rewarding.
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Recognition and management 
of functional (non-organic) 
symptoms after CNS damage
Lucia Ricciardi, Alan Carson, and Mark Edwards

Introduction
In clinical practice it is well known that some patients who have 
a recognized neurological disease or have experienced struc-
tural damage to the nervous system, may present with symptoms 
which are eventually unexplained by that disease or damage. 
These patients are often referred to as having ‘functional overlay’. 
Functional overlay is relatively common: in a recent study [1]  of 
over 3,000 consecutive outpatients presenting for the first time 
to neurological services, 12% of those with neurological disease 
or structural damage were also reported by their treating neu-
rologist to have ‘symptoms unexplained by disease’. There was no 
significant difference between different neurological diagnoses 
and the likelihood of patients having functional overlay, though 
some smaller studies have focused on particular causes of neuro-
logical disease and have reported some differences in the likeli-
hood of functional overlay occurring in different disorders (e.g. 
a higher rate of somatoform disorders has been reported in those 
with Parkinson’s disease as opposed to atypical parkinsonism and 
dementia [2, 3]).

In this chapter we consider the relevance of functional overlay 
to management of patients with central nervous system (CNS) 
damage. This task is rather difficult as few studies have explored in 
detail the diagnosis, pathophysiology and treatment of functional 
symptoms specifically in the setting of CNS damage. A  major 
exception to this is the quite extensive study of patients who have 
an inexplicably catastrophic outcome after what appeared to be 
minor traumatic brain injury (mTBI), a phenomenon sometimes 
called post-concussional syndrome. We have therefore focused 
this chapter on this topic, while also drawing on evidence for the 
diagnosis, pathophysiology, and treatment of functional symp-
toms in a more general neurological setting.

Traumatic brain injury (TBI) is a common event, most com-
monly caused by road accidents, falls, sport injuries, and assaults, 
and can lead to death and disability. Approximately 80% of TBI 
are defined as ‘mild’ (mTBI) [4]  and as such would intuitively 
not be expected to result in a poor outcome. However, poor, even 
catastrophic outcome is reported after such mTBI; such poor 
outcome may well be due to functional neurological symptoms, 
and this must be considered because it has a definite impact on 
management.

Although a universally accepted definition of mTBI is lack-
ing, differing criteria including measures of Glasgow Coma Scale 
(GCS), duration of total loss of consciousness and duration of 
post-traumatic amnesia have been recommended and are widely 
used. Following comprehensive review of the scientific litera-
ture the World Health Organization (WHO) recommended the 
following definition [5] :  ‘Mild traumatic brain injury is an acute 
brain injury resulting from mechanical energy to the head from 
external force. Operational criteria for clinical identification 
include: (1). One or more of the following: confusion or disorien-
tation, loss of consciousness for 30 minutes or less, post-traumatic 
amnesia for less than 24 hours, and/or other transient neurologi-
cal abnormalities such as focal signs, seizure, and intracranial 
lesion not requiring surgery; AND (2). GCS score of 13–15 after 
30 minutes post head injury or later upon presentation for health 
care. These manifestations of mTBI must not be due to drugs, 
alcohol, medications, caused by other injuries, or treatment for 
other injuries (e.g. systemic injuries, facial injuries, or intubation), 
caused by other problems (e.g. psychological trauma, language 
barrier, or coexisting medical conditions) or caused by penetrat-
ing craniocerebral injury’.

Acute symptoms of mTBI include: headache, dizziness, nausea, 
fatigue, vertigo, tinnitus, slurred speech, and poor concentration; 
these symptoms tend to recover within a matter of days or weeks 
after injury and most individuals (80–90%) report no apparent 
sequelae after 3 months. The prognosis of mTBI is therefore, in the 
majority of cases, excellent.

However 10–20% of patients with mTBI, (historically not very 
sympathetically termed the ‘miserable minority’ [6] ) have per-
sistent symptoms at one year after injury [7–9]. Many of these 
patients experience a chronic condition that is termed by many: 
‘post-concussion syndrome’ (PCS), though for reasons outlined 
below this term is thought by some to be an inappropriate label 
for the condition. Patients with persistent symptoms after mTBI 
typically experience a combination of symptoms in physical (e.g. 
fatigue, headache), cognitive (e.g. concentration and memory defi-
cit), and emotional (e.g. anxiety, irritability) domains [6, 10].

One important consideration that could explain some of the 
poor outcome at long-term follow-up of patients with mTBI is 
that patients who have mTBI are at risk due to lifestyle factors 
from other illness, including recurrent TBI. A high prevalence of 
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alcohol abuse in those with head injury has long been recognized; 
one-third to two-thirds of patients with TBI are intoxicated at the 
time of injury, and approximately half of alcoholics have a history 
of TBI with loss of consciousness and/or hospitalization [11]. On 
this basis we could hypothesize that past personal and social life 
style might predispose to a more severe outcome following mTBI.

Following this line, a recent study has underlined once again the 
role of alcohol in head injury and has examined the subsequent 
risk of epilepsy. The findings are intriguing and suggest that the 
widely accepted association between mTBI and seizures may in 
fact be an artefact related to high rates of alcohol misuse in this 
population [12].

A second potential cause of poor outcome is that mTBI might 
trigger the onset of a functional neurological disorder, which has 
as its main symptoms those symptoms that are usually ascribed 
to ‘PCS’. In support of this contention, there is no clear positive 
correlation between the severity of TBI and PCS development; on 
the contrary, moderate to severe injuries do not tend to cause PCS. 
This piece of evidence brings into question the use of the word 
‘concussion’ to describe this syndrome: surely concussion would 
be expected to be most severe in those with moderate to severe 
TBI? Added to this is the finding that typical symptoms of ‘PCS’ 
are also seen in patients who have suffered (often minor) limb 
injuries where there is good evidence of there being no injury to 
the head. Such symptoms are also commonly seen in patients with 
chronic pain disorder, or even in healthy controls. These observa-
tions are part of the background against which there has been an 
ongoing debate as to whether ‘PCS’ is best considered a ‘neuro-
genic’ or a ‘psychogenic’ disorder, and also if for some patients it 
is a genuine entity at all or simply reflects deliberate generation of 
symptoms for financial gain.

A parallel debate has taken place with regard to functional 
neurological symptoms in general; fierce debates regarding ter-
minology are underpinned by different levels of belief about the 
relevance of psychological factors in the triggering and mainte-
nance of functional symptoms.

Historical background
The term PCS was used for the first time in 1834 in Grinker’s neu-
rology textbook. Between 1866 and 1882 Erichsen described in his 
publications what was defined as ‘railway brain’ or ‘railway spine’ 
as ‘certain obscure injuries of the nervous system commonly met 
with as the results of shocks of the body received in collisions on 
railways’ and he suggested that minor head and spine injuries 
might cause severe disabilities due to ‘molecular disarrangement’ 
in the nervous system. A number of contemporaneous medical 
authorities such as Wardsworth, Page, Strumpel, and Oppenheim 
debated the nature of this syndrome trying to clarify whether it 
was a ‘functional’ disorder (Page in 1883 used this term for the 
first time), an ‘organic’ brain damage or whether it reflected exag-
geration of symptoms as a compensation law was approved in 
Europe at that time for personal injury.

In the 1880s Charcot defined a new distinct subcategory of hys-
teria, traumatic hysteria or hysteron-traumatism, in which minor 
body injury resulted in major physical and/or psychological disa-
bility. In particular, one of these 20 cases (‘Le Log’) developed typ-
ical symptoms of ‘PCS’ after what, by description, was a mild TBI. 
Charcot suggested that this disorder was caused by a combination 

of constitutional predilection to nervous degeneration and an 
‘agent provocateur’ and that the physical trauma served as a trig-
ger. In this view of an organic site of hysteria, Charcot integrated 
in a single concept the psyche and the soma as aetiological influ-
ences, a clear suggestion that the Cartesian separation of body and 
mind was inadequate with respect to disorders with ‘psychoso-
matic’ features. In the 1890s Friedman suggested a new nomencla-
ture for the post-traumatic syndrome characterized by headache, 
dizziness, vasomotor instability, and intolerance to alcohol as ‘the 
vasomotor symptom complex’, and he proposed that it might be 
caused by deficit in intracranial circulation.

By the 1960s, two main theories were current. Miller supported 
the viewpoint of those who believed that PCS was a psychogenic 
disorder, magnified by the availability of financial compensation. 
This would appear to conflate ideas of involuntary psychogenic 
disorders with the production of physical symptoms deliberately 
for financial gain: malingering. Symonds supported the ‘organi-
city’ of the syndrome stating that ‘it is questionable whether 
the effects of concussion, however slight, are ever completely 
reversible’.

Lishman, in recent years, suggested that both ‘physiogenic’ and 
‘psychogenic’ factors are important in the genesis of PCS symp-
toms. From this point of view, organic factors are chiefly relevant 
in the earlier stages, whereas chronic symptoms are perpetuated 
by secondary ‘neurotic’ developments [13].

Recognition of functional symptoms  
in clinical practice
There has been a major shift in approach over the past 10–15 years 
with regard to such patients. The two main components of this 
shift in approach have been (1) an emphasis on making a diagnosis 
based on positive aspects of the history and physical signs rather 
considering the diagnosis of functional neurological symptoms as 
a diagnosis of exclusion, and (2) an acceptance that psychologi-
cal factors, particularly childhood emotional trauma, may not be 
important for all patients who develop such symptoms, and cer-
tainly that the presence or absence of psychopathology should not 
unduly influence the diagnosis.

Regarding the importance of focusing on positive physical signs 
and investigation findings to support the diagnosis, rather than 
the presence of psychological distress, patients with functional 
movement disorders, including functional weakness, represent 
an important model since they have objective motor signs that are 
suitable for clinical and experimental measurement. Diagnosis in 
such patients relies on demonstrating an improvement/normaliza-
tion of the movement disorder with distraction. There are various 
techniques that can be used depending on the symptom, including 
Hoover’s sign for functional weakness (normalization of appar-
ently weak hip extension by flexion of the contralateral hip) and 
change in frequency of functional tremor when the patient taps at 
a different frequency with the other hand. Sensory symptoms may 
break fundamental rules regarding anatomy (for example tubular 
visual field defects, where the size of the visual field defect is the 
same when assessed close to the patient and far away).

The commonest chronic symptoms after mTBI are sensory/
cognitive, and thus are more difficult to diagnose as functional 
according to positive clinical criteria in comparison to motor 
signs, which can be directly observed. However, many of the 
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chronic symptoms commonly reported in patients after mTBI are 
also reported by patients with functional neurological symptoms 
defined on positive clinical criteria. This especially applies to com-
plaints of poor memory, which on neuropsychological testing is 
revealed to be related to poor attention and concentration.

There is a growing appreciation of the role of physical precipi-
tating factors in the mechanism of functional neurological symp-
toms. Physical precipitants commonly include injury (typically 
limb injury), but also intercurrent illness, operations, drug reac-
tions, etc. Such physical precipitants are reported in up to 80% of 
those with functional neurological symptoms. This clearly does 
not deny a role for psychological/emotional triggers, and indeed 
it is impossible to separate out the physical and psychological 
aspects of response to such physical triggers [14, 15]. This is in 
accordance with recent models of other functional somatic syn-
dromes such as chronic fatigue syndrome and irritable bowel syn-
drome [16], which are typically preceded by a flu-like illness or an 
episode of infective diarrhoea, respectively. The common occur-
rence of physical precipitating factors triggering onset of func-
tional neurological symptoms defined on positive clinical criteria 
clearly provides a plausible mechanistic link for the triggering of 
functional symptoms after mTBI.

Phenomenology of persistent symptoms 
seen after mTBI
In terms of prevalence of symptoms, headache and fatigue are the 
commonest symptoms at 6  months follow-up after mTBI [9,  17]. 
Other common symptoms are sleep disturbances, cognitive deficit 
(such as attention deficit and poor memory), speech deficit, dizziness, 
vision deficit (blurred vision, double vision), nausea, and vomiting 
[9] . Such symptoms are non-specific in nature and occur at similar 
rates after several other physical traumas. There is no evidence for 
their causality. In particular, currently available evidence does not 
support neuronal damage as the main underlying mechanism [5].

Headache is a cardinal feature and the most common symptom 
reported in PCS [18]. According to the International Classification 
of Headache Disorder, the onset of chronic post-traumatic head-
ache attributed to mTBI should develop within 7 days after trauma 
[19]. It is still very controversial whether persistent headache after 
mTBI or neck trauma might be causally related to the traumatic 
event itself (for example as a triggered form of migraine) or if 
other causes such as functional basis, psychosocial expectation, 
compensation, or litigation are better explanations.

Cognitive deficits after mTBI that persist beyond 1 year are often 
proposed to reflect functional neurological symptoms [20, 21] or 
linked to secondary gain or malingering. It is important to note, 
however, that many patients with poor outcome after mTBI are 
receiving medication (often analgesics) and these too can have a 
direct effect on cognitive performance, as can coexistent mood 
problems. The most common complaint is that of memory and 
attention difficulties [22]. Recent studies have demonstrated that 
symptomatic patients with PCS after mTBI show cognitive seque-
lae such as reduced verbal fluency and working memory func-
tioning compared to healthy controls and asymptomatic patients. 
However, the idea that mTBI can have sustained consequences, 
and that the subjectively experienced symptoms and difficulties 
in everyday situations might be related to objectively measurable 
parameters in neurocognitive function, is still matter of debate 

and the majority of recent studies report a lack of evidence for this 
hypothesis [23–28] suggesting that the relationship between PCS 
and cognitive impairment is generally weak and that there are no 
mTBI-attributable cognitive deficits beyond 3 months after injury, 
although those patients with complicated mTBI, (ie with associ-
ated skull fractures or intracranial lesions) may have significant 
cognitive deficits [5] .

When assessing cognitive symptoms after mTBI, traditional 
psychometric testing can be misleading. In addition, it is man-
datory to perform tests of effort, which help to evaluate whether 
a patient’s poor score on cognitive testing is likely to represent a 
false positive due to poor effort. Such tests cannot, however, dis-
tinguish between poor effort due to malingering and poor effort 
related to the underlying neurobiological mechanism behind 
functional neurological symptoms or factors such as low mood.

Efforts have been made to produce criteria for diagnosis of a 
specific functional cognitive disturbance after mTBI: cogniform 
disturbance or cogniform condition [29]. These criteria attempt 
to separate out causation (conversion disorder vs. facticious dis-
order vs. malingering) from the common symptoms that patients 
present with. They emphasize the need for effort testing, and the 
positive diagnostic use of identification of particular patterns of 
memory/cognitive disturbance (loss of remote autobiographical 
memory, inability to perform simple overlearned skills such as 
reading, writing, or simple maths) that are not commonly seen in 
those with even moderate brain injury. They also emphasize the 
positive diagnostic utility of incongruity between performance on 
cognitive tests and behaviour observed in a more natural setting.

Reports of speech and language deficits persisting one year after 
mTBI have described patterns of ‘non credible speech and lan-
guage deficit’ including ‘foreign accent syndrome’, atypical dys-
arthria, stuttering, severe expressive aphasia, and speech apraxia. 
Foreign accent syndrome is a rare condition, which can follow a 
damage of right hemisphere, typically a cerebrovascular accident. 
It is characterized by changes in rhythm, prosody/intonation and 
phoneme production of speech in absence of other cognitive defi-
cit such as aphasia. Recently, few cases of functional foreign accent 
syndrome have been reported after mTBI, in absence of structural 
CNS lesion [30, 31]. Cases of functional stuttering [32] have been 
reported after mTBI. Such cases were usually of sudden onset after 
mTBI in the absence of structural brain damage, and where the 
pattern of stuttering was inconsistent with the typical pattern of 
an organic stutter.

Non-epileptic seizures are events that resemble epileptic sei-
zures but occur without epileptiform activity [33]. A small num-
ber of studies have investigated the concurrence of TBI and NES 
and have identified a prevalence of TBI ranging between 33–45% 
in samples of NES patients; in about 70% of these cases the injury 
was minimal (mTBI). These studies suggest mTBI as a comorbid 
factor in NES, and links mTBI to an increased prevalence of func-
tional neurological symptoms. Patients with NES and TBI seem 
to be more likely to have psychiatric comorbidities such as mood 
disorders, anxiety, impulsive personality traits or disorders, and a 
history of abuse [34].

Treatment
There is very little specific data regarding management of func-
tional symptoms that occur together with a neurological disease 
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or structural damage. However, it seems highly likely that man-
agement of such symptoms can be informed by evidence (which 
itself is rather meagre) on how functional symtoms in general can 
be successfully managed. It is important to note that in patients 
with CNS damage, functional symptoms may in fact be the most 
treatable aspect of the disability the patient presents with. This 
underlines the importance of recognition and appropriate treat-
ment of these symptoms.

Management of any condition is aided by successful commu-
nication of information about the diagnosis. This is likely to be 
of even greater importance in those with functional symptoms. 
Here, a sensitive and appropriate explanation can be a treat-
ment in its own right. A lack of explanation is likely to increase 
attention towards symptoms and foster abnormal illness beliefs. 
In our own practice we concentrate on giving a diagnosis based 
on positive clinical signs (i.e. explaining what it is that is wrong) 
rather than explaining how the symptoms cannot be explained by 
the neurological disease/damage the patient has (i.e. explaining 
what the patient does not have). We feel it is important to give the 
symptoms a name, and we prefer the use of the word functional to 
describe symptoms, as it is relatively free of ‘baggage’ regarding the 
aetiology of the symptoms, and the term is acceptable to patients. 
We do not avoid discussing the possible relevance of psychologi-
cal factors, but do so in a broad context, which accepts that many 
patients do not endorse such factors to be relevant. We empha-
size reversibility of symptoms and discuss a broad rehabilitation 
approach to treatment. We suggest patients and their families look 
at online sources of information (such as the website www.neuro-
symptoms.org and the patient organization FND Hope).

There is some evidence to support the use of cognitive behav-
ioural therapy (CBT) in those with functional symptoms. The main 
therapeutic techniques include the identification and adjustment of 
pathological automatic thoughts and proposing behavioural exper-
iments to the patient, with the intent of disrupting the vicious cycle 
of the symptoms and their consequences [35–39]. Unfortunately, 
this technique is limited by the paucity of well-trained therapists 
and the lack of availability of it in some countries.

Two studies have also suggested the utility of psychodynamic 
psychotherapy for these patients; this is based on exploring past 
and early life experiences, relationships with parents, problematic 
emotions, and current life experiences [40, 41]. Such treatments 
may be facilitated in selected patients with the use of antidepres-
sant or anxiolytic medications [42], and may be more effective for 
those with severe symptoms when given as part of inpatient mul-
tidisciplinary rehabilitation [43, 44].

More recently, promising results have been shown for specific 
forms of physiotherapy for those with functional motor symptoms 
[45]. In a retrospective cohort study Czarnecki et al. found that 
1 week of intensive rehabilitation, based on ‘motor reprogram-
ming’ techniques, was successful. Over 65% of patients reported 
that they were ‘better’ or ‘much better’ at discharge and at 2 years 
post-discharge [46]. Jordbru and coworkers [47] conducted a 
crossover, randomized study assessing the efficacy of 3 week inpa-
tient rehabilitation programme on 60 patients with functional 
(psychogenic) gait disorders, compared to a waiting list control 
group. The programme consisted of physical activity within a cog-
nitive behavioural framework. They showed an improvement in 
clinical scales assessing functional mobility and quality of life in 
over 70% of patients [47].

When specifically considering the management of PCS, cur-
rent guidelines are available and suggest that all patients should 
be offered reassurance about the nature of their symptoms and 
advice on gradual return to normal activities after uncom-
plicated mTBI [48]. This advice includes efforts to normalize 
the presence of somatic symptoms after mTBI and to reassure 
patients and family that such symptoms do not reflect significant 
brain injury.

Recent systematic reviews have underlined the inconsistency 
of results and the lack of randomized clinical trials on the use 
of anti depressant drugs in mTBI patients; only one study found 
amitriptyline to substantially reduce headache after mTBI while 
sertraline was associated with significant improvement in depres-
sion, anger, aggression, functional disability, PCS, and cognition 
in mTBI patients [49].

Several studies have evaluated the efficacy of psychological 
treatments such as CBT, including three randomized controlled 
trials where authors showed some evidence that CBT may be 
effective in the treatment of persistent symptoms (beyond three 
months duration) after mTBI (for a review see [50]).

For those with severe complex symptoms after mTBI, a mul-
tidisciplinary approach combining physical and psychological 
treatment is often suggested as the most appropriate treatment, 
often taking place in an inpatient unit. Evidence in support of 
this approach for patients with persistent symptoms after mTBI is 
limited, though there is evidence in support of this approach for 
patients with chronic severe functional neurological symptoms in 
general.

Conclusions
It is well recognized that a percentage of patients with neurologi-
cal disease and structural damage, including mTBI, develop func-
tional symptoms. Efforts should be made to arrive at a positive 
diagnosis and to adopt a broad approach to explanation and treat-
ment which does not solely focus on psychological factors. Such 
patients can be vulnerable to repeated investigations and unnec-
essary treatments. However, recovery can be aided by appropriate 
multidisciplinary intervention.
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CHAPTER 29

Promises and challenges of 
neurorehabilitation technology
William Rymer and Arun Jayaraman

Introduction
Over the last 20 years, there has been extraordinary growth in the 
development of rehabilitation technologies designed to enhance reha-
bilitation therapies. These include robotic systems for retraining  
upper and lower extremities (e.g. IMT Manus and Lokomat), as 
well as electrical stimulators reducing foot drop and shoulder sub-
luxation, and wearable sensors to track actual performance. The 
motivation for the use of many of these technologies is simple to 
understand, since these devices serve to augment therapies deliv-
ered by the clinicians, increasing their reach, and they may also 
prove to be more cost effective as well, in some clinical settings.

To take the case of robotic locomotion therapies for example, 
such as those provided by the powered robotic gait trainer called 
the Lokomat® (a device designed and manufactured by Hocoma®), 
the intent was to improve and potentially to simplify locomotor 
gait training for patients with incomplete spinal cord injury, by 
providing a more intense dose of locomotor training while reduc-
ing the weight-bearing burden for the patient at the same time. It 
was shown earlier in a number of studies on animal models, for 
example, that locomotor training in which an animal is suspended 
above a treadmill so that the treadmill is allowed to promote ‘pas-
sive’ walking by moving the animal’s legs, that even animals with 
complete spinal cord injury will often generate natural locomotor 
patterns within a relatively short period of time.

When the manual locomotor training approach was tested 
in humans, however, it has proved to be extremely laborious 
physically, in that several therapists were needed to move the 
limbs of a paralysed spinal cord subject by hand. Although this 
task was manageable initially when subjects were weak, in many 
cases the limbs developed progressively increasing spasticity, 
providing progressively larger and larger resistances to externally 
imposed motion. This barrier has proven difficult for therapists 
to manage. Furthermore, in order to do this training effectively, 
therapists need to sit low at the edge of a treadmill and to manu-
ally move the limbs of the patient to match the treadmill motion. 
This manual approach has proven to be physically demanding, 
a source of fatigue, and has even resulted in musculoskeletal 
and joint injuries to therapists. Furthermore, the approach also 
requires that there be many therapists involved, typically three or 
four for a single training session, to minimize therapist fatigue, 
making the economics of the training plan uncertain at best. (This 
is because insurance plans in many countries will cover only a  
single therapist for one training session.)

For all these reasons, engineers have been encouraged to 
develop alternate therapeutic devices that could substitute for the 
rather arduous human manual labour. In addition to serving as 
a substitute for such physical labour, gait-training devices such 
as the Lokomat® generate additional valuable information about 
patient impairment levels, as well as their response to locomotor 
therapy. This is because the robot sensors can register the amount 
of weight bearing that the patient can sustain, the tolerated gait 
speed, and the patterns of muscular activation, all measures of 
overall impairment levels.

Finally, the devices are also able to track precisely the amount 
of locomotor therapy that is actually delivered, such as the number 
of steps taken, the level of weight bearing utilized, the average 
gait speed, and the amount of time spent in training. As a conse-
quence, such robotic devices have proven very popular, and there 
have been many advanced systems developed for upper and lower 
extremity training.

To date, however, the results of most of these robotic therapies 
have been surprisingly meager. In most published trials the 
responses of robotic training for either upper or lower extremity 
have been marginally better than those provided by an experi-
enced therapist (e.g. Lo et al. [1]  for upper extremity training in 
stroke survivors), and in some instances have even been somewhat 
worse [2], potentially for reasons relating to patient compliance 
and to the actual work performed.

Because of these inconsistent results, there has been an ongoing  
reassessment of the value of these robotic devices, both from the 
standpoint of the degree of clinical improvement that they generate, 
but also from the standpoint of their cost-benefit to the clinical  
service. Since these devices are uniformly rather expensive, it 
has become rather difficult to determine whether the investment 
required to purchase these devices is financially justifiable. For 
all these reasons, there are a number of legitimate concerns being 
raised now that require suitable answers.

1. Should robotic devices try to emulate the therapist?
 Many of these new robotic devices, especially robotic gait 

trainers, seek to emulate or to expand the capacity of the  
clinical therapist, so it would seem to be important to deter-
mine at the outset whether therapy performed without robots 
is effective. The answer, in brief, is not yet clear, and there are 
surprisingly few examples where the effects of non-robotic 
physical therapy have been carefully documented and shown 
to be positive.

 

 



SECTION 5 technical concepts360

 In one recent publication summarizing the effects of locomotor  
treadmill training without robotic assistance, the effects of such 
training were inconclusive [3] . As a consequence, the notion that 
the robotic should emulate the therapist closely is unproven.

2. If robots are going to be used to augment the training offered by 
therapists, what are the appropriate control algorithms?

a. Position control—in early studies, locomotion robots were 
often configured as position control systems, imposing rel-
atively rigid patterns of joint angular motion on the lower 
extremities during walking. This approach appeared to have 
considerable value in non-ambulatory weak patients, in that 
it preserved joint range of motion, and imposed controlled yet 
beneficial loading on bone and muscle. However, as soon as 
some degree of locomotor recovery emerged, these position-  
controlled robotic systems have proven to be of less of obvious  
value. This is because the subjects routinely begin to relax, 
allowing the gait trainer to do the work for them. In this 
way, a key ingredient for recovery, which is engagement and 
involves active subject participation, is at least partly lost, 
and the clinical outcomes routinely suffer.

b. Impedance control—here, the limbs are driven so that there 
is some freedom to move the robot within a spring-like force 
field, allowing more active subject participation, although 
the approach does not readily emulate the therapist’s inter-
actions with the patient. This impedance control has some 
inherent advantages, because it is less restrictive with regard 
to dictating limb motion, and it allows a degree of natural 
variability in the limb path.

 On the other hand, it does not take account of the desired 
limb trajectory, in the way that an experienced therapist 
might seek to steer subject initiated voluntary limb motion, 
nudging limb movement progressively towards a more effective 
and safer movement pattern.

c. Cooperative control—here the robot most closely emulates 
the actions of the therapist in that the system provides 
assistance or guidance when there is some deviation from 
therapist-selected kinematic parameters, yet there is mini-
mal intervention when the limb is moving appropriately. This 
approach appears to be the most promising, in that it allows 
the patient to expend effort constructively, to practise, and 
to learn key functional tasks en route to improving overall 
locomotor function.

One major remaining issue, however, is that we do not know how 
to define the movement ‘error’ precisely. For example, should end-
point motion follow a ‘normal’ hand path (in the case of the upper 
extremity) or should other norms be adopted?

Error reduction or error magnification  
for movement training?
In recent years there has been increasing interest in using control 
algorithms, in which the movement error revealed during volun-
tary motion by the patient is forcibly increased during training, 
either by moving the limb physically in a different direction using 
a robotic device (such as the IMT Manus system), or by distorting 
visual feedback displays to place the limb in a different position 
than actually visualized.

This approach has been actively explored during training with 
an upper extremity planar robot that can impose unusual types 
of force perturbations during voluntary limb motion to a target. 
(These perturbations include so-called ‘negative viscosity’, in 
which forces are applied in a direction orthogonal to the targeted 
limb motion with a magnitude that varies in proportion to the 
speed of such motion.)

The evidence so far is that this approach may expedite the rate 
of improvement, but may not necessarily achieve a substantially 
better long-term outcome, as measured in terms of movement 
accuracy or smoothness of voluntary motion, or in terms of func-
tional clinical benefit (see [4] ).

When should therapy be delivered?
There is ongoing debate about the optimal timing of physical or 
occupational therapy, as to whether the most effective time for 
therapy is early after a cerebral or spinal lesion, (within the first 
few weeks), or potentially later, or whether there is a difference in 
outcome.

There is little direct evidence to help us here, although there has 
been a recurring concern that early therapy may sometimes aggra-
vate the severity of brain lesions. In animal models, for example, 
early therapy may very increase stroke lesion size. (Quite recently, 
findings from Martin Schwab’s group in Zurich [5]  have shown 
that in animal models, early exercise after a stroke may limit col-
lateral sprouting from corticospinal fibres, potentially reducing 
efficacy of a rehabilitation treatment—in this case with NO-GO 
antibody.)

If the results of these animal studies can be generalized to 
human stroke or brain injury, it may be prudent to wait several 
weeks after a stroke before intensive therapy or drug treatments 
are initiated.

Next steps
It is our general thesis that training objectives for many robotic 
device applications in stroke and spinal cord injury are currently 
not well thought through, and as a consequence, failure to pro-
duce clinically significant benefits may be attributable to both 
unrealistic expectations about the impact of robotic therapies, and 
to the limitations of control algorithms used, rather than to any 
inherent limitation of robotic device design or performance itself.

One of the reasons for this claim is that the control model that 
is used for training by rehabilitation robots is that we are usually 
attempting to rapidly retrain an impaired limb motion to a move-
ment path approximating a ‘normal’ movement trajectory. 
Unfortunately, this approach may not be realistic, and may 
ultimately be doomed to fail.

Furthermore, we also assume that the neural plasticity in other 
types of motor learning will help to restore the trajectory to a 
normal pattern. This idea is largely, if not completely, untested.

What movement trajectory  
should we be correcting to?
Many robotic systems correct the error in limb movement trajectory 
of the stroke or spinal cord injured patient toward a hypothetical 
idealized trajectory, related often to that displayed by a healthy control 
subject. Typically, a normal hand movement path, for example, in 
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which an object is being picked up by the hand, involves essen-
tially straight-line movement of the hand from its initial position 
toward the object, with the profile of hand velocity appearing to be 
a smooth, ‘bell shaped ‘ velocity curve with low values for higher 
acceleration derivatives (i.e. approaching ‘minimum jerk’ prop-
erties). This type of linear movement profile appears to generate 
rather smooth movements routinely, although it remains unclear 
as to whether this smoothness is directly controlled by the nerv-
ous system, or whether it emerges naturally from the mechanical 
filtering properties of muscle and other tissues.

While the approach of emulating a straight-line movement is 
overtly rational (because we would certainly like to restore a move-
ment trajectory toward the normal) at least in broad terms, it may 
not be the most effective. This is because generating the ‘normal’ 
hand trajectory may require that the stroke survivor retain the 
ability to program spatial and temporal features of muscle activa-
tion that are no longer within the subject’s movement repertoire. 
Instead, it might be more helpful to target movement strategies that 
use some kind of progressive staging in modulating the movement 
path that is potentially more achievable, at least in the short term.

To illustrate, some years ago in our own research studies, (see [6] ),  
we examined target-directed voluntary movement of the upper 
extremity in stroke survivors under two distinct conditions. In 
the first, we asked the subject to move in the horizontal plane to a 
displayed target above a table with no major support of arm weight 
provided. In this situation, in which shoulder and arm muscles 
were needed to support the weight of the limb, limb motion was 
overtly impaired, in that the range of voluntary hand movement 
was markedly reduced, and the hand trajectory was often rather 
irregular, often displaying a curved movement path.

We then supported the same subject’s arm on a low friction 
surface, (here we used an air table), eliminating the need for the 
subject to oppose gravitational forces, and repeated the target 
acquisition sequence. Under these conditions, the hand move-
ment trajectory improved radically, with many subjects now able 
to reach the targets throughout the available workspace. The hand 
trajectories were routinely much straighter and more accurate in 
the supported limb, although there were still some clear abnor-
malities in limb braking and target capture, presumably because 
of the abnormally low friction environment. (This low friction 
environment would not be experienced by many people in the 
course of daily living.)

Our premise in these studies was that while synergies (abnor-
mal coupling between muscles acting to move the limb) were 
presumably a factor, other factors, such as a loss of the ability to 
predict the mechanical behaviour of the limb during relatively 
rapid motion apparently also contributed. This loss of the ability 
to plan for mechanical interactions between limb segments (or 
coupling torques) is sometimes described as an impairment or loss 
of an ‘internal model’ of the limb mechanics.

Suffice it to say that many features of abnormal motion do appear 
to be linked to an inability to predict how the limb kinematics will 
behave when the limb is moving rapidly over a low friction surface, 
whether or not there is a disruption of some internal model located 
within some part of the motor or premotor cerebral cortex.

Whether the motor impairments are due to loss of internal 
models, to abnormal synergies to reflex couplings, or to muscle 
weakness remains unclear. None the less, it is still likely that we are 
targeting unrealistic goals by asking stroke survivors to attempt to 

behave ‘normally’ by attempting to achieve straight-line smooth 
voluntary motion.

In short, we assert that a ‘null’ trajectory, such as that displayed 
during low friction minimal weight bearing settings may serve 
as a more manageable target for therapy training than current 
control strategies. We can then make an argument that trajectory 
estimated under zero load is the best indicator of the underlying 
limb trajectory, and that this should serve as a basis for a progres-
sive path correction implemented as part of rehabilitation of the 
upper extremity and hand.

Conclusions
In the last 10–15 years, there has been an impressive growth in the 
numbers and kinds of advanced technologies available for treating 
patients with neurological disorders, including robotic trainers, 
electrical stimulation systems, virtual reality immersion train-
ers, and wearable sensors to track progress. Although enthusiasm 

Box 29.1 Promises of rehabilitation technologies

1.  Rehabilitation robotics offers the promise that clinicians can 
expand their capacity to treat multiple patients effectively at 
the same time, while collecting detailed information about 
impairment level, and the response to therapy. Widespread 
use should allow low cost treatments to many patients.

2. More advanced functional electrical stimulation (FES) 
applications will potentially allow restoration of grip and 
arm motion in the paralysed upper extremity, and may even 
enable limited standing and walking in patients with com-
plete spinal cord injury.

3. FES promises to maintain muscle mass in situation where 
voluntary motion is impaired, and it can help maintain skin 
integrity, bone mass and improve autonomic function, espe-
cially in patients with complete spinal cord injury.

4. Virtual reality systems are immersive, entertaining and will 
help patients practice their motor and sensory task, increasing 
the dose of relevant therapy.

Challenges of rehabilitation technologies

1. Rehabilitation robots. Although there were high expecta-
tions for the therapeutic impact and for the cost benefits that 
would accrue from the use of these systems, these expecta-
tions have not yet been fulfilled.

2. FES. Whereas more limited FES applications have been 
accepted, and are in widespread use (foot drop stimulators, 
shoulder pain therapies) more ambitious uses for grasp res-
toration or for standing have not found acceptance, because 
of the complexity of the technology and the need for opera-
tive placement.

3. Virtual reality systems are also in widespread use, but their 
use remains to be validated. This delay is linked, in part 
to the almost continuous change in the technology, coupled 
with uncertainty about the therapeutic benefit of many sys-
tems, especially the most advanced and costly version.
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for these technologies was initially very high, and expectations 
were that the systems would match or exceed the performance of 
therapists, these expectations have not been fully sustained, and 
technology-based therapies have proven to be only marginally 
more effective than advanced physical or occupational therapy, 
especially when this therapy is delivered by experienced clinicians.

Although it is now tempting to dismiss many of these new 
technologies as a fad, they bring to the clinic the ability to deliver 
precisely controlled interventions in a way that no therapist can 
readily emulate. Furthermore, they also bring the ability to quan-
tify outcomes, as well as duration and intensity of therapy.

It is our belief that the limited efficacy shown so far may be 
related to the way these systems are used, rather than to any inher-
ent flaws in their design or application. If more precise therapy 
models are utilized, we expect that therapeutic outcomes will be 
more substantial, especially if we apply these therapies earlier after 
the stroke or spinal cord injury.

This so-called ‘window of opportunity’ may well begin much 
earlier than we envision, and more importantly, may close within 
a relatively few weeks, essentially eliminating the potential value 
almost all rehabilitation trials that have been done to date (e.g. 
[1–4] and Box 29.1).
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CHAPTER 30

Application of orthoses  
and neurostimulation  
in neurorehabilitation
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Introduction
In the next future, it is expected that the proportion of persons 
over 65 will increase by more than 70% in the industrialized coun-
tries, and by more than 200% worldwide. This age group is par-
ticularly prone to cerebrovascular accidents or neurodegenerative 
diseases. These trends pose significant challenges to the organiza-
tion of health and social care services. At the same time, there is 
an increasing number of subjects (especially young subjects) suf-
fering central nervous system injuries (spinal cord injury (SCI), or 
traumatic brain injury (TBI)) from a variety of new trend sports, 
and this creates a significant problem for our society.

In the last decades, new rehabilitation strategies based on elec-
trical stimulation (ES), orthoses, and robotic devices have been 
proposed in order to overcame some limits of traditional rehabili-
tation techniques based on manual therapies (e.g. need for more 
therapist to manually assist patients during training, repetitive 
exercises, costs, quantitative assessment of motor recovery) [1, 2]. 
Different mechatronic systems such as passive and active foot 
orthoses, overground upper and lower limb trainers, body weight 
support systems, and exoskeleton have been developed [1–2]. The 
goal of this chapter is to summarize the main achievement in using 
ES or ES combined with orthosis in order to restore grasping and 
locomotor functions using different stimulation approaches.

Orthosis
Orthoses are non-surgical, wearable, and relatively low-cost 
devices applied externally to the upper or lower limb in order to 
restore or improve motor functions (e.g. grasping or walking) in 
subjects affected by different neuro-muscular disorders (e.g. SCI, 
stroke, TBI, multiple sclerosis, cerebral palsy, peripheral nerve 
injury). Orthoses can support movements, correct, and prevent 
injury in subjects both in acute and chronic conditions. Orthoses 
can be roughly classified as passive and active. Passive orthoses 
do not allow motion and they can be used for support purposes 
whereas active orthoses allow motion.

Upper limb orthoses [3]  are mainly used in order to assist 
movements of weak muscles and allow functions with the main 
aims to increase range of motion (ROM), block undesired joints 
movements, enhance functions, and prevent contractures. This 

kind of orthoses can be classified as:  clavicular and shoulder 
orthoses, arm orthoses, functional arm orthoses, and elbow 
orthoses.

Lower limb orthoses [1–2, 4–5] are mainly used to increase the 
quality and efficacy of walking, reducing or correcting abnormal 
gait patterns, and decreasing abnormal tone and posture. This 
kind of orthoses can be classified as: shoes orthosis, foot orthosis, 
ankle–foot orthosis, knee–ankle–foot orthosis, knee orthosis, and 
trunk hip–knee–ankle–foot orthosis.

In order to overcame one of the major limit of ES (i.e. fatigue, 
see next section), ES has been combined with orthoses obtaining 
systems called hybrid assistive systems (HAS) or hybrid orthotic 
systems (HOS) [6–7]. Some examples of these devices will be 
introduced and described in subsequent sections.

Electrical stimulation
ES is a widely used technique for artificially generating nerve 
and muscle activations in humans. A series of short electrical 
current pulses are applied between pairs of electrodes, which 
can be transcutaneous, percutaneous (through the skin), 
or implanted either directly onto the surface of the muscle 
(epimysial) or placed around the nerve (monopolar, bipolar, or 
multipolar cuffs). The stimulation pulses can be monophasic or 
charge-balanced biphasic (symmetric or asymmetric), with the 
latter providing optimal control of contraction force whilst min-
imizing tissue damage [8–9].

The current distribution generated between the anode and 
cathode changes the relative concentration of ions (e.g. potas-
sium and sodium) resulting in hyperpolarization and depolari-
zation of excitable cellular membranes. Action potentials can be 
generated in nerve axons once depolarization of their transmem-
brane potential exceeds –55 mV [10]. The volume of tissue sur-
rounding the cathode, where nerve axons and fibre bundles can 
be activated, can be defined as an activation volume. Although ES 
can be used to directly activate muscle fibres [11], the excitation 
thresholds (and hence stimulation amplitudes) are typically sig-
nificantly higher (>100) than the motoneurons that innervate the 
muscle. Thus most ES applications either target the motoneurons 
directly; or where their sub-branches innervate the target muscles 
(motor-points) [12]. During volitional activation of the muscles, 
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the nerve (and hence muscle) fibres are activated asynchronously, 
allowing fine control of movement; with the larger (alpha) fibres 
recruited to provide stronger contractions. However, ES preferen-
tially activates the larger (alpha) nerve fibres (and smaller fibres 
close to the electrode) synchronously, which can lead to loss of 
fine control and reduced fatigue resistance within the contracted 
muscle [8, 11, 13].

ES has been widely used for treatment of pain, muscle train-
ing, and functional restoration of movement. To obtain maximum 
functional benefit it is necessary for subjects to regularly use ES 
systems both clinically and at home [14]. Ideally, ES systems and 
their associated electrodes must therefore be able to selectively 
activate the target muscle, simple to configure, easy to set up (or 
don and doff), comfortable to use, and have an intuitive voli-
tional control [8, 11, 13]. Different types of electrodes can be used 
to achieve ES [15]. In particular, surface stimulation, peripheral 
stimulation using invasive electrodes or spinal stimulation can be 
achieved.

It is possible to distinguish between functional electrical stimu-
lation (FES) and therapeutic electrical stimulation (TES). In the 
first case, ES is used in order to elicit muscular contraction and 
to obtain functional activities (e.g. grasping or walking). In the 
second case, ES is used in order to improve impairments through 
therapeutic sessions (and not in a continuous way). A neuropros-
thesis (NP) can be considered as a multichannel ES system, which 
is used to restore functional movements to muscles after dam-
age to the nervous system [8, 11, 13]. Many NPs are used to help 
improve activities of daily living (e.g. grasping) or quality of life 
(e.g. bladder stimulation) [13]. The choice of electrode technology 
is based upon the required functionality for each subject. Most 
NP control systems generate predefined stimulation patterns in 

response to user-defined interactions; with parameters temporally 
varying (e.g. amplitude vs. gait phase for locomotion) or paramet-
rically varying (e.g. hand grasp). Finally, the main indications and 
contraindications of stimulations for patients affected by stroke 
and SCI are given in Table 30.1.

Walking neuroprostheses
The main goal of walking neuroprostheses (WNPs) is to enable 
individuals with lower extremity paralysis (i) to prevent of foot-
drop, (ii) to restore standing and transfer, and (iii) to restore gait 
functions.

Non-invasive WNPs
In the 1960s Liberson proposed the use of ES for hemiplegic foot-
drop (Figure 30.1A) [16]. This first prototype of WNP elicited dor-
siflexion in a hemiplegic foot and synchronized the application of 
electrotherapy with the swing phase of gait. Several researchers 
developed similar systems [17] and Vodovnik’s group in Ljubljana 
systematically investigated the use of FES for the restoration of 
gait [18]. These systems used surface electrodes over the tibialis 
anterior and over the common peroneal nerve and a heel switch, 
worn in the shoe of the paretic side, was used to turn on the stimu-
lation when the foot was lifted off the ground and off at heel strike.

Standing can be obtained with surface ES of the quadriceps 
alone [19] even if better results have been obtained by also stimu-
lating the hip extensor [20].

In 1983 Kralj proposed a closed-loop control of stimulation of 
the quadriceps muscle group and the peroneal nerves in three 
complete SCI patients [21]. These subjects were able to walk in 
parallel bars or with the aid of a roller walker for shorter distances.

Starting from these first studies, several systems have been 
developed thanks to the advances in ES technology (e.g. elec-
trodes, electronics, control) obtaining more complex and efficient 
stimulation [11, 17].

The first lower limb surface ES system Food and Drug 
Administration (FDA) approved and commercially available was 
the Parastep developed by Sigmedics (www.sigmedics.com) and 
based upon work by Graupe [22]. It used 12 electrodes placed over 
the back, gluteals, and lower extremities and a walker with hand 
controls to regulate standing and sitting. Standing and walking 
for short distances is a very demanding task for patients with SCI 
at T4/T11 level, even using the Parastep [23–24]. Nevertheless, 
the Parastep has been used in approximately 400 patients for 
independent short-distance ambulation with positive physical 
and psychological benefits, making it an important option for 
thoracic-level traumatic paraplegics [25].

Other similar commercially available WNPs based on peroneal 
nerve stimulation are the WalkAide System (Innovative Neurotronics, 
Austin, TX www.walkaide.com), the Odstock O2CHS (Odstock 
Medical, Avon, MA), and the L300 NESS (www.bioness.com). 
Walkaide, developed at the University of Alberta, is a single-channel 
ES device attached to a molded cuff located below the knee. The tim-
ing and duration of the stimulation during walking is controlled 
by means of a tilt sensor and an accelerometer. The Odstock is a 
two-channel foot switch controlled stimulator. The timing of muscle 
activation can be adjusted so that a contraction can occur as weight 
is transferred on or off a footswitch or set to occur at other times in 
the gait cycle by adding a delay following a footswitch transition. The 

Table 30.1 Indications and contraindications of ES for patients 
affected by stroke and SCI

Indications of ES Contraindications of ES

Upper limb:
u SCI patients C5–C6  

levels (restoration of 
tetraplegic hand and  
arm function)

u In some cases SCI  
patients C4 or higher  
level tetraplegia

u Stroke patients  
with hemiplegia 
(enhancement of 
upper-limb function)

Lower limb:
u SCI patients with  

T4–T12 levels  
(restoration of paraplegic 
standing and stepping)

u Stroke patients 
(treatment of ankle 
dorsiflexion weakness)

u Cardiac pacemakers or other implanted 
electrical stimulators

u Peripheral vascular disease if possibility of 
causing thrombi to loosen

u Hypertension or hypotension can affect 
autonomic responses

u Obesity
u Impaired sensation
u Neoplastic tissue
u Skin disease or cancer at area of stimulation
u Cognitive issues affecting ability to provide 

feedback
u Undiagnosed pain
u Not over carotid sinus
u Not over thoracic region
u Not over phrenic nerve
u Not over trunk if pregnant
u Not over relatively superficial metal implants
u Not transcerebrally at milliamp
u Not through areas of broken or irritated skin
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device is used as an orthotic aid, replacing conventional splinting and 
also as a training device assisting gait re-education. A similar pero-
neal nerve stimulator has been developed by Bioness (NESS L300), 
and it consists of a small unit attached to the upper calf. The device 
can be used to assist subjects during walking after stroke, SCI, multi-
ple sclerosis, brain injury or tumour, and cerebral palsy.

These systems demonstrated a good acceptance and a long-term 
improvement in walking speed/skill in persons with different dis-
abilities [26–32].

HAS mainly used orthoses in order to provide body weight 
support and allowing a reduction of stimulation during standing 
or gait stance phase. Examples of these devices consist in ES and 
orthotic components such as the Oswestry Parawalker orthosis 
[33], reciprocal gait orthosis [34], exoskeletal bracing [35–36], hip 

constraint orthosis [37], and very complex robotic orthosis (e.g. 
Lokomat [38]). Recently, a commercial knee–ankle–foot ortho-
sis (Ottobock Sensor Walk) has been integrated with an ES sys-
tem and a walker obtaining a walking rehabilitation system [39]. 
These devices have been tested in subjects with thoracic para-
plegia allowing a reduction in muscle fatigue and an increase of 
walking speed.

In the last decades, multichannel stimulators and percutaneous 
and implanted electrodes have been developed and tested in order 
to overcome some of the main drawbacks of surface WNPs (i.e. 
reduced muscle selectivity, muscle fatigue, limited walking dis-
tance, fine control of joint trajectories).

Percutaneous WNPs
A more invasive approach in order to elicit spinal reflexes for 
ambulation is the use of percutaneous electrodes. This technique 
allows the direct activation and control of individual muscles. 
Researchers at the Cleveland Veterans Affairs (VA) Medical 
Center and Case Western Reserve University (CWRU; Cleveland 
OH) were able to synthetize complex activation of lower limb mus-
cles using percutaneous electrodes [40]. Daly et al. [41], implanted 
124 electrodes into the lower limb of 17 subjects. Good muscle 
response was found in 93% of electrodes also achieving gains in 
subject impairment and disability measures.

Implantable WNPs
CWRU/VA developed an implantable neuroprosthesis that can be 
used by SCI subjects for standing assisted transfer, and exercises 
[42]. This WNP consists of an eight-channel receiver–stimulator 
implanted in the anterior lower abdomen, epimysial and intra-
muscular electrodes, a wearable external control unit, a command 
ring (worn around the index finger), a transmitting coil, a charger, 
and a clinical programming station.

The epimysial electrodes were implanted bilaterally on the 
vastus lateralis for knee extension and on the gluteus maximus 
and the semimembranosus for hip extension, whereas intramus-
cular electrodes were implanted in the lumbar erector spinae for 
trunk support, with the main aim to provide postural support and 
power during the sit-to-stand and stand-to-sit transition. Twelve 
subjects with SCI at different levels (from C6 to T9) participated 
in a pilot study demonstrating that this kind of implantable WNP 
provides standing, allows the subject to perform some tasks in 
the environment, standing times range from 3 to >40 minutes, a 
limited swing-through walking with a walker, and less required 
assistance. User satisfaction was high.

An alternative to epimysial or intramuscular electrodes is repre-
sented by electrodes placed around or in the peripheral nerve. This 
approach allows the stimulation of target axons with a reduced 
surgery time, lower stimulation amplitudes, and better selectiv-
ity (recruitment of multiple muscles or independent motor unit 
pools) [43].

Nerve cuff electrodes, such as the CWRU spiral cuffs, have already 
been successfully used in chronic clinical applications. In one case 
study, a IST-16 system and four-contact spiral nerve-cuff electrodes 
were implanted in the distal branches of the femoral nerve inner-
vating the quadriceps, obtaining good results in terms of cuff sta-
bility and selectivity and standing times [44–45]. Moreover, a flat 
interface nerve electrode (FINE), an evolution of the CWRU cuff 
electrodes, was recently placed intraoperatively around the tibial 

(A)

(B)

Fig. 30.1 (A) An approach for the stimulation of the quadriceps muscle group 
and the peroneal nerves; (B) the Actigate by Neurodan/Otto Bock.
Liberson WT, Holmquest HJ, Scot D, Dow M Functional electrotherapy: stimulation of the 
peroneal nerve synchronized with the swing phase of the gait of hemiplegic patients. Arch 
Phys Med Rehabil. 1961;42:101–105.
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and/or common peroneal nerve, demonstrating the ability to selec-
tively restore plantarflexion or dorsiflexion [43, 46].

Examples of commercial multichannel implantable pero-
neal nerve stimulator are the STIMuSTEP and the ActiGait 
(Neurodan/Otto Bock). The first device is a two-channel device 
able to produce dorsiflexion and inversion and eversion of the foot 
by means of the individual stimulation of the deep and superficial 
branches of the common peroneal nerve [47]. Power and control 
signals for stimulation are transmitted through the skin using 
radio telemetry from a transmitter unit worn externally over the 
implant, held in place by an elastic strap. The device is controlled 
using a foot switch placed in the users’ shoe.

The Actigait (Figure 30.1B) consists of a nerve cuff with four 
tripolar electrodes placed around the common peroneal nerve, a 
control unit, a heel switch that triggers the initiation and termi-
nation of each stimulation sequence, and a clinical station [48]. 
Fifteen hemiplegic subjects participated in a study, with the main 
aim to evaluate the safety and performance of the device, obtain-
ing improvement in walking speed and distance and good accept-
ance by patients [48].

Finally, a ‘BIONic’ foot drop stimulator has been developed 
and tested in one patient [49]. The device is based on a modified 
WalkAide system plus a BION, an injectable microstimulator that 
receives power and control information from an external trans-
mitting coil (without the need for surgical implantation of wires) 
[50]. The results obtained demonstrated that BIONs were more 
selective in activating the ankle dorsiflexor muscles than surface 
stimulation of the common peroneal nerve, and produced a more 
balanced flexion of the ankle during walking [49].

Spinal WNPs
Spinal cord stimulation (epidural and intraspinal ES) are two new 
approaches that can be used to produce:  (i)  in case of epidural 
stimulation, rhythmic, locomotor-like movements in the legs, pre-
sumably due to the activation of afferent pathways; and (ii) in case 
of intraspinal stimulation an activation of spinal motoneurons 
and interneuron circuits [51–52]. Intraspinal ES was tested in the 
lumbosacral spinal cord of rats, cats, and frogs, evoking functional 
and complex movements of paralysed limbs [53–54]. On the other 
hand, hind limb stepping in partially and completely transected 
rats was obtained combining serotonergic agonism with epidural 
stimulation of the lumbar spinal cord (Figure 30.2) [55–56].

Recently, a 16-electrode array was implanted on the dura (L1–S1 
cord segments) of a paraplegic subject (C7–T1 level) and epidural 
stimulation allowed some functional recovery (standing with 
assistance for some minutes and locomotor-like patterns) [57]. 
During this first case study, epidural stimulation showed to be 
able to reactivate previously silent spared neural circuits or pro-
mote plasticity.

While the results in animals have been very encouraging, 
several technical advancements (i.e. new electrodes, implant-
able stimulator, and control strategies) are necessary prior to any 
extensive translation in humans with SCI.

Main advantages and limits of the WNPs
ES systems for lower limbs, independently of the choice of elec-
trodes (e.g. surface, percoutaneous, or implantable), seem usable 
for standing and short distance walking, often in combination 
with orthoses and walkers. Some cons are related to insufficient 

selectivity, learning how to use the device properly, and donning 
and doffing procedures. In particular, these devices suffer from a 
risk from falling due to poor balance of the subjects, energy cost 
and fatigue, and slow speed of gait. Even if WNPs cannot be used 
today as a replacement for wheelchairs or as a mobility device, 
users appreciated the possibility to achieve standing and loco-
motion in small environments. Moreover, exercises and ambula-
tion with a WNP allow a more positive health effect respect to 
the ambulation with only orthoses [8] . HAS seem able to improve 
balance and mobility even if with some disadvantages such as 
encumbrance and weight.

Grasping neuroprostheses
The main goal of grasping neuroprostheses (GNPs) is to enable 
individuals with upper extremity paralysis due to SCI and stroke 
(i) to use their hands in activities of daily living (ADL) and (ii) to 
perform therapeutic exercises.

Several GNPs have been developed in the past years using dif-
ferent approaches to achieve muscle recruitment.

Non-invasive GNPs
In the last decades, some NPs for the restoration of grasp func-
tions have been developed, with surface electrodes, (e.g. Bionic 
Glove, Belgrade Grasping System, UNAFET 4, Compex II, and 
Bioness H200) [11, 58] (Figure 30.3). Despite some drawbacks and 
few clinical trials, GNPs demonstrated some clinical benefits to 
subjects [8, 13].

Starting from the pioneering work of Long in 1960 [59], the first 
devices consisted of a splint and they were able to provide capa-
bilities of opening and closing the hand.

These prototypes were tested in quadriplegic patients [60] and 
in hemiplegic patients [61]. Following these preliminary stud-
ies and after technological improvement, the first commercial 
device has been developed:  the NESS Handmaster (Ra’anana, 
Israel). The device was designed in order to be used by C5 tetra-
plegic patients as well as with hemiplegic (stroke) patients. It 
is based on five surface electrodes embedded into an orthosis 
and able to stimulate five muscles (flexor digitorum superficia-
lis (FDS), extensor pollicis brevis (EPB), flexor pollicis longus 
(FPL), extensor digitorum communis (EDC), and thenar). Two 
functional grasps (i.e. key and palmar grips) and some exercise 
modes can be selected using an external switch on the control 
unit. This device has been used for small clinical trials in sub-
jects with a cervical SCI between C4 and C6 [62] and subacute 
and chronic stroke [63–64].

More recently, this device (now known as the NESS H200 Hand 
Rehabilitation System (Bioness, Inc, Valencia, CA) has been used 
in a large clinical trials on chronic stroke patients [65] reporting as 
some beneficial effects on muscle hypertonia, pain, oedema, and 
passive ROM. These effects confirmed what obtained in previous 
studies with a small number of patients.

The Bionic Glove [66] is a fingerless glove with a forearm sleeve 
worn over surface electrodes that is placed over the finger flexors 
and extensors. Voluntary wrist movements (e.g. wrist extension 
for grasping and wrist flexion for release) can be used to control 
the ES and to produce opening and closing of the hand. Tested 
in subjects with C5–C7 SCI, it provided an improvement of the 
independence in these subjects [67].

 

 

 

 

 



Intact
Overground (0%)

Crest
Hip

Knee
Ankle

Robotic postural interface

Co
ns

ta
nt

fo
rc

e 
(%

)

X

(1) (2)Transparent
(no facilitation)

Y

(1), (2)
ϕ

Toe

GRFsINITIATION

(A) (C)

(B) (D)

STANCE
SWING

Treadmill
spontaneous

Enabling
factors

INITIATION OBSTACLE

1 min

O
ve

rg
ro

un
di

ng
-

tr
ai

ni
ng

DRAGGING

Chronic (9 weeks post-injury)

0 1 2 3 4 5

Overground (20%)
Enabling factors

Obstacle avoidance (10%)
Enabling factors

T10
T7

L2

5 min Treadmill-
training

1 min

S1

Treadmill (85%)
Enabling factors

Overground (70%)
Enabling factors

Sub-acute (1 week post-injurry) Chronic
Overground (50%)

Enabling factors

40

0

0 1 2
Time (s)

3-minute walk test
14

1 2 3 4 5 6 7 8 9

7

0

D
ist

an
ce

co
ve

re
d

(m
)

Post-injury (weeks)

Non-trained
(n = 10)
Treadmill-trained
(n = 7)
Overground-trained
(n = 10)

3

1

2
100

Hip (deg)
Ankle (deg)

vGRF (N)
MG (mV)
TA (mV)

Left stance
Right stance

Foot

5 cm

2 
cm

***

**
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The Belgrade Grasping System [68] (and its successor, the 
ActiGrips System), is a GNP that also allows reaching function. 
It has four stimulation channels (three to generate grasping func-
tion and one to stimulate the triceps brachii muscle and to allow 
elbow extension). The grasping function (i.e. hand opening and 
closing) is externally controlled through a push button. The sub-
ject’s shoulder velocity, measured through a goniometer, was used 
to stimulate the triceps brachii muscle and to control the reach-
ing function. The Belgrade Grasping System was tested in eight 
subjects with chronic tetraplegia and it resulted in an improve-
ment in hand grasping activity [58]. Concerning its therapeutic 
efficiency, it was tested in 12 chronic tetraplegics with a complete 
sensory–motor lesion at C5/C6 level shoulder [58]. This GNP was 
marketed as ActiGrips System and it has been commercially avail-
able since 2003. Even if they provided interesting performance in 
terms of motor recruitment, all the above mentioned GNPs were 
characterized by common drawbacks such as:  risk of generate 
undesired movements due to a limited muscle selectivity, muscle 
fatigue, difficulty in control, in donning and doffing the devices, 
and in the electrode positioning [69]. Despite these drawbacks, 
GNPs based on transcutaneous electrodes are by far least invasive 
and are therefore regularly used for therapeutic applications of ES 
(TES) [14, 68, 70–72].

More recently, arrays of small transcutaneous electrodes have 
been developed and positioned over the portion of the forearm in 
order to selectively activate finger muscles [70, 73–74]. Early trans-
cutaneous electrode arrays were constructed with flexible straps 

with integrated isolated conductive rubber patches [75]. More 
recently flexible printed circuit boards with individual electrolyte 
soaked pads [76], as well as novel embroidered electrodes [77] have 
been used. The control of these arrays selecting the optimal elec-
trode location and stimulation parameters can be done using an 
automatic algorithm [78]. The use of embroidered electrode tech-
nology can also improve muscle selectivity and practicability of 
this approach [69].

Finally, a non-invasive modular hybrid neuro-orthosis 
(OrthoJacket [79]) has been proposed for the restoration of hand 
and arm functions in high tetraplegic SCI subjects. OrthoJacket 
combines ES for the activation of paralysed muscles with an 
orthotic device for the mechanical stabilization.

Percutaneous GNPs
The advantages of the percutaneous electrode are the elimination 
of skin resistance and cutaneous pain issues, greater muscle selec-
tivity, and lower stimulation currents. Percutaneous electrodes 
are particularly usefully in activating small, deep muscles, such as 
the intrinsic muscles of the hand.

Starting from a first clinical trial with percutaneous elec-
trodes implanted in C6 tetraplegic patient [80], a 30 percutane-
ous electrodes GNP (FESMate) was developed in the 1980s [81]. 
The device was able to provide several stimulation patterns for 
several hand grasps and upper extremity motions. The FESMate 
was controlled by different commands (i.e. push button, head 
switches, voice, sip and puff, and shoulder motion). This system 

(A) (B)

(D)(C)

Fig. 30.3 Different examples of GNP to restore grasping: (A) one of the first non-invasive prototype; (B) the Bionic Glove; (C) the NESS H200 by Bioness;  
(D) a flexible transcutaneous electrode array.
(A) From Vodovnik, L.; Long, C.; Reswick, J.B.; Lippay, A.; Starbuck, D. Myo-Electric Control of Paralyzed Muscles. Biomedical Engineering, IEEE Transactions on. 1965; BME-12(3 and 4):169–72. 
(B) Reprinted from Archives of Physical Medicine and Rehabilitation, 80(3), Dejan Popović, Aleksandar Stojanović, Andjelka Pjanović,Slobodanka, Radosavljević, Mirjana Popović, Stevan Jović, 
Dragan Vulović, Clinical evaluation of the bionic glove, 299–304, Copyright (1999), with permission from Elsevier. (D) Reprinted from Artificial Organs, Ana Popović-Bijelić, Goran Bijelić, Nikola 
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has been tested with subjects with cervical SCI (C4–C6) and 
hemiplegia to produce hand, forearm, elbow, and shoulder move-
ments, but limited data are available in terms of clinical outcome 
of the experiments.

GNPs using implanted peripheral  
neural and muscular electrodes
The implantation of electrodes and stimulators that deliver cur-
rent directly to the targeted nerves is still investigated in order 
to solve some of the main drawbacks of surface approach. Two 
very interesting approaches will be described here, showing their 
promising clinical achievements:  (i)  a fully implantable device 
(Freehand) and the (ii) use of cuff electrodes.

The Freehand is an implantable device developed with the main 
aim to restore lateral and palmar grasps in subjects with C5-C5 
tetraplegia [82–83]. This implantable GNP is based on a fully 
implantable stimulator located in the subject’s anterior chest. The 
stimulator is connected with eight epimysial or intramuscular 
electrodes implanted near motor points of hand and forearm mus-
cles. The stimulator communicates with and external program-
mable control unit by means of a radiofrequency transmitting 
coil. An additional sensor detects contralateral shoulder move-
ments and uses this signal to control the opening and closing of 
the hand. The system has been implanted in more than 250 tetra-
plegic patients (C5 and C6 level) [8] . From the results of a multi-
center study with 51 C5 and C6 tetraplegic subjects [84] and other 
small studies [85–86], the Freehand was able to improve pinch 
force and grasp release abilities, resulting in a greater independ-
ency in performing ADLs. Patients expressed satisfaction [84] and 
the implant seemed very robust to failure (i.e. a survival rate of 
98.7% considering 238 electrodes implanted for a time ranging 
from 3 years up to 16 years [87]). Despite these promising clini-
cal results, the Freehand was not commercially available since 
2011. A second version, not yet commercially available, has been 
recently developed (Figure 30.4) [88]. This new version increased 
the number of stimulation electrodes (i.e. from 8 to 12 allowing 
better upper limb functions such as forearm pronation and reach-
ing by elbow extension) and it allows the recording of electromyo-
graphy (EMG) from two muscles. One of the main improvements 
is the possibility to control the GNP with ispilateral muscles (i.e. 
wrist extension for grasp and wrist flexion for release) eliminat-
ing the need for contralateral shoulder movements. A recent study 
[88] in three C5/C6 SCI subjects obtained results similar to the 
first version (i.e. effective grasp and release function with high 
level of user satisfaction) [88]. Moreover, a case study with one 
stroke patient has been recently published and it demonstrated 
the effectiveness of the GNP with a resulting increase of the active 
range of finger extension, of the lateral pinch force, of the num-
ber of objects grasped and released, and of qualitative assessment 
scores [89].

A preliminary evaluation of nerve cuff electrodes in humans 
has been done intraoperatively in the ulnar and radial nerves of 
21 human subjects [91]. The obtained results demonstrated the 
possibility to selectively and independently activate at least one 
muscle from one nerve. In a following study [92], nine spiral cuff 
electrodes were implanted in a chronic study (up to three years) in 
two subjects (C1 and C5 level respectively). A cuff electrode with 
four individually controllable stimulation sites was implanted in 
the radial nerve of both subjects and one received an additional 

cuff in the musculocutaneous nerve. The nerve conduction veloc-
ity, the threshold recruitment, the recruitment stability, and the 
recruitment selectivity were tested demonstrating that these elec-
trodes were able to provide full and graded muscle contraction 
(similar to from muscle-based electrodes) in all target muscles 
without adverse changes in the nerve (recruitment properties or 
sensory effects).

Intraspinal GNPs
Starting from past experiments with animals [53–54], it seems that 
intraspinal ES may provide a means of artificially eliciting move-
ments avoiding some disadvantages of conventional FES systems 
(i.e. recruitment of coordinated patterns of muscle contractions 
and reduction of fatigue due to a more physiological recruitment 
order). Recent experiments in monkeys [93–94] showed that using 
multisite intraspinal ES it is possible to restore coordinated acti-
vation of multiple muscles and control reaching and grasping 
movements. In Figure 30.5, an example of the potentials of this 
approach to restore grasping force is provided.

Main advantages and limits of GNPs
FES systems for upper limbs based on surface stimulation  
(i.e. Bionic Glove and NESS) seem able to restore some upper 
limb tasks (and in particular palmar grasp, hold, and release) 
even if the difficulties with donning and doffing, a reduced 
muscle stimulation selectivity, and control issues prevent a 
large clinical use of these devices [8, 11, 95]. The percutaneous 
approach (such as the NEC FESMate [96]) seems able to over-
come some limits of surface electrodes (i.e. better selectivity, 
reduced pain, lower stimulation currents, reduced donning 
and doffing time) even if it is not suitable for long-term clinical 
use and it is afflicted by an increased risk of electrode break-
age and infection. Finally, implantable systems (e.g. Freehand 
[83]) seem a solution that can be used in long-term clinical use 
thanks to a reduced risk of damage and infection, a low rate of 
failure [8, 11, 85], high selectivity of muscle stimulation, greater 
ADLs independence, better grasp, hold, and release, and high 
satisfaction. Of course, implantable systems require an addi-
tional surgery for the implantation of the GNP, a risk of tissue 
growth affecting the nerve, and high costs.

Transmitting/receiving coil

Implant stimulator/telemeter

In-line connectors

EMG recording electrodes

Stimulation electrodes

External control unit

EMG recording
electrodes

Fig. 30.4 The scheme of the Freehand system.
Kilgore KL, Hart RL, Montague FW, Bryden AM, Keith MW, Hoyen HA, Sams CJ, Peckham PH. 
An implanted myoelectrically-controlled neuroprosthesis for upper extremity function in 
spinal cord injury. Conf Proc IEEE Eng Med Biol Soc. 2006;1:1630–3.
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Therapeutic electrical stimulation
ES of paralysed limbs can provide therapeutic benefits in SCI and 
post stroke patients [8, 13]. Exercises based on TES induce some 
positive physiological changes and in particular they can prevent 
osteoporosis, muscle atrophy, increase of body fat mass, and car-
diovascular complications. Moreover, TES can promote/facilitate 
motor relearning and reduce spasticity and shoulder pain [13]. 
Exercises can be induced using body weight support devices or arm 
or leg cycle ergonomoters. Examples of arm or leg-cycle ergometers 
are the ERGYS (Therapeutic Alliances Inc., Fairborn, OH), the 
R300 (Restorative Therapies, Baltimore, MD), and the MotoMed 
(Reck-Technik, Betzenweiler, Germany). These systems combined 
stationary leg-cycle ergometer with surface ES to allow persons 
with little or no voluntary leg movement (e.g. SCI) to actively ped-
alling. Moreover, some of the above cited GNPs or WNPs or HAS 
can also be used not only to restore motor functions but also as 
a therapeutic systems. Finally, more sophisticated approaches for 
ES-based therapeutic exercises are based on robotic devices able 
to compensate arm or body weight [2] . One example combines a 
multichannel surface electrical stimulator applied to distal mus-
cles in order to provide grasp and release movements of the hand, 
with a commercial robotic exoskeleton (ArmeoSpring, Hocoma 
AG) to provide gravity compensation of the shoulder and elbow 
[97]. A  different system for the lower limb (RT600, Restorative 
Therapies, Baltimore, MD) combines two motorized footplates and 
a partial body weight support with the surface ES of leg and gluteal 
muscles in order to support stepping and standing.

Current challenges and future directions
Studies have shown that through regular use of ES, patients are 
able to help the recovery of some upper and lower limb function. 
However, despite much promise, ES-based neuroprostheses are lim-
ited by the tedious donning and doffing of stimulation electrodes 
and sensors, manual control parameter adjustment, fast onset of 

fatigue, physical therapist support. Clinicians often find the systems 
to be time consuming and overly complicated to use. Therefore, 
although ES technology has been used for decades and its benefits 
widely published, its use in the clinic is largely absent. To improve 
the situation it is necessary to increase the efficacy of the devices and 
their clinical usability. For example, non-invasive solutions have to 
provide an easy way for donning and doffing and for customizing 
the stimulation parameters. At the same time, more invasive solu-
tions (based on peripheral or spinal stimulation) are still far from 
an extensive clear demonstration of clinical efficacy. Problems such 
as long-term usability and selectivity need to be addressed before an 
extensive clinical application could become possible.

Finally, hybrid solutions based on the synergistic use of ES and 
other approaches can be also envisaged in the future. For instance, 
new robotic-based training methodologies have emerged that 
promise to improve rehabilitation of patients who are unable to 
perform motor activities (walking, reaching, grasping). Examples 
of such patients are stroke survivors and SCI patients. Studies have 
shown that such robotic assistive devices can lead to very posi-
tive therapeutic outcomes. Despite the promise of robot-assisted 
therapy, a number of disadvantages limit its widespread use in the 
clinic. Such therapy mainly provides passive movements of limbs, 
which leads to low activity of muscles and metabolism. Moreover, 
robotic systems can lead to abnormal muscle activation patterns. 
Also, robotic gait trainers for rehabilitation generally lack actu-
ated ankle joints. Such actuation is difficult to implement as appli-
cation of high torque to the feet may be dangerous. Individual 
limitations of the robotic and ES therapies can be eliminated by 
combining the two modalities. Immediate advantages include 
promotion of normal muscle activation, the possibility for prac-
tice of normal patterns earlier during rehabilitation, reduced 
requirements on physical therapist support, and ankle/hand acti-
vation. The current studies show that there is interest in combined 
ES-robotic trainers, but that research and development are very 
much in the initial stages.
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Fig. 30.5 Grip force achieved using two different encoding approaches for the intraspinal stimulation.
Zimmermann JB, Seki K, Jackson A. Reanimating the arm and hand with intraspinal microstimulation. J Neural Eng. 2011 Oct;8(5):054001.
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CHAPTER 31

Technology to enhance 
arm and hand function
Arthur Prochazka

Introduction
According to the Centres for Disease Control and Prevention, in 
2010 there were 8.3 million stroke survivors in the US [1] . Nearly a 
million individuals in North America live with spinal cord injury 
(SCI), half of whom have tetraplegia [2]. Up to 60% of these people 
find it hard or impossible to perform activities of daily life (ADLs) 
because of poor upper limb (UL) function [3]. The main deficits 
are poor control of the proximal muscles, difficulty extending the 
elbow and wrist, difficulty in grasping (and particularly in releas-
ing objects), and in about 30% of cases, significant to severe spas-
tic hypertonus. Spastic hypertonus develops in 20–30% of stroke 
survivors 6 to 18 months post-stroke [4–7]. Spastic hypertonus is 
associated with reduced range of motion (ROM), pain, and con-
tractures [8, 9]. Several studies have shown that spasticity can 
impede ADLs [5, 6, 10].

Based on the International Classification of Functioning and 
Disability [11], meaningful recovery of UL function should be 
viewed as the ability to incorporate the paretic limb in home and 
community activities and therefore to enhance participation. 
Examples include the ability to hold and cut food, open a jar or 
medicine bottle, and sign a cheque. Hand function, including 
dextrous manipulation, is at the top of the ‘wish-list’ of stroke sur-
vivors and individuals with tetraplegia due to SCI [12, 13]. In fact, 
a recent questionnaire survey of 220 stroke survivors found that 
the most important outcome was the ability to use the paretic arm 
in meaningful ways [13, 14]. One person said ‘It is a big deal to be 
able to use your arm again. I think most of the doctors think it is 
not. It is a big deal to be able to use your arm again psychologically 
as well as physically’ [13: p. 1217]. This underscores the meaning-
fulness of arm and hand recovery from the person’s perspective.

Before considering the technology that has been developed to 
restore UL function, it is important to understand the time-course 
of spontaneous recovery and current treatment strategies.

Spontaneous recovery of hand  
function after stroke and SCI
For a year or more after a stroke or SCI, arm and hand function 
spontaneously recover, initially quickly, then levelling off. The 
extent to which a person regains useful function in ADLs depends 
on the severity of the injury [15, 16]. It has been suggested that after 
a stroke ‘no emergence of arm synergies at 4 weeks is associated 
with poor outcome at 6 months’ [17]. Full recovery of UL function 

occurs in only about 12% of stroke survivors [17]. Spontaneous 
recovery, particularly in the first few weeks, provides a shifting 
baseline that must be taken into account when comparing the effi-
cacy of treatments, for example in randomized controlled trials 
(RCTs). This is a serious obstacle in some cases. For example, a 
recent study showed that in order to provide sufficient statistical 
power when comparing treatments in the acute or subacute period 
after SCI, the sample size required can be completely prohibitive, 
given the relatively small number of similar cases likely to be 
encountered in large cities, or even in whole countries [2] .

Brief summary of conventional 
rehabilitation techniques
Duration
The duration of inpatient rehabilitation varies widely from country 
to country. For stroke survivors in the US, this decreased from 
20 to 12 days between 1994 and 2001, with up to 61% of patients 
not receiving any follow-up therapy [18]. This has forced thera-
pists to focus more on compensatory strategies than on restoring 
function. On discharge, patients are provided with passive aids 
such as ankle and knee braces or splints, arm slings, and canes. 
Some patients continue exercising after discharge, but a survey 
of stroke participants in our programme revealed that after a few 
months, the only exercise they did with any consistency was pas-
sive stretching, largely to relieve hypertonus.

Two treatment regimes based on neurophysiological principles, 
the Bobath technique, which aims to restore normal coordina-
tion, and proprioceptive neuromuscular facilitation, which uses 
stretching to restore ROM, have been widely used since the 1960s, 
with strong adherents in each camp [19–24]. An RCT that com-
pared these two methods concluded that there were no substantial 
difference between them in improving ADLs [25].

Exercise
According to the American Heart Association, ‘physical activity  
remains a cornerstone in the current armamentarium for risk 
factor management for the prevention and treatment of stroke 
and cardiovascular disease’ [26]. Most rehabilitation clinics have 
a range of passive exercise devices for hand and arm function, 
such as therapy putty, skateboards, incline boards, stacking cones, 
ring trees, and peg boards. Hand exercises are occasionally per-
formed with spring-loaded splints, or splints that transfer wrist 
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extensor torque to finger extensors. Higher-functioning patients 
are taught ROM exercises of the arm and hand, passive stretching 
to reduce hypertonus, squeezing a ball, and other exercises. There 
is evidence that the more physiotherapy of this type that patients 
receive, the better the motor outcome [27].

Compensatory strategies
It has long been generally accepted by therapists that in severely 
disabled stroke survivors, therapy should be restricted to mini-
mizing contractures and pain [28] and teaching compensatory 
methods, for example tying shoelaces with one hand, or using 
simple assistive devices, such as a universal cuff, to hold tools and 
utensils [29]. Compensatory strategies may, however, inhibit spon-
taneous functional recovery. For example, stroke survivors often 
lean forward from the hip to position the more affected hand to 
grasp or stabilize objects. It has been argued that once compensa-
tory strategies become habitual, they lead to ‘learned non-use,’ a 
form of motor neglect [30]. Thus, while compensatory strategies 
are useful and empowering, they may reduce the motivation of 
patients, therapists, and medical device companies to pursue new 
therapies, exercise regimes, or technologies.

Cost
As will become apparent, cost and reimbursement are crucial 
factors in the adoption of new treatments and technologies. For 
this reason, approximate costs are given in what follows, to pro-
vide the reader with a basis for comparison between the various 
methods and devices discussed. The costs are based on North 
American data and are provided in US dollars. Costs in other 
developed countries are broadly similar, though of course with 
some local variance. In some cases the costs are absorbed by 
government healthcare agencies or insurance companies. When 
individuals do not have this financial support, the cost of devices 
and treatments can be prohibitive.

Constraint-induced movement therapy (CIMT)
Originally called forced-use training [31], CIMT has been 
adopted by rehabilitation institutes around the world to treat 
stroke survivors. Movements of the less-affected UL are constrained 
for 6–7 hours for 2 weeks, forcing the more affected UL to be used 
in intensive practice of tasks relevant to the subject [3, 32]. The 
Stroke Rehabilitation Evidence-Based Review (SREBR) endorses 
this approach:  ‘Exposure to stimulating and complex environ-
ments and involvement in tasks or activities that are meaningful 
to the individual with stroke serves to increase cortical reorgani-
zation and enhance functional recovery’ [33–35]. Other features 
of CIMT are ‘shaping’ (gradually increasing the difficulty of 
tasks) and a ‘transfer package:’ a behavioural contract specify-
ing post-treatment activities. An important limitation of CIMT 
is that subjects must have at least 20º of voluntary wrist extension 
and 10º voluntary finger extension [32]. This excludes 85–90% 
of people with hemiparetic hands [33,  36]. There is disagree-
ment on whether the strategy of preventing the less-affected arm 
from taking part in intensive exercise therapy is beneficial or not. 
Numerous papers have appeared in the last few years that favour 
bilateral training [37–41].

The CIMT course offered at the Taub therapy clinic at the University 
of Alabama in Birmingham costs around $6K. Pressure for reim-
bursement has risen as a result of a multi-centre trial confirming that 

CIMT produces clinically relevant improvements in arm function 
[42]. Less intensive protocols have been suggested, such as modi-
fied CIMT (mCIMT) [43–45], comprising CIMT for 30 min, three 
times a week and wearing a mitt on the less-affected hand for 5 
hours a day, for 5 days a week. The efficacy of mCIMT is yet to be 
confirmed in RCTs.

In an effort to provide standardized UL exercises at mini-
mal cost to stroke survivors, a group at the University of British 
Columbia developed the graded repetitive arm supplementary 
programme (GRASP:  [46]). It is self-administered during reha-
bilitation in an in-patient setting, with follow-up at home. It has 
three difficulty levels chosen according to the UL Fugl-Meyer 
assessment of function. The participant receives an exercise book 
containsing instructions for each exercise, and a kit containing 
inexpensive equipment (e.g. ball, bean bag, towel, paper clips). 
Repetitive exercises including strengthening, range of motion and 
fine motor skills are designed to improve ADLs. GRASP is recom-
mended by the Canadian Stroke Best Practice Guidelines (www.
strokebestpractices.ca) and has been adopted by over 100 sites in 
several countries.

Tendon transfer surgery
It is important when evaluating novel devices that enhance UL 
function, to be aware of the existing medical alternatives. One 
of these is surgically to shift the tendon of a muscle that remains 
under voluntary control from its original attachment to a new one, 
to replace the action of a paralysed muscle [47]. A recent survey 
found that 70% of tetraplegic people who had received tendon 
transfers were satisfied with the results, 77% reported a positive 
impact on their lives, 68% reported improvements in ADLs, 66% 
reported improved independence, and 69% reported improve-
ment in occupation [48]. Tendon transfers are only available in 
specialized centres. Less than half of the 137 tetraplegic people 
recently surveyed had ever been told about this option and only 9% 
had had the procedure [12]. Nearly 80% said they would be will-
ing to spend 2–3 months being less independent while recovering 
from surgery, ultimately to become more independent. Tendon 
transfers carry the risk of infection and involve several months 
of recovery during which motor function is actually reduced. 
The movements that are restored may not be as natural as antici-
pated, and although in principle, tendon transfers are reversible, 
this involves more surgery. Because abnormal connective tissue 
growth and changes in muscle and tendon will have occurred, the 
anatomical relationship will not be completely restored. This can 
be a disincentive to people hoping for a ‘cure’.

Mechanical splints and exoskeletal devices
Numerous passive and powered mechanical devices in the form 
of articulated splints and supports that act as exoskeletons have 
been developed and tested over the years. Notable recent devices 
include the ReWalk (ReWalk Robotics:  www.rewalk.com) [49] 
and the Ekso Bionic Suit (www.eksobionics.com) for ambulation 
and the SaeboFlex for hand grasp and release (www.saebo.com). 
The SaeboFlex (Figure 31.1) is a spring-loaded, passive device 
that holds the wrist and fingers in extension. The user grasps 
an object by voluntarily flexing the fingers. The springs assist in 
re-opening the hand to release the object. Another spring-loaded 
splint, the MossRehab ‘RELEAS’ (www.mossrehab.com/
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Therapeutic-Modalities-Tools/releas.html) recently came onto the 
market at a cost of ~$200. Powered orthoses for hand grasp and 
release have also entered clinical trials [50].

Therapeutic and functional  
electrical stimulation
Weak or paralysed muscles can be activated by trains of electrical 
pulses applied either with surface stimulators and electrodes or 
with implanted stimulators and leads. In both cases it is the nerves 
innervating the muscles that are activated [51]. Muscles dener-
vated as a result of peripheral nerve injury or the destruction of 
spinal motoneurons cannot be activated in this way. Therapeutic 
electrical stimulation (TES) refers to cyclical stimulation to 
increase muscle strength. Functional electrical stimulation (FES) 
refers to voluntarily triggered stimulation to assist in functional 
tasks. Studies have shown that TES can reduce hypertonus and 
improve motor function. Surface FES stimulators for foot-drop 

have been commercially available in Europe since the late 1970s 
[52], and more recently in North America [53, 54].

In the late 1970s a therapeutic programme for hand function 
involving daily FES-assisted biofeedback exercises was initiated 
at the Rancho Los Amigos Rehabilitation Hospital in Los Angeles 
[55–57]. The FES devices comprised hinged splints containing sur-
face electrodes and stimulators activated by push-button. The first 
commercial hand stimulator was the Automove, which detects weak 
voluntary electromyographic (EMG) activity of muscles associated 
with weak voluntary contractions, and then stimulates these same 
muscles to augment the contractions [58]. Improvements in subse-
quent unassisted voluntary function have been reported [59–63]. In 
the 1990s, two designs of surface hand stimulators were developed 
for people with tetraplegia, the Handmaster [64] and the Bionic 
Glove [65]. The Handmaster was subsequently commercialized as 
the Bioness H200 [65, 66]. It comprises a hinged splint contain-
ing moistened pad electrodes, and a stimulator triggered by push-
button. It costs about US$7,000. The Bionic Glove, an FES garment 
triggered by wrist movements was shown to provide functional and 
therapeutic benefits to people with tetraplegia [67]; however, it did 
not survive the commercialization process.

Stroke survivors have difficulty flexing and extending the wrist, 
so alternative methods of triggering these devices voluntarily have 
been developed. Accelerometers built into small earpieces are 
used to detect toothclicks or head nods. Radiofrequency signals 
are then transmitted to the FES garment [68]. A wristlet based 
on the head-nod method is being developed by Rehabtronics Inc. 
(www.rehabtronics.com) (Figure 31.2). This will cost about $2,000 
and is scheduled for commercial release in 2015.

Implanted devices for  
enhancing UL function
A fully implanted UL FES device developed at Case Western 
Reserve University [69, 70] was approved by the Food and Drug 
Administration in 1997 and marketed by Neurocontrol as the 
‘Freehand System.’ About 200 of these devices were implanted 
in people with C4–C5 tetraplegia. An external control unit wire-
lessly activated an implanted stimulator that delivered pulse trains 
to muscles in the forearm to elicit different hand movements. 
Shoulder or wrist movements were used to select the movements. 
Though many recipients benefited, the Freehand System was with-
drawn from the market in 2002 [71]. An improved multichannel 
version of the device that is controlled myoelectrically (by EMG 
signals picked up with electrodes implanted in muscles still under 
voluntary control) has recently been implanted in several individ-
uals with tetraplegia [72, 73]. The device has also been implanted 
in a person with stroke, though interestingly, myoelectric control 
was unsuccessful in this case study [74]. Other novel implantable 
devices for UL function include the Finetech STIMuGRIP [75] and 
an implantable system called the Stimulus Router that requires 
only the leads to be implanted, with pulse trains coupled through 
the skin from a wireless-triggered wristlet stimulator [76].

Virtual reality (VR) training  
and computer gaming
A recent meta-study concluded that ‘VR and video game appli-
cations are novel and potentially useful technologies that can 
be combined with conventional rehabilitation for upper arm 

Fig. 31.1 The Saeboflex spring-loaded splint.
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Fig. 31.2 The Rehabtronics wireless-triggered hand stimulator.
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improvement after stroke’ [77]. In 1992 a glove instrumented 
with sensors was developed to enable VR games for rehabilitation 
purposes [78]. Actuators in the palm of the glove provided resist-
ance to finger and thumb flexion according to the virtual object 
grasped, enhancing the experience [79]. Affordable VR devices 
from the computer gaming world have recently been adapted for 
motor rehabilitation, most notably the Nintendo Wii [80–84]. The 
Wii allows users to play computer games with a hand-held motion 
sensor. It was not designed for rehabilitation and it lacks dextrous 
tasks requiring grasp/release, pronation/supination, wrist flexion/
extension, pinch-grip/ release, and picking up and transferring 
objects. The resistance to movement presented by real objects in 
tasks of daily life is also lacking. In spite of these shortcomings, a 
recent study suggests that VR games played on the Wii provide a 
safe, feasible, and potentially effective alternative to facilitate reha-
bilitation therapy and promote motor recovery after stroke [85].  
The Wii has been embraced by rehabilitation clinics around the 
world, showing the need for affordable in-home devices that make 
exercise therapy enjoyable and thereby increase adherence.

Robotic UL exercise training
Over the last 20 years, powered robotic systems have been devel-
oped for UL rehabilitation. The simplest of these are servo motors 
that impose repetitive, continuous passive movements on limbs 
[86, 87]. In some cases attachments are provided that mimic objects 
found in ADLs (PrimusRS: btetech.com; E-Link: www.biometric-
sltd.com). The MIT-Manus rehabilitation robot provides arm sup-
ports and applies planar forces that assist or resist voluntary motion 
during target-tracking on a monitor [88, 89]. In an important recent 
study of 127 chronic stroke participants, in those who did 36 hours 
of MIT-Manus robot-assisted exercise over 12 weeks, UL func-
tion improved by about the same amount as in those who received 
equivalent therapist-supervised intensive training and in those 
who received usual care [90]. In their discussion of this disappoint-
ing outcome, the authors noted that their participants received 
an unexpectedly large amount of additional rehabilitation, pos-
sibly reflecting self-selection of highly motivated people or better 
access to rehabilitative services in the Veterans Administration 
system within which the study was conducted. Another factor was 
the inclusion of severely impaired participants: the mean baseline 
Fugl-Meyer score was 20 (out of a full range of 66). Functional out-
comes of intensive exercise therapy in individuals with low levels of 
motor function are generally lower than in those with moderate to 
mild impairment at baseline (see later).

The KINARM, developed by Dr Steven Scott at Queens University, 
Kingston, Canada, is another example of a planar robotic device 
that supports the arm [91]. So far, it has been used mainly for assess-
ing individual joint contributions to UL movement. The Motorika 
ReoGo is a floor-mounted telescopic servo, which applies forces in 
three dimensions to the UL [92]. It has been deployed in at least one 
large chain of rehabilitation hospitals in the USA. The most recent 
device of this type is the multi-degree-of-freedom ARMin arm 
robot, commercialized by Hocoma, the makers of the Lokomat® 
gait-training robot [93]. This device has an exoskeleton structure 
that enables the training of movements in 3-D space, as well as grasp 
and release of an instrumented gripper. It detects voluntary effort 
and assists when needed. It incorporates computer games to motivate 
the users.

Training with rehabilitation robots does not necessarily improve 
scores on ADL tests [90, 94,  95]. A  recent meta-analysis [35]  
concludes: ‘Sensorimotor training with robotic devices improves 
functional and motor outcomes of the shoulder and elbow, how-
ever, it does not improve functional and motor outcomes of the 
wrist and hand.’ This could be partly due to the fact that the exist-
ing devices do not exercise dextrous hand movements. Another 
factor that has only recently been recognized is the tendency of 
clients whose movements are assisted by robots, to take advantage 
of the assistance and progressively reduce their own effort [96]. 
This has been termed ‘slacking.’ Unfortunately it has also been 
shown that it is the client’s own effort that is the key to functional 
improvement with exercise training [97], The aforementioned 
robotic systems cost from $60K to $150K and require dedicated 
personnel within a clinical setting. A  simpler robot, the ‘Hand 
Mentor,’ comprises a powered wrist splint. This device exercises 
hand and wrist only. In a recent small-scale RCT (n = 17) of the 
Hand Mentor, the rating of mood increased more in a group 
that used the device in addition to repetitive task practice than 
in a group receiving repetitive task practice only. Other outcome 
measures were similar in the two groups [98].

In spite of the large amount of effort and expense involved in 
developing these robotic rehabilitation systems in the last two 
decades, actual deployment in clinics or in patients’ homes has 
so far been limited, presumably because of complexity, cost, and 
the fact that dose-equivalent non-robotic therapy may be equally 
effective. Research on the use of rehabilitation robotic-based tech-
nologies for improving UL function and use after stroke remains 
in its infancy and with a considerable gap between clinic-based 
and home-based programmes. A recent review of rehabilitation 
robotics concluded with the following recommendation: ‘To max-
imize efficacy for a large clinical population, the authors propose 
that future task-oriented robots need to incorporate yet-to-be 
developed adaptive task presentation algorithms that emphasize 
acquisition of fine motor coordination skills while minimizing 
compensatory movements’ [99].

Passive exercise devices incorporating 
computer gaming
Given the large cost of robotic devices and the realization that what 
may count most in rehabilitation is the client’s own efforts to move 
rather than external assistance [98], there is an increased interest 
in passive devices that promote UL exercise. Simple devices that 
support the weight of the arm either with slings or articulated arms 
attached to wheelchairs have been used in rehabilitation clinics for 
many years. The most sophisticated of these devices, which incor-
porates computer gaming to improve motivation, is the Hocoma 
ArmeoSpring [100]. This device is a spring-loaded, articulated 
arm support, developed from the Therapy Wilmington Robotic 
Exoskeleton (T-WREX) [101]. It is primarily suitable for ROM 
exercises. It is provided with an instrumented gripper, enabling 
grasp and release to be detected and incorporated into the games. 
It costs over $60K and is therefore only suitable for clinics. In a 
recent study [102], 23 chronic hemiparetic patients completed 36 
1-hour sessions using the ArmeoSpring. Improvements of between 
2 and 10% were reported in a variety of outcome measures, includ-
ing functional tests such as the Fugl-Meyer Arm (FMA) test and 
the Wolf Motor Function test [103]. In another study, 12 tetraplegic 
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participants performed ArmeoSpring training with one of their 
affected arms for a total of 15 hours spread over 5 weeks. This was 
additional to conventional occupational and physical therapy. 
There were few functional benefits in the limbs receiving the train-
ing compared with the limbs that did not [104]. However, in a sub-
group of participants with partial hand function at baseline, there 
was a significantly larger increase in one of the functional outcome 
measures in the treated limbs.

A related device, the ArmeoBoom, comprises an overhead crane 
that supports the forearm with a sling that can move up and down, 
providing partial weight support (Figure 31.3). A motion sensing 
device at the top of the frame tracks the position of the hand. 
The device provides ROM exercises in a computer gaming envi-
ronment, but like the Wii, it lacks dextrous tasks such as grasp–
release, pinch–grip and pronation–supination. It costs around 
$16K, and so could conceivably be provided for in-home use on 
a rental basis. In a study on eight sub-acute stroke participants, 
EMG patterns of UL muscles were compared during elbow and 
shoulder joint excursions with and without gravity compensation 
provided by a precursor of the ArmeoSpring [105]. Arm move-
ment excursions were facilitated without impairing motor con-
trol. In another study on a related device, seven chronic stroke 
participants received 18 half-hour sessions over 6 weeks of reach 
training with computer games [106]. There was a median increase 
of 3 points in the FMA after training and a significantly increased 
work area of the hemiparetic arm, as indicated by the normalized 
area of circles drawn by the participants.

A gaming workstation designed for motor rehabilitation, the 
‘ReJoyce’ (Rehabilitation Joystick for Computerized Exercise), ena-
bles clients to perform task-oriented, intensive arm and hand exer-
cises in the guise of computer games [107–109]. It was designed to 
provide tasks that mimic a variety of common ADLs, including 

those requiring dextrous manipulation:  grasping, moving and 
releasing objects having weight and resistance to movement, 
bimanual rotation of a steering wheel, pouring fluid from a can, 
holding a jar and twisting its lid, pinch-gripping and lifting small 
objects, sliding and pinch-gripping coins on a surface (Figure 31.4).  
The client is presented with a choice of 10 games and a slider to 
set an initial difficulty level. The difficulty levels of games are 
incremented upon successful completions of each stage of a game. 
The ReJoyce has been used independently by clients in clinics 
or at home. It has also been used for in-home telerehabilitation 
(see next section), whereby the choice and difficulty of games are 
controlled remotely over the Internet by a tele-coach, along with 
two-way audiovisual communication with the client.

The use of technology for  
in-home exercise therapy
In developed countries only 5–10% of chronic stroke survivors 
attend outpatient therapy sessions on a regular basis. There is 
therefore an urgent need to improve adherence to in-home exercise 
programmes to improve health status, cognitive function, partici-
pation and quality of life. To address this need, early supported 
discharge (ESD) programmes have been, or are being, imple-
mented in several countries [110, 111]. They involve home visits, 
typically 1 hour/day for 6–8 weeks by one or more allied health 
professionals. A recent meta-study, [110] came to the conclusion 
that stroke patients with mild to moderate disability receiving 
ESD can attain similar or superior functional outcomes compared 
to in-patient rehabilitation at a cost lower than usual care (http://
ebrsr.com/evidence-review/7-outpatient-stroke-rehabilitation).

Telerehabilitation has been proposed as a means of delivering 
continuing outpatient therapy in a more convenient and afforda-
ble way [112]. According to a recent analysis by the Alberta Health 
Services, 2 hours of travel by therapists are allocated to each ESD 
home visit. Given that the home visit itself lasts about an hour, 
this means that two-thirds of the time, and therefore two-thirds of 
the cost, is taken up by travel. During the 1-hour visit, 20–25 min 
are dedicated to UL exercises, 20–25 min to cognitive/perceptual 
therapy, and 10–15 min to mobility. All of these functions could, 
in principle, be performed on devices such as the ReJoyce in the 
home, supervised over the Internet by tele-coaches, thus elimi-
nating the travel component. Several clients can be supervised 
simultaneously by one tele-coach, further reducing costs.

So far, telerehabilitation has focused mainly on psychological, 
cognitive, and vocational rehabilitation. However, various pilot 
studies of tele-supervised training for motor function have taken 
place over the last decade [79, 113–116]. Recent studies involving 
the home-use of ReJoyce systems in stroke and SCI subjects have 
shown that in-home exercises with telerehabilitation and FES pro-
duced improvements in UL motor function exceeding the minimal 
clinically important difference [107, 117–119]. Participants who 
had the largest increases in Action Research Arm Test (ARAT) 
scores were those whose baseline scores were in the mid-range. 
This is in line with previous work showing that the initial severity 
of a stroke determines the extent of recovery [120].

There are numerous barriers to the widespread adoption of teler-
ehabilitation by healthcare providers and reimbursement agen-
cies [121]. These include cost, an insufficient evidence base, lack 
of reimbursement, laws regulating telerehabilitation, professional 

Fig. 31.3 The Armeo® Booom.

 

http://ebrsr.com/evidence-review/7-outpatient-stroke-rehabilitation
http://ebrsr.com/evidence-review/7-outpatient-stroke-rehabilitation


CHAPTER 31 technology to enhance arm and hand function 379

licensure portability, and privacy concerns. In spite of these barri-
ers, private physiotherapy clinics in Canada have recently started 
using the in-home telerehabilitation capabilities of the ReJoyce 
device and their early reports have been positive. This is impor-
tant because it is only when arms-length organizations embrace 
the technology that it can be considered a success.

Outcome evaluation
Numerous tests of upper extremity function have been devel-
oped over the years. To quote from a recent review article [122] 
‘The most frequently cited UL performance measures include the 
ARAT [123, 124], Box and Blocks Test (BB) [125], Chedoke Arm 
and Hand Activity Inventory (CAHAI) [126], Jebsen–Taylor Hand 
Function Test (JTT) [127], Nine-Hole Peg Test [128], and the Wolf 
Motor Function Test (WMFT) [103]. The most frequently cited 
self-reporting measures include the Stroke Impact Scale (SIS) 
[129] and the Motor Activity Log (MAL) [130].’ The ARAT and 
the BB test have recently been identified as having the strongest 
relationship to clinical utility [131].

Recently, attempts have been made to develop entirely quan-
titative UL performance measures. These include the Toronto 
Rehabilitation Hand function test, which was shown to have a 
moderate to strong construct validity in assessing unilateral hand 
motor function in persons with tetraplegia [132]. The KinArm 
allows the quantification of numerous movement parameters 

during visual reaching tasks [133]. This may provide a better reso-
lution of sensorimotor impairment than standard clinical tests. 
It also allows position sense to be quantified [134]. The ReJoyce 
system incorporates an automated hand function test, which takes 
about 5 minutes to complete, and proceeds with automated screen 
prompts. It provides an overall score that correlates well with 
the ARAT and Fugl-Meyer arm and hand function tests [135]. It 
also provides scores related to individual variables such as grasp 
strength, whole-arm ROM, pronation–supination, pinch-grip, 
and dexterity. It can be performed in the clinic or remotely. Once 
a client has done the test, the system automatically suggests games 
and difficulty levels that match the client’s abilities.

Satisfaction/dissatisfaction with  
therapy and assistive devices
A problem that has increasingly concerned researchers, health-
care providers, health policy analysts, insurers, and equipment 
manufacturers, is the difficulty of relating the outcomes of 
the standard UL tests to real-world needs, most notably inde-
pendence, employment, community participation, and qual-
ity of life. There are questionnaires that provide some insight 
into these factors from the client’s point of view, for example, 
the Psychosocial Impact of Assistive Devices Scale [136], the 
Functional Independence Measure (FIM) [137], the Spinal Cord 
Independence Measure (SCIM) [138] and the Stroke Impact 

Fig. 31.4 The ReJoyce telerehabilitation system.
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Scale. These instruments are used to varying degrees to make 
decisions on the level of home-care needed by individuals. They 
are also used by insurers and government healthcare agen-
cies to decide on which treatments and devices to reimburse. 
This is often a make-or-break factor in whether a given treat-
ment or device survives clinically and commercially or not. 
Unfortunately, at this stage, there are no satisfactory quantita-
tive means of measuring the impact of an intervention on the 
aforementioned list of real-world needs. Activity monitoring 
with the use of accelerometers has been proposed, but unfor-
tunately simple accelerometry does not distinguish between 
movements that are relevant (e.g. job-related manipulation 
of objects) and those that are not (e.g. arm movements during 
walking, whole-body accelerations while travelling in a car and 
so on). Some progress is being made in this respect with the 
use of multiple sensors, enabling hand opening and closing to 
be detected specifically [139]. Even so, it will be challenging to 
distinguish between motor events that relate to the items in the 
list and those that do not.

Guidelines for selecting UL  
rehabilitation technologies
Many factors are involved in the choice of methods and devices 
for UL rehabilitation. Costs must be carefully weighed against 
the anticipated benefits. Low-cost, structured, conventional exer-
cise programmes, exemplified by the GRASP protocol, are being 
increasingly adopted in both the clinic and outpatient settings, 
but because the exercises tend to be repetitive and uninteresting, 
adherence can be a problem. Wearable, spring-loaded splints are of 
relatively low cost and may improve motor function during reha-
bilitation. In principle, they could also be useful as aids to daily 
living, but their current appearance and bulk may be a barrier 
for some potential users. FES splints such as the Bioness H200 are 
increasingly being used in rehabilitation clinics, and FES wristlets  
currently under development may enable outpatient usage in 
ADLs as well. Implantable FES devices hold promise, but they 
are relatively costly and still in the experimental stage. VR exer-
cise therapy has grown rapidly in recent years with the advent 
of low-cost gaming devices such as the Nintendo Wii and the 
Xbox Kinect. These devices were not developed for rehabilita-
tion and they do not involve dextrous tasks, nor interaction 
with real-life objects. They are mainly useful for improving 
whole-arm ROM. The gaming aspect of VR training is now 
recognized as a key factor in motivating clients and maintain-
ing their adherence to exercises. Various robotic UL rehabili-
tation devices incorporating VR gaming have been developed 
over the last 25  years. They are expensive and therefore they 
are only found in well-funded clinics. It is still unclear whether 
they offer significant advantages over conventional occupa-
tional therapy. With the growing realization that the client’s 
own efforts rather than external assistance are the key to func-
tional improvement, attention has turned to simpler, less costly, 
passive devices that use VR gaming. Another growing trend 
is to extend the period of time that clients perform outpatient 
exercise therapy with the use of such devices in the home. 
Internet-based tele-coaching has the potential to maximize the 
efficacy and duration of in-home exercise therapy, but various  
barriers must be overcome before this becomes mainstream.

Conclusion
In this chapter we reviewed some of the UL disabilities following 
stroke and SCI. Conventional approaches to treatment were dis-
cussed, and current and emerging technologies that may enhance 
function, such as active mechanical orthoses and FES devices, 
were described. Surface FES systems that augment simple hand 
grasp–release are increasingly seen as useful adjuncts to therapy, 
particularly in the subacute stages of recovery after stroke or SCI. 
Their long-term use in ADLs is less common, but with the advent 
of convenient, low-cost systems that can be voluntarily triggered 
and used independently in the outpatient setting, this mode of 
usage may expand in the coming years. Exercise therapy has been 
identified as being crucial in maximizing the functional outcomes 
after stroke and SCI. Numerous technological approaches have 
been proposed to improve adherence to exercise programmes, 
including computer gaming with purpose-designed rehabilitation 
robots as well as passive devices. Tele-supervised in-home reha-
bilitation is still in its early stages, but will probably become an 
important part of rehabilitation in the future. The costs/benefits 
ratio will no doubt determine the eventual success or failure of the 
various technological approaches discussed.
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Technology to enhance 
locomotor function
Rüdiger Rupp, Daniel Schließmann,  
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Introduction
The loss of mobility due to sensorimotor dysfunction of the lower 
extremities has devastating effects on the quality of life of affected 
individuals and their ability to remain independent in the com-
munity. This in particular applies to patients with neurological 
gait disorders of the central nervous system (CNS) like stroke, 
Parkinson’s disease (PD), multiple sclerosis (MS), or spinal cord 
injury (SCI). Stroke is one of the most prevalent neurological con-
ditions worldwide (1.1 million first strokes per year in Europe) and 
the leading cause for persistent disabilities in adults [1] . Moreover, 
the burden of stroke is high and is likely to increase in future dec-
ades [2]. A stroke is typically followed by a hemiparesis, which 
frequently affects walking function. In stroke rehabilitation gait 
restoration has high priority, since mobility is a key prerequisite 
for independence. Hemiparesis, in combination with the unstead-
iness to walk, promotes reduced motor activities, resulting in fur-
ther gait deterioration, acceleration of cardiovascular diseases, 
and musculoskeletal abnormalities. Therefore, the ultimate aim 
of gait rehabilitation is to provide patients an efficient and safe 
walking ability. Another patient group with severe restrictions of 
walking function are PD patients. More than 1 million people in 
the United States suffer from PD, which affects approximately 1 in 
100 Americans older than 60 years [3]. In most patients the first 
symptoms appear in the age between 50 and 60, and 5–10% of the 
affected persons are younger than 40 [4]. Gait is one of the most 
affected motor characteristics of this disorder, although symp-
toms of PD vary. The gait pattern in PD is characterized by small 
shuffling steps and a general slowness of movement (bradykin-
esia). Patients with PD have difficulties initiating steps, but also 
stopping. MS affects approximately 400,000 people in the United 
States and 2.5 million worldwide [5]. More than 200 people are 
diagnosed with MS each week in the United States. MS typically 
begins between 20 and 40 years of age and is the leading cause of 
non-traumatic disability in young adults. Gait disturbances are 
among the most prevalent disabilities in MS, which are related to 
paresis, drop foot, spasticity, loss of balance, sensory ataxia, and 
fatigue.

In the US an estimated number of 250,000 (Europe: 330,000) 
people suffer from SCI with 11,000 new injuries per year [6] , of 
which 40% are tetraplegic. Though the SCI has a traumatic origin 

in the majority of patients (45%), during the last decade the per-
centage of non-traumatic patients is constantly growing. This con-
tributed to a trend seen in industrial countries that the number of 
incomplete lesions increases, which nowadays constitute approx. 
60–70% of the overall population.

Compensation versus restoration
In the rehabilitation of gait disorders two main concepts—namely 
compensation and restoration—are applied. Compensation means 
that lost motor functions are substituted by other, preserved func-
tions or by assistive technology. Restoration means that a weak or 
lost function is recovered by training. Compensation is the pre-
ferred approach in the rehabilitation of individuals with severe 
CNS injuries, such as motor and sensory complete SCI. Adaptive 
equipment and/or neuroprostheses based on functional electrical 
stimulation (FES) are employed as compensatory strategies [7]  
to perform functional activities and to increase the level of inde-
pendence in individuals with persistent handicap. Therapeutic 
strategies emphasizing on compensation in the rehabilitation of 
gait include [8]:

1. Gait training using compensatory movement strategies, for 
example, compensate for restriction in plantar dorsiflexion by 
increased hip flexion or trunk movements.

2. Strengthening innervated musculature with preserved volun-
tary control, emphasizing muscles required to perform com-
pensatory movements.

3. Adaptive equipment like knee–ankle–foot orthoses, reciproc-
ing gait orthosis and/or FES splints mainly for correction of 
drop foot.

4. Providing appropriate equipment to enhance activity and par-
ticipation. Examples are wheelchairs, walkers or canes.

In contrast to compensation a restorative rehabilitation approach 
aims to reinstall a normal movement pattern and to avoid com-
pensatory movements at the same time. Over the last two decades 
restorative strategies have gained high acceptance among therapists 
due to scientific findings about the intrinsic capacity of the CNS 
for use-dependent neuroplasticity and reorganisation. Restorative 
therapies are typically applied to individuals with a high poten-
tial for neurological recovery, for example, motor incomplete SCI 
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usually in the subacute stage after CNS injury. The therapeutic 
strategies emphasizing restoration in rehabilitation after CNS 
injury include [8] :

1. Locomotor training involving body weight-supported step 
training on a treadmill and/or overground. Stepping assis-
tance can be provided manually or using robotic gait orthosis. 
In some cases, these strategies are combined with mechanical 
orthoses and/or strengthening of innervated musculature.

2. Conventional gait training involving practice of static and 
dynamic standing balance, stepping, and walking. Like in loco-
motor training these strategies are combined with mechanical 
orthosis and/or strengthening of innervated musculature.

3. Functional electrical stimulation therapy for neuromuscular 
re-education and functional training emphasizing on normal 
movement patterns.

At this point, there is no evidence regarding the optimal timing 
and combination of compensation-based therapies in relation to 
restoration-based approaches for patients with spared sensorimo-
tor function. Based on clinical experience, the more sensorimotor 
function is preserved the more and earlier restorative strategies 
should be employed. Training should be balanced towards com-
pensation in cases with little remaining voluntary movement 
(Figure 32.1). In patients with little or maximal impairment the 
choice of compensation versus restoration is rather easy, whereas 
in persons with moderate impairments the boundaries of compen-
sation and restoration become indistinct. In other instances, com-
pensatory strategies support restorative efforts:  Compensatory 
walking aids like braces may improve the knee or ankle joint sta-
bility and thus allow a person with substantially preserved vol-
untary motor function to take part in a restorative gait therapy. 
In any case, technology plays an important role in the implemen-
tation of both strategies in the clinical as well as the domestic 
environment.

The aim of this chapter is to provide an overview of the estab-
lished and most recent technology to promote locomotion either 
by restorative or a compensatory means and to provide insights 

to limitations of current technology together with challenges and 
opportunities of future developments.

Clinical evidence of restorative gait therapies
After extensive animal research demonstrated the feasibility 
and success of task specific locomotor training approaches, the 
concept of body weight supported treadmill training (BWSTT) 
was introduced into the clinical setting. The key component of 
BWSTT is the support of the patient’s body weight by a harness 
in combination with a static (counterweights) or dynamic (springs 
and/or active drives) weight reduction system. The latter has the 
advantage to compensate for the moment of inertia caused by the 
counterweights at higher gait speeds, when fast vertical shifts of 
the body centre occur. In case of weak muscles or spasticity the 
stepping movements, and under certain circumstances also the 
trunk, are manually assisted by up to three therapists.

Over the last 15 years BWSTT has been established as a stand-
ard therapy in the gait rehabilitation of patients with stroke [9] , 
incomplete SCI [10], and MS [11]. PD patients receive treadmill 
training to improve their hypokinesia-induced gait impair-
ment [12]. Besides positive effects related to walking speed and 
endurance, normalization of the muscular activation pattern, 
and improved capability for weight bearing reductions in spas-
ticity and increases in cardiopulmonary efficiency have also been 
shown following BWSTT [13]. It has to be noted that most of these 
studies included subjects in the subacute or chronic stage. A rand-
omized, controlled multicentre clinical trial comparing 12 weeks 
of manual-assisted BWSTT with conventional overground gait 
training in acute subjects (incomplete SCI patients within 8 weeks 
post trauma) did not find differences in walking speed and dis-
tance nor the locomotor subscore of the Functional Independence 
Measure [14] between the two groups 6 months after study inclu-
sion [15]. Interestingly, both treatment groups showed much bet-
ter outcomes compared to a historic control group. The authors 
discuss that both the treadmill and the conventional gait training 
group received a much higher therapy intensity and duration than 
those usually applied in clinical routine [16].

�erapeutic
strategy

Restoration

Compensation

Time after
CNS damage

Severe Moderate Low Degree of
impairment

Fig. 32.1 Dependency of the therapeutic strategy and the degree of the impairment.
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Neurobiological basis for an effective 
locomotor training
It has been proposed for more than 250 years that activity patterns 
for locomotion originate from segmental spinal circuits. But it 
was the work of Sherrington [17] and Brown [18] in the beginning 
of the 20th century that truly moved this field forward. In these 
studies, they found that, with appropriate sensory stimuli from 
the periphery, spinalized cats generated patterned movements 
that mimicked those exhibited during swing and stance phases of 
locomotion. What they originally termed ‘the intrinsic factor’ has 
now become known as the central pattern generator (CPG). The 
CPG is a cluster of neuronal networks in the CNS, including the 
spinal cord, that can generate basic rhythmical motor patterns. 
These networks play an important role in tasks such as chewing 
and breathing and are also involved in the generation of the flex-
ion and extension patterns during walking [19]. Recent clinical 
studies confirm older observations showing that in humans the 
pattern generator networks for walking are located in the lower 
thoracic and upper lumbar spinal cord comparable to findings 
obtained in several animal species [20, 21].

The imagination of the CPG being something like the ‘sinoatrial 
node of the spinal cord’ is completely wrong. This neuronal network 
needs sufficient input from supraspinal respectively cortical neurons 
to receive some sort of pushing signal for generation of a walking 
pattern [22]. Additionally, afferent feedback from the periphery is 
necessary to continuously adapt the weighting of pre-programmed 
patterns, so called movement primitives [23], to the actual envi-
ronmental conditions [24]. In this context, some stimuli seem to be 
more efficient in activating the CPG than others. It has been shown 
in complete SCI subjects that the physiological movement of the hip 
joint, in particular the extension at the end of the stance phase, and 
the appropriate gait-phase related loading of the foot soles are the 
key trigger sources of the spinal gait pattern generator [25]. Based on 
the findings about the functionality of the locomotor pattern genera-
tors additional experiments with spinalized cats and rats have been 
performed, which proofed that the CPG can be trained by appropri-
ate paradigms and that herewith a better functional outcome can 
be achieved [26]. The reason for these improvements is the live-long 
ability of the CNS for reorganization of neural connections, so called 
neuroplasticity [27]. This ability for adaptation and learning is not 
only present in the brain, but also in the spinal cord. A recent experi-
ment in cats applied a sequential dual-lesion paradigm consisting 
of: (1) an initially unilateral hemisection of the spinal cord at a level 
well rostral to the CPG located in the lumbosacral segments, result-
ing in an incomplete paralysis of the hindlimbs; and (2) a complete 
injury 3 weeks later two segments caudal to the first level. The main 
idea of this paradigm is that if intrinsic changes occurred within the 
spinal cord itself during locomotor recovery after the initial hemi-
section, these changes could probably be retained and expressed 
very early after a second, and complete, spinalization a few segments 
below. Directly after the hemisection the cats showed an altered gait 
pattern at both hindlimbs, which normalized by gait training in the 
next 3 weeks. Immediately after complete spinalization cats showed 
normal hindlimb locomotion without any pharmacological stimu-
lation. This indicates that the incomplete spinal injury had induced 
plastic changes within the spinal circuitry below the level of lesion, 
such that the CPG was already primed to re-express locomotion 
after the complete SCI [28].

Principles of motor learning
The fundamental concept of restoration of motor functions is 
based on the assumption that practice of respective movements 
induces plastic changes in the altered CNS representing the 
structural correlate of motor learning. Moreover, the frequency 
and duration of practice correlates with the level of motor per-
formance. Thus, repetition represents the key factor for success-
ful motor learning. Although this may be the most effective way 
to improve short term performance during the training session, 
it is not sufficient for retaining motor skills over time. A set of   
factors—called principles of motor learning—have been identified 
that contribute to the long-term retention of a newly acquired skill 
(Table 32.1) [29]. Among them are the degree of active participa-
tion and motivation of the patient, an appropriate intrinsic and 
extrinsic feedback, the adaptation of the complexity of the move-
ment task, and contextual interference, in which variability and 
diversification of the movement tasks are explicit components of 
the gait training.

Overview of effective treadmill training parameters
Although the general framework of the principles of motor 
learning is well known, it does not translate into detailed recom-
mendations for practitioners to perform BWSTT. A  systematic 
evaluation of BWSTT variables in stroke patients revealed that 
a faster walking speed with body weight support ranging from 
35–50% lead to the most physiological gait pattern [30]. The most 
effective afferent stimuli for activation of the CPG have been iden-
tified by studying the muscular activation patterns in individu-
als with complete SCI during systematic variation of the degree 
of hip extension and of foot loading [25]. It was shown that hip 
extension initiated swing phase and that a sufficient degree of 
foot loading is necessary to elicit a CPG efferent output. Based on 
these results it can be concluded that the degree of body weight 
support should be adjusted to the minimal amount of support 
with the caveat that joint overloading (like hyperextension of the 
knee) needs to be avoided. A poorly documented detail in studies 
using BWSTT is the use of handrails and details on the mechani-
cal design of the weight support system, in particular the design 
of the attachment point(s) of the overhead suspension. With only 
one attachment point, which does not restrict rotational move-
ments, the individual to be trained on the treadmill may have a 
hard time to stabilize in the transversal plane, in particular with 
higher degrees of body weight support. In those cases handrail 
use is mandatory to achieve a physiological gait pattern. In case 
a patient shows improvements during the rehabilitation process, 
based on practical experience it is advisable to first increase tread-
mill speed until a normal walking speed is reached followed by a 
stepwise decrease of body weight support until full weight bearing 
is achieved [31, 32].

Patient-related variables have a strong impact on the ther-
apy success. Starting task-specific training early on after CNS 
injury seems to yield better rehabilitative outcomes [33, 34]. 
SCI patients with an initially incomplete lesion and pre-
served sensory and some motor function caudal to the level 
of lesion will most likely develop a relevant walking function 
[35]. However, tetraplegic SCI patients compared to paraple-
gics need higher muscle forces in the lower extremities for an 
ambulatory function [36].
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Locomotion robots for  
automated gait training
Technical specifications of robotic  
locomotion systems
After the benefits of treadmill therapy were proven, 10 years ago 
the first steps were undertaken towards automation of BWSTT 
with the development of motor-driven gait orthoses [37] or spe-
cialized locomotion training devices [38]. The main aim of these 
developments was to free therapists from the exhausting work 
of manually assisting the stepping movements and to perform a 
therapy in a more standardized fashion (Figure 32.2). The active 
components of the robots consist mainly of electric motors or 
pneumatically driven actuators in combination with spindles, 
gears, or bowden cables. Pneumatic actuators have the advan-
tage of inherent lower stiffness, which reduces the risk of injuries. 
However, if they are used in highly dynamic configuration, they 
consume a high amount of compressed air and need sophisticated 
controllers to compensate their nonlinearities. Within the class of 
active devices there are technically more simple devices, which are 

mainly based on an end-effector approach, and complex devices, 
in which several degrees of freedom (DOF) of several joints are 
actively driven independently.

The end-effector based systems use footplates to guide the 
movements of the foot in space. Examples of machines based 
on the end-effector approach for the lower extremity is the Gait 
Trainer (RehaHesse, Berlin, Germany) and the more sophisticated 
G-EO (Reha Technology, Olten, Switzerland) [38, 39]. Their main 
advantage is their easy setup, since no technical joint axes of the 
device have to be aligned with the axes of the anatomical joints. 
Furthermore, they only use one or two drives per extremity to 
generate a two-dimensional planar motion. With the G-EO device 
walking and stair climbing/ascending can be trained in the same 
therapy session without adaption of the machine (Figure 32.3). 
However, in end-effector devices the movements originate from 
the most distal segment of the extremity and therefore—though 
the kinematic movement pattern looks similar to the physiologi-
cal situation—the kinetics of the generated movements may not 
be perfectly physiological. However, this seems to be crucial for 
the success of the therapy [25]. Additionally, in end-effector based 
robots only information about forces and/or position of the most 
distal part of the extremity is available, which may be too unspe-
cific for control of a physiological kinetic and kinematic move-
ment trajectory. For separation of the complex movement task of 
a physiological, reciprocal gait pattern into single, less complex 
subtasks the degree of support has to be separately adjustable for 
each joint. A physiological movement of all joints of an extremity 
can only be achieved by the use of active drives, which support the 
movements of the main DOF of a dedicated joint. Additionally, an 
individualized setup of a joint and movement phase related resist-
ance is only possible with actively driven exoskeletons.

Actuated exoskeletons normally operate in conjunction with a 
system for partial body weight unloading and a moving treadmill. 
Examples for actively driven exoskeletons are the well-established 
Lokomat, the LOPES, and ALEX devices [40–42]. Because active 
components including their controllers form the most expensive 
parts of a robotic device, usually a compromise between costs 
and functionality in terms of generating a perfect physiological 
trajectory in three dimensions has to be made. Therefore robotic 
locomotion training machines are mainly generating movements 
in the sagittal plane, whereas movements in the frontal or trans-
versal plane are not supported or even restricted. However, many 
patients have weak leg abductor and adductor muscles and prac-
titioners often wish to have the possibility for robotic training of 
these muscle groups, which are highly relevant for a physiological 
walking pattern. A general challenge of the application of exoskel-
etons is their proper adjustment and alignment to the anatomical 
constraints of the different types of joints. Due to their mechani-
cal complexity exoskeletons are often time consuming in their ini-
tial setup and in everyday applications.

Though actively driven exoskeletons represent the state of the 
art of robotics technology they still leave room for improvement 
[43]. Most of the systems are operating in a position control mode, 
which means that the actively driven joints follow predefined 
reference trajectories. Hence, the position-controlled robot does 
not integrate the patient’s residual capabilities and support is pro-
vided even during gait phases, where the voluntary force of the 
patient would be sufficient for a physiological movement. In this 
condition the robotic device does not help, but hinders a patient 

Table 32.1 The principles of motor learning

Principle of motor 
learning

Explanation

Task specifity ‘Walking can only be learned by walking’. To improve a 
specific skill, the respective movement task or a closely 
related needs to be practised.

Active participation Active participation of the patient forms the basis for 
initiation of neuronal plastic changes. Motivation and 
eagerness strongly influence the therapy outcome.

Repetition For transfer of short-term adaptations in motor control 
into sustained movement patterns, the movement 
task has to be repeated often.

Adaptation of 
the complexity 
(‘Shaping’)

The difficulty of a movement task has to be chosen 
according to the functional status of the patient. A 
too simple movement task is boring and thus does not 
challenge the patient, a too complex, not executable 
task is overloading the patient and is therefore 
frustrating.

Feedback Inherent as well as augmented feedback of the motor 
performance forms an essential component of a 
therapy for normalization of pathological movement 
patterns.

Variability 
‘contextual 
interference’

Whereas repetition of the same movement task leads 
to an increased performance of the trained movement, 
the introduction of variability enhances the learning 
process and retention. Diversification increases the 
active participation of a patient.

Distributed practice In general, shorter, distributed sessions with 
intermittent pause periods seem to be more effective 
than longer block sessions (‘massed practice’).

Generalization Improved motor skills in an artificial environment, e.g. 
treadmill or locomotion robot do not necessarily lead 
to enhanced skills in a natural environment. Dedicated 
therapeutic interventions are needed to transfer 
training skills to daily-life activities.
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to perform a given motor task. To overcome this limitation sev-
eral, more compliant control concepts were introduced—first of 
all the impedance control concept [44]. In a pure impedance con-
trol scheme the current position of the robot is virtually coupled 
to a reference position by a simulated spring and damper assem-
bly with adjustable stiffness and damping values. With reduced 
spring stiffness, patients can participate more actively and expe-
rience more movement variability. However, they can also lead 
to unfavourable movement patterns and become more and more 

affected by the inertia of the robot as impedance is reduced. 
Therefore, an adaptive impedance control scheme in the sense of 
‘assist-as-needed’ should be implemented into the active devices 
to challenge the patient as much as possible and to provide sup-
port, when and where it is needed [45]. Special focus should be 
put on the fact that a physiological movement does not consist of a 
highly reproductive movement pattern, but contains some inher-
ent variability. Therefore, robotic devices should also incorporate 
a control scheme that allows for small deviations from the refer-
ence trajectory and enables patients to improve their gait patterns 
on a trial-and-error basis. A pilot study incorporating this con-
trol scheme shows promising results [46]. Nevertheless, until now 
none of these prototypically implemented, highly sophisticated 
control concepts have found their way into routine clinical appli-
cations. Though the underlying reasons can only be speculated, 
it seems that due to the need for individual, regular tuning of the 
control algorithms and their limited robustness these systems can 
only be handled by highly experienced technicians, who are nor-
mally not present in a clinical environment.

Clinical evidence in effectiveness of  
robotic locomotion therapy
With the support of locomotion robots the maximum time per 
therapy session is only determined by the training capacity 
of the patient and no longer by the physical constraints of the 
therapists. Furthermore, a reproducible gait pattern independ-
ent of environmental conditions can be achieved [40]. Despite 
robotic therapeutic devices became a clinical routine rehabilita-
tive therapy over the years, the question regarding their efficacy 
compared to conventional treatment has still to be answered. 
Due to the well known advances of industrial robots regarding 
higher precision, higher reproducibility and product quality and 
faster production time therapists and patients tend to rate robotic 
therapies as being more effective than manual therapies. In con-
trast to this assumption, results of randomized controlled trials 
comparing robot-assisted therapy with conventional gait training 
including BWSTT do not indicate a general superiority of robotic 
training. Based on this evidence it was suggested to completely 

(A) (B)

Fig. 32.2 Comparison between manually assisted (a) and automated (b) treadmill training.

Fig. 32.3 The end-effector based G-EO training robot supporting users in 
practising walking and stair climbing.
With kind permission of Reha Technology AG, Olten, Switzerland.
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disestablish robotic therapies in clinical routines [47]. Although 
study participants and training regimes varied to a large degree, 
studies focusing on non-ambulatory subjects found advantages 
of robot-aided gait training [34, 48, 49]. Studies on ambulatory 
subjects found conventional gait training consisting of postural 
tasks, overground walking, speed tasks, symmetry of lower 
limb movements, stair climbing, and BWSTT to be more effec-
tive [50,  51]. Taken together, these results suggest that, at this 
point, robot-aided treadmill training is most effective for severely 
affected, non-ambulatory patients, whereas it is less effective in 
already ambulatory patients.

Why do robots not lead to a superior outcome in patients with 
minor gait disorders despite their ability to generate highly repro-
ducible stepping patterns over a prolonged training session? 
Apparently, in non-ambulatory patients the training intensity in 
respect to the number of repetitions seems to be important for 
improvement, whereas in ambulatory patients other factors con-
tributing to an enhanced locomotor performance (Table 32.1) 
become more relevant [52]. A clear disadvantage of the robotic 
devices currently used in clinical routine is the lack of an assist-as-
needed control scheme, which does not sufficiently challenge 
the patient. Device developers have to keep in mind that during 
training the task has to be repeated, not the movement. In con-
clusion, the principles of motor learning (Table 32.1) have to be 
implemented more consequently into robotic devices to improve 
the effectiveness of robotic locomotion therapies in ambulatory 
patients. An appropriate feedback functionality and control algo-
rithms allowing for deviations from the uniform walking pattern 
might be key components for an improved therapy. It has to be 
emphasized that a robot alone does not represent a stand-alone 
tool, which promotes gait rehabilitation through all stages of 
rehabilitation. Moreover, its full potential can only be utilized if 
robotic tools are embedded in a comprehensive gait therapy con-
cept [50, 53].

Extended possibilities of technology  
for enhancement of locomotion
Up to now, locomotion robots have proved their feasibility and 
safety after many therapy sessions. They clearly help to reduce 
physical workload in therapists engaged in the gait rehabilitation 
process. So far, the developmental process of robotic locomotion 
devices has been mainly guided by the scope of perfectly mimick-
ing the motor behaviour of a human therapist. However, robotic 
locomotion devices, even at their current stage of implementa-
tion and with all their technological limitations, can go beyond 
this scope and may open up novel areas of applications. Further 
enhancement of gait rehabilitation outcomes may be achieved 
by (1) transferring robotic training devices in application fields, 
which are currently insufficiently covered by therapists (e.g. 
home-based training), and (2) extending the therapeutic options 
by utilizing the multidimensional sensors of a robot.

Robots for home-based locomotion therapy
Due to increasing economical restrictions in the health care sys-
tem the length of primary rehabilitation is continuously getting 
shorter [54]. With the help of robotic locomotion devices the suf-
ficient intensity of task-oriented gait training can be sustained in 
the clinical setting. However, a dramatic reduction of the quantity 

and quality of the training occurs after discharge from primary 
rehabilitation. Although systematic experimental investigations 
are missing, results from previous clinical studies with compa-
rable patient populations suggest that a long-term, mid-intensity 
locomotion training over several months seems to be more effec-
tive than the application of training protocols with high intensity 
for only a few weeks [37, 55]. This fact underlines the need for tech-
nically advanced locomotion therapy systems for home use, but 
so far only a few of them exist. A simple transfer of the existing 
robotic devices to the patients’ homes is not possible since most 
of them are restricted to the application in a clinical or outpatient 
setting due to their size, weight and price. Furthermore, all of the 
devices have to be operated by experienced therapists.

The main technical challenges of a home-based locomotion 
therapy device are safety issues and its self-operation by the user. 
An appropriate method to minimize the risk of injuries is to put 
the user in a safe training position, like a semi-recumbent position 
of the body as implemented for the ‘MoreGait’ (Motorized ortho-
sis for home Rehabilitation of Gait) device. This locomotion robot 
consists of a special seat in combination with an inclined back-
rest, two pneumatically driven exoskeletons to assist movements 
of the legs (actively driven knee and ankle joint, positively driven 
hip joint) and a special apparatus (stimulative shoe, Video 32.1) to 
generate a physiological foot loading pattern without the need for 
verticalization of the user (Figure 32.4).

The therapeutic functionality of the novel device is based on 
highly dynamic leg movements (up to 30 double steps per minute) 
combined with a physiological, gait phase related loading of the 
foot soles and an adaptive feedback of the joint-specific deviations 
from the reference trajectory. From a neurobiological point of 
view it represents a device that aims at the enhancement of neural 
plasticity at different levels of the CNS: First, it generates the key 
sensory stimuli necessary for activation of the CPG at the spinal 
level [25] and second, provides external feedback about the perfor-
mance of the movements to compensate for the loss of sensation 
and/or proprioception and to enhance relearning at a supraspinal 
level (Figure 32.5).

To assess the feasibility and efficacy of this device a baseline-study 
with 25 chronic motor incomplete individuals with SCI, who 
were already ambulatory (Walking Index for Spinal Cord Injury 
(WISCI) II [56] ≥ 5) at study onset, was conducted. After 8 weeks 
of daily, up to 45-min long therapy sessions at home, the gait 
speed and endurance improved approximately 50% compared to 

z Video 32.1 The ‘MoreGait’-device and its stimulative shoe in operation.
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baseline. Additionally, the mean WISCI II increased by 4 points 
[57]. These improvements are in the range of those achieved with 
stationary, treadmill-based locomotion robots [37]. Interestingly, 
there was an almost linear increase in gait speed and endurance 
over the 8 weeks of therapy, indicating that a prolonged therapy 
beyond 8 weeks might lead to even better outcomes.

The feasibility study showed that it is possible to generate highly 
dynamic leg movements including a physiological sensory stimu-
lation of the foot sole in a safe manner with a compact and trans-
portable robotic locomotion training device. Due to the dedicated 
safety concept of the machine during 1,100 training sessions only 
one therapy related adverse event occurred [58].

Real-time feedback of gait parameters
In contrast to therapists, robots, with their integrated angular 
and torque sensors, are capable of continuously measuring kin-
ematic and kinetic parameters of several joints simultaneously. 
It was successfully demonstrated that this feature allows highly 
reliable measurements of maximal voluntary isometric muscle 
force of lower extremities [59]. Therefore, these parameters may 

be used for documentation and guidance of the rehabilitation 
process. More importantly, real-time analysis of acquired sensor 
data and direct feedback of selected parameters to users brings 
new perspectives to gait rehabilitation [60]. Besides impaired 
motor function patients with relevant neurological disease con-
ditions suffer frequently from concomitant sensory deficits, in 
particular proprioceptive sensory dysfunction (altered position/
vibration sense), with resulting gait ataxia. Even patients with 
substantial motor functions are in most instances unable to com-
pensate the lack of proprioception through vague visual (mirror) 
or auditory feedback (therapist instructions), or through physi-
cal guidance of impaired extremities. In addition, feedback pro-
vided by therapists may vary over time and between therapists. 
The principle of instrumented, augmented feedback, in which 
impaired proprioception is substituted by providing additional 
external information, may help to overcome these problems [61]. 
The overall goal of feedback is to promote relevant, persistent 
and transferable improvements in gait function. For feedback 
training, parameters of instrumental gait analysis may be used, 
among them joint angles, ground reaction forces, joint moments, 
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Fig. 32.4 Overview of the ‘MoreGait’ concept for robotic locomotion training at home (black arrows mark adjustable parts for adaption to the individual user, light 
grey arrows indicate actively driven parts).

(A)

(B)

(D)

(C)

Fig. 32.5 A subject during training in the ‘MoreGait’-device (A), top (B) and front (C) view of the medio-lateral bars of the stimulative shoe, user interface, and 
feedback screen (D).
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time-distance parameter, symmetry indices, or muscular activa-
tion patterns. The feedback modality may be either visual (graph-
ical or numeric deviations from the physiological gait pattern), 
auditory, tactile, or multimodal [62].

A promising approach is to use implicit ‘visual feedback distor-
tion’ to influence the gait pattern. Following this concept a gait 
variable (e.g. step length on one side while walking on a treadmill) 
is visually fed back to the user and gradually distorted over time. 
In healthy subjects a systematic modulation of step length away 
from symmetry could be achieved without explicit knowledge of 
the manipulation [63]. Studies examining the role of the focus of 
attention in healthy subjects have consistently demonstrated that 
instructions inducing an external focus (directed at the movement 
effect) are more effective than those promoting an internal focus 
(directed at the body movements) [64]. However, patients with 
sensory-motor impairments may not always benefit from feedback 
in the same way healthy subjects do, as they often comprehend 
how to influence a pathological movement, but are physically not 
able to [62]. Therefore, in patients with more severe impairment it 
may be advisable to start with less complex feedback of the move-
ment performance of a single joint. As soon as the performance 
improves, the quality of the feedback provided will be gradually 
shifted towards the success of the movement task. The latter seems 
to facilitate automaticity in motor control, which is the ability to 
walk without continuously thinking about its low-level details, 
and to promote the energy-efficiency of movements.

A very sophisticated implementation of feedback is virtual 
reality. Virtual reality is increasingly used in combination with 
robotic devices, which combine elements for motor and cogni-
tive training and have a high motivational aspect (Figure 32.6). 
Feedback methods can turn a rather monotonous exercise into an 
exciting and comfortable one, which results in a higher willing-
ness to participate in a training, and thereby in a higher training 
intensity and potentially in a better motor performance [65, 66]. 

Additionally, it has been shown that besides motor skills also 
physical performance and cognitive function may improve in PD 
during complex challenging conditions, such as obstacle stepping 
in a virtual environment [42, 67].

Despite the tremendous technical progress made over the last 
few years the overall evidence supporting additional feedback 
training strategies is rather limited [68, 69]. In particular, infor-
mation about long-term carry over effects of feedback training 
is missing. Few studies select their feedback strategies and para-
digms implemented in locomotion robots according to the prin-
ciples and concepts of motor learning (Table 32.1). For example, 
feedback, which is continuously provided, does not support but 
rather blocks the learning process [70, 71]. Moreover, the infor-
mation content of the feedback has to be carefully adapted to 
the cognitive capacity of the patient, since the performance of a 
movement task is decreasing during mental stress. Nevertheless, 
feedback-based rehabilitation strategies represent a very promis-
ing and emerging field in gait rehabilitation of patients with pre-
dominantly sensory dysfunction.

Technology for substitution  
of locomotor function
In patients with persistent sensorimotor impairments restorative 
therapies might not be able to induce relevant neuroplastic changes 
and thereby may not lead to relevant functional improvements. In 
this case compensatory strategies are applied to achieve an inde-
pendent level of ambulation. In a compensatory approach assistive 
technology traditionally plays an important role and is meant to 
assist people with different levels of impairments in their ambulatory 
function in various ways. Wheelchairs, scooters, walkers, braces, and 
canes are examples of assistive devices for enhancement of mobility. 
More people use assistive technologies related to mobility (6.4 mil-
lion) than any other general type of assistive technology [72].

Fig. 32.6 Driven gait orthosis ‘LokomatPro’ with pediatric module and virtual reality.
With kind permission of Hocoma AG, Volketswil, Switzerland and SRH Hospital Neckargemünd, Germany.
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Manual and electric wheelchair technology
In patients with severe restrictions of voluntary motor function 
the wheelchair represents the most effective assistive device for 
enhancement of mobility of otherwise immobile individuals. For 
many people with disabilities a wheelchair is more than an assist-
ive device in particular in developing countries [73]. It is the means 
by which they achieve inclusion and increases access to opportu-
nities for education, employment, and participation within the 
home environment and the community. A manual wheelchair is 
designed for people who have enough upper-body, arm, and hand 
strength to self-propel the wheels of the chair. Users of manual 
wheelchairs must have sufficient balance and posture to sit upright 
in the wheelchair because there is not much back support. In add-
ition to providing mobility, an appropriate wheelchair supports 
cardiopulmonary fitness, physical health and quality of life.

From a technological viewpoint an ideal manual wheelchair has 
to fulfil several prerequisites to be safe, comfortable and efficient. 
The design criteria of a manual wheelchair strongly depend on its 
intended use and the level of activity of the end user (Figure 32.7). 
While it may be sufficient to have a heavy folding frame wheelchair 
for pure indoor use in persons with low activity level, a lightweight 
rigid frame wheelchair is the best choice for outdoor use in persons 
with a higher activity level. The latter can be handled by the users 
themselves for transportation in a car. A crucial factor for safety and 
comfort is the proper adjustment of the seating position. In long-term 
wheelchair users it is extremely important to find the correct position 
for optimal propulsion in order to avoid shoulder complications [74].

If wheelchairs are intended to be used over an extended period 
of time, it is advisable to use them in combination with seat cush-
ions to avoid pressure sores. Seat cushions are available in a vari-
ety of designs from simple foam cushions to complex pressurized, 
self-adjusting air cushions. The selection of the cushion mainly 
depends on the individual risk to develop pressure sores.

If wheelchair users do not have enough upper extremity strength 
or trunk stability to operate a manual wheelchair in any environ-
ment, an electrical drive for supporting the manual propelling 
movements can be added. Some of the commercially available sys-
tems (e.g. e-motion, Abler, Albstadt, Germany) are completely inte-
grated in a wheel and can easily replace the wheels of a conventional 
manual wheelchair. They measure the manual effort by integrated 
torque sensors, thereby detecting the navigational intent of the user. 

Depending on the environmental conditions the system autono-
mously controls the levels of additionally applied torque or may even 
decelerate the wheelchair in downhill conditions. Power-assisted 
manual wheelchairs help to maintain a certain level of physical 
activity in combination with a prolonged period of mobility.

Electric wheelchairs are intended to be used by people who need 
support for their upper body and who are unable to move a man-
ual chair with their arms and hands. A power chair has a more 
supportive seat and often a headrest for people who aren’t able to 
hold themselves upright. The traditional control interface of an 
electrical wheelchair is a joystick mounted at the distal end of the 
armrest. Several adapters like hand rests are used to allow control 
in persons, in whom almost no voluntary hand and finger move-
ments are preserved. More sophisticated control options includ-
ing chin control, suck-and-puff control, eye-movement control, or 
even brain control, are available to enable steering an electrical 
wheelchair by individuals with severe motor impairments.

Motor-driven exoskeletons for independent 
overground walking
Driven by the recent technological progress leading to higher 
capacities of rechargeable batteries, to miniaturized electronics 
and higher efficiency of electrical drives complex exoskeletons for 
overground walking have matured to a premarket stage over the 
last few years (Video 32.2). In 2012, a female with complete SCI 
successfully finished the London Marathon in 16 days with one 
of the two most sophisticated systems (Figure 32.8). Currently, 
it cannot be determined whether any of these systems will be 
accepted by the intended users as personal assistance systems 
and will successfully survive on the market. Before broader 
application, the inherent problem of minimizing the risk of 
falls and injuries has to be solved properly. Quantitative data 
on adverse events, negative health effects and the reliability and 
robustness of the devices during everyday use in the community 
have yet to be obtained [75, 76]. The preservation, or even gain, of 
independence are crucial factors influencing the end user accept-
ance. Another significant obstacle for successful market intro-
duction is the price of the devices ranging currently from 50,000 
to 80,000€. Potential users of active exoskeletons have to fulfil 
certain physical requirements. Sufficient voluntary trunk stabil-
ity to shift the body centre of mass from one leg to the other and 

(A) (B) (C)

Fig. 32.7 Wheelchairs with different levels of support to the user: (A) light-weight rigid frame manual wheelchair, (B) manual wheelchair equipped with power assisted 
wheels, and (C) electric wheelchair with joystick control.
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unrestricted arm movements for handling of crutches to obtain 
additional body stability and to control the user interface of the 
device are mandatory. Hence, only paraplegic individuals will 
be able to operate such a device. Contraindications are restricted 
joint mobility, severe spasticity, and autonomous dysfunctions 
(e.g. autonomic dysreflexia and hypotension due to venous 

pooling during verticalization). Taken these facts together, it is 
presumed that no more than 10% of individuals with SCI, the 
main target group of manufacturers of exoskeletons, will profit 
from such a device. Therefore, for the majority of end users with 
SCI exoskeletons at their current stage are not a serious alterna-
tive to the wheelchair as a relatively inexpensive, efficient, and 
socially accepted assistive mobility device.

Future developments and challenges
Task-oriented gait therapies either conventional or with robotic 
support demonstrated to be efficient components of a restora-
tive gait rehabilitation programme. After their first commer-
cial availability robotic training devices have been increasingly 
integrated into clinical routine over the last decade. In indus-
trialized countries there is another reason why robotic loco-
motion devices will become an integral component of gait   
rehabilitation—demography. The population is constantly get-
ting older due to a longer life expectancy, in combination with a 
declining birth rate. As a consequence, qualified therapists will 
become sparse paralleled by an increasing demand for such thera-
pies in the aging population.

The tremendous progress of hard- and software technology 
allowed for the implementation of sophisticated robotic training 
devices with several degrees of freedom of actively driven joints, 
multiple kinematic and kinetic sensors, and sophisticated meth-
ods for virtual reality [77, 78]. Their combined application with 
CNS excitation modulating therapies like spinal cord stimulation 
[79], transcranial direct current stimulation [80], or repetitive 
transcranial magnetic stimulation [81–83] holds promise for out-
come improvements beyond the currently achievable extent.

Despite the technological advances to promote mobility and 
ambulation a number of issues have to be addressed in the future. 

(A) (B)

Fig. 32.8 Exoskeletons for overground walking: (A) healthy subject with the Ekso exoskeleton (Ekso Bionics, Richmond, CA, USA) and (B) individual with complete 
thoracic SCI with the ReWalk exoskeleton.
Argo Medical, Yokneam Ilit, Israel, with kind permission of the Trauma Center Murnau, Germany.

z Video 32.2 An individual with a motor incomplete SCI sitting up and 
walking with the Ekso (Ekso Bionics, Richmond, CA, USA) exoskeleton.
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The efficacy of robotic-assisted gait rehabilitation has to be fur-
ther improved by a consequent application of principles of motor 
learning and their consistent implementation into robotic con-
trollers [84]. Complex exoskeletons allow for systematic investiga-
tion and identification of technical components and therapeutic 
approaches most effective for gait restoration. Certainly, they help 
to enhance our understanding about motor control and learning, 
which in turn will promote the optimization of current robotic 
devices and the development and integration of novel technolo-
gies. In the future, robotic locomotion training devices will evolve 
as true patient-cooperative systems. A major milestone into this 
direction has been achieved recently with the non-invasive detec-
tion of the level of participation directly from brain signals [85].

Early clinical predictors are needed to determine which patients 
will most likely recover a relevant ambulatory function with a 
restorative approach. For example, it is quite challenging to decide 
whether patients with sensorimotor complete SCI in the acute and 
early subacute phase will undergo rehabilitative therapies aiming 
for restoration rather than compensation, or vice versa.

Systematic investigations are needed to identify the influence 
of therapy parameters like speed, degree of body weight support, 
duration, and repetition of the therapy sessions on the outcome. 
In particular, dose–outcome relationships in different patient 
groups with different degrees of impairment need to be deter-
mined. Eventually, a true personalized, evidence-based gait reha-
bilitation may become reality.

There is a high demand for innovative solutions to translate 
skills trained in artificial environments such as a treadmill to 
overground locomotion and activities of daily living. First proof 
of principle studies successfully employed such devices in animal 
experiments. However, the challenging translation into the clin-
ical arena has yet to be accomplished [86].

After all, it is important to keep in mind that the outcome of all 
restorative therapies is determined by the degree of spared CNS tis-
sue in respective neurological disease entities. This raises the funda-
mental question: how much more functional recovery can be gained 
with an optimal restorative protocol beyond the level achieved by 
currently administered conventional rehabilitative protocols? Even 
the most advanced rehabilitative approach will—depending on the 
severity of the CNS lesion—only promote a limited recovery.

At this point neuroregenerative therapies aiming for axon 
regrowth and remyelination are urgently needed. Animal stud-
ies have identified numerous such interventions, which have been 
shown to promote structural and functional recovery in CNS dis-
ease and trauma. Although, their successful clinical translation 
has not been achieved yet, recent animal studies clearly demon-
strated a superior outcome of these neuroregenerative interven-
tions when combined with task-oriented rehabilitative therapies. 
These studies generate new questions regarding the appropriate 
timing of a regenerative intervention in relation to neurorehabili-
tative therapies [87, 88].

Although a higher degree of neurological recovery by clinical 
introduction of novel neuroprotective or -regenerative therapies 
can be expected, it is likely that motor impairments of different 
degree will persist after severe CNS damage. To promote ambula-
tion in these cases an ideal technical walking aid would detect the 
movement intent of the user and reanimate the paralysed mus-
cles. Research on such neuroprostheses for restoration of walking 
on the basis of FES started almost 50 years ago. However, they 

never made their way out of the lab [89], because end users have 
to fulfil a lot of prerequisites and muscle fatigue occurs quickly 
due to non-physiological activation of nerves and muscles. The 
limitations of purely FES-based lower extremity neuroprosthe-
ses may be overcome by the combination of FES, either applied 
non-invasively with surface electrodes, or by implanted stimula-
tors and active orthosis [90]. In cases, where some motor func-
tions are preserved, scalable, modular hybrid neuroprostheses 
need to be developed that can be adapted to the individual handi-
cap and needs of potential end users [91]. Current exoskeletons 
mostly use electrical actuators with gearboxes, which are too 
heavy and bulky to be worn under clothes. Novel actuators based 
on materials shortening in the presence of electrical fields, such 
as dielectric elastomers and ferroelectric polymers, offer new pos-
sibilities in terms of power efficiency and miniaturization. If the 
high voltages needed for their operation can be safely handled or 
if the force-generating capabilities of carbon nanotubes or nanow-
ires can be transferred from the microscopic to the macroscopic 
level, artificial muscles made from these novel materials will allow 
for the realization of agile, lightweight, and wearable exoskeletons 
[92–94]. Alternative concepts like fuel-powered artificial muscles 
may solve the problem of energy storage and supply [95].

It is well known from prosthetics that the implementation of an 
intuitive control of an assistive device is highly relevant for the users’ 
acceptance [96]. Most recent advances in brain–computer interfaces 
may effectively allow for the detection of the movement intent of the 
end user from recordings of multiple brain neurons [97]. Whether 
the same performance can be achieved non-invasively by electroen-
cephalographic detection of muscle synergies needs to be shown in 
future studies [98, 99]. To gain practical relevance brain–computer 
interfaces have to prove their usability in the end users’ home envi-
ronment, without the need for daily calibration and tuning of the 
decoding algorithms by technical experts [100].

For real embodiment of a compensatory assistive locomo-
tion device tactile and spatial information obtained by pressure 
and inertial sensors needs to be fed back to the user. A recently 
performed evaluation of a somatosensory prosthesis in Rhesus 
macaque monkeys, using intracortical microstimulation, shows 
that the performance on a tactile task is equivalent whether stim-
uli are delivered to the native finger or to a prosthetic finger [101].

Conclusion
Technology plays an important role in compensatory and restora-
tive neurorehabilitative approaches. In hardly any other domain 
than in the rehabilitation of neurological patients did the scien-
tific findings about the intrinsic plasticity of the CNS induce a 
critical appraisal of established therapy concepts. In the meantime, 
task-specific therapies, in particular BWSTT, have become an inher-
ent component of gait rehabilitation programmes for neurological 
patients. The availability of locomotion robots overcame the physi-
cal restrictions of manually assisted training. However, there is no 
clear evidence for a superiority of the robotic training. This seems to 
be associated with the lack of implementation of principles of motor 
learning into robotic devices. Nevertheless, locomotion robots open 
new therapeutic opportunities. Among them are the continuation 
of intensive locomotion training in the home environment and 
increase of the effectiveness of the training by using real-time feed-
back of movement variables, up to virtual reality based methods.
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It has to be emphasized that a locomotion robot cannot repre-
sent a complete gait rehabilitation programme. Such tools have to 
be embedded into a multifaceted, comprehensive therapy concept.

Beyond their therapeutic possibilities complex exoskeletons are 
impressive research tools that allow for systematic investigations 
of effective therapy parameters and thereby help to enhance our 
understanding about motor control and learning.

Whether exoskeletons at their current stage will challenge 
established and accepted mobility tools such as the wheelchair in 
individuals suffering from severe sensorimotor impairment has 
to be demonstrated. The continuing technological progress will 
enhance compensatory assistive locomotion devices by imple-
mentation of highly effective electrochemical actuators and soma-
tosensory feedback. However, more clinical trials are needed to 
provide an objective basis, whether technology driven innova-
tions in the field of neurorehabilitation are capable to outperform 
conventional rehab approaches. The close dialogue between neu-
roscientists, engineers, physicians, therapists, patients, and health 
care service providers will be a prerequisite to ensure a steady pro-
gress in the future.
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Introduction: community access
The prevalence of disability is currently estimated to be about 15% 
worldwide with significant variations across countries [1] . This 
figure will increase over time due to various factors, including 
the ageing of the population, particularly in developing countries. 
However, as Stephen Hawking said, ‘Disability need not be an 
obstacle to success’ [1]. Individual accomplishment in the life of 
persons with disabilities (PWD) has much to do with: (1) effective 
participation in valued life activities, (2) achievement of culturally 
and developmentally appropriate social roles, (3) contribution to 
various aspects of community life, and (4)  full citizenship. The 
UN Convention on the Rights of Persons with Disabilities [2] 
enshrines the right to full and effective participation, including 
rights to accessibility, to live independently and be included in 
the community, and to participate in political, public and cultural 
life, recreation and sports. The Convention also emphasizes that 
various types of environmental factors hinder or facilitate full and 
effective participation in society of PWD on an equal basis with 
others. This paradigm stems from a shift in the conceptualisation 
of disability, from individual responsibility for disabling situations 
(e.g. impairments causing disadvantages in social and economic 
life) to a person–environment interactive process, such as depicted 
in contemporary disability models, including the International 
Classification of Functioning, Disability and Health [3]  
and the Disability Creation Process [4].

While rehabilitation, which aims to develop mental and physical  
capabilities, has the potential to facilitate independent and 
community living of PWD, in many cases access to services and 
technologies that meet their needs in the community is essential 
to ensure effective participation. Overall, efforts to provide better 
community access have led to limited success and a substantial 

number of PWD continue to face environmental barriers to their 
participation as equal members of society. An optimal analysis of 
factors that could enhance participation requires the use of a tax-
onomy of environmental dimensions (e.g. physical, technological 
and social). Initial thinking regarding community access often 
focuses on physical access as defined by architectural and physi-
cal elements in the environment (ramps, kerb cuts, etc.). However, 
this is only one aspect of a comprehensive vision of the environ-
mental dimensions influencing participation [5] . Other envi-
ronmental dimensions and community services that influence 
participation, include home care and support, primary health 
care, transportation, social and family support, education and job 
training, and technologies to enhance mobility, communication 
and home adaptation [1, 6, 7]. In some instances, social policies 
and programmes that regulate such dimensions vary from coun-
try to country.

An in-depth analysis of the influence of environmental factors  
on participation might well consider a three-level approach to the 
environmental dimension [4, 8, 9], corresponding to elements in 
the person’s immediate environment (microsystem), the com-
munity where the person lives (mesosystem) and the societal 
dimension of the living environment (macrolevel). The aim of this 
chapter is to identify and describe critical elements in the environ-
ment that could contribute to optimal participation and to indicate 
how a favourable environment could facilitate participation. The 
main aspects considered are access to services and technology,  
as well as social policies. Since there are important variations in 
environmental and cultural issues across societies, this chap-
ter focuses mainly on issues related to developed countries. 
Furthermore, many of the issues related to community access 
apply to PWD in general and not specifically to those with neuro-
logical impairments.
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Services
Primary health care
Disability may be associated with a wide range of medical condi-
tions, some of which result in poor health and substantial health 
care needs. Indeed, PWD may have complex and continuing 
health care needs related to their primary medical condition or 
associated impairments [10], making the management of health 
care challenging. While specialised health care is sometimes 
necessary to treat complex conditions, in terms of primary health 
care, the needs of PWD require services similar to those of the 
general population. Such care is an essential component of the 
provision of services along the continuum of health care from 
promotion to curative and rehabilitative care [11].

In concrete terms, access to primary health care that facilitates 
community access is a key issue for PWD as, overall, they are more 
vulnerable health-wise than persons without disabilities [12]. They 
report significantly greater prevalence and more frequent medi-
cal conditions including pain and fatigue [13], which can affect 
physical functioning and community participation. For example, 
severe bowel dysfunction is associated with barriers to personal 
relationships, feelings about self, and home life [14] while satisfac-
tion with participation is consistently associated with a lower level 
of fatigue, pain, depression, stress, and anxiety [15]. In persons 
with neurological conditions (e.g. spinal cord injury), medical 
conditions such as bone density problems, depression, and sexual 
and reproductive health also need to be considered [16].

Important milestones such as the UN Convention and the 
Americans with Disabilities Act reinforced the right of PWD 
to get effective access to the highest standards of health care, 
without discrimination. However, PWD are often excluded from 
general health care [17] due to various constraints that can lead 
to dissatisfaction with services they do receive [18, 19]. Because 
of chronic medical conditions, there is a higher rate of primary 
health care utilization among PWD [20], even though access to 
health care is sometimes seen as a fight or an ongoing challenge 
on the continuum of health care [21]. Having access to health 
care, even on a limited basis, does not mean that needs are satis-
fied as unmet needs in PWD can be three times higher than in the 
general population [22].

There are various causes and constraints that increase unmet 
needs in PWD and some are related to limited access to primary 
health care. Major barriers are associated with physical inaccessibility,  
poor communication by service providers, funding issues, and 
a lack of knowledge and expertise regarding disability. Physical 
accessibility of facilities and equipment can be an issue: for exam-
ple, offices and clinics often do not have accessible examination 
tables and scales [23]. While building entrances are usually acces-
sible, the interiors (narrow doorways, cluttered exam rooms, 
inaccessible bathrooms) may not be accessible to wheelchair users 
[24]. Reports suggest that clinic administrators’ significant lack of 
knowledge regarding accessible medical equipment and disability 
regulations could partly explain why medical practices lack such 
equipment [25, 26].

While inadequate communication between patients and physicians 
can be a barrier that limits access to health care in the general pop-
ulation, PWD also encounter barriers that place them at increased 
risk of experiencing ineffective patient–physician communica-
tion [27]. For example, they are more likely to think that service 

providers do not treat them equally to persons without disabilities  
for aspects such as listening to them, explaining treatment or 
involving them in treatment decisions. Some barriers are more 
structural and involve a lack of alternative means of communi-
cation such as large print or Braille materials and sign language 
interpreters for persons with sensory disabilities [28]. Overall, 
accessible communication means providing content in formats 
that are usable and understandable by persons with specific dis-
abilities (vision, hearing, speech) or with limited ability to read or 
understand [29]. It also means ensuring a proper level of health 
literacy to facilitate decision-making and treatment instructions 
and follow-up. A lack of training for health care providers regard-
ing how to care for PWD can also have a negative impact on health 
care coordination or quality [19, 28, 30]. This in turn can lead to 
a focus on people’s disabilities rather than possible secondary   
complications or health problems, thus undermining primary 
health care.

Health care is funded through different sources depending 
on the jurisdiction and services required (government budg-
ets, public or private health insurance, out-of-pocket expenses). 
Affordability of services is a major issue even without disabili-
ties, but PWD are more likely to experience a lack of affordable 
health care, even in developed countries [1] . This leads to post-
poning efforts to seek health care or not buying needed medi-
cations because they are too costly [20]. Furthermore, since 
PWD have lower rates of employment, they are less likely to be 
able to afford private health insurance or may be excluded from 
such insurance because of pre-existing conditions. Access to 
insurance is critical as uninsured PWD report more problems 
getting needed care or medications than their insured counter-
parts [31].

This combination of physical, social, and economic barriers 
makes it difficult for many PWD to have access to and receive the 
quality health care they need, which affects their potential to be 
active in society and achieve full citizenship. There are various 
service models that foster integrative approaches or minimise bar-
riers to accessing health care in PWD [32, 33]. The World Report 
on Disability [1]  suggested ‘reasonable accommodations’ focusing 
on changes in health care facilities, including structural modifica-
tions, use of universal design features, and alternative approaches 
to presenting health information. To enhance ‘disability knowl-
edge’ among health care providers, dissemination of information 
to practitioners should be encouraged through initiatives such 
as the ‘Actionable Nuggets’ project [34] aimed at providing pri-
mary care physicians with concise, but concrete, information on 
major issues related to the health of people with spinal cord injury. 
Moreover, encouraging the use of disability models is critical in 
ensuring that health care providers have a better understanding 
of the concept of functioning and participation as a crucial com-
ponent of the definition of health that goes beyond disease and 
medical complications [35].

Community support programmes
Persons with disabilities want to live in the community of their 
choice. To do so they may need residential resources, home care 
services, family support, and transportation. No serious discus-
sion about the social participation of PWD can take place without 
including the services they need to live, as independently as possible, 
in a regular home environment.
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Home care services mean all the services required by PWD and 
provided in their home, with the aim of compensating for their 
functional disabilities and disabling situations in the daily life 
activities they need to perform to live in their regular home envi-
ronment, with due respect for their personal choices. Home care 
services are generally divided into four categories [40]: physical 
help, domestic help, help within the community, and health care 
(Table 33.1).

Access to home care services within the framework of a person-
centred or independent living model is an approach increasingly 
used to enable PWD to live and participate in the community. 
The Independent Living Movement has played an important role 
in keeping PWD, especially those with motor disabilities, in the 
community by advocating the principles of control over one’s life 
and the services needed to carry out activities of daily living [36, 
37]. This movement originated in the United States and then, in 
the late 1980s and 1990s, developed in Europe, especially in the 
Scandinavian countries [38, 39]. The importance of this phenom-
enon is confirmed in the majority of post-industrial societies 
[40]. Generally, service recipients from the Independent Living 
Movement include persons with very severe physical disabilities, 
but this formula is also offered to persons with intellectual dis-
abilities and mental health problems [39, 41, 42]. It takes different 
forms and has different names depending on the context, such as 
direct payments, personal assistance, personal budget, etc.

Defining a person’s needs with regard to home care services 
should be an empowering experience and cannot be dissociated 
from the reality of where the person chooses to live, what sup-
port the family needs, and transportation for the person to fulfil 
expected social roles.

This requires a person-centred needs assessment. The main 
objective of this assessment is to pinpoint the exact tasks the 
person wants to perform, in which he/she encounters disabling 
situations or difficulties, even with technical aids or human sup-
port. The assessment should cover any need which the person 

thinks must be met to enable him/her to live at home as comfortably 
as possible in his/her own opinion. Having established the list of 
needs for home care services, the next step is to detail the tasks 
and qualifications of the staff needed to address them as well as 
how often and for how long the services are needed. The ultimate 
aim is to make it possible for PWD to buy and personally manage 
some or all of the home care services they need.

Different types of formulas have been developed and experi-
ences with direct allocation have varied in different countries but 
they have all encountered difficulties with implementation [38, 39]. 
Some observers of the Independent Living Movement insist on 
assessing the impact of these formulas on the overall environment 
of PWD, with regard to their ability to act, and the impact on the 
community as a whole, with regard to development of partner-
ships with other grassroots organizations [38, 43, 44]. Problems 
noted include aspects related to difficulties recruiting and train-
ing workers and working conditions, or needs assessment, and 
the paternalistic control of professionals [39, 45–47]. In response 
to some of these difficulties, some American Independent Living 
centres have created training programmes for community work-
ers in collaboration with various states. ‘Most of these efforts are 
designed to establish a set of core standards and training programs 
for personal assistant services workers across the continuum of 
services and community-based settings’ [37]. This formula is very 
important for many PWD since it allows them to remain active in 
their community while keeping some control over decisions that 
affect them with regard to personal services.

Support for families
Since the early 1980s, when policies to foster the integration of 
PWD were adopted, nearly an entire generation of children, ado-
lescents, and young adults with disabilities have lived with their 
families, regardless of the origin, type, or severity of the disabili-
ties. In addition, the declining number of births per family, which 
reduces the number of people who can support the family as a 
unit, the increasing number of divorces, and geographic mobil-
ity as well as the changing demographics of parenting are other 
changes that have an impact on families, including its structure, 
access to family support, and the availability of mothers or other 
family caregivers. Disability policies must consider all these reali-
ties. Support for families appears to be a critical element in the 
process of integrating children with disabilities in ordinary living 
environments.

A major contribution of research focusing on the impact of  
disabilities on families is the development of the concept that the 
family is a system in itself, consisting of four subsystems (marital, 
parental, fraternal, and extended) that are constantly interacting 
and are influenced by its structural characteristics, life cycle and 
functions [48]. This concept underscores the interdependence of 
the individuals who make up the family system. When one of 
them has a disability, all of them are affected and feel the effects. 
The family system must adapt to and cope with a situation where the 
unexpected high level of care and support needed is a burden on 
family caregivers, whose health and well-being can be jeopardised 
if they do not receive outside support.

In many instances, there are not enough family resources to 
support the family’s ‘natural’ resilience in overcoming difficult 
situations. Heiman [49] stresses the importance of the social 
network and support provided by service networks. Different 

Table 33.1 Categories of home care services

Physical help Includes all the services required daily to meet 
basic needs: personal hygiene, dressing, moving  
about and eating within the home

Domestic help Includes all regular or occasional services to look 
after household tasks everyone has to perform in  
the home, such as doing laundry, preparing meals, 
washing dishes, going grocery shopping, and  
maintaining the home inside and out

Help within the 
community

Includes all services required to compensate for 
disabling situations vis-à-vis the social demands of  
daily life in an ordinary home environment. 
Examples include budget, correspondence, 
administrative procedures, and social services.

Excluded are services related to recreation, 
transportation, community action and 
involvement, which are complementary to home 
care services but could require personal or human 
support and accompaniment

Health care Includes all specialized nursing and paramedical 
services provided in the home
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support strategies may be considered. Tétreault et al. [50] pro-
posed a typology of these strategies based on the needs of fami-
lies. It consists of four categories: (1) support (informational; for 
accompaniment and help with decision-making; judicial–legal; 
financial; educational; psychosocial; for assistance in daily life; 
for recreation, sports, and social activities; for transportation; 
etc.); (2) respite; (3) child minding (child caring); and (4) emer-
gency support (accommodation, financial, caretaking, etc.). 
When determining which strategies to choose, the characteris-
tics and needs expressed by the families in interaction with the 
individual characteristics of the child with disabilities must all 
be taken into account.

From the viewpoint of interventions focusing on assisted 
resilience [51], support strategies act as protective factors that 
strengthen the family’s resilience and help it respond positively 
to the challenges involved in meeting the specific needs of the 
child with disabilities. Growing out of the study of the positive 
adaptation of children to traumatic events and chronic adversity 
[52], the work on resilience expanded from looking at individual 
resilience to studying family, collective, and societal resilience 
[53]. McCubbin and McCubbin [54] were the first to examine 
family resilience by looking at the different characteristics that 
help families resist disruption in the face of change and adapt 
to crisis situations. Studying resilience helps to understand not 
only why some families manage to survive traumatic events and 
adversity, but also how they manage to grow and emerge stronger 
from the ordeal [55]. The concept of resilience is of great interest 
for family support services, especially with the emergence of the 
concept of ‘assisted resilience’ as distinct from natural resilience, 
which refers to the individual’s and family’s own strengths and 
abilities [53]. Assisted resilience interventions are characterized 
by: (1) focus on and development of the potential of individuals 
or families at risk; (2) identification of existing resources in the 
individual’s or family’s circle; and (3) implementation of preven-
tion programmes and of a maieutic approach for intervention 
strategy.

For families of children with disabilities, managing to cope with 
a situation that could become chronically difficult is conditioned 
by the interaction between the characteristics of the child, his/her 
family and the environment. Neither the population of children 
with disabilities nor families are homogeneous. The nature and 
severity of the impairment (cognitive, motor, sensory, communi-
cation) and its impact on the day-to-day functioning of the child, 
as well as the presence of physical or mental health or behaviour 
problems are all characteristics that make each situation differ-
ent. This heterogeneity, combined with age and gender, results in 
needs of varying types and intensity. In addition, socioeconomic 
level, schooling, family size and structure, access to an informal 
network of significant persons, proximity of services, personal and 
family resources are all characteristics that make families differ-
ent from each other. They have an effect on family resilience and 
on parents’ availability and ability to fulfil their parental role in a 
way that fosters the optimal development of their child. Support 
for families is essential if the implementation of current disability 
policies is to be a success.

Employment and education
In the field of education, one sees the same trend towards 
integration in a regular school environment of PWD, be they 

children, adolescents or adults, instead of within a specialised 
structure. This is undoubtedly one of the most important and 
critical changes in practice in the past forty years towards true 
participation in community life. There is increasing discussion 
about inclusive education, as opposed to an emphasis on inclu-
sive pedagogy. An inclusive approach, however, is still driven 
by differing trends and tensions that sometimes make it dif-
ficult to address individual differences [56]. This move towards 
inclusivity is even more important when it involves returning to 
work or returning to the community after a trauma. The scien-
tific community is particularly interested in this latter dimen-
sion, given the great complexity of the process where a range of 
social and psychosocial variables influence the return to com-
munity living [57–60]. This educational and employment issue 
has been widely addressed in recent years from the standpoint of 
social and community participation, which is marked by transi-
tions, that is, critical moments in the life cycle of individuals. 
Many factors influence youth transitions [62] from secondary to 
post-secondary education and then to the workforce (Table 33.2). 
The presence of a disability makes these transitions even more 
complex.

The last 15 years have seen an increased focus on the transition 
from adolescence to young adulthood [61], especially in the US 
and the UK. Part of the trend in both countries is driven by laws 
that require transition planning to be part of youth education pro-
gramming, starting at age 14. Under US law, educators are asked 
to provide annual statements of transition services, including 

Table 33.2 Factors influencing youth transition

Internal organizational characteristics 
of the school (including 
administrative and teaching staff)

Peer influence

Scholastic participation Behaviour problems and 
psychological health

Participation in the social life of the 
school

Financing for post-secondary 
education

Cognitive ability Experience in the first year of 
post-secondary studies

Parental socioeconomic status Competence (problem solving and 
other skills)

Family and community social and 
cultural capital (family time, time  
available to invest in cultural 
activities)

Coop study programmes that provide 
opportunities for work and study

Family history (separation, death, 
divorce, child custody, parental role 
and  
attitude toward the child’s studies)

Volunteer work

Balance expectations between work, 
education, and family responsibilities

First work experience

Personal, scholastic, and professional 
aspirations (of both the youth  
and the parents)

Study–work combination

Career planning Unemployment experience; quality 
and length of work
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if appropriate, a statement of the interagency responsibilities or 
linkages necessary to meet each child’s specific needs. In Canada 
there are so-called ‘mixed’ programmes to facilitate the transi-
tion from youth to adulthood. Little is known, however, about the 
effectiveness of such programmes [59].

Moreover, in professional settings, especially related to reha-
bilitation, concerns about transition are emerging while in the 
research field, especially in Anglo-Saxon countries, studies have 
shown the importance of such factors for years. Compared to 
youth without disabilities, youth with disabilities are half as likely 
to participate in post-secondary education. Rates of unemploy-
ment and under-employment in youth with disabilities are cause 
for concern (over 55% and 75% for youth with moderate or severe 
disabilities, respectively). Transition to adulthood for young 
adults with cerebral palsy and other disabilities is a difficult and 
sometimes delayed process. The transition from adolescence to 
adulthood has been examined by trying to establish a profile of 
the health and needs of groups of people with different diag-
noses (cerebral palsy, spina bifida, and traumatic brain injury).  
It appears that the transition to post-secondary education and 
the workforce varies depending on the diagnosis and its charac-
teristics [62].

Summary of personal and community service 
accessibility issues for people with disabilities
Accessibility to social, communal, and medical support services is 
revealed to be complex and problematic across the range of disabil-
ities encountered, and this despite the enactment of laws designed 
to ensure full access and participation as a basic human right. 
Part of the difficulty is that the personal, communal, and societal 
levels are so intertwined it is difficult to develop robust practical 
programmes that simultaneously address all three levels. However, 
recognition that there are three levels to deal with is an important 
tool for moving forward in the provision of more effective services. 
In the area of assistive technologies, on the other hand, most tech-
nologies have been traditionally aimed at the personal level. It is 
only in the past few years that the range of technologies has broad-
ened. It is of great interest and relevance, therefore, to examine the 
current developments of assistive technologies, as a complement to 
our understanding of the accessibility of support services.

Technologies
Writing a section on technologies designed to support either the 
rehabilitation process or the ongoing challenges of living with dis-
abilities has never been more challenging than it is today. The last 
few years have seen a burgeoning not just of new technologies but 
of entirely new categories of technology, and there are no signs 
that the rate of evolution is slowing down. If anything, it is accel-
erating. There is a need to find some kind of order in this rapidly 
changing area.

To provide a useful structure, the most recent version of the 
Disability Creation Process developed by Fougeyrollas et  al. 
[63] was used. This has the additional advantage of framing the 
technology within its social context as part of a broader process 
of supporting greater access to community services, as outlined 
in the remainder of this chapter. Compared to the International 
Classification of Functioning, Disability and Health, the model 
promulgated by the World Health Organization, which relates the 

biological conditions of impairment to the activities, social par-
ticipation, and inclusion of PWD within the larger community, 
the Disability Creation Process model gives the environment a 
more central place.

As previously described, the micro-, meso-, and macroscales 
correspond to the personal level, the community level and the 
societal level of activities, respectively. This provides a useful basis 
for situating the rapidly changing landscape of technologies, and 
we adopt this framework in the following discussion.

Microscale, personal technologies
The microscale concerns personal technologies that are under 
the immediate purview of the user, which may be adopted, modi-
fied or exchanged without the need to comply with any formal 
regulations. Microlevel technologies therefore correspond to most 
‘assistive devices’ designed to meet the individual needs of people 
living with disability, and include individualized technologies for 
assisting those with sensory and cognitive deficits and for improv-
ing mobility, such as wheelchairs and navigational aids. A typical 
example of a microlevel technology is a wheelchair.

Meso-scale, communal technologies
The meso-scale concerns technologies which cannot be easily 
picked up and carried and whose use is generally regulated by 
regional statutes. These include traditional technologies such as 
home adaptations, domotics, environmental care systems, and 
adaptations to public and private vehicles. They also include new 
technologies such as the so-called ‘smart environments’. A good 
example of meso-level technology is the adaptation of a vehicle 
to support drivers with disabilities; such adaptations must be 
approved by regional governments.

Macroscale, societal technologies
Macroscale technologies are primarily large, networked infra-
structures, which must be supported and regulated at the national 
and international levels. These include the Internet and communi-
cation and information technologies that harness the Internet and 
operate at societal levels such as social networks. They also include 
large-scale infrastructure adaptations such as those being considered 
for the development of so-called ‘smart cities’. The infrastucture used 
to support a technology such as Twitter is a macro-scale technol-
ogy; however, the device used to access Twitter may be a micro-
scale technology. Hence the technologies involved in each of these 
levels are relatively different, although there is some blurring of 
the lines at the boundaries between them.

The macrolevel of technology is a maturing arena for new tech-
nologies that has not been widely studied or even acknowledged 
in the rehabilitation community. However, technological innova-
tion on this scale is on the rise and, especially via the smart cities 
research focus, we are likely to see a growing number of enabling 
infrastructure-based technologies specifically geared to support-
ing PWD in the coming years. Furthermore, although most ‘smart’ 
technologies are still experimental, they are also developing rapidly, 
driven by strong market pressure. As a result, the ‘technology land-
scape’ may look very different in a decade than it does today.

The Disability Creation Process model includes, like the 
International Classification of Functioning, Disability and Health, 
an explicit acknowledgement of the role played by daily activities 
and social roles, and many technologies have been developed to 
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support these needs. However, even these activities and roles are 
changing in the broader context of today’s knowledge economy, 
and technologies on different scales may serve to support those 
needs. Where relevant, we indicate the relationships between 
technologies, activities/roles and personal factors, such as capabil-
ities and identity issues, in order to better situate their role within 
the broader dimensions of this section.

Personal, microscale technologies
Assistive devices
Populations that present neurological deficits include adults with 
spinal cord injury [64, 65], traumatic brain injury [66, 67], stroke 
[68], and adults with neurovisual deficits [69]. Three types of 
assistive devices are particularly common in clinical programs for 
these populations: assistive technologies for cognition, visual aids, 
and electronic aids for daily living.

A popular assistive technologies for cognition (ATC) tool is the 
personal digital assistant [66], which is a small hand-held com-
puter, also known as palmtop, hand-held PC, hand-held and, 
more recently, tablet and smartphone, used to help compensate 
for behavioural memory deficits, which is the most common com-
plaint among individuals with acquired brain injury (Figure 33.1). 
Behavioural memory deficits involve working and prospective 
memory, attention and executive functions, as these are engaged 
in the performance of everyday activities, such as taking medica-
tions, planning and organizing schedules, keeping appointments, 
performing multi-step tasks, and dealing with distractions [66]. 
Another commonly used ATC is television-assisted prompting, 
which issues reminders that help to achieve task completion [67]. 
There is also the planning and execution assistant and trainer [70], 
which is a new device that helps users stay focused and on task 
despite surprises and distractions. It is a hand-held electronic cal-
endar and address book that features automatic cueing to start and 

stop daily activities and has a built-in telephone, fax, and Internet. 
Finally, the assistive technology support process completes the list 
of ATCs. This support, with the use of sensors placed in the home, 
encourages the completion of a task that has already been started 
or issues reminders about tasks required in a specific location or 
after specific actions [68].

Regarding assistive technologies for neurovisual deficits, many 
have been tested. Various types of eyewear may assist in reducing 
falls; prisms and telescopic lenses may improve visual attention 
and minimize the impact of visual field deficits. Technologies to 
improve computer use, way finding, and home safety may also 
enhance user functionality [69].

Electronic aids for daily living (EADLs) are used by individuals 
who struggle with manipulation tasks and mobility. Those—also 
known as environmental control units or environmental con-
trol systems—are assistive technology interventions prescribed 
by rehabilitation professionals to increase autonomy and hence 
improve quality of life. Electronic aids enable users to independ-
ently operate electronic devices, such as telephones, door open-
ers, bed positions, lights, computers, and personal entertainment 
systems, through alternative access within the home or workplace 
[64,  65]. EADLs, while not technically ‘smart devices’, may be 
viewed as a first step in that direction [71].

Scientific evidence in support of the links between the use of 
ATCs, visual aids and EADLs on the one hand, and social par-
ticipation on the other, remains to be established. Larger study 
samples are required to ensure generalizability. Furthermore, 
participants need to use identical technologies (same brand and 
model) in a wide variety of environments and social contexts to 
achieve more robust assessments. For example, it is necessary 
to observe a group of subjects taking on a variety of social roles, 
assuming responsibilities and participating in the social life of 
the community, both with and without their assistive devices. 
Finally, it is important to note that ATCs, visual aids and EADLs 
are evolving far too rapidly to permit adequate and full testing of 
any one device. As a result, there are many studies that are ‘non 
experimental’, that is, do not include any form of direct interven-
tion, control group or randomised controlled trial for the target 
population. Instead, these studies focus on user perceptions and 
clinical recommendations. Questionnaire-based surveys and 
qualitative methods [65, 68] are preferred for assessing reported 
use and perceptions. Efforts to evaluate specific devices tend to 
adopt an exploratory approach based on small group interven-
tions without a control group [66] or sometimes they may adopt 
a cross-sectional design with a control group [64]. One study 
used a randomized controlled crossover design [67]; main out-
comes showed a significant advantage for prospective memory 
prompting (72% completion) compared to no prompting (43% 
completion) and higher task completion with television-assisted 
prompting for researcher-assigned experimental tasks (81%) com-
pared to self-selected preferred (68%) or not preferred (68%) tasks. 
Overall, more studies of actual use are required to assess the real 
value of these technologies for increasing social participation 
among populations with neurological impairments.

Communication devices
The use of communication aids has been assessed more specifically 
for people with cerebral palsy [72, 73] or for post-traumatic brain 
injury and post-coma patients presenting a minimum of conscious 

Fig. 33.1 The Planning and Execution Trainer (PEAT).
Source: Brain Aid http://brainaid.com/
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functioning [74, 75]. Two types of assistive technology are used in 
clinical settings: alternative augmentative communication (AAC) 
devices and communication devices for a minimally conscious state.

AAC devices encompass communication methods used to sup-
plement or replace speech or writing for those with impairments in 
the production or comprehension of spoken or written language. 
AAC is used by people with a wide range of speech and language 
impairments, including congenital impairments such as cerebral 
palsy and acquired conditions such as amyotrophic lateral sclero-
sis and Parkinson’s disease. AAC can be a permanent addition to a 
person’s communication programme or a temporary aid [76, 77]. 
The two most important elements appreciated by people who rely 
on AAC are: (1) saying exactly what they want to say, and (2) saying 
it as fast as they can. AAC devices have evolved dramatically over 
the past 30 years. Originally little more than printed tables of sym-
bols to which the user pointed to communicate different messages, 
later versions exploited dedicated voice synthesizers. Modern AAC 
services are provided by portable computers, tablets and smart 
phones, and use a range of voice synthesizers (Figure 33.2).

Regarding communication devices for the minimally conscious 
state, the technology offers writing opportunities to persons 
emerging from a minimally conscious state who are affected by 
extensive motor disabilities. These are based on specific arrangements 
of optic, tilt, or pressure microswitches (linked to preferred envi-
ronmental stimuli) and eyelid, toe and finger responses [74, 75]. 
For writing, the use of optic sensors and scanning keyboard emu-
lators for persons with pervasive motor disabilities and lack of 
head control can help manage basic writing [72].

Concerning the scientific evidence in support of these technolo-
gies, there is very little compared to that available for ATCs and 
EADLs. Interview-based surveys [92] and reports of clinical 
expertise [77] are the primary means of reporting on these tech-
nologies. Specific product assessments, on the other hand, rely 
on exploratory intervention strategies in small groups without a 
control group [72, 74, 75].

Many different AAC technologies are commercially marketed 
and they evolve rapidly. As with other assistive technologies, this 

makes it difficult to assess their impact on social participation. An 
effective study would need to observe a group of individuals using 
the same technology in different settings and contexts, without 
undue effort, with and without their aids. Such studies are dif-
ficult to organize because they require a lot of resources and are 
intrusive in the lives of participants (require monitoring 24 hours 
a day). Furthermore, AAC devices and communication devices 
for the minimally conscious must be individually programmed 
and require many hours of training. As a result, studies involving 
large groups are extremely difficult to organise, let alone publish. 
Most studies present strategy choices rather than attempting to 
measure effects [77]. Furthermore, keeping up with new products 
poses additional challenges, especially for technologies that sup-
port brain injury or stroke. Factors affecting the integration of 
aided communication in everyday life contexts are complex. For 
many adults, the lack of key supports, including the availability of 
communication partners, restricts the contexts in and extent to 
which aided communication is used.

Mobility devices
Within the set of all possible assistive devices for PWD, mobility  
devices such as wheelchairs (manual or powered), scooters, walk-
ers, and rollators are the most heavily used [78]. Many populations 
with neural deficits, people with spinal cord injury [79], acquired 
brain trauma [80], multiple sclerosis [81], cerebral palsy [82], 
and Parkinson’s disease [83] are subject to use them. For exam-
ple, among those with spinal cord injury, for whom functional 
mobility is considered one of the aspects that most affects their 
social participation [84], the wheelchair provides the most com-
mon and effective solution to enhanced mobility. Indeed, 82% of 
people with spinal cord injury possessed at least one wheelchair, 
and 60% of these depend totally on their wheelchair for moving 
around [85].

Many positive impacts result from the use of mobility devices 
on populations with neural impairments as well as other groups. 
Indeed, mobility devices have positive effects on activity and par-
ticipation within daily activities of various populations [86], in 
particular people with spinal cord injury or who have suffered a 
stroke. Overall, powered wheelchairs and scooters improve inde-
pendence in mobility, and increase mobility-related participation 
in everyday activities [87] as well as having measurable positive 
impacts on overall mobility [88, 89], quality of life, pain and dis-
comfort [89]. Wheelchair use, whether manual or powered, also 
facilitates the ability to perform social roles and participate in the 
community [90] among patients recovering from neural impair-
ments [91, 92]. Furthermore, the impacts of assistive devices on 
the users’ informal caregivers [93] shows how mobility devices 
contribute to reducing some of the physical and emotional bur-
den, but can also increasing caregiver injury, anxiety about user 
injury, accessibility issues, and social stigma. A few studies have 
signalled some negative impacts, particularly for the use of manual 
wheelchairs among people with spinal cord injury. Injuries due to 
excessive use and acute injuries are among the issues commonly 
reported [94, 95]. Furthermore, wheelchairs themselves may be 
perceived as a limiting factor to full social participation [96] and 
increase dependence on others [91]. For children and adolescents, 
benefits of mobility devices have also shown that independent 
powered mobility is associated with developmental, cognitive, and 
psychosocial skills such as spatial cognition, independence, and 

Fig. 33.2 Alternative augmentative communication (AAC).
Source: University of Colorado www.ucdenver.edu.
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emotion [97]. Powered mobility decreases perceived levels of stress 
of parents with children with cerebral palsy at the time of wheel-
chair delivery, and increases satisfaction with their child’s social 
and play skills, their ability to go where desired, sleep and wake 
patterns, and belief that the general public accepts their child [98]. 
For the same population, powered mobility also increased parents’ 
positive perceptions of their child’s social skills, increased the 
number of mobility activities during play, and may have positively 
impacted the quality of play for the children [99]. There exist few 
studies that examine the specific benefits of scooters, walkers and 
rollators as compared to wheelchairs. Despite this, it seems reason-
able to assume that similar effects and impacts can be observed 
throughout populations with neurological disorders.

During the past ten years, mobility technologies have evolved 
beyond these more conventional devices and new mobility technolo-
gies have emerged. For example, the iBOT is an advanced powered 
wheelchair that allows a user to rise to the same height as a stand-
ing person while remaining supported on the two rear wheels 
(Figure 33.3). This device hence allows an individual to perform a 
variety of activities that were difficult or impossible with conven-
tional mobility devices, such as holding an eye-level conversation, 
using up or down ramps, traversing outdoor surfaces such as grass 
and dirt trails, and climbing curbs. One problem with this device 
is it is nonetheless awkward to use in constrained spaces such as 
bathrooms [100]. Users with people with spinal cord injury report 
improved employment satisfaction [101], while users with a range 
of neurological impairments report better independent functional 
mobility skills in a community environment [102], greater access 
to work and outdoor environments, enhanced community access 
and improved social interaction [103]. Unfortunately, produc-
tion and sales of the device ceased in 2009 due to its high cost 
and weak market share. Another advanced device, the TopChair, 
combines powered wheels and caterpillar tracks so as to enhance 

user autonomy in both indoor and outdoor environments. Its 
most appreciated capability is the ability to climb or descend 
staircases [104].

Finally, a mobility enhancement device that has been viewed 
by many as a long term solution to mobility needs for PWD is 
the exoskeleton [105, 106], also called a power suit or muscle suit 
(Figure 33.4). At least one has been commercially available for sev-
eral years, albeit with rudimentary capability and at a very high 
cost [106]. The development of exoskeleton capability has, how-
ever, taken a lot longer than originally expected and results today 
are still far from mature. Several suits have been successfully 
deployed in the laboratory under limited conditions and for short 
durations. Separate development efforts are underway for upper 
body and lower body exoskeletons, the needs of each are somewhat 
different. Exoskeleton devices are aimed at several applications, of 
which mobility devices for PWD are but one possible use. Other 
uses include for soldiers, for caregivers, construction, hazardous 
work environments, etc. Although costs for robotic components 
have dropped dramatically in recent years, the complex nature of 
these devices means that commercial availability of products at 
prices comparable to even high end wheelchairs or other mobility 
devices is unlikely for many years yet to come.

Communal, mesoscale technologies
Motor vehicle adaptation—private and public
Transportation via either personal or public vehicles is absolutely 
essential to ensure success in carrying out day-to-day activities 
as well as for full participation in community life in contempo-
rary society. Among individuals who have disabilities in general 
and spinal cord injuries in particular [96, 107], transportation has 
been shown to be a significant barrier to community participa-
tion. In order to overcome the limitations that prevent the use of 
a motor vehicle, many types of adaptation have been developed. 
For personal automobiles, the most important modifications con-
cern the primary controls (steering, accelerator, and brakes)—for 
example, mechanical hand controls that do not require gripping 
to operate (e.g. right-angle pull/push and rotate/push operations), 
a steering spinner (such as using knobs or balls) or zero-effort 
steering device, and a parking brake extension or reduced-effort 
brakes [108,  109] (Figure 33.5). In addition, several systems 
may need to be moved into more accessible locations (e.g. the 

Fig. 33.3 iBot Robotic Wheelchair.
Source: Hizook www.hizook.com.

Fig. 33.4 Exoskeletons.
Source: www.internetmedicine.com
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accelerator and dashboard controls). Other common modifica-
tions include the implementation of automated doors (opening 
and closing), and the lowering of the floor (such as in a van) [108]. 
Of course, many modern vehicles already come equipped with 
characteristics which facilitate use that may be considered ‘uni-
versal’—(e.g. an automatic transmission shifter without a thumb 
button, power steering, a collision warning system, power brakes, 
and automated doors) [110]. Vehicle access is also an important 
consideration, especially for wheelchair users—common adapta-
tions include the installation of a semi- or fully automated ramp 
or lift (Figure 33.6) or use of a grasp enhancer [109]. Finally, seat 
adaptations may also be required for a safe and effective driving 
experience, including the possibility to use the wheelchair itself as 
the driver’s seat when suitably clamped in place [111]. In addition 
to these physical transformations, most states require evaluation 
by a competent specialist of the driving capabilities of the potential 
user [108, 111, 112]. The costs of these adaptations can range up to 
about $90,000, although limited modifications can be sometimes 
made for a few hundred dollars [111, 112].

For public transport (bus, metro, paratransit van, etc.), adaptations 
may include the installation of a ramp or lift, or the use of designs 
that eliminate steps, include a lowered floor, or eliminate the 
gap between platform and vehicle (Figure 33.6). For both public 

and private vehicles, wheelchair tiedowns that limit wheelchair 
motion are an important feature [108, 113]. Each country has its 
own legislative and regulating authority for these adaptations—
most will have to meet safety norms.

Home adaptation and automation (smart homes)
It is important to highlight the differences between assistive 
devices (micro-scale technology) and smart homes (meso-scale 
technology). First, the latter, in comparison to most assistive 
technologies, cannot be easily picked up and carried and their 
use is generally regulated by regional statutes. For example, assis-
tive devices like EADLs (e.g. a switch on a wheelchair that can be 
activated by a person to turn on different electronic devices) or 
stand-alone devices (e.g. radio passive infrared receiver and voice 
receiver) are single devices [114]. However, when technology refers 
to a simply connected system (e.g. a warden call button or a com-
munity alarm) or a more complex system linked to an external infra-
structure (e.g. a domestic device that interacts with a city-based 
infrastructure to support telecare services), it is more than a simple 
assistive device. We call such complex systems ‘smart homes’ 
because of their dependence on external infrastructures and also 
because these systems may react to the individual and perform a 
range of supportive actions (Figure 33.7).

Smart homes include automation of domestic features, secu-
rity features, multimedia and telecare services [115]. There can 
be many levels of ‘ambient intelligence’ in different smart homes 
[71] and different systems have been proposed. Aldridge [116] 
proposes five levels: (1) homes with intelligent objects; (2) homes 
with intelligent, communicating objects; (3)  connected homes; 
(4)  learning homes; and (5) attentive homes. Mann and Milton 
[117] propose eight levels, which to some extent go further than 
Aldridge’s levels to what might be called a sixth, proactive level. 
For example, attentive homes will assess individuals’ lifestyle 
trends based on an analysis of their daily activities and then issue 
‘prompts or verbal feedback’ to help people succeed in undertaking 
daily activities effectively and safely [117].

There is little real evidence of the application of smart home 
technology to support neurological conditions specifically; rather, 
these are developments that support wide ranges of disability, 
including those with neurological impairments. It is nonetheless 
possible to point to examples of smart homes in automation and 
security features [114]. In the UK, for example, many residential 
projects involving smart homes have been tested. Some include 
a bath monitor, cooker monitor and voice feedback system [118]. 
Another includes a communal kitchen area for a range of residents 
and has technology demonstrator sites in England, including the 
iHouse, with a number of scenarios to support cognitive and sen-
sory impairments [119].

These initiatives offer a full range of automation and safety 
features that are intended for a mixed population of wheelchair 
users, brain injury victims and people with sensory impairments 
[119]. In telecare services, there is a wide variety of devices that are 
commonly used with people with neurological diagnoses, namely 
pendant alarms, fall detectors, bed occupancy sensors, pull cords, 
movement sensors, smoke/heat/flood detectors and carbon mon-
oxide monitors, automated lighting, location sensors, activity sen-
sors, well-being monitors, and medication reminder systems [114].

One promising set of technologies for smart homes involves the 
use of tele-operated robotic arms that are located in the home but 

Fig. 33.5 Adaptation of the primary controls of a vehicle.
Constance-Lethbridge Rehabilitation Centre (http://www.constance-lethbridge.qc.ca/)

Fig. 33.6 Adapted vehicle with automated ramp.
Motor Equipment News (www.motorequipmentnews.co.nz) http://motorequipmentnews.
co.nz/articles/passionate-brothers-making-difference-disabled-drivers
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are remotely operated by a caregiver. The use of such tele-operated 
arms has been studied for assisting a person to rise from bed, 
wash, dress, eat, and fetch needed items [120]. These systems could 
help people with both motor and cognitive impairments. Smart 
homes with high levels of ambient intelligence can also schedule 
and organise household repairs, food and service deliveries [117].

No evidence yet exists concerning the impact of smart homes on 
social participation; these developments are complex to build and 
not enough have been implemented to support extensive impact 
studies. Instead, the scientific literature reports on project ideas 
and plans, technical prototypes, and the strengths and limitations 
of different smart home components. One common element can 
be found in most of these papers, however; even if different people  
have a similar diagnostic profile and present similar cognitive 
or motor limitations, each person has different needs in terms of 
home automation, personal safety, communication preferences, 
and telecare services. Hence, smart homes must be able to adapt 
to context, or must be designed around the specific needs of each 
client (e.g. use or not of specific assistive technologies, prompts, 
and reminders, what caregivers are able to provide by way of 
additional services, what can be monitored at a distance, and 
which tasks are amenable to automated or tele-operated strate-
gies) [121]. Furthermore, both the type and quality of telecare 
services may raise ethical questions around privacy issues [122]. 
The most pressing objections against telecare are concerned with 
depersonalising care, increasing the isolation of patients, and 
using technology to achieve cost savings rather than health gains.

Societal, macro-scale technologies
Regional infrastructures for smart cities
Smart homes will need to rely on a variety of regional infrastruc-
tures in order to function effectively [123]. In addition, these 
infrastructures will support the development of smart environ-
ments other than those found in residences and private vehicles. 

These infrastructures must also be developed with users with 
disabilities in mind. Otherwise, they risk becoming another barrier 
to inclusion [123].

Research concerned with identifying responsive infrastructures 
and determining their structure is still embryonic, although some 
progress has been made in the past five years. Smart homes will 
require both location-based and object-based local infrastruc-
tures [124] in order to support context-aware functionality [125]. 
Disability-specific ontologies are suggested [123, 124] to anchor 
data representation schemes. This is an important point as the 
development of such ontologies requires the collaboration of 
individuals involved in rehabilitation or disability studies on the 
one hand, and computer specialists and researchers on the other. 
Furthermore, the disability-specific ontologies will need to inter-
face with geospatial ontologies to support location-based service 
provision within the context of enhanced mobility.

Data including information on public buildings (location, 
accessibility, services provided), events, accessible city routes, 
information on public transport, and relevant navigational data will 
need to be provided via these infrastructures [126] (Figure 33.8). 
Furthermore, combined with information concerning public trans-
port routes, it could be important to develop reliable and robust 
pedestrian support infrastructures [71], which have somewhat dif-
ferent needs than those used to support vehicle movements, whether 
public or private.

The infrastructures provided need to accommodate dynamic 
changes in the locations of individuals and, as a result, chang-
ing configurations for service provision [127] and must also track 
service provision across micro-, meso-, and macro-scales [128]. 
In addition to semantic (ontology) approaches, multi-agent-based 
architectures are expected to play a major role [129]. So-called smart 
garments are also expected to play an intermediate role between the 
home-based individual and the city-based infrastructure [130].

Applications to be supported include transportation and navi-
gation services [131], telecare and monitoring [128], tele-operation 

Fig. 33.7 Smart home device.
Source: Forbes http://blogs-images.forbes.com/amywestervelt/files/2012/03/iControl.jpg.
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of robotic devices [120], services for remote ordering and delivery 
[117], adapted learning [132], and informational [133] environ-
ments. Within the framework of so-called ‘caring cities’, specific 
infrastructures to support the use of technologies by the homeless 
are also called for. There is a relationship between the homeless 
and disability; many of the homeless struggle with issues of dis-
ability [134] and inadequate health care responses. Issues that are 
more specific to homeless populations that should be addressed 
via appropriate infrastructures include the need to develop 
mutual protection arrangements and the need to replace defec-
tive or stolen devices. Access to learning infrastructures is also 
important [132].

Social networking and the Internet
Another constellation of service provision at the macro-scale is 
access to and use of social networking and other Internet-based 
services (Figure 33.9). Access is an issue; as the Internet has become 
more complex and multimodal, accessibility for the disabled has 
declined [133], particularly due to a lack of recognition among 
designers of Internet services of the need to incorporate flexible 
features that increase accessibility.

Nonetheless, despite the difficulties, social networking in particu-
lar, but also other services provided by the Internet (see Table 33.3), 
has already proven to be an effective tool for a range of disabilities.

More negative aspects of the Internet experience include the 
unconscious prevalence of conventional able-bodied ideas even 
when disability is acknowledged [145], the presence of multime-
dia files that are often inaccessible (no subtitles, garbled sound, 
etc. [133]), and the dangers that sexual predators represent for 
children [135]. In addition, many users with disabilities are 
quite computer-savvy but are unable to fully exploit the medium 
because there are significant barriers. This is particularly true for 
people with visual impairments [146].

Although there is much room for development, there is grow-
ing evidence of the value of social networking and other Internet 
services. On the other hand, large-scale infrastructures are not 
validated through specific studies of use but rather through a 

maturing understanding of the most relevant architectures, which 
will also take time to develop.

Summary of technologies accessibility  
issues for people with disabilities
The whole field of technology aids for PWD has grown rap-
idly over recent years, and emphasis is shifting from personal 
aids (microsystem), towards home aids (mesolevel), and even 
large-scale infrastructures (macrolevel). However, the impacts 
of these technologies are becoming harder to measure given 
the rate of deployment of new technologies and the emer-
gence of new classes of technology for which reliable assess-
ment procedures are still lacking. Technologies that address 
the specific needs of persons with neurological deficits are also 
increasingly becoming available. The ultimate efficacy of all 
these technologies depends at least as strongly on social and 
economic policies in support of PWD, towards which we now 
turn our attention.

Fig. 33.8 Intelligent transportation system.
Source: http://technologynewhere.wordpress.com/2010/05/12/intelligent-transportation-system/ Technologynewhere blog on wordpress

Fig. 33.9 Social networking and the internet.
Source: Gary Radler gary@garyradlerphoto.com
Website: http://www.garyradler.com/Stock/Portraits-of-People-with-a-3/i-TJ2qSnj/A
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Social policies and disability
Trying to define the complex relationship that has developed 
between disability and public policy is a challenge, particularly 
when dealing with certain national traditions and practices. These 
policies, which are the result of interventions by public agencies, 
have been deployed in different ways and in different sectors over 
the past four decades with the aim of helping PWD participate in 
community activities. They are complex and generally agreed to 
be fragmented [147, 148], since they take different forms as they 
endeavour to meet individual and collective needs, improve health 
and well-being, compensate for losses and damages incurred, and 
redistribute wealth to achieve equality. With respect to disability,  
they include responding with specific measures to the needs 
of PWD, as is the case with home care, home adaptations, and 
adapted transport (the so-called ‘disability policy’), while in 
other cases responses are delivered through general interventions 
targeting the population as a whole.

For the majority of developed countries, the organisational 
structures of the policies inherited from the 1970s were reformed 
in the early 2000s. From measures aimed at supporting specialized 
institutions, an approach focusing on human rights to eliminate 
obstacles to social participation now dominates the political land-
scape. In this process, the role of policy is reaffirmed as an essential 
factor in keeping persons with disabilities in the community.

Stemming from this, an approach targeting personal compensa-
tion for additional costs incurred as a result of having disabilities or 
impairments or experiencing disability situations is implemented 
in a way that separates income-related issues from additional 
costs. The logic behind compensation for costs is mostly applied 
without regard to individual income and underscores collective 
responsibility for the social consequences of disability (PWD gen-
erally have reduced incomes). This approach is the subject of more 
and more discussions across different revisions of income security 
measures [148, 149].

The dimensions related to the issue of income and income 
replacement in the event of an accident takes us into a very com-
plex realm where insurance provisions co-exist alongside social 
assistance and solidarity that often vary depending on the causes 
of the accident. In the current situation of economic instability, 
the welfare state is slowly being transformed into a hybrid sys-
tem connecting the state and civil society and in which the roles 

of the different stakeholders such as community organisations, 
charities, foundations and, to a lesser extent, family caregivers, in 
responding to these needs are becoming blurred. In this process, 
we should stress the importance given to the progressive accessi-
bility of the built environment and public transport [150, 151]. All 
these elements that help to redefine the system reflect both a need 
to modulate the way things are done and a reaffirmation of their 
essential role in supporting PWD in their participation in regular 
activities in the community.

In contrast with earlier assistance policies, contemporary socie-
ties are characterized by active national and regional policies and 
diversified disability support programmes. On the other hand, in 
the context of public budget constraints and reduction of the size 
of the state, OCDE countries tend increasingly to transfer responsi-
bilities from the central state to regional and local authorities [152].

The situation is rendered still more complex by the tendency of 
different states to each have a unique historically-based welfare 
organization for income security and disability support pro-
grammes. One way to understand eligibility to those programmes 
is to distinguish between specific access on the basis of work sta-
tus, work accidents, and disability insured causes such as traffic 
accidents, from access to disability programmes that flow from 
social security measures available for all citizens. However, this 
complex network of situations means both access to income secu-
rity and to specific forms of compensation are generally inequitable 
across different populations, especially for PWD.

Recently, there has been a shift towards offering direct payments 
rather than access to services, which are in any case diminishing 
because of cost-cutting practices. This shift appears on the sur-
face to align with the Independent Living ideology—in particular, 
it attributes a broader interpretation of the role of the personal 
budget to cover the needs of PWD. In principle, the individual is 
provided with increased freedom of choice and controls who pro-
vides the disability support. Generally these programmes favour 
a transfer of public resources towards less costly services from 
social economy organizations and private agencies.

Direct payment and personal budget management are valuable  
solutions in apparent fit with values of the disability rights 
movement but they do not suit the abilities and choices of every 
PWD. Moreover, such a policy could reduce collective responsi-
bility and may exacerbate redistribution problems for vulnerable 
citizens.

Summary of social policies issues  
for people with disabilities
There is no modern example of a really equitable universal dis-
ability insurance policy in developed countries. Such a system 
would make a distinction between basic income security for all 
citizens, high enough to cover basic needs and prevent the fall 
into poverty; and universal insurance for disability-related addi-
tional costs whatever the causes of disability, work situation, and 
household status.

Discussion and conclusion
The issue of enhancing community access and promoting full par-
ticipation of PWD in society is still highly challenging in spite of 
significant improvements over the last few decades at all levels. 

Table 33.3 Social networking and the Internet increasing access to 
community

Interrupting patterns of isolation 
and loneliness [135]

Increased autonomy [136]

Finding a job [137, 138] Greater control over complex 
communication situations [139]

Disability networking [140] Accessing news services [138]

Online dating [138] Accessing online learning environments [141]

Self and group advocacy [140] Accessing useful information, such as 
concerning sexuality [142]

Benefits of anonymity [hence 
reduced stigmatisation] and 
disinhibition [135, 143]

Participating in group discussions [e.g. 
via blogging [144]], accessing tools that 
enhance independent living [e.g. apps [138]]
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The increasing importance of the social model of disability and 
the efforts of advocates of the disability movement have led to 
the passing of new laws or conventions based on human rights 
principles that mandate the reduction of barriers to full participation. 
These, in turn, have led to changes in how services are organ-
ized and delivered, in the ranges of health care and technologies 
being promoted and what they are called upon to do, and in the 
social and disability policies in play at national, international, and 
regional levels.

Service delivery is still, however, fragmentary and inadequate 
overall at addressing the range of support services required to 
ensure full participation. Many gaps still exist—there are signifi-
cant inadequacies in the ability to deliver health care to PWD, to 
support families and for young or adult PWD to get an education 
and find work, not to mention participate more fully in leisure 
activities. Different countries have different strategies for deal-
ing with this—none are currently fully successful. One of the key 
insights to emerge in recent years is the role of resiliency in han-
dling the challenges posed by disability, whether at the level of 
the individual, the family, or the community. As a result, there has 
been a partial shift in service delivery towards enhancing resiliency 
rather than only offering direct support.

In counterpoint to the problems of service delivery, however, we 
are currently in the middle of a major technological revolution. 
Technological aids are broadening from devices that assist indi-
viduals to more environmentally engaged technologies that offer 
support for homes and households, as well as global infrastructures 
that operate at macroscopic levels, providing adapted or ‘smart’ 
services for both individuals and communities—smarter and more 
caring cities, for example, and Internet-enhanced communications 
environments. On the other hand, these technological innova-
tions are occurring so quickly that adequate testing and assess-
ment of their support for PWD is weak and largely ineffectual—new 
technologies replace older ones faster than they can be evaluated. 
Furthermore, earlier experiences with personal assistive devices 
showed that although these devices can enhance the lives of PWD, 
their benefits are often overestimated by the developers. The issue 
of ensuring adequate testing remains problematical as a result.

Finally, socioeconomic policies in relation to disability are 
shifting in a number of important ways. There is a growing  
recognition of the need to separate the provisions of social secu-
rity for all citizens, which include insurance for basic costs asso-
ciated with disability, from the additional and endemic costs of 
engaging in full participation while living with disability, costs 
which can be both individual but also societal. An example of 
the latter is the lower income typical for PWD—hence compen-
sation for disability needs to incorporate awareness of systemic 
income disparities that also affect PWD. Another recent change 
among developed countries has been to offer more direct pay-
ment programmes in lieu of access to services, which allows 
PWD a choice among different service providers. The approach 
emphasizes the increasing autonomy available to PWD as a 
result of the changes under way, a net gain if nothing compro-
mising emerges. There are fears, however, that direct payment 
schemes may abrogate responsibility on the part of government 
towards the need to construct social and physical environments 
that are less disabling. The call for physical environments that 
meet the requirements of universal design offers an example of 
the pressure on states to ensure full participation and citizenship.

An interesting observation that may be made is that, 
although developments in service provision, policy-making, 
and technological development are necessarily inter-related, the 
impacts of changes in any one area on the others are often poorly   
understood—for example, how does a successful new technology 
change service provision or policy-making? What is the relation-
ship between the realization of the role of resiliency in service 
provision and the development of smart environments?

Overall, we may observe an emerging ‘disability economy’, 
driven by both social and technological innovation, but the exact 
form it will take is still evolving and is difficult to affirm. An 
important challenge to ensure social change, however, is rooted 
in the fact that a fundamental shift needs to occur in culture, not 
just the culture of disability but, in a more expansive way, the 
culture of ‘ability’. Universal design is not aimed at designing 

z Video 33.1. Assistive Technology in Action - Meet Mason (relatedto section 
2.1.1 Assistive Devices): In this video, you’ll meet Mason, a young boy with vision 
loss who, with the help of assistive technologies, is able to learn reading and 
writing in the same classroom as his sighted peers.
(Source: http://www.youtube.com/watch?annotation_id=annotation_761049&feature=iv&
src_vid=bYKUx OdUAao&v=xMHuWGUEu2M)
This video is credited by the Family Center on Technology and Disability(www.fctd.info/)

z Video 33.2. Wireless Technologies for People with Disabilities (related to  
section 2.1.1 Assistive Devices): This video presents a number of assistive 
technologies that have been developed over the past years for persons with 
significant physical disabilities to help them with their activities of daily living.
Stand-alone devices, as well as solutions that make use of commercially available 
technologies such as personal computers have given people more control over 
their home environments. 
(Source: https://www.youtube.com/watch?v=J0qllstWw-M)
This video is credited and produced by The Neil Squire Society(www.neilsquire.ca/)

http://www.youtube.com/watch?annotation_id=annotation_761049&feature=iv&src_vid=bYKUx 
http://www.youtube.com/watch?annotation_id=annotation_761049&feature=iv&src_vid=bYKUx 
http://www.fctd.info/) 
https://www.youtube.com/watch?v=J0qllstWw-M) 
http://www.neilsquire.ca/) 


z Video 33.6. Assistive Technology in Action - Meet Elle (related to section 
2.1.2Communication Devices): In this video you’ll meet Elle, a young woman with 
cerebral palsy who with the help of assistive technologies, is able to communicate 
with family, friends, and teachers. We invite you to view and share this video with your 
colleagues and the families you serve. 
(Source: http://www.youtube.com/watch?v=p46F0IbYEUA)
This video is credited by the Family Center on Technology and Disability (www.fctd.info/)

z Video 33.3. FAU Assistive Technology Lab (related to section 2.1.1 Assistive 
Devices): This video gives a brief introduction to the many types of assistive 
technology, like Electronic aids for daily living (EADLs).  
(Source:http://www.youtube.com/watch?v=wphcu2MuWX4)
This video is credited by the Florida Atlantic University (www.osd.fau.edu/)

z Video 33.4. Assistive Technology in Action - Meet Jared (related to section 
2.1.1 Assistive Devices): In this video, you’ll meet Jared, a young man with cerebral 
palsy who controls his computer using a sip and puff switch. That computer 
access allows Jared to run a business creating dynamic graphics and websites.
(Source: https://www.youtube.com/watch?v=bYKUxOdUAao) 
This video is credited by the Family Center on Technology and Disability (www.fctd.info/)

z Video 33.5. Assistive Technology: Enabling Dreams (related to section 
2.1.2Communication Devices): This video shows the use by disabled students of 
alternative augmentative communication (AAC) devices. From voice-activated 
software to customized laptops, tech is changing the way disabled students 
communicate, learn, and play.  
(Source: http://www.youtube.com/watch?v=rXxdxck8Gic) 
This video is credited by Edutopia (www.Edutopia.org)

z Video 33.7. Go everywhere with GENNY 2.0 (related to section 2.1.3Mobility 
Devices): This video shows how mobility devices can improve daily mobility for 
persons with disabilities.  
(Source: http://www.youtube.com/watch?v=p46F0IbYEUA)
This video is credited by Genny Mobility (www.gennymobility.com/)

z Video 33.8. iBot Robotic Wheel chair Commercial(related to section 2.1.3 
Mobility Devices): This video portrays how mobility devices can improve daily 
mobility for persons with disabilities. 
(Source: http://www.youtube.com/watch?v=O7otewMk9pc)
This video is credited by DEKA research (www.dekaresearch.com)

http://www.youtube.com/watch?v=p46F0IbYEUA) 
http://www.fctd.info/) 
http://www.youtube.com/watch?v=wphcu2MuWX4) 
http://www.osd.fau.edu/) 
https://www.youtube.com/watch?v=bYKUxOdUAao) 
http://www.fctd.info/) 
http://www.youtube.com/watch?v=rXxdxck8Gic) 
http://www.Edutopia.org) 
http://www.youtube.com/watch?v=p46F0IbYEUA) 
http://www.gennymobility.com/) 
http://www.youtube.com/watch?v=O7otewMk9pc) 
http://www.dekaresearch.com) 
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z Video 33.9. Tamara Mena ~ Ekso test pilot: Believe (related to section 2.1.3 
Mobility Devices): This video portrays how mobility devices can improve daily 
mobility for persons with disabilities. 
(Source: http://spectrum.ieee.org/biomedical/bionics/goodbye-wheelchair-hello-exoskeleton)
This video is credited by Spectrum IEEE (www.spectrum.ieee.org/)

z Video 33.11. TurnyEvo car seat lift (related to section 2.2.1 Motor Vehicle 
Adaptation): This video shows how a car can be adapted to allow persons with 
disabilities to drive. 
(Source: http://www.youtube.com/watch?v=zvOPtV6aSTI)
This video is credited by AutoAdapt (www.autoadapt.com/en/)

z Video 33.10. Eythor Bender: Human exoskeletons - for war and healing 
(related to section 2.1.3 Mobility Devices): This video shows how mobility devices 
can improve daily mobility for persons with disabilities.  
(Source: http://www.ted.com/talks/eythor_bender_demos_human_exoskeletons)

z Video 33.12. Autoadapt K5 Gas under-ring - Bewick Mobility (related to 
section 2.2.1 Motor Vehicle Adaptation): This video shows how a car can be 
adapted to allow persons with disabilities to drive.
(Source: http://www.youtube.com/watch?v=nB08tJYMksg)
This video is credited by AutoAdapt (www.autoadapt.com/en/)

environments for PWD; it is aimed at designing environments for 
people with all forms and levels of ability. One of largest inhibi-
tors to this is the attitudes and understanding of the common 
citizen—the social representations that people maintain of each 
other. And social representations do not change quickly. It may 
take another generation before we see the true shape of the new 
economy.
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CHAPTER 34

Virtual reality for 
neurorehabilitation
Robert Riener

Introduction

What is virtual reality?
The term ‘virtual reality’ (VR) was popularized in the late 1980s 
by Jaron Lanier, one of the pioneers of the field. At the same 
time, also the term ‘artificial reality’ came up. The Encyclopaedia 
Britannica describes VR as ‘the use of computer modelling and 
simulation that enables a person to interact with an artificial 
three-dimensional (3D) visual or other sensory environment’ [1] . 
Furthermore, it states that ‘VR applications immerse the user in 
a computer-generated environment that simulates reality through 
the use of interactive devices, which send and receive information 
and are worn as goggles, headsets, gloves, or body suits’ [1]. For 
example, a user wearing a head-mounted display with a stereo-
scopic projection system can view animated images of a virtual 
environment. The immersion is enhanced by the use of motion 
sensors that pick up the user’s movements and adjust the view on 
the visual display in real-time accordingly; the user can even pick 
up and manipulate virtual objects that she or he sees through the 
visual display, and also wearing data gloves that are equipped with 
joint angular position sensors, or even with force-feedback mod-
ules that provide the sensation of touch [1]. Thus, VR usually refers 
to a technology designed to provide interaction between user and 
artificially generated environments. This interaction is supposed 
to be more natural, direct, or real than pure simulation technolo-
gies delivering only numerical or simple graphical outcomes.

There are further terms, especially applied in the area of rehabili-
tation, that refer to VR applications, such as ‘feedback’, ‘biofeedback’ 
and ‘augmented feedback’. Feedback allows patients to evaluate 
their movement success as well as detect potential movement errors 
[2, 3]. Concepts that are mostly being deployed are, for example, 
verbal feedback and mirrors placed in front of the patients, giving 
visual and/or acoustic feedback [4] . Other approaches include bio-
feedback—processes that monitor a patient’s performance using 
physiological measurements [5]. With the advent of modern media 
technologies, also the technology of ‘augmented feedback’ has 
nowadays become increasingly popular [6, 7]. Augmented feedback 
can be defined as ‘the provision of supplementary sensory informa-
tion (visual, auditory, or haptic) brought by technological means, 
which would not normally be present in the usual environment’ [8]. 
A good overview of VR technologies applied to medicine has been 
presented by Riener and Harders [9]. That source serves as a basis 
for some of the chapters and text passages of this article.

Principle of virtual reality
Main components
VR comprises two main components: the user environment and the 
virtual environment (Figure 34.1) [9] . While the user interacts with 
the VR system, the two environments communicate and exchange 
information through a barrier called interface. The interface can 
be considered as a translator between the user and the VR system. 
When the user applies input actions (e.g. motion, force generation, 
speech, etc.), the interface translates these actions into digital sig-
nals, which can be processed and interpreted by the system. On the 
other hand, the system’s computed reactions are also translated by 
the interface into physical quantities, which the user can perceive 
through the use of different display and actuator technologies (e.g. 
images, sounds, feeling of touch, etc.). Finally, the user interprets 
this information and reacts to the system accordingly.

Importance of multi-modality
In VR applications, the exchange of different physical quantities 
between the user and the virtual environment occurs via dif-
ferent channels, also called modalities. Such modalities can be 
sound, vision, or touch. Communicating with multiple modali-
ties is called multimodal interaction. Multimodal interaction 
allows several types of modalities to be simultaneously exchanged 
between the user and the virtual environment. The goal of apply-
ing multimodal interaction is to provide a complete and realis-
tic image of the situation, to give redundant information (e.g. for 
safety reasons), to increase the quality of presence, and to provide 
a more intensive stimulation of the human neurophysiological 
system, when applied to rehabilitation.

Problems of the use of VR
Increasing use of VR also turned up some problems due to the 
technology. Sometimes users experience so-called cybersickness 
[10,  9] with symptoms of nausea, dizziness, eye-strain, head-
ache, disorientation, or vomiting. Of course, the level of sickness 
depends on the susceptibility of the user. Symptoms can appear 
during the exposure to the VR and last for hours after the expo-
sure. Technical issues may be main origins for cybersickness. 
For example, a 15 ms lag in a head-mounted display can already 
induce cybersickness in the user.

Rationale for the use of virtual reality in rehabilitation
Rehabilitation has the goal to restore previously lost move-
ment capabilities, to learn compensatory movements or to treat 
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cognitive and psychological deficits that enable subjects to cope 
with daily life and, thus, increase quality of life [9] . VR technolo-
gies in rehabilitation are thereby mostly employed in physiother-
apy, occupational therapy, and psychotherapy. Applications in 
physiotherapy and occupational therapy usually consist of meth-
ods to recover limb functionality after disease or accident. In psy-
chotherapy, VR is mostly used to treat phobias or stress diseases or 
trauma. VR technologies can also be applied to provide feedback 
as assistance during activities of daily living (ADL).

The three key concepts of physiological rehabilitation are 
repetition of the movement that needs to be rehabilitated, 
active participation of the patient, and performance feedback. 
Movement repetition is important both for motor learning and 
the corresponding cortical changes [11]. Active participation 
in gait training was shown to increase therapy outcome [12]. 
The same is true for the rehabilitation of the upper extremi-
ties, when stroke patients are forced to use their paretic arm 
due to constraint induced movement therapy (CIMT) [13]. 
The repeated practice must also be linked to incremental suc-
cess at some task or goal. In the intact nervous system, this is 
achieved by trial and error practice, with feedback about the 
performance success provided by the senses (e.g. vision, audi-
tion, proprioception).

VR is a powerful tool to motivate the participants to active par-
ticipation, while providing augmented performance feedback. VR 
in rehabilitation provides motivating training that can be supe-
rior to training in a real situation [7] . It was shown that increased 
motivation and active participation can lead to increased effi-
ciency and advancements of motor learning in neurorehabili-
tation [14,  15]. Enriched environments, highly functional and 
task-oriented practice environments were shown to be necessary 
for motor re-learning and recovery after stroke [15].

There are different factors influencing the motivation of a subject 
using VR technologies. First, the VR task should show functionally 
meaningful reactions to the motor performance of the patient to 
increase motivation [16]. Another factor influencing the motiva-
tion is the kind of reward provided in order to keep the patient 
always engaged and interested [17, 18]. Last but not least, motiva-
tion can also be affected by the difficulty level of the VR exercise. 
Best results have been obtained when the difficulty is adapted to 
the motor and cognitive capabilities of the patient [19, 20, 21, 22].

Besides the aspects of improving active participation through 
motivation, VR allows testing of different methods of motor train-
ing, types of feedback provided, and different practice schedules 
for comparative effectiveness in improving motor function in 
patients. VR technology does not replace the real environment, 
but it provides a convenient tool for manipulating these factors, 
setting up automatic training schedules and for training, testing, 
and recording participants’ motor responses. The VR environ-
ment settings, choice of tasks, and level of difficulty can be easily 
and gradually adjusted to the human subject with respect to motor 
abilities, cognitive abilities, interests, age, etc.

Another advantage for using VR technologies in neurorehabili-
tation is that it automatically provides context specific instruc-
tions. Just by seeing the virtual environment can stimulate and 
invite the patient to get active just by intuition, without any fur-
ther oral explanations given by the therapist. For instance, a vir-
tual path in the nature, with a virtual ball lying on the ground, 
may stimulate the user to walk to the ball and shoot it away; or a 
table with a virtual bottle and an empty glass invites the subject 
to grasp the bottle and fill the glass. Furthermore, VR can be a 
good solution for training of dangerous tasks, which may be too 
difficult to train for in the real setting, such as special gait-related 
tasks (risk of falling) or use of edgy and sharp tools for different 
manipulative tasks (risk of arm/face injuries).

Technical prerequisites
Recording technologies
A human operator presents actions to the VR system in various 
forms, for instance, as positions and movements, forces and tor-
ques, speech and sounds as well as physiological quantities (see 
Figure 34.2, Table 34.1), which need to be measured by recording 
technologies and fed as input modality into the virtual environ-
ment [9] . The choice of method or device to measure such infor-
mation depends on the physical properties of the information to 
be transferred and the range of the signal to be measured.
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Fig. 34.1 Bidirectional exchange of information in VR systems.
Riener R, Harders M. Virtual reality in medicine. Springer; 2012. [9] ).
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Fig. 34.2 Multimodal, bidirectional interaction between the user and the virtual environment.
Riener R, Harders M. Virtual reality in medicine. Springer; 2012. [9] ).
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Recording of positions and movements
For many VR applications it is required to measure positions 
and movements of body segments or objects used by the human 
operator [9] . Measurement of positions and movements can be 
based on resistive, capacitive, inductive, ultrasound, or opti-
cal sensing principles. The position and movement measuring 
systems can be classified into three categories depending on 
structure and design. These are desktop systems, body-mounted 
systems, and contact-free systems. Desktop systems are designed 
for being used on a desk. Such devices are standard computer 
mice or game joysticks. More complex joystick-type devices exist 
that allow rendering of several degrees of freedom, for example 
in spatial (3D) range. Body-mounted sensing systems are usu-
ally used to measure the posture or movement of the human. 
The equipment needs to be attached to the body of the subject 
(Figure 34.3). Examples are goniometers, gyroscopes, acceler-
ometers, and inclinometers in order to measure angles, velocity, 
or acceleration, respectively. Inertial sensors, such as acceler-
ometers and gyroscopes, are used to measure motion and ori-
entation. Inertial sensors are widely applied in head-mounted 
displays to track the angular motion of the user’s head. 
Goniometers are used to measure joint angles. Many versions 
are based on resistive measurement principles using potenti-
ometers. Contact-free systems (remote systems) can capture the 
position and motion of the body in space without mechanical 
contacts between the subject and the sensing unit [23]. This type 
of sensing system is often preferable since it gives a large scope 
and the users are normally not encumbered by wires and bulky 
components. Several systems are based on optical, acoustic, or 
magnetic measuring principles [24]. Most common are passive 
optical systems, commercially available by companies such as 
Qualysis AB, Gothenburg, Sweden, or Vicon Motion Systems 
Limited, Oxford, UK. Eye-tracking systems are used to detect 
and record the positions and movements of one or both eyes of 
the viewer while looking at any real or virtual object, for exam-
ple on a screen [25].

Recording of forces and torques
Sensing user interaction forces and torques is important, espe-
cially for force feedback controllers implemented in haptic 
devices and robots. Forces and torques are usually measured 
by resistive (strain gauges), piecoelectric, capacitive, and opti-
cal methods. They can be recorded by desktop systems (e.g. 
joysticks or computer mice with force feedback), lab-mounted 
systems (e.g. ground reaction platforms, instrumented holds, 
and bars) or by body-mounted systems (e.g. pressure-measuring 
insoles).

Recording of sound
There is a large variety of sound and speech recording systems 
available. They differ from each other in terms of their setup 
(mounted on a desk, a wall, or the user’s head), their connection 
(with wires or wireless), the number of recording channels (mono, 
stereo, or array of microphones) [26], and the processing technol-
ogy (e.g. sound detections or speech analysis) [27].

Recording of physiological signals
Physiological signals, representing activities of the peripheral and 
autonomous nervous system, can also be used as input modal-
ity for VR systems, for example, to detect if the user of any VR 
scenarios gets emotionally involved or even stressed. Measurable 
quantities are, for example, muscle activity, faze, pupil size, nerve 
signals, cardiovascular signals (heart rate, blood pressure), meta-
bolic signals (blood gas concentration), respiration variables, body 
temperature, and skin conductance [28, 29].

Table 34.1 Examples of different input modalities and recording technologies, see also [9] 

Physiological function Information transferred Physical quantities Measurement device examples

Voice, speech Sound, acoustics, words, commands Sound pressure, frequency Microphone

Muscle activities, segmental  
kinematics and kinetics

Posture and body motion;  
mechanical load

Position, velocity, angle, acceleration; 
force, moment

Joystick, goniometer, accelerometer

Physiological functions Cardiovascular state, thoughts, 
well-being

Heart rate, temperature, 
electrophysiological quantities

Thermometer, electromyogram 
(EMG), electroencephalogram (EEG), 
pulse oximeter

Fig. 34.3 CyberGlove III, including 18 to 20 sensors.
With kind permission of CyblerGlove Systems LLC.
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Display technologies
Visual displays
Various hardwares exist for the visual display of computer-generated 
images. Presentation of 2D pictures can be performed by simple 
computer monitors or projection systems. For stereo rendering of 
graphical information different methods have been developed to 
present the correct stereo image to the respective eye [9] .

One method is to encode the images for the respective eyes 
via light polarization. Filters are employed to distinctly polarize 
the left- and right-eye stereo image. Users apply glasses with cor-
responding polarization filters, thus, letting only the appropri-
ately polarized images pass each filter. This display strategy can 
be implemented by using two projectors equipped with rotated 
linear polarizers. The rendered images are projected simultane-
ously onto the same surface. Passive stereo glasses are worn, 
which contain matching rotated linear polarizers. Instead of 
polarization, also different colours (red/green, blue/green or only 
slightly shifted colours) can be used to distinguish the right and 
left image. Furthermore, stereoscopic images can be generated by 
head-mounted displays, or autostereoscopic screens, which do not 
require any glasses worn by the user.

There different levels of immersion are encountered with the use 
of different graphical display systems. The simplest solutions are 
desktop systems, based on standard computer screens. A straight-
forward extension of desktop VR is the enlargement of the display 
area. This widens the provided field of view, thus, increasing the 
sense of immersion. Moreover, additional users can participate in 
the viewing of the presented VR content [30]. The most immer-
sive graphical display systems are those, where the user is placed 
inside of a virtual world, while blocking out cues from the real 
environment in order to obtain a sense of presence—the feeling of 
actually being in the simulated environment. Two key examples in 
this category are cave-like setups and head-mounted displays. In 
the former a user stands inside a small room, whose walls are used 
as projection surfaces. The virtual world is displayed on the latter 
via rear-projection [31]. In the second immersive display type, a 
head-mounted setup is worn, which houses small screens in front 
of the eyes [32]. By tracking head movements of a user, the views 
of the virtual world are updated according to the changes in view-
ing position and orientation. However, head-mounted displays are 
often too heavy and uncomfortable for prolonged usage.

Auditory displays
There are many different techniques for generating sound in a vir-
tual environment with the purpose of providing a realistic impres-
sion or to provide instructions or warnings. Auditory signals can 
be generated by headphones or loudspeakers. Headphones are the 
simplest solution for displaying sound to the VR user. They are 
often used together with head-mounted displays. Headphones can 
produce stereo sound and they can suppress noise from the sur-
rounding environment. However, as in the most common devices 
the characteristics of the sound are independent of the user’s posi-
tion and orientation, the user may perceive the sound as unrealis-
tic when moving the head.

Sound can also be displayed by loudspeakers. They are often 
used together with a screen or projector. Compared to head-
phones, loudspeakers can be used by multiple users, and the user 
does not have to wear equipment covering the ears. Alternatively 
to the use of a single speaker to produce mono sound, numerous 

speakers can be used to produce different qualities of stereo sound 
(e.g. 2 speakers for stereo sound, 6 or more speakers for surround 
sound, 64 or more speakers for a method based on the wave field 
synthesis)

Haptic displays
The term haptics originates from the 19th century, where it was 
used mainly in relation to psychophysics research. It is derived 
from the Greek word haptikos, which means ‘able to touch/grasp’. 
Today it is used to describe all tactile, kinaesthetic, and proprio-
ceptive perceptions of the human body. An important aspect to 
note about haptics is that it involves both a passive receptive and 
an active explorative component, thus, requiring bidirectional 
input and output. Tactile perception is related to the sense of 
touch, which includes the feeling of pressure, vibration, tempera-
ture, and pain. The tactile cues are perceived by a variety of recep-
tors located under the surface of the human skin. Each receptor 
responds to different stimuli. For example, mechanoreceptors 
sense pressure and vibration, thermoreceptors detect changes in 
skin temperature, and nociceptors sense pain.

Many haptic devices have been built to date, as research devices 
but also as commercially available products. The majority incor-
porate only the force feedback component of touch, thus, provid-
ing mainly kinaesthetic and proprioceptive sensations [33]. The 
most famous of these interfaces is the PHANToM device from 
SensAble Technologies (Figure 34.4A). Originally developed at 
Massachusetts Institute of Technology, it can now be found in 
many research labs concerned with haptics. The device can pro-
vide haptic interaction only for a single point (usually in the form 
of a pen or finger gimbal), but has a large range of motion and 
a wide range of uses. While the PHANToM is based on a series 
kinematic structure, other haptic displays have parallel kinematic 
structures. Prominent examples of parallel robots are the hexapod 
with six degrees of freedom, the Delta robot, and parallel mecha-
nisms based on the pantograph principle.

The CyberGrasp, Cyber-Glove Systems LLC (Figure 34.4B) with 
its 22 sensors is another haptic device, which is based on a wear-
able concept. Actuators attached to each finger allow the user to 
grip and feel a virtual object with four fingers. Furthermore it can 
be attached to the Cyber-Grasp exoskeleton. Another wearable 
device is the exoskeleton MAHI of Sledd and O’Malley [34], which 
provides force feedback mainly to the palm of the user as well as 
the elbow (Figure 34.4C). It can be used in combination with the 
cyberglove to add haptic feeback to the fingers.

Only a few solutions support tactile feedback, which is harder 
to generate as the biological process of tactile receptors are not 
fully understood [33], and as there are bigger design challenges to 
meet the spatial and temporal requirements of tactile perception. 
Tactile displays can be used to provide tactile perception to the 
finger tips (Figure 34.4D).

Rendering technologies
Rendering in computer graphics
Typical elements required for graphical rendering are sources of 
light, objects in the environment, and the camera (or eye) view-
ing the scene. Moreover, physical processes (e.g. light reflection 
and image formation in the camera) are also essential components. 
These basic ingredients can be found in most standard rendering 
approaches and softwares. However, in some specialized cases  

 

 

 

 

 

 



SECTION 5 technical concepts422

(e.g. in volume rendering), different image creation paradigms are 
followed [36]. The real physics underlying the mentioned processes 
are complex, therefore, often simplifications are made, especially 
if real-time performance is required. This becomes visible as a 
trade-off between the levels of photorealism and interactivity. More 
information can be found in Riener and Harders [9] . Graphical ren-
dering algorithms are available in contemporary graphics libraries, 
such as the so-called ‘Open Graphics Library’ (OpenGL)—a wide-
spread, platform-independent, cross-language application pro-
gramming interface for creating 3D depictions of graphical objects.

Auditory rendering
Due to the development of high-capacity computer technology, 
sound is not any more restricted to simple replay of prerecorded 
samples. Sound has made its way towards VR, where rendering of 
sound is used for creating virtual auditory environments analo-
gous to graphics rendering [37]. There are two major principles to 
render the acoustic information to the virtual environment. The 
first principle is to display prerecorded sound samples. The sound 
samples are usually static and non-parameterized. To simulate 
different virtual situations, often a large number of sound samples 
are required. These different sound samples may be played simul-
taneously or one after the other depending on the user activity 
and interaction with the virtual scenario. This principle is com-
monly used to render the background scenario in virtual envi-
ronments by adding for example, twittering birds, rushing waters, 
passing cars, a human audience, machine noise, or music. The 
second principle of sound rendering is either based on real-time 
synthesizing of sound sources as they are generated by the physi-
cal properties of the sound emitting components and materials, or 
on modulating the sound signals as they appear in the vicinity of 
the ear of the listener [38].

Haptic rendering
Haptic rendering refers to the process of creating haptic impres-
sions or force feedback from a virtual environment through haptic 

displays. The process consists of two main steps: collision detec-
tion and contact force computation. Collision detection is a pro-
cess to detect the intersection occurring between the user (in the 
virtual environment) and the virtual object the user is interact-
ing with. As soon as the interacting body part of the user (e.g. 
the user’s fingertip, object hold and moved by the hand, foot, toe) 
penetrates the virtual object (e.g. a wall, surface of a desk, a static 
object), a collision between the user and the object takes place, 
which implies that the user touches the virtual object. Haptic 
devices must then render reaction forces that prevent the user 
from penetrating too deep into the virtual object. The rendered 
force should resemble the contact force when touching an equiva-
lent object in a real scenario. Some basic haptic rendering tech-
niques for rigid objects of simple geometry are presented in Riener 
and Harders [9] .

Generation of virtual environments
Unlimited number of both fictional and genuine virtual environ-
ments can be applied in VR aided rehabilitation. Virtual environ-
ments can either be static or include dynamic elements such as 
changing weather and time conditions, altering topography, or 
even procedurally growing flora [39]. These characteristics, in 
combination with pleasant or unpleasant background music and 
other acoustic stimuli, can hence be used to influence the level of 
arousal and valence of patients affecting their emotional experi-
ence [40, 41].

There are various elements involved in the generation of vir-
tual environments, including navigation, interaction, autonomy, 
and scripting. The generation of virtual environments can be 
made more efficient by modelling certain characteristics of dif-
ferent user types using the environment [42]. For example, users 
of a virtual shopping mall might interact very differently to the 
environment and each other than users of a flight simulator envi-
ronment [42]. Virtual environments generated with high fidelity 
should, in addition, have an interesting story that causes users to 
suspend disbelief and get immersed in the environment. Artificial 
intelligence is an important part of making realistic interactions 
in virtual environments. For example, a virtual tour of a historical 
site can be made more interesting by augmenting it with a virtual 
guide, who has the knowledge structure of the virtual site, but is 
also given a ‘personality’ so that the virtual guide can emulate a 
real guide [43].

A particular type of virtual environments are encountered in 
serious games, which are games designed for purposes other than 
entertainment, such as to educate or to train [44]. In a literature 
survey on the impact of computer games and serious games, it was 
found that knowledge acquisition/content understanding was a 
frequent outcome of games, suggesting that games might have a 
beneficial effect [45].

Reeve presents an introduction to narrative-based serious games 
[46]. According to Reeve, serious games have clear objectives for 
player achievement that are transferable to spaces outside the 
game world; they are rarely ends in themselves but mechanisms to 
improve skills in other domains. Within serious games, the role of 
the narrative becomes more pronounced because of the require-
ment to deliver specific learning outcomes. Reeve categorized the 
types of narratives in games as follows [46]: (i) in linear traditional 
games the users must successfully complete a stage before receiv-
ing the next episode of the game; (ii) in branching narrative games 

PHANToM

MAHI-Exo-II robot

CyberGrasp

Tactile display

(A) (B)

(C) (D)

Fig. 34.4 Variety of different haptic display devices: (A) PHANToM, 
(B) CyberGrasp, (C) MAHI Exoskeleton, and (D) tactile display.
(A) With kind permission of SMS Lab, ETH Zurich, Switzerland, (B) with kind permission of 
CyberGlove Systems LLC; (C) with kind permission of Rice University and Marcia O’Malley; 
(D) with kind permission of Ig-Mo Koo.
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every decision made in the game has a unique set of consequences, 
which reflects real life; (iii) games with parallel paths have the 
game content predefined but the user can sequence the material in 
a manner of his or her choosing, rather like connecting assorted 
lengths of a pipe; (iv) In a dynamic narrative structure the game 
is without declared goals, but is an open-ended experience that 
develops a continuing story through the behaviour and interac-
tions of characters and forces within the milieu.

McQuiggan et  al. [47] developed a narrative-centred learn-
ing environment called Crystal Island, which was a serious 
game for studying eighth-grade microbiology, and compared 
it to traditional instructional approaches. Although the learn-
ing gain in students was less than the traditional approach, the 
narrative-centred game had motivational benefits with regards to 
self-efficacy, presence, interest, and perception of control [47].

In serious games, storytelling can be used as a tool for motiva-
tion, for example by using storytelling as a reward [48]. Storytelling 
can also be used to give serious games a specific form that is easy 
to understand [48]. When game scenes of serious games fit within 
an overall narrative, learner interest is maintained [44]. McDaniel 
et al. [49] provide a conceptualization of the nature and function 
of storytelling in serious games.

In an early work on the desirable characteristics of games, 
Malone [50] lists variable difficulty as one of the desirable fea-
tures. According to Malone, good computer games should 
be playable at different difficulty levels, which can be chosen 
automatically by the game according to how well the player 
does, or can be chosen by the player [50]. The first idea, that 
the game chooses a difficulty level based on how well the player 
performs, is similar to the idea in flow theory of matching task 
challenge to user skill in order to sustain user motivation for a 
task [51]. The idea of automatically adjusting difficulty level of 
games has been very influential in shaping the design of seri-
ous games over the last two decades. For example, different 
parts of a complex serious game can be individually adapted to 
match user performance. A more sophisticated machine learn-
ing approach is to have game agents learn from their experience 
and adapt themselves in real-time based on user performance 
[52]. In another approach, game parameters and behaviours of 
computer-controlled opponents can be adapted in real-time 
according to the proficiency of the player in the game [53]. In an 
educational game, adaptation rules can be designed to examine 
learner performance and adapt a specific game scenario based 
on how well the learner is doing [54].

In any game, rewards and scores are important components. 
They give feedback to the user in an attempt to both demonstrate 
correct versus incorrect answers, but can also act as a motivating 
entity [55]. There has been some debate about the role of rewards in 
affecting intrinsic motivation—the inherent tendency to seek out 
novelty and challenges in games and not work towards rewards 
[56]. While some researchers opine that rewards negatively affect 
intrinsic motivation [57], others argue that there is no such nega-
tive effect [58]. Nonetheless, rewards remain a key part of games, 
and are often related to the concept of scores, which are points 
awarded to users based on how well they perform in a game. Score 
motivates game play by rewarding behaviour and providing a 
gauge of performance, enabling comparison and competition 
[59]. The presence of high score lists in games has been argued to 
encourage user participation [60].

Virtual-reality supported physiotherapy
Virtual-reality supported ankle rehabilitation
At Rutgers University, Burdea and colleagues developed the 
VR-supported haptic device called ‘Rutgers Ankle’ [61]. The 
system consists of a hexapod platform as a haptic interface that 
provides forces in 6 degrees of freedom to the patient’s foot, in 
response to his or her movement performance in a game-like VR 
exercise (Figure 34.5). The patient is treated in a sitting posture, 
with the foot attached via a footplate to the hexapod device. Two 
exercise games have been developed. In the first one, the patient 
uses the foot to steer a virtual airplane through a virtual sky. As 
the plane moves forward, a series of open square hoops are pre-
sented on the screen. The goal is for the participant to manoeu-
vre the plane through the hoops without hitting the sides. This 
is done by mapping the ankle movement to the flight path, where 
for instance ankle dorsiflexion can cause the nose of the plane to 
point upward, elevation can cause the plane to go toward the left, 
etc. The difficulty level can be adjusted by changing the number 
and placement of hoops, airplane speed, and the amount of resist-
ance provided by the haptic interface. A  second game calls for 
the participant to pilot a virtual speedboat over the ocean while 
avoiding buoys, again by moving the ankle up and down or in 
and out. A  recent addition to these games is that the user can 
experience task-related haptic effects such as a jolt when a buoy 
or hoop is hit, or to change the environmental conditions by add-
ing turbulence to the air or water implemented by generating a 
low-frequency side-to-side vibration of the platform. The Rutgers 
Ankle system has been validated on patients with orthopaedic dis-
orders, which showed that the VR-based training had a positive 
effect in task accuracy (defined as the number of hoops entered 
versus the missed ones), ankle range of motion, ankle torque pro-
duction, one leg stance time, and stair descent time.

A recent study by Mirelman et al. [62] compared robotic inter-
vention using the Rutgers Ankle system for patients exercising 
with and without an attached VR system. The researchers did not 
only compare standard neurological tests for both groups, but also 
investigated the distance walked and the steps taken in everyday 
life using an accelerometer based system. The group that received 

Fig. 34.5 VR application in ankle rehabilitation using the Rutgers Ankle.
Copyright Rutgers Tele-Rehabilitation Institute. Reprinted by permission.
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VR-augmented training showed greater changes in walking veloc-
ity, distance, and number of steps taken.

Virtual-reality supported gait rehabilitation
Gait rehabilitation is applied for patients with paralysed lower 
extremities due to lesions of the central or peripheral nervous sys-
tem (e.g. after stroke or spinal cord injury) [9] . The goals of the 
therapy are to restore motor function and improve movement 
coordination, to learn new motion strategies and to prevent sec-
ondary complications such as muscle atrophy, osteoporosis, and 
spasticity, in order to improve quality of life, and finally get back 
to normal daily activities and participation in the society.

Treadmill training
Treadmill training is part of a rehabilitation programme admin-
istered to patients with neurological gait disorders in order to 
improve walking capabilities. Some clinical research groups are 
using VR systems that are coupled to standard commercially 
available treadmills used in rehabilitation. Baram and Miller 
studied the effects of VR on the walking abilities of multiple scle-
rosis patients [63]. Their study included 16 patients. They found 
an average short-term improvement of 24% increase in walking 
speed compared to baseline after exercising with VR.

Using a treadmill mounted on a 6 degree of freedom motion 
platform with a coupled VR system, Fung et al. could not only 
investigate walking, but also turning movements [64]. They 
showed that gait performance (i.e. gait speed), could be increased 
in stroke patients, when providing auditory and visual feedback 
during treadmill training [64].

Jaffe et al. have used VR technology to train obstacle avoidance 
during walking in chronic post-stroke patients [65]. Virtual obsta-
cles were displayed in a head-mounted display together with a video 
image of the patient’s legs. They compared real world and virtual 
world obstacle avoidance training. Patients who received VR train-
ing showed significantly greater improvements in fast paced veloc-
ity than patients who trained with real objects. Improvements in 
obstacle clearance and step length of the non-paretic side were also 
higher in the VR group, but not significantly.

Similarly, Chuang et al. [66] compared training with and with-
out VR in coronary artery bypass graft patients, and found that 
patients training with VR achieved significantly better cardio-
pulmonary improvement. Yang et al. [67] also compared tread-
mill training with and without VR in stroke patients, and found 
improvements in walking speed, community walking time and 
self-reported walking ability in the VR group.

While most approaches use treadmills in combination with 
monitors or other display devices to render the virtual environ-
ments in front of the patient, others project the visual contexts 
(e.g. obstacles) directly onto the instrumented treadmills. This 
allows training foot positioning relative to environmental proper-
ties [68]. Such devices are likewise used to allow functional gait 
rehabilitation in elderly people or improve gait adaptability in 
people with stroke [69]. Further investigations of the effects of VR 
training on gait biomechanics with individuals post-stroke were 
performed by Deutsch et al. [70] and Mirelman et al. [62].

Treatment of Parkinson’s disease
One of the primary symptoms of Parkinson’s disease is hypoki-
nesia, that is, difficulty in the initiation and continuation of 

motions, in particular during ambulation. These symptoms tend 
to worsen as the disease progresses. Although the symptoms can 
be mitigated by drugs such as L-dopa, these drugs can become 
less effective over time and may produce unwanted side effects, 
such as chorea and athetotic movements. Thus, a complementary 
method to treat hypokinetic gait in Parkinson’s disease could offer 
patients a way to delay or reduce drug use while still maintain-
ing or even improving gait function. Such an alternative method 
is based on an interesting phenomenon associated with patients 
with Parkinson’s disease termed kinesia paradoxa. Patients with 
Parkinson’s disease, who are unable to ambulate, or even unable to 
initiate a step on open ground are, paradoxically, able to step over 
objects placed in their path with little difficulty. Weghorst and col-
leagues have conducted a number of studies to ascertain, whether 
VR technology provides a way to take advantage of this phenom-
enon and facilitate walking in Parkinson’s disease patients by pre-
senting virtual objects overlaid on the natural world [71]. Several 
other technologies have been developed and applied to assist 
Parkinson patients during daily life activities (see later).

Robot-assisted gait training
Several devices for robot-assisted gait training have been developed 
over the last decades and were shown to cause significant improve-
ment of gait function in patients suffering from stroke or spinal 
cord injury [72]. Robots for treadmill walking typically consist of 
a body weight support system, an actuated exoskeletal mechanism 
in combination with a treadmill or an actuated end-effector based 
mechanism in order to drive the limbs of the patient. Examples 
are the Lokomat [73, 74], which uses actuators in hips and knees 
to automate treadmill walking, the WalkTrainer [75], the Bowden 
cable-driven LOPES robot [76], and the Autoambulator.

Robot-aided VR exercises have been used to increase the moti-
vation and physical engagement of children with cerebral palsy 
[77, 78, 79, 80]. VR exercises have also been used to motivate sub-
jects suffering from stroke [81]. The study of Mirelman et al. [62] 
investigated the effects of VR training compared with a robot 
alone. In the following section, the principles of VR in gait reha-
bilitation will be explained with the example of the Lokomat gait 
orthosis.

Gait rehabilitation with the Lokomat
The Lokomat gait orthosis was developed in the Spinal Cord 
Injury Center at the University Hospital Balgrist Zurich, for 
improvement and automation of neurorehabilitative treadmill 
training [73, 74]. It consists of two actuated leg orthoses, which are 
strapped to the patient’s legs. On each orthosis, two motors, one 
at the hip joint and one at the knee joint, guide the patient’s legs 
along a physiological walking pattern. The orthosis is synchro-
nized with the belt speed of a treadmill. Together with the body 
weight support system, the orthosis allows even non-ambulatory 
patients to perform walking movements.

Therapists and physicians can choose the optimal training 
scenario and set the VR and game parameters in such way that 
patient-specific motor deficits are addressed in the best way. For 
example, in a project with cerebral palsy children, the motor 
function training aims to increase the maximal force output of 
hip and knee flexors/extensors, to exercise and improve maxi-
mum joint range of motion, speed adaptation during walking, 
translation of visual input into motor output (eye/head coordina-
tion) and initiation/termination of gait. Four training scenarios 
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of daily living were implemented as virtual tasks that address the 
above-mentioned training goals [79]. For muscle strengthening 
and to increase the range of motion, the patients waded through 
deep snow in a virtual world or kicked a virtual soccer ball. In 
order to exercise the starting and stopping of gait and the increase 
and decrease of walking speed, the patients have to walk within a 
street traffic scenario, where they have to cross a street at a traffic 
light. Patients exercise gait-eye coordination (translation of visual 
input into motor output) and leg motion coordination in the street 
traffic scenario and in an obstacle course (Table 34.2).

Studies in healthy subjects showed that VR enabled healthy sub-
jects to perform more accurate movements during obstacle step-
ping [82]. Subjects were given auditory, visual and haptic feedback 
on their foot clearance and the distance to obstacles they had to 
overstep. Performance was measured as foot clearance over the 
obstacle and the number of obstacles hit. This study showed that 
subjects had higher performance with auditory feedback than 
with visual feedback. Additionally, the authors showed that 3D 
vision did not improve performance compared to 2D visions. In 
patients, a study by Bruetsch et al. showed that VR had the poten-
tial to increase active participation of children with cerebral palsy 
compared to gait therapy alone [77]. Participation was thereby 
quantified by electromyography (EMG) measurements.

If sound is used, it should be properly timed with a visual or 
haptic event. In order to create a realistic impression, the sound 
should not be delayed more than 20 ms after the occurrence of 
the visual or haptic event. An example is the collision of the foot 
with a virtual obstacle. When the foot impacts the virtual wall, the 
graphical and haptic displays show the foot contact with the wall 
with a minimal time shift to the acoustics.

The Lokomat system can also serve as a haptic display that ren-
ders the force interaction between the user’s foot and a virtual 
object [79, 82] (Figure 34.6). As the Lokomat was not built to be 
used as a haptic display, it only has motors at the hip and knee 
joints, whereas the ankle joint cannot be actuated. Therefore, con-
tact forces on the toes cannot be displayed directly. Nevertheless, it 
is possible to produce a quasi-realistic haptic perception by trick-
ing the tactile system with synchronized visual and acoustic cues 
into believing the interaction would happen at the toes. Impedance 
control is normally used to display haptic objects in the virtual 
environment. Typical sampling times for haptic rendering lie in the 
range of 500–1000 Hz. Below 500 Hz, the rendering of stiff objects 
may become unstable. The haptic rendering has been directly 
included within the Lokomat control architecture. An impedance 
controller computes a corrective force from the difference between 
desired and real position. It implements a spring-damper system 

as an internal impedance model. The reaction force is computed 
from the stiffness of the spring-damper system. Computation of 
the contact forces can be done by impulse based methods or by 
penalty based methods. An impulsive force is applied on contact 
of the foot with the object and pushes the foot out of the virtual 
object. Thereby, the position of the foot in Cartesian space must be 
computed as a function of hip and knee angles and length of shank 
and thigh. When shank length is known, estimation of the length 
of thigh and foot can be done, using the method of Winter [83]. 
Then, during contact with the object, the desired haptic interaction 
forces can be computed. In penalty based methods, the interac-
tion force will be computed depending upon the penetration depth 
and/or the penetration velocity [82]. Additional friction terms can 
help creating a realistic feeling.

Virtual-reality supported arm rehabilitation
Arm rehabilitation is applied for patients with paralysed upper 
extremities due to lesions of the central or peripheral nervous 
system (e.g. after stroke or spinal cord injury) [9] . The goals of 
the therapy are to restore motor function and improve move-
ment coordination, to learn new motion strategies (compensatory 
movements, trick movements), and to prevent secondary compli-
cations such as muscle atrophy, osteoporosis, and spasticity, in 
order to improve quality of life, and finally get back to normal 
daily activities and participation in the society.

Arm therapy systems
Chen et al. [84] and Duff et al. [85] developed VR systems where 
arm kinematics are tracked with cameras and reflective mark-
ers. In both cases, the patient performs reaching motions that 
are shown on the screen. In the case of Duff et al. [85], different 
auditory cues are also used to give feedback about the movement. 
King et al. [86] developed a similar system, but combined the opti-
cal tracking with an ‘arm skate’ system for tracking on a table. 
Subramanian et al. [2]  were able to show that such exercise with 
VR and optical tracking can lead to a slight improvement in arm 
function over conventional physical exercise, possibly due to bet-
ter feedback. Mumford et al. [87] also used cameras to track a cyl-
inder that was grasped by the user and moved along a horizontal 
display. Augmented feedback was given to reinforce speed, trajec-
tory and placement.

Alamri et  al. [88] developed a system for arm impairment 
diagnosis and rehabilitation based on a data glove and visual 
display. Tasks include arranging blocks, moving a cup, working 
out with a dumbbell and others. Similarly, Merians et al. [89] 
developed a hand training system based on a CyberGlove and a 
simple 3D representation of the hand. Connelly et al. [90] were 
able to show slightly, though not significantly, greater improve-
ment when training with a glove in VR compared to normal 
training.

An adaptive virtual scenario was developed by Cameirão et al. 
[19]. The arm was again tracked using cameras and markers, and 
data gloves allow finger tracking. The virtual environment con-
sists of several different tasks, and a personalized training module 
allows difficulty to be adapted to the individual patient.

In contrast to the above groups, who applied camera track-
ing systems or wearable data gloves, Fong et al. [91] used a touch 
screen to simulate an automated teller machine for patients with 
acquired brain injury. The goal of their system was to train both 

Table 34.2 Therapy goals of a virtual scenario used with cerebral 
palsy patients

Soccer Obstacle Traffic Snow

Muscle strength + +

Range of motion + +

Walking speed + +

Limb coordination + +

Cognition + +

 

 

 



SECTION 5 technical concepts426

cognitive ability (using the machine) and motor ability. Similarly, 
Lewis et al. [92] developed a system where the forearm and wrist 
are secured in a fibreglass cast mounted on a load cell. The applica-
tion of forces and torques to the cell controls the movement of a 
submarine shown on the display.

There are several groups that have shown that augmented feed-
back exercises promote recovery in patients suffering from stroke 
[93, 94] and lead to smoother arm movements [95].

Robot-aided arm rehabilitation
The advantages of robotic arm training are that the therapist can 
get assisted, e.g. relieved from the weight of the patient’s arm, the 
training can get longer and more intensive (up to 20 times more 
movement repetitions per training session), and the movements 
can be measured and used for therapy assessment. Furthermore, 
by adding special VR technologies the training can get much more 
entertaining and motivating. Implementation of task-oriented 
games can support to learn activities of daily life. Examples of arm 
therapy robots are the MIT-Manus [96], which allows training 
movements in the horizontal plane (Figure 34.7A), the T-WREX 
(commercialized as Armeo®Spring, Hocoma AG, Switzerland) 
[97], a passive gravity-balancing orthosis allowing arm movements 
in 5 degrees-of-freedom (Figure 34.7B), the Bi-Manu-Track [98], a 
single joint actuator that allows training of distal arm functions, 
the Gentle/s system, an endeffector-based robot that is based on 
the Haptic Master with 4 active and 2 passive degrees-of-freedom 
[99], the first bimanual training robot MIME [100], several passive 

systems based on the PHANToM haptic device [101], the ADAPT, 
a robot for training with different tools [102], ARMin [103], which 
is a device with 7 active degrees of freedom (Figure 34.8) and sev-
eral hand master systems, to support finger movements, such as 
the Rutgers Master [104].

One of the key elements for a successful rehabilitation is the moti-
vation of the patient. It is also known that task-orientated training 
improves motor recovery in patients [105]. Audiovisual displays can 
ideally be used to present tasks and instructions to the patient [89, 
106–108]. Therefore, most systems are connected to a visual dis-
play with a virtual environment, where the robot acts as an input 
device for playing games and performing tasks (Figure 34.7, and 
Figure 34.9). The movement can be represented by a virtual avatar, 
by projecting a real camera image to the virtual world or by mapping 
the subject’s movement to any other object (e.g. virtual ball or virtual 
car). During motor training also cognitive tasks can be exercised.

One of the first robot-aided VR training system was devel-
oped by Adamovich and coworkers [106, 109]. It allows training 
of different exercises of the hand within a virtual environment. 
The hand movements were recorded by a CyberGlove device 
(CyberGlove Systems, San Jose, CA, USA), whereas finger forces 
were applied with a RutgersMaster [104]. In this way, the range of 
motion could be trained for each finger independently. A graphi-
cal bar on the screen serves to display the amount of flexion force 
of each finger, which encourages the patient to flex and extend 
the fingers as much as possible. Another exercise enabled to train 
fast hand closing speeds. This was implemented by a motivating 
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Fig. 34.6 The Lokomat VR setup.

(A) (B)

Fig. 34.7 Examples of arm rehabilitation robots applied in combination with VR displays: (A) MIT Manus; (B) Armeo®Spring Pediatric, Hocoma AG, Switzerland.
(A) By courtesy of H. I. Krebs; (B) picture: Hocoma, Switzerland.
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butterfly game, where the task of the user is to wink the hand 
faster than a predetermined threshold in order to chase away the 
butterfly from the virtual hand.

Several studies have also attempted to explicitly improve patient 
motivation in robot-aided rehabilitation using elements such as 
difficulty adaptation, short- and long-term goals, music, and other 
elements [110, 111].

Virtual reality applications with ARMin
ARMin was developed at ETH Zurich in collaboration with 
University Hospital Balgrist Zurich. The newest version of the 
device consists of 7 active degrees of freedom and allows the 
training of functional movements (Figure 34.8). The exoskeleton 
is attached to the patients arm with two cuffs, one on the upper 
and one on the lower arm [103]. ARMin is connected to a virtual 
environment to provide visual and auditory feedback. The system 
has two computers, a control system with the real-time operating 
system Matlab xPC-Target and a host computer with the graphical 
user interface. The API of xPC is used to poll the needed data from 
the control system. For graphical rendering the GIANTS game 
engine, Coin3D, later also UNITY were used.

There are currently three different modes used for training, 
such as mobilization mode, simple games, and ADL tasks. In the 
mobilization mode the therapist is able to teach and repeat move-
ments. The therapist determines the choice of joints to be moved 
as well as the range of motion and speed of the movement. The 
movement taught by the therapist is smoothened and then stored 
by the robot. A position controller repeats the stored trajectory, 
while the patient can remain completely passive. The joint angles 
of the robot are mapped to a virtual hand of the avatar on the 
screen (Figure 34.9). The goal of this mode is to foster blood cir-
culation, reduce spasticity in the hemiparetic arm, prevent joint 
contractures, train muscle strength, etc.

To train joint movements simple games have been imple-
mented. In the ball game the patient controls a virtual bar to 
catch a ball. The joint to be involved and the range of motion are 
selected by the therapist. The handle can be moved in one, two, 

or three dimensions, depending on the motor skills of the patient 
and the training preferences of the therapist. Furthermore, dif-
ficulty level, amount of support, and ball behaviour are adjust-
able to the patients’ needs. The robot supports the patient with an 
as-much-as-needed control strategy. In another game, coordina-
tion can be trained by moving a ball through the randomly gener-
ated labyrinth. Again, the workspace is adjustable by the therapist 
and then mapped to the plane representing the labyrinth. The walls 
are haptically rendered with a penalty-based approach. To train 
coordination, the force applied against the walls must not exceed 
a given threshold. Otherwise, the patient has to restart from the 
beginning of the labyrinth. Additionally, appealing sound is given 
as a reward, when the end of the labyrinth has been reached.

A third mode enables the training of ADL tasks (Figure 34.9) 
[112]. The patient has to perform functional movements with the 
whole arm to achieve the tasks and train activities he or she can use 
in daily life. Realistic tasks have been implemented according to a 

Fig. 34.8 ARMin IV with 7 degrees of freedom.
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Ticket machineDoor

Fig. 34.9 Activities of daily living (ADL) tasks that can be trained with ARMin.
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list defined by several criteria (e.g. importance in daily life, feasib-
lility with ARMin). Besides the visual feedback, auditory feedback 
is applied to maximally involve the patient in the virtual world. 
Furthermore, perception when interacting with objects is mim-
icked by sound feedback. As the third modality, haptic feedback 
has been implemented to support the patient (e.g. haptic table) or 
to enhance the level of realism by adding friction and weight to 
objects. To simplify collision detection, only the end-effector posi-
tion (representing the hand), is considered for haptic interaction. 
Virtual objects are rendered as cylinders or cuboids. To calculate 
the haptic feedback each object is modeled by a spring-damper 
system. When a collision occurs the calculated force is applied 
at the endeffector by the controller. While the visual and audi-
tory feedback use a sampling rate of 60 Hz, the haptic feedback 
is rendered with 1 kHz. During the rehabilitation of patients it 
is important that the training is linked to the real world in order 
to maximize the transfer to daily life. Realistic behaviour of 
objects is provided by the physics and collision detection engine 
of GIANTS. Instead of 3D-vision lighting and shadow effects help 
to perceive visual depth in the virtual world. Important in reha-
bilitation therapy is the adaptability of the virtual world to the 
skills of the patient. Therefore, the avatar hand can be moved by 
the therapist to a position, where the patient can reach all objects 
needed within the range of movement available to him or her. The 
ADL training system has been evaluated with healthy subjects and 
stroke patients [112]. Besides using the visual feedback to present 
the task and arm movement it was also used to display the virtual 
tunnel of the patient-cooperative control strategy (Figure 34.7B).

Further virtual reality applications
Balance training
One of the first reports about the use of VR for balance training 
has been provided by Jacobson et al. [113]. The authors describe 
a VR system for balance training of subjects with vestibular 
disorders, which they call the Balance Near Automatic Virtual 
Environment (BNAVE).

Subjects with peripheral vestibular disorders frequently suffer 
from disequilibrium during standing and walking, and visual 
blurring during head movements. They are often treated in ves-
tibular rehabilitation programmes by exposure to situations 
that stimulate their symptoms in order to promote habituation. 
Typically, patients are taken through a gradually changing type 
of exposure that progressively adds situations and positions pro-
voking and increasing their symptoms (e.g. dizziness, motion 
sickness, loss of balance). Due to habituation, the symptoms get 
weaker during the course of the treatment. VR technologies can 
support such training, as large immersive visual fields can be cre-
ated and changed rapidly to suit patient needs.

The BNAVE system is a spatially immersive, stereoscopic, 
projection-based VR system that encompasses a subject’s entire 
horizontal field of view, and a large portion of the vertical field 
of view, when looking forward (viewing angle is 200° in the hori-
zontal and 95° in the vertical direction). The validity of the sys-
tem’s immersion was tested in a pilot study. Both normal and 
vestibular-impaired subjects responded to the visual stimuli 
provided by the BNAVE system with substantial greater head 
movements (100–300% increase) and body sway movements in 
synchrony with the visual motion. The results confirmed the 
robust effect of the visual stimuli provided by the system on pos-
tural responses.

VR training has been used successfully to rehabilitate func-
tional balance and mobility also in both traumatic brain injury 
(TBI) survivors and healthy elderly subjects [114]. In another 
study, an experimental group that received VR therapy in addi-
tion to conventional physical therapy improved in balance more 
than the control group that received only physical therapy [115].

VR exercises have also been used to improve dynamic balance 
control in a short-sitting position of three wheelchair users, fol-
lowing spinal cord and head injuries [116]. The patients showed 
increased motivation to perform a centre-of-pressure-controlled 
video game-based exercise and increased dynamic short-sitting 
balance. The patients exhibited increases in practice volume 
and attention span during training with the game-based tool. 
In addition, they demonstrated substantial improvements in 
dynamic balance control. These observations indicate that a 
video-game-based exercise approach can have a substantial posi-
tive effect by improving dynamic short-sitting balance.

Back training
Recently, a commercial product, called Valedo®Motion (Hocoma 
AG, Volketswil, Switzerland), came out that can be used for 
functional low back pain therapy, through a motivating exercise 
environment. The system uses two lightweight orientation sen-
sors to record small movements from the patient’s lumbar spine, 
and provides real-time augmented performance feedback to help 
the patient improve their movement awareness. Various exercises 
have been designed to help improve the patient’s mobilization, 
proprioception, stabilization and balance. The use of real-time 
visual feedback using VR technology not only helps to improve 
patient’s compliance and motivation, but also supports therapists 
by providing direct assessments of trunk movement quality.

Cognitive training
Psychophysiological stimulation to increase 
engagement and motivation
VR exercises such as arm training can only be effective if the par-
ticipant is motivated to exercise and is appropriately challenged. 
Particularly motivation has been shown to have a major influence 
on the rehabilitation outcome [9, 12, 14, 117]. While it is impos-
sible to measure motivation itself while a person is immersed in 
VR, we can assume that certain psychological states (high engage-
ment, appropriately balanced workload) can ensure high motiva-
tion. For example, it is desirable to control cognitive workload 
since research in healthy subjects has shown that motor learning 
decreases in the presence of distracting cognitive tasks that pre-
sent cognitively overchallenging situations [118, 119]. On the other 
hand, tasks without cognitive workload may be considered bor-
ing, thus, decreasing the motivation to exercise.

Cognitive workload can be unobtrusively measured in VR with 
the use of so-called psychophysiological measurements (record-
ings of the body’s response to psychological states). Originally 
used for workload recognition in applications such as flight simu-
lation, they were extensively investigated for both upper extrem-
ity [120, 121] and lower extremity [29, 122] rehabilitation within 
the FP7 European project MIMICS. The project demonstrated 
the possibility of classifying workload using psychophysiological 
measurements and using them to adapt task difficulty. The dem-
onstrated systems essentially consisted of two feedback loops: a 
‘fast’ feedback loop to provide physical assistance during each 
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motion and a ‘slow’ feedback loop to adapt difficulty every few 
minutes (Figure 34.10). Since then, several other studies have 
proposed alternative methods of recognizing cognitive workload 
from psychophysiological measurements applied in rehabilitation 
[123–125], but it is not yet clear what approach would be optimal 
with regard to accuracy, robustness and patient comfort.

Quantifying cognitive load during the training can be achieved 
by evaluation of physiological quantities such as electrocardio-
gram (ECG), galvanic skin response (GSR), breathing frequency, 
and skin temperature [29]. This is possible, as all psychologi-
cal quantities as behavioural, social, and emotional aspects are 
reflected in physiological signals of the body [126]. Using autoad-
aptive linear classification methods [122], these physiological sig-
nals can be processed to determine the cognitive load in real time. 
By adapting the training environment and task difficulty of the 
virtual environment, it is possible to control the physiological and 
psychological state of subjects during gait and arm rehabilitation 
in a closed loop fashion.

Training of cognitive function after brain damage
Mild cognitive impairment and memory impairment
There is a lot of potential in using VR technology for memory 
training of persons with mild cognitive impairments (MCI). Guo 
et  al. [127] developed a virtual kitchen and tested it with per-
sons with MCI and found a high acceptability rate. In a study by 
Kizony et al. [128], a virtual supermarket environment was used 
to train executive functions for persons with MCI, resulting in 
an improvement in executive functions. VR can also be used for 
memory training in healthy elderly individuals. In a study done 
to test the effect of VR-aided memory training (VRMT) on mem-
ory in healthy elderly persons, it was found that the experimental 
group using VRMT showed significantly better improvement in 
memory tests than the control group who underwent face-to-face 
training [129].

Dementia and Alzheimer’s disease
In a feasibility study on the application of VR, Flynn et al. [130] 
developed a virtual environment of a park and tested it with per-
sons with dementia. They found that persons with dementia could 
feel present in the environment and interact with objects, thus, 

justifying the use of virtual reality to train cognitive functions 
that persons. Exergaming, (i.e. the combination of games and 
exercise), can be another way to achieve cognitive stimulation 
in dementia, which can lead to improvements in cognitive func-
tions and also motor performance, as shown in a study done by 
Colombo et al. [131]. In older adults with questionable dementia, 
VR-based memory training was able to improve objective mem-
ory performance [132].

Impairment in spatial orientation and navigational skills is one 
of the major symptoms of Alzheimer’s disease (AD) [133], and can 
be a threat to both individual and public safety [134]. Tests with 
tasks performed in virtual environments are a cost-effective way 
of assessing navigational skills in persons with AD [134]. VR also 
offers the opportunity to rehabilitate spatial orientation in persons 
with AD, in a cost-effective manner [135]. Bouchard et al. [136] 
present a set of specific guidelines for designing and implement-
ing effective serious games targeting persons with AD, including 
choosing right in-game challenges, designing appropriate inter-
action mechanisms, providing dynamic difficulty adjustments, 
and producing effective visual and auditory assets to maximize 
cognitive training. The application of serious games to rehabili-
tate persons with AD is still at a nascent stage and, therefore, such 
guidelines can be useful for future researchers.

Traumatic brain injury
VR has been found to be a valid tool to assess memory and learn-
ing in individuals with traumatic brain injuries (TBI) [137]. In 
a study performed to train executive functions in people with 
TBI, training in a virtual supermarket was compared to training 
with conventional occupational therapy [138]. It was found that 
transfer to daily functions in the real world is better in the case of 
virtual training than conventional therapy [138]. A 4-week inter-
vention that consisted of non-immersive VR exercises resulted 
in improvement in verbal and visual learning tasks in persons 
with TBI [139]. In an online VR based training, patients with TBI 
showed an increase in working memory and attention levels from 
pre- to post-training [140].

Attention deficit hyperactivity disorder
Virtual environments are a promising method for rehabilitation 
of attention deficit hyperactivity disorders (ADHD). Rizzo et al. 
[141] have developed a head-mounted display based VR scenario 
called the Virtual Classroom designed for the assessment and pos-
sible rehabilitation of attention processes. Cho et al. [142] found in 
a study that immersive VR with cognitive training can improve 
the attention span of children and adolescents with behavioural 
problems and help them learn to focus on tasks.

Autistic spectrum disorder
Bauminger et al. [143] did a study to evaluate the effectiveness of a 
3-week intervention using a cooperation enforcing virtual environ-
ment called StoryTable, which was used to facilitate collaboration 
and positive social interaction for 6 children, aged 8–10 years, with 
autistic spectrum disorder (ASD). In the StoryTable, users could 
manipulate objects and characters within the context of a specific 
story background setting. Many different scenarios (or back-
grounds) were made available, each having different characters, 
which children could use to create and narrate stories. The inter-
vention resulted in an increase in positive social behaviours and 
decrease in stereotypic, repetitive behaviours in the children [143]. 
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Fig. 34.10 Adding a psychophysiological ‘slow’ feedback loop to rehabilitation in 
order to complement ‘fast’ robot control.

 

 

 

 

 

 



SECTION 5 technical concepts430

In another work, Herrera et al. [144] developed a VR-based learning 
environment, where a shopping activity was recreated. Within this 
learning environment, the tool ‘I am going to act as if . . . ’ aimed at 
facilitating the understanding of imagination in people with ASD. 
An intervention with two children with ASD using this VR-based 
learning environment resulted in improved functional use of 
objects and improved imagination understanding [144].

Phobias
There are different areas of psychotherapy in which the applica-
tion of VR can prove to be an effective tool [9] . Wiederhold and 
Wiederhold [145] were one of the first who recognized the poten-
tial of VR as a tool in psychotherapy, in order to treat patients 
suffering from different phobias. Examples are acrophobia (fear 
of height), aviatophobia (fear of flying, see Figure 34.11), fear of 
driving, social phobias, claustrophobia (fear of small spaces), or 
agoraphobia (fear of large spaces). Comprehensive reviews were 
presented by Krijn et al. [146] and Brahnam and Jain [147].

Post-traumatic stress disorder
Persons with post-traumatic stress disorders (PTSD) show symp-
toms of fear, helplessness, insomnia, after having been exposed to 
an extreme stressor or traumatic event. PTSD is characterized by 
three distinct types of symptoms: (1) they re-experience the event 
again and again in their imagination, (2) they try to avoid remind-
ers of the event, and (3) they are hyper-aroused for at least 1 month 
after the traumatic event [148]. VR-graded exposure therapy is 
employed at the point when exposure therapy would normally 
be introduced. According to Rothbaum et  al. [149], VR-graded 
exposure therapy has several advantages over conventional expo-
sure approaches. First, the technology of VR allows to introduce 
a shared experience between the therapist and participant that is 
practically impossible without VR. For example, it is almost impos-
sible to bring the clinician to the traumatic scenery that caused 
the disorder, and share all the PTSD patient’s imagined scenes. 
Second, VR extends the range of options available to a clinician by 
allowing the opportunity to expose to situations that are difficult, 
expensive and/or time-consuming in real life. For instance, using 
a virtual airplane the therapist can expose the patient to the air-
port and spend time on a virtual airplane taking off, flying in 
smooth and turbulent weather, and landing, repeatedly, without 
leaving the office, all within the typical therapy hour. Third, in a 
VR setting, the therapist can titrate the situation, thus, creating the 
perfect exposure for the patient. For example, the patient can expe-
rience a certain situation in an airplane, with all features, except 
one (e.g. excluding turbulence) until the patient is ready to con-
front herself or himself with turbulence in the frame of the therapy. 
Fourth, VR-graded exposure therapy augments the patient’s imag-
inative capacities with visual, auditory, olfactory, and even haptic 
computer-generated experiences (i.e. in more modalities than in 
conventional therapy). In this way, VR provides a rich sensory and 
evocative therapeutic environment that may be particularly help-
ful for patients who are reluctant to recall feared memories, have 
difficulty to emotionally engage in the traumatic memory, or are 
not very good at imagining situations [149]. Rizzo et al. [150] devel-
oped a VR-graded exposure therapy for veterans from the Iraq and 
Afghanistan wars and found that out of 20 treatment completers, 
16 no longer met PTSD criteria at post-treatment. A survivor of 
the World Trade Center attack of 11 September 2001 was exposed 

over a course of six 1-hour VR-graded exposure therapy sessions, 
to virtual planes flying over the World Trade Center, jets crashing 
into the World Trade Center, etc. After the therapy, he successfully 
reduced acute PTSD symptoms [151]. In another study, VR-graded 
exposure therapy could reduce the difficulties reported with PTSD 
patient at the Naval Medical Center, San Diego [152]. In a rand-
omized, controlled trial of VR-graded exposure therapy versus 
‘treatment as usual’ with active duty military personnel suffering 
from combat-related PTSD, it was found that 7 out of 10 partici-
pants improved at least by 30% in the VR group, whereas only 1 out 
of the 9 returning participants showed similar improvement in the 
treatment as usual group [153].

Virtual-reality supported assistance
Gait assistance
Systems that assist gait are almost exclusively based on augmented 
rather than virtual reality, providing visual and auditory cues to 
assist walking in daily life. They are most commonly used with 
Parkinson’s disease patients, who exhibit hypokinesia or so-called 
gait freezing events. When such an event is detected, the wearable 
augmented reality system provides a cue that remains until the 
freezing has been corrected by the user [154–156].

Similar systems are also used by multiple sclerosis and cer-
ebral palsy patients, where the goal is to stabilize gait by provid-
ing appropriate feedback. In the example application of Baram 
and Miller (2007) and Baram and Lenger (2012), a sound gen-
erator provides a tick each time the user takes a step [157, 158]. 
The user is instructed to adjust gait so as to produce a balanced 
rhythmic auditory cue. Additionally, visual feedback is provided 

Fig. 34.11 Simulator for the treatment of aviatophobia (fear of flying).
Courtesy of Prof. A. Mühlberger, University of Würzburg, Germany.
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by a head-mounted display that shows an image of transverse lines 
which respond dynamically to the user’s motion, much like a real 
floor fixed in space. Either one or both types of feedback together 
can be used to establish an improved gait pattern and faster walk-
ing speed.

Assistance for people with visual  
or auditory impairments
Systems that support visually and hearing impaired people in daily 
life collect information from the real environment and display it 
via other senses such as hearing and touching [159]. As such, they 
are again examples of augmented rather than virtual reality.

Most devices for the visually impaired are navigation systems, 
which record the environment using cameras or distance sen-
sors, then provide feedback to the user [160–162]. They are based 
on positioning methods, radio frequency identification tags, or 
computer vision [163]. More expensive solutions make use of 
sensors built into the environment while cheaper ones are built 
into clothing [164] or mobile phones [165]. Feedback is most com-
monly provided via auditory displays. Two such examples are the 
NAVIG [161] and AudioNav [165] systems, where different sensing 
technologies are fused to sense the position in the environment 
and head orientation using Global Positioning System, camera, 
compass, accelerometer, and inclinometer signals attached to the 
user’s body or head. Spatially rendered semantic audio informa-
tion is used to guide the user and mediate the location of recog-
nized objects.

Alternatively, devices for the visually impaired can also provide 
haptic feedback. One such example is an instrumented handle that 
supplements conventional white canes using haptic-augmented 
feedback. Pulses of a spinning wheel mimic the impact with a dis-
tant obstacle and vibrotactile feedback informs about distances to 
objects. As the implemented infrared and ultrasonic range sensors 
can also detect obstacles in the far distance and above head level, 
the safety of the user is increased [160].

Devices for the hearing impaired record sound, and then provide 
information to the user via visual displays such as head-mounted 
displays or mobile phones. While it can be difficult to interpret 
rich audio information, such as human speech, with such devices, 
some implementations do exist and have shown promising results 
[166, 167].

Wheelchair assistance
Webster et  al. [168] examined whether the use of a 
computer-assisted therapy (CAT) system in combination with a 
wheelchair simulator device would be effective in improving real 
world performance on a wheelchair obstacle course in a group of 
patients with stroke and unilateral neglect syndrome. In addition, 
they examined, whether this training influenced the number of 
falls experienced by participants during their inpatient hospital 
stay. Forty patients (38 men, 2 women) with right hemisphere 
stroke participated. All patients were right-handed and showed 
evidence of unilateral neglect, defined as specific scores on two 
standard tests of neglect, the Random Letter Cancellation Test 
and the Rey–Osterrieth Complex Figure test. The patients who 
had received the VR-CAT training made fewer errors, and hit sig-
nificantly fewer (p ≤ 0.0001) obstacles with the left side of their 
wheelchair during the real world wheelchair obstacle course test 
than did participants in the control group, who had not received 

this training (1.3 vs. 5.1 collisions). In addition, participants in 
the VR-trained group sustained significantly fewer falls (p ≤ 0.02) 
than those in the control group (2 of 19 patients in CAT group; 8 of 
19 in the control group). The virtual performance tests, conducted 
on participants in the CAT group, showed improved performance 
after the training for both the video tracking and VR wheelchair 
obstacle test, indicating that a learning effect had occurred in the 
virtual world.

Discussion
Relevance of VR for increase of motivation
VR is a powerful tool to motivate the participants to active partici-
pation, while providing augmented performance feedback. VR in 
rehabilitation provides motivating training that can be superior 
to training in a real situation [7, 169]. It was shown that increased 
motivation [14] and active participation [15] can lead to increased 
efficiency and advancements of motor learning in neurorehabilita-
tion. Enriched environments, highly functional and task-oriented 
practice environments were shown to be necessary for motor 
re-learning and recovery after stroke [15]. Additionally, VR can be 
utilized to test different methods of motor training, types of feed-
back provided, and different practice schedules for comparative 
effectiveness in improving motor function in patients. VR tech-
nology provides a convenient mechanism for manipulating these 
factors, setting up automatic training schedules and for training, 
testing, and recording participants’ motor responses.

Through game-like characteristics, VR technology can increase 
the overall motivation of patients during therapy [2,  170]. One 
game element that has been addressed quite extensively and has 
shown to be important is the possibility to adjust the level of dif-
ficulty of a VR exercise to the capabilities of patients [19–22]. In 
addition, studies have shown that VR exercises should show func-
tionally meaningful reactions to the motor performance of the 
patient to increase motivation [16]. The same study did not find 
any differences in engagement between VR exercises that differed 
in providing explicit task goals, frequent performance feedback or 
competitive training. The authors argued that this could be due 
to differing preferences and expectations of participating subjects 
towards the VR exercises. Other game mechanics that have been 
proposed to encourage motivation are reward systems, variable 
content, and intuitive tasks [17, 18].

Relevance of VR-based feedback for motor learning
Robotic assistance can reduce a patients’ effort to actively partici-
pate during training. This has been shown for both upper- and 
lower-extremity therapy [171,  172]. The primary cause for this 
effect can be attributed to the passive guidance the robot pro-
vides during training [171]. Such continuous guidance preserves 
desired movement kinematics, reducing actual movement errors. 
The absence of errors eventually leads to a reduction of effort and, 
thus, negatively affects the overall effectiveness of the training 
[173]. Therefore, VR-based feedback of movement is an important 
factor for motor learning, since it allows patients to evaluate their 
movement success as well as detect potential movement errors 
[3,  94]. Conventional concepts that are mostly being deployed 
are, for example, verbal feedback and mirrors placed in front of 
the patients, in order to give visual and/or acoustic feedback [4] . 
However, more and more computer-assisted feedback methods 
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are currently entering the clinical sites, such as audiovisual bio-
feedback and VR technologies [5].

One can distinguish two different types of VR-based feedback. 
First, feedback as being used in assistive devices has the primary 
goal to inform or warn the user about different environmental or 
body-related situations, such as high joint loads, battery depletion, 
obstacles, etc. The number of signals and the amount of informa-
tion are usually limited to avoid confusion of the user and the per-
sons in her or his vicinity. Consequently, signals are displayed in 
a time-discrete way, only when needed, and not in a continuous 
manner. In contrast, in therapeutic applications, the feedback sig-
nal contains a rather rich amount of information about the kind 
and quality of the movement performed usually displayed in a 
continuous or quasi-continuous manner. This is required to shape 
the movement and the underlying neuronal and muscular activity 
in a continuous way, resulting in a satisfactory gait or arm func-
tion that holds on in the long run.

Relevance of complexity
The complexity of rehabilitation systems often depends on the 
level of impairment of patients. If the level of impairment and 
required functionality of the rehabilitation system is low, inex-
pensive options often suffice. An example is augmenting a sim-
ple glove with Xbox instead of expensive custom-made gloves for 
finger training in post-stroke patients [174]. Gesture recognition 
systems are another way of providing inexpensive and immersive 
virtual reality-based rehabilitation for mildly impaired patients. 
A  prominent example of such a device is Microsoft’s Kinect 
(http://www.microsoft.com/en-us/kinectforwindows/), which has 
been used to make several interactive and motivating VR-based 
rehabilitation systems [175, 176].

Another wireless controller is Nintendo’s Wii (http://www.nin-
tendo.com/wii), which has also been successfully applied to reha-
bilitation. In a pilot randomized clinical trial with stroke patients, 
Saposnik et al. [177] used the Wii in conjunction with publicly 
available sports and cooking virtual reality environments. They 
found that, compared to recreational training, the group of 
stroke patients using the Wii showed significant improvement 
in standard motor function tests [177]. Wii has been a popular 
off-the-shelf activity-promoting device used in other studies such 
as in balance rehabilitation in patients with acquired brain injury 
[178], in complementing traditional rehabilitation [179], in cer-
ebral palsy rehabilitation [180], and in movement therapy to pro-
mote upper-extremity function post-stroke [181].

Popular video games are increasingly being rediscovered and 
used in rehabilitation. For example, a 3D version of the popular 
game Tetris® (http://www.tetris.com/) was used to evaluate flex-
ible thinking in deaf and hard of hearing children, and it was 
found that practising 3D spatial rotations did indeed improve 
flexible thinking [182]. Tetris has found another use in early 
PTSD therapy, when the symptoms of the disorder are not full 
blown. In a pilot study [183], participants underwent simulated 
post-traumatic stress by watching a film consisting of scenes of 
injury and death. The experimental group, who played Tetris®, had 
a reduced frequency of flashback of the traumatic scenes as com-
pared to the control group that did no task [183]. Tetris has also 
found use in cognitive rehabilitation for increasing reaction time 
and a positive sense of well-being among elderly persons [184]. 
Playing simple arcade video games like Pacman and Donkey Kong 

were also found to enhance reaction time among elderly persons 
[185,  186] but not cognition. Therefore, more complex games 
would be required to train other cognitive functions like execu-
tive control and memory processes.

On the other end of the spectrum are more sophisticated reha-
bilitation systems which are required in the case of more severely 
impaired patients, or in disorders for which simple games do not 
suffice. An example of a high-end system is an immersive virtual 
environment, consisting of computers, real-time graphics, visual 
displays, body tracking sensors, and specialized interface devices 
that serve to immerse a participant in a computer-generated sim-
ulated world that changes in a natural way with head and body 
motion [187]. The capacity of VR technology to create controlla-
ble, multisensory, interactive 3D stimulus environments, within 
which a person can become immersed and interact, offers clini-
cal assessment and intervention options that are not possible 
using simple games or traditional neuropsychological methods 
[187]. This is relevant for cases in which the nature of the disor-
der under therapy often precludes the use of simple computer 
games, for example full-fledged PTSD. PTSD is often encountered 
in veterans who are returning from combat, which is enormously 
stressful from a physical, emotional, cognitive, and psychological 
perspective [188]. Therefore, PTSD therapy must reflect that inten-
sity [188], which can be achieved with immersive VR, and which 
is not possible with simple games or traditional neuropsycho-
logical methods. Additionally, persons undergoing immersive VR 
therapy can practise in a controlled environment and can meas-
ure their success in real-time through feedback [189]. Numerous 
researchers have used immersive VR systems for PTSD therapy 
with positive results [150–153].

For severely motor-impaired patients who cannot support 
themselves during therapy, for example stroke patients who 
have an impaired limb, sophisticated systems take the form of 
robot-assisted therapy. A robot can support the patient’s impaired 
limb, making therapy less demanding both for the patients and 
the human therapist [190]. Additionally, robotic devices can also 
implement novel forms of mechanical manipulation that are 
impossible for therapists to emulate, which may ultimately enhance 
movement recovery of patients [190]. Robot-assisted rehabilitation 
can be extended by adding immersive VR with head-mounted dis-
play and haptic feedback so that patients can feel and manipulate 
objects in a large 3D workspace. Haptic devices can also be used 
as standalone rehabilitation interfaces, by providing different 
kinds of adjustable haptic forces like assistance and friction that 
can be changed in magnitude according to the level of disorder of 
the patient [191]. Another complex immersive VR environment, 
which can be used for rehabilitation is a ‘cave’ consisting of a room 
whose walls, ceiling and floor surround a viewer with projected 
images on a virtual reality environment [31].

Looking at the landscape of rehabilitation systems, one can 
conclude that although off-the-shelf games and hardware can 
be, and indeed are, used for rehabilitation, their applicability is 
restricted to mild disorders. When the severity of the disorder is 
high, sophisticated, custom-built VR environments and hardware 
are more appropriate.

Clinical relevance and evidence
Abovementioned applications and results indicate that patients’ 
motor and cognitive functions can be improved through the use 
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of VR technologies. Plenty of single case studies and some larger 
randomized clinical trials have been performed showing spe-
cific beneficial effects in many therapeutic and assistive areas. 
Increased engagement and motivation, improved performance, 
and often also positive physiotherapeutic outcomes were observed. 
Such studies include VR-aided treatment of single joints using 
haptic input devices, gait training studies performed on a tread-
mill with or without robotic support, arm therapy studies apply-
ing kinematic input devices or robotic support. Positive effects 
have been observed also when VR is applied for balance or back 
training. Additionally, VR technology has been used for the train-
ing of cognitive function, for example to increase motivation and 
engagement, to treat patients with mild cognitive impairments, 
dementia, TBI, ADHD, or ASD. In the area of psychotherapy, VR 
has been applied not only to the treatment of many different pho-
bias such as aviatophobia, claustrophobia, and social phobias, but 
also to the treatment of eating disorders and PTSD.

There is a subgroup of applications, where feedback of informa-
tion as provided by a display device of a VR system serves mainly 
to deliver an assistive function in the patient’s home or work envi-
ronment or during leisure. This can help elderly or patients with 
motor or sensory impairments to better cope with the challenges 
of daily life. Any additional therapeutic effect in these applications 
is, however, not excluded, but even desired.

Abovementioned studies show that sensory-motor or cogni-
tive functions of patients can be improved through the appli-
cation of VR technology. A  systematic review performed by 
Henderson et  al. [192] provides some evidence that movement 
training with immersive VR yields functional improvements in 
the upper extremities of stroke patients. In contrast, Laver et al. 
[193] published another systematic review, based on the selec-
tion of 19 younger studies, where they concluded that the effect 
of interactive games shows only limited improvements of arm and 
gait function in stroke patients. However, several studies are still 
ongoing and, so far, it is not at all clear, which kind of feedback 
and intensity must be applied at which phase after the stroke to 
obtain the maximum outcome.

Limitations of current systems
Rizzo et al. [194] came to the conclusion that the field of VR reha-
bilitation is still in an early phase. While weaknesses in areas 
of interface and display technologies are apparent, they do not 
threaten the viability of the field. They further concluded, that 
VR-technology in rehabilitation will continue to grow, gain further 
mainstream acceptance and eventually have a significant, positive 
impact on rehabilitation sciences [194]. Similarly, Adamovic et al. 
[195] concluded that VR-technology may be an ‘optimal tool for 
designing therapies that target neuroplastic mechanisms in the 
nervous system’, since it allows training in complex environments 
that might not be possible in the real world. They, however, point 
out, that the full potential of VR in rehabilitation will only emerge 
after research has identified the effect of various sensory-motor 
manipulations on neural processes [195].

Thus, the limitations of current systems can be discussed from 
two points of views: first, from the effect on the human user, and 
second, from the usability of the technology. With respect to the 
effects on the human user, it is not fully understood which tech-
nical features cause which motivational and therapeutic effect. 
Technical features to be distinguished concern the complexity 

of the displayed information, such as the displayed dimension 
(2D/3D), bandwidth and ranges, kind of rendered information, 
quality of the signals, kind of virtual environment, number of 
objects, story and game elements etc. The features implemented 
can have different effects on the user’s perception, experienced 
presence, engagement, and eventually, on the therapeutic outcome.

Usability of the technology refers to the complexity of the 
technical components, and includes aspects such as weight and 
size, donning and doffing time, comfort, adjustability, adaptabil-
ity, and immersion. Usability and price of the technology affect, 
eventually, the acceptance by the wearer and the clinician who is 
working with the technology. It is clear, that current VR systems 
are not optimal with respect to both effect on the human user and 
usability of the technology.

Outlook
So far, neither individual patient characteristics, nor the perspec-
tives of the clinician, and the dynamics between the individual, 
clinician, and the technology are taken into account when pre-
scribing the right amount and modality of motor or cognitive 
training features. However, not much is known so far about the 
exact mechanisms that may lead to a meaningful outcome for 
the individual subject. The different features of the VR technol-
ogy have different effects on individuals. It is always only a spe-
cial choice of specific adjustments and choices of VR features that 
may have an effect on an individual subject with his or her specific 
clinical properties.

Future studies will analyse further clinical data of large rand-
omized clinical trials, in order to find clusters of responders (in 
contrast to non-responders) that show a significant rehabilitation 
outcome as a function of specific VR features and modalities. This 
may lead to novel individualized VR-enhanced training concepts 
that, for the first time, take into account single-patient perspective 
and clinical expertise to maximize the rehabilitation outcome of 
that individual patient.

In a later step this may lead to novel diagnostic tests providing 
predictors or markers that will allow screening and classifying of 
patients into different groups. Depending on the group, only spe-
cific technical modalities may be required to treat the individual. 
In this way, specific individualized technologies and training par-
adigms may be applied in a more effective way.

Further developments will yield novel technical systems that 
will be easier to don and doff, more comfortable to wear, provide 
a much better immersion, and will have no or only little technical 
artefacts and physiological side effects, such as cybersickness. This 
will increase the acceptance of the technology, if the therapeutic 
effect is significant, and the price tolerable.

Conclusion
VR is a powerful tool to motivate the participants to actively 
participate, while it provides augmented performance feedback. 
VR-enhanced rehabilitation settings can provide a highly moti-
vating training that can be superior to training in a real situa-
tion. Increased motivation and active participation can lead to 
increased efficiency and advancements of motor learning in 
neurorehabilitation.

Several applications exist showing that patients’ motor and 
cognitive functions can be improved through the use of VR 
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technologies. Plenty of single case studies and some larger rand-
omized clinical trials have been performed showing specific ben-
eficial effects in many therapeutic and assistive areas. Increased 
engagement and motivation, improved performance, and often 
also positive physiotherapeutic outcomes were observed.

Despite the many technological achievements and positive 
results in many therapeutic and assistive applications, not much 
is known so far about the exact mechanisms that may lead to a 
meaningful outcome for the individual subject. Therefore, rand-
omized clinical trials will have to find clusters of responders that 
show a significant rehabilitation outcome as a function of specific 
VR features and modalities. This may lead to novel individualized 
VR-enhanced training concepts that will take into account single 
patient perspective and clinical expertise to maximize the reha-
bilitation outcome of individual patients.
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